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OZET

MEVCUT DERIN DOGAL DiL iSLEME MODELLERININ TURKCE
OZELINDE PERFORMANSLARININ ARTIRILMASI

Bu tez, Tiirk¢e metin 6zetleme alaninda mevcut derin dogal dil isleme modeli olan T5
modelinin metin icindeki cumlelerin kosinis benzerliklerini kullanarak 6zetleme
performansini artirmayi1 amacglamaktadir. Tiirk¢e metinlerin dogru ve etkili bir sekilde
Ozetlenmesi, dogal dil isleme (NLP) alaninda 6nemli bir zorluk olusturmakta olup, bu
calisma, Ozetleme siireclerinde model performansini iyilestirmek i¢in yeni yaklagimlar
sunmaktadir. Calismanin temel hedefi, dzetlenecek metnin ciimleler arasindaki kosiniis
benzerliklerini hesaplayarak, 6nemli cimlelerin se¢ilmesi ve bunlarin T5-large modeline
entegre edilmesiyle, oOzetleme sonuclarinin kalitesinin nasil iyilestirilebilecegini
incelemektir.

Bu arastirmanin kuramsal dayanagi dilin dagilimsal diizenliliklerinin sayisal temsillerle
ifadesini kullanarak, bu diizenliliklerin benzerlik oranina gore iiretken dil modellerinin
daha diizenli ¢ikt1 liretmesi lizerinedir. Bu baglamda her kelimenin bir vektor olarak ifade
edildigi uzayda, ctimlelerin olusturdugu baglamsal vektorler arasindaki benzerlik
(diizenlilik) kullanilarak, biiyiik dil modellerinin daha diizenli iiretken ¢ikt1 iiretmesi
beklenmektedir. Bu diktonomi yaklagimi, girig vektorler arasindaki benzerliklerin bagka
bir siiregte hesaplanarak giris vektoriindeki diizenliliklerin artirimu ile tiretken ¢iktinin
daha diizenli olmasin1 hedeflemektedir.

Arastirmada, diktonomi yaklagimi benimsenmis ve bu yaklagimin etkisiyle metinler,
climlelerin 6nem derecelerine gore siralanarak ozetleme islemi gergeklestirilmistir.
Modelin basarisi, ROUGE metrikleri kullanilarak degerlendirilmis ve elde edilen sonuglar
uzerinden, kosinus benzerliklerinin T5-Large ile birlikte kullanildiginda, &zetleme
performansinda anlamli bir iyilesme sagladig: tespit edilmistir.

Bu ¢alismanin bulgulari, Tiirk¢e metin 6zetleme alaninda kullanilabilecek yenilik¢i bir
yaklagim sunarak hem akademik literatlre katk: saglamakta hem de pratik uygulamalarda
daha etkili 6zetleme tekniklerinin gelistirilmesine olanak tanimaktadir.

Anahtar Kelimeler: Yapay Zeka, Derin Ogrenme, Tiirk¢e Metin Ozetleme, Onceden
Egitilmis Dil Modelleri, Vektérlerin Kosiniis Benzerlikleri, TS Model, Dogal Dil isleme,
ROUGE Skoru
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ABSTRACT

IMPROVING THE PERFORMANCE OF EXISTING DEEP NATURAL
LANGUAGE PROCESSING MODELS IN THE CONTEXT OF TURKISH

This thesis aims to enhance the summarization performance of the T5 model, a state-of-
the-art deep natural language processing model, by utilizing the cosine similarity between
sentences within a text for Turkish text summarization. Accurately and effectively
summarizing Turkish texts presents a significant challenge in the field of natural language
processing (NLP), and this study offers new approaches to improve model performance
in summarization tasks. The primary objective of this research is to examine how
summarization results can be improved by calculating the cosine similarities between
sentences in the text to select important sentences and integrate them into the T5-large
model.

The theoretical foundation of this research is based on the expression of the distributional
regularities of language through numerical representations, aiming to improve the output
of generative language models by using the similarity ratio of these regularities. In this
context, by representing each word as a vector in a space, and using the similarity
(regularity) between contextual vectors formed by sentences, it is expected that large
language models will produce more regular generative outputs. This diktonomy approach
aims to enhance the regularity of the generative output by calculating the similarities
between input vectors in another process, thereby increasing the regularities in the input
vectors.

In this study, the dichotomy approach is adopted, where texts are ranked based on the
importance of their sentences, and summarization is performed accordingly. The model's
performance is evaluated using ROUGE metrics, and the results indicate that using cosine
similarities alongside T5-large leads to a significant improvement in summarization
performance.

The findings of this study provide an innovative approach for Turkish text summarization,
contributing to the academic literature and enabling the development of more effective
summarization techniques for practical application

Keywords: Aurtificial Intelligence, Deep Learning, Turkish Text Summarization,
Pretrained Language Models, Cosine Similarities of Vectors, T5 Model, Natural
Language Processing, ROUGE Score
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GIRIS
Bu arastirmanin genel amaci, miihendislik prensiplerini ve ayrik diisiinme
yontemlerini kullanarak, mevcut araclarla problemlere daha verimli ve etkili ¢ozimler

bulmak ve ayni zamanda Yesil Mutabakata (Avrupa Komisyonu, 2019) uyum

saglamaktir.

Tiirkce metin 6zetleme, dogal dil isleme (NLP) alaninda onemli bir arastirma
konusu olup, metinlerin kisa, 6z ve anlamli bir sekilde 6zetlenmesi islemidir. Ancak,
Tiirk¢e’ nin yapisal farkliliklar: ve dil 6zellikleri, 6zetleme siireclerini daha karmagik hale
getirebilmektedir. Bu nedenle, Turkge metin 6zetleme gérevlerinde daha etkili sonuglar
elde edebilmek icin, son yillarda yapay zekd ve derin 6grenme yontemleri {izerine
yogunlagan arastirmalar artmistir. Ozellikle, dnceden egitilmis dil modelleri metinlerin

daha dogru 6zetlenmesi i¢in 6nemli araglar haline gelmistir.

Bu aragtirmanin geleneksel yontemlere farkli bakis agisi kazandirarak, dnceden
egitilmis TS5 biiyik dil modelinin performansini, Tirkge metin 6zetleme sirasinda
Ozetlenecek metin igindeki ciimleler arasindaki vektdrel kosinls benzerlikleri en yiuksek
olan ciimlelerin se¢ilerek modelin performansinin iyilestirilmesidir. Bu yaklasim, modelin
daha anlamli ve dogru 6zetler liretmesini saglamay1 hedeflemektedir. Kosiniis benzerligi,
climlelerin anlamini karsilagtiran bir teknik olup, secilen ciimlelerin metnin genel

anlamini daha iyi yansitmaya yardime1 olabilir.

Bu aragtirmanin temel amaci, Tiirkge metinlerin, var olan biiylik dil modelleriyle
Ozetleme alanindaki sinirlt literatiire katki saglamayi, ayni zamanda biiyiik dil
modellerinin Tiirk¢e ’yi daha verimli bir sekilde isleyebilmesini hedefleyen yenilik¢i bir
¢Ozlim Onerisi sunmay1 amaglamaktadir.

Literatiirde, biiyik dil modellerinin Tiirkge verileriyle egitilmesi ve ince

ayarlanmas1 lizerine pek ¢ok calisma bulunmaktadir. Bu ¢alismalar, Tiirk¢e'nin kendine

has dil bilgisel ve yapisal Ozelliklerinin dikkate alinarak biiyiik dil modellerinin



performansinin iyilestirilmesine yonelik c¢esitli metodolojiler gelistirmistir. Tulrkge
metinlere 0zgii dil o6zelliklerinin dogru bir sekilde modellenebilmesi i¢in, dnceden
egitilmis biliylik dil modellerinin Tiirkge veri setleriyle ince ayar yapilarak, dilin zengin
yapisinin daha etkin bir sekilde 6grenilmesi saglanmigtir. Bu baglamda, dilin morfolojik,
sentaktik ve semantik Ozelliklerini dogru bir sekilde yakalamayi hedefleyen metotlar,

modelin Tiirkce verileriyle uyumlu hale gelmesini saglamistir.

Tiirkce dilindeki performansi artirmaya yonelik diger bir yaklasim ise, modelin
Turkge veri setlerinde daha iyi genelleme yapabilmesi igin ince ayar sirasinda kullanilan
tekniklerde yapilan dzellestirmelerdir. Ozellikle, biiyiik dil modellerinin Tiirkce verilerine
adapte edilmesi siirecinde yeni model egitme, transfer 6grenme, veri artirma ve dil
Ozelliklerine duyarli parametre optimizasyonu gibi stratejiler, modelin dogrulugunu ve
verimliligini 6nemli 6l¢iide iyilestirmistir. Bu ¢aligmalar, biiyiik dil modellerinin Tiirkge
metin isleme alanindaki performansini artirmaya yonelik somut ¢éziimler sunmakta ve
daha giclii, Tirkge'ye Ozgili metin isleme sistemlerinin gelistirilmesine olanak

tanimaktadir.

Kartal ve Kutlu (2020) kendi modellerini egitirken ciimle se¢iminde, Bakan ve
Yakut (2024) graf tabanli 6zetlemede, Karako¢ ve Yilmaz (2019) kendi modellerini
egitirken kosiniis benzerlik tabanli igerik se¢imi yapmaktadirlar. Sakar ve Emekci (2025)
farkli veri kiimelerinde, vektdr veri tabanlarinda, RAG yoOntemlerinde, biiyiik dil
modellerinde (LLM'ler), gdomme modelleri ve gomme filtre puanlar iizerinde bir grid
search optimizasyonu iizerine ¢alismis ve RAG performansi, her bir veri kiimesi ve soru-
cevap c¢iftinden elde edilen gdmiilii LLM yanit1 ile referans yanit1 arasindaki fark kosiniis
benzerligini 6lgerek degerlendirmistir. Gopalakrishnan vd. (2025) GPT-4 modelinin tibbi
yonergelerden neden-sonug iligkilerinin ¢ikarilmasi iizerine yaptiklari ¢alismada modelin
dogrulugunu degerlendirmek icin kosiniis benzerligi gibi alternatif yontem kullanmistir.
Bu calismalar, literatiirdeki kendi modelleri ile Tiirkge 6zelinde metin dzetleme tizerine

olan sinirh sayidaki ¢aligmalardir.



Literatiirde yer alan biiyiik dil modellerinin Tiirkce verileriyle egitilmesi ve ince
ayarlanmas iizerine yapilan ¢alismalar genellikle yiiksek islem giicli gereksinimi ve bu
siireclerin gevresel etkileri agisindan bazi sinirlamalara sahiptir. Bu modellerin egitilmesi
ve optimize edilmesi, biiyilkk miktarda verinin islenmesi ve model parametrelerinin
ayarlanmasi siirecinde 6nemli bilgi islem giicii ve hesaplama kaynaklar talep etmektedir.
Bu durum, o6zellikle derin 6grenme tabanli modellerin biiyiik veri setlerinde egitim
stireclerinde hesaplama siirelerinin uzamasina ve bu siire¢lerde biiyiik miktarda enerji

tilkketilmesine yol agmaktadir.

Ayrica, bu yiiksek islem giicii gereksinimi, ¢evresel etkiler ve karbon salinimi
acisindan da onemli bir problem teskil etmektedir. Biiyiik dil modellerinin egitilmesi,
biiyiik veri merkezlerinde yogun hesaplama kaynaklarinin kullanilmasina ve bu siireclerin
sonucunda ciddi bir enerji tiiketimi ve karbon salimi meydana gelmesine neden

olmaktadir.



1 YAPAY ZEKA
1.1 Yapay Zeka Kavrami

Yapay zeka, beseri diisiince yeteneklerini bilgisayarlara kazandirarak insanlarin
yaptigi igleri bilgisayarlarin yapabilecek hale gelmesini saglayan bir bilim dalidir. Aslinda
yapay zeka bilgisayar bilimlerinin, insanlarin genellikle zorlu, karmasik ve rutin olarak
kabul edilen gorevleri, bilgisayarlar araciligiyla gerceklestirilebilecek hale getirme

cabasidir (Russell ve Norvig, 2010).

Yapay zeka, tipik olarak insan zekasi gerektiren gorevleri yerine getirebilen akill
makineler yaratmayi amaglayan bir bilgisayar bilimi dalidir. Bu gorevler arasinda dogal

dili anlama, kaliplar1 tanima, deneyimlerden 6grenme ve karar verme yer alir (Wahl vd.,

2018).

Yapay zeka, makine 6grenimi, sinir aglari, dogal dil isleme ve robotik gibi bir¢ok
teknoloji ve yaklagimi igeren genis bir yelpazeyi kapsar. Bu teknolojiler, makinelerin
karmasik veriyi analiz etmelerini, konusma ve goriintiileri tanimalarini ve hatta insan karar

verme sureglerini taklit etmelerini saglar (Khakurel vd., 2018).

Yapay zekd, bir sistemin dis verileri yorumlama, bu verilerden 6grenme ve esnek
adaptasyon yoluyla belirli hedeflere ve gorevlere ulasma yetenegini ifade etmektedir

(Feng vd., 2021).

Yapay zeka, tiim endiistrilerin verimlilik kazanimlarindan ve maliyet diigiislerinden
yararlanmak i¢in kullanilmak istenen, hizla biiyiliyen bir teknolojik olgudur. Yapay zeka,
otomasyon, veri analizi ve 6grenme yetenekleri gibi 6zellikleriyle is siireclerini optimize
etme ve daha etkili kararlar alma potansiyeli sunar. Bu, gesitli sektorlerde is stireclerinin
daha verimli hale getirilmesini, kaynaklarin daha etkili kullanilmasin1 ve genel olarak

rekabet avantaji elde edilmesini saglar (Hassani vd., 2020).

Yapay zeka, bir kisinin entelektiiel ve yaratici islevlerini yerine getiren, bagimsiz

olarak sorunlari ¢ézmenin yollarin1 bulan ve karar veren makinelerin, bilgisayar
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programlarinin ve sistemlerin tamami olarak kabul edilmektedir (Shabbir ve Anwer,

2018).

Yapay zeka, ilk kez 1956 yilinda bir konferansta ele alinmistir. Bu konferans, yapay
zekanin temellerini atan bilim insanlar1 John McCarthy, Marvin Minsky, Nathaniel
Rochester ve Claude Shannon tarafindan diizenlenmistir (Russell ve Norvig, 2010). O
tarihten bu yana, yapay zeka alaninda birgok gelisme yasanmistir. Ozellikle 2010'lardan
itibaren, derin 6grenme gibi yeni teknolojilerin kullanimi sayesinde yapay zeka
uygulamalar1 daha da yaygin hale gelmistir (Goodfellow vd., 2016). Bugiin, yapay zeka
teknolojileri birgok alanda kullanilmaktadir. Ornegin, saglik sektdriinde yapay zeka, tan
ve tedavi slireglerinde kullanilmaktadir. Yapay zeka algoritmalari, hastaliklarin tanisinda

ve tedavisinde daha dogru sonuglar elde edilmesini saglamaktadir (Topol, 2019).

Yapay zeka, Nesnelerin Internet’ine (IoT) eklendiginde cihazlarin insan miidahalesi
olmadan verileri analiz etme, karar verme ve bu veriler tizerinde hareket etme yetenegi de
dahil olmak tizere gesitli yonleri kapsar (Nozari vd., 2022). Ayni zamanda insan beyninin
akil ylriitme, tanimlama, anlama, katilim, 6grenme, diistinme ve problem ¢dzme
faaliyetlerini taklit etmek igin bilgisayarlarin nasil kullanilacagina iliskin ¢alismay1 da
igerir (Shan ve Yu, 2021). Ayrica yapay zeka, dogal dili akilli islemeyi ve profesyonel
yontemleri igeren bir bilgisayar bilimi dalidir (Wang ve Fu, 2021).

Ozetle yapay zekd, sistemlerin verileri yorumlama, 6grenme ve belirli hedeflere
ulagma, insan zekasm taklit etme ve entelektiiel ve iiretici iglevleri bagimsiz olarak
gerceklestirme yetenegini kapsamaktadir. Cesitli sektorlerdeki c¢esitli uygulamalariyla

hizla biiyiiyen bir teknolojik olgudur.
1.1 Makine Ogrenimi

Makine Ogrenimi, bilgisayarlarin belirli bir gérevde performanslarimi deneyim
yoluyla ve acik programlama olmaksizin gelistirmelerine odaklanan yapay zeka (Al)

alanmin bir alt kiimesidir (Htun ve Tun, 2018). Makine &6grenimi, yapay zeka



arastirmasinin temel konusu olarak kabul edilmekte olup istenmeyen e-posta filtreleri,
web arama, kredi puanlamasi, sahtekarlik tespiti, fiyat tahmini, reklam yerlestirme, ilag
tasarimi, saglik, ulasim gibi gesitli uygulamalarda kullanilan bir yontem olarak 6ne
¢ikmaktadir (Nassif vd., 2019). Makine 6greniminin amaci, genel amagl bilgisayar
makinelerinde c¢aligtirilabilen 6grenme algoritmalarin1 tasarlamaktir ve bu, insan
beyninden ilham almaktir, bagka bir deyisle makine 6greniminin amact, insan beyninden
esinlenerek genel amagli hesaplamali makinelerde yiiriitiilebilecek 6grenme algoritmalari

tasarlamaktir (Faradonbe vd., 2020).

Makine Ogrenimi, makinelere veri saglama ve onlarin 6zerk bir sekilde
O0grenmelerine olanak saglama ve boylece akilli davranislar sergileme fikrine
dayanmaktadir. Makine 6grenimi, ¢esitli alanlarda yaygin olarak kullanilan yapay zeka
aragtirmasinin temel bir yOniidiir. Sistemlerin deneyim yoluyla performanslarin
artirmalarini saglayan algoritmalarin ve modellerin gelistirilmesini igerir ve sosyal aglar,
flow sitometrisi (hiicre analizi) gibi alanlardaki siirecleri etkili bicimde gelistirmek i¢in

potansiyele sahiptir (Nabi ve Xu, 2021).

Veriye dayali tahminler ve kararlar vermek i¢in bilinen girdilerden matematiksel
modeller olusturmaya yonelik disiplinler aras1 bir yaklasim olan makine 6grenimi, ¢esitli
alanlarda yaygin uygulamalarla doniistiiriicti bir kavram haline gelmistir. Sistem girdileri
ve ciktilar1 arasindaki bilinmeyen bagimliligt mevcut verilerden tahmin eden bir
algoritmadir. Reklam yerlestirme, kredi puanlama, dolandiricilik tespiti, hisse senedi
alim-satimi, ilag¢ tasarimi, dogal dil isleme, goriintlii tanima, uzman sistemler, taklit
(simiilasyon), liretim ve diger bir¢ok uygulama alani mevcuttur. Makine Ogrenimi
kavrami, 6zellikle iiretim miihendisligi baglaminda, hem insan hem de makine 6grenimi
perspektiflerinden bilgi temsili fikriyle i¢ ice gecmis durumdadir. Ayrica makine
O0grenimi, biyolojik, biyomedikal ve davranis bilimlerinde ve siber giivenlik alanlarinda

umut verici bir teknoloji olarak giderek daha fazla taninmaktadir (Zhang vd., 2020).



Makine 6grenmesi Sekil 1.1 de gosterildigi sekilde temel olarak dorde ayrilmaktadir
(Sarker, 2021).

Makine Ogrenmesi Cesitleri

Yar1 Denetimli

Sekil 1.1: Makine 6grenmesi ¢esitleri

Kaynak: Sarker, 2021

Denetimli 6grenme, makine 6grenmesinde temel bir paradigmadir. Bu yaklasim,
algoritmanin tahminler veya kararlar yapabilmesi i¢in insanlar tarafindan olusturulan
etiketli egitim verilerinden ogrenir. Bu yaklasim, algoritmanin etiketli verilerden
Ogrenmesine izin veren insanlar tarafindan olusturulan etiketlere ihtiya¢ duyar. Denetimli
O0grenme algoritmalarini uygulamak ve uygulamak icin standart bir ¢erceve saglayan
scikit-learn gibi birkag son derece popiiler yazilim kiitiiphaneleri bulunmaktadir (Engelen

ve Hoos, 2019).

Denetimsiz égrenme, makine Ogrenmesindeki diger temel bir paradigmalardan
biridir. Algoritma, etiketlenmemis verilerden 6grenerek gizli desenleri veya icsel yapilar
kesfeder. Bu yaklasim, isaretlenmis etiketlere dayanmaz ve girdi verilerinden anlamli i¢
goruler ¢ikarmayi amaglar. Birgok c¢alisma, denetimsiz 0grenmenin cesitli alanlarda
onemini ve c¢ok yonliligiini vurgulamigtir (Abdel-Basset vd. 2022). Denetimsiz
O0grenme, insan miidahalesine ihtiya¢ duymadan etiketlenmemis veri kiimelerini analiz

eden bir siregtir, yani veri odakli bir yaklasimdir (Han ve Kamber, 2011). Bu, tiretken



ozelliklerin ¢ikarilmasi, anlamli egilim ve yapilarin belirlenmesi, sonuglarda gruplamalar
ve kesif amaclari i¢in yaygin olarak kullanilir. En yaygin denetimsiz 6grenme gorevleri
arasinda kiimeleme, yogunluk tahmini, 6zellik 6grenme, boyut azaltma, iliski kurallarini

bulma, anormallik tespiti bulunmaktadir (Sarker, 2021).

Yari denetimli ogrenme, yukarida bahsedilen denetimli ve denetimsiz yontemlerin
bir birlestirilmesi olarak tanimlanabilir, ¢linkii hem etiketli hem de etiketlenmemis veriler
tizerinde ¢alisir. Bu nedenle, "denetimsiz 6grenme" ile "denetimli 6grenme" arasinda bir
yontemdir. Gergek diinyada, etiketli veriler bir¢ok baglamda nadir bulunabilir ve
etiketlenmemis veriler oldukca fazladir; bu durumlarda yar1 denetimli 6grenme faydalidir.
Yar1 denetimli bir 6grenme modelinin nihai amaci, yalnizca modeldeki etiketli veriler
kullanilarak elde edilenden daha iyi bir tahmin sonucu saglamaktir. Yar1 denetimli
O0grenmenin kullanildig1 bazi uygulama alanlari1 arasinda makine ¢evirisi, dolandiricilik

tespiti, veri etiketleme ve metin siniflandirma yer alir (Sarker, 2021).

Takviyeli ogrenme, yazilim ajanlar1 ve makinelerin, etkinligini artirmak amaciyla
belirli bir baglam veya ortamda en uygun davranisi otomatik olarak degerlendirmesini
saglayan bir tiir makine 6grenme algoritmasidir, yani bir ortam odakli bir yaklagimdir
(Kaelbling vd., 1996). Bu tiir bir 6grenme, 6diil veya ceza temellidir ve nihai hedefi,
cevresel etkinliklerden elde edilen i¢ goriler kullanilarak o6diilii artirmak veya riski
minimize etmek icin eylemler almak olarak belirlenmistir (Mohammed vd., 2016).
Takviyeli 6grenme, robotik, otonom siiriis gorevleri, liretim ve tedarik zinciri lojistigi gibi
karmasik sistemlerin operasyonel verimlili§ini artirmaya veya otomasyonu artirmaya
yardimc1 olabilen yapay zeka modellerini egitmek i¢in giiclii bir aragtir; ancak temel veya

dogrudan problemleri ¢6zmek icin tercih edilmemektedir (Sarker, 2021).

Ozetle Makine dgrenimi, yapay zeka alanmin bir pargasi olup, bilgisayarlarmn
deneyimlerinden 6grenerek belirli gorevlerde performanslarini gelistirmeye odaklanan bir
yontemdir. Temel hedef, genel amagh bilgisayar makinelerinde caligabilen 6grenme

algoritmalarini tasarlamaktir. Makine 6grenimi, verilere dayali tahminler ve kararlar
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almak i¢in girdilerden matematiksel modeller olusturan disiplinler aras1 bir yaklasimdir.
Biitiin endiistrilerde kullanim alan1 oldugundan, giderek ragbet goren bir kavram

olmustur.
1.2 Derin Ogrenme

Kokleri yapay sinir aglarina dayanan bir teknik olan derin 6grenme, yapay zekanin
gelecegini yeniden sekillendirmek i¢in gii¢lii bir arag olarak ortaya ¢ikmistir (Ravi vd.,
2017). Saglik hizmetleri (Belhaouari ve Islam, 2021), tibbi goriintii analizi (Shen vd.,
2017) ve bilgisayarli gorme gorevleri (Wang vd., 2021) gibi ¢esitli alanlarda basarili
sonuclar gostermistir. Derin 6grenme, konu smiflandirmasi, duygu analizi, soru
cevaplama ve dil g¢evirisi dahil olmak iizere dogal dil anlamadaki basaris1 dikkat
cekmektedir (LeCunvd., 2015). Basarisi, minimum dizeyde elle mihendislik gerektirme
kabiliyetine atfedilebilir, bu da derin Ogrenmeyi artan hesaplama ve veri
kullanilabilirligine uyarlanabilir hale getirir (LeCun vd., 2015). Ayrica derin 6grenme,
insansiz hava araci goriintii analizi (Han vd., 2021), isbirlik¢i arag-altyap: sistemlerinde
video uygulamalar1 (Su vd., 2022) ve hatta egitim (Tian vd., 2022) gibi alanlara da
uygulanmistir. Derin 6grenmenin giicii, biiylik verileri, 6zellik gdsterimini ve Oriintii
tanimay1 yonetme yeteneginde yatmaktadir ve bu da onu makine 6greniminde merkezi

bir teknik haline getirmektedir (Yu vd., 2019).

Derin 6grenme, 6nemli miktarda veriye dayali bir modelin egitilmesini ve ardindan
yeni verilerin simiflandirilmasini i¢eren bir makine 6grenimi bi¢imidir (Han vd., 2021).
Gok katmanli bir algilayict yapay sinir agi algoritmasidir (Ding vd., 2015). Derin
O0grenme kavrami ilk olarak 1976 yilinda egitim alaninda ortaya atilmis ve cesitli
alanlardaki 6nemi vurgulanmistir (Tian vd., 2022). Derin 6grenme, goriintii isleme,
bilgisayarli gérme, dogal dil isleme ve sinyal iglemeye uygulanarak ¢ok yonliiligii ve
genis kapsamli uygulamalar1 ortaya konmustur (Saufi vd., 2018). Derin 6grenmenin

tanitilmasi, makine 6grenimini 6nemli 6lciide etkileyerek tibbi goriintiileme analizinde



(Debelee vd., 2020), karaciger siniflandiriimasinda (Napte ve Mahajan, 2022) ve makine
dil ¢evirisinde (Upadhyay, 2017) giiclii uygulamalara yol agmistir.

Derin  6grenme, dogal dil anlayisini 6nemli Olgiide etkileyerek konu
siiflandirmasi, duygu analizi, soru yanitlama ve dil ¢evirisi gibi cesitli gorevlerde
dikkate deger ilerlemeler gostermistir (LeCun vd., 2015). Dogal dil islemede derin
ogrenme algoritmalariin etkinligi, son yillarda BERT ve LSMT gibi uygulamalarin
metin anlamadaki potansiyellerini ortaya koymasiyla agik¢a ortaya ¢ikmistir (Wang vd.,
2022). Dogal dil anlamada derin 6grenmenin basarisi, kelimeleri ve belgeleri bir vektor
uzaymda temsil etme yeteneginin yani sira tekrarlayan sinir aglar1 ve diger gelismis

yapilardan faydalanmasina baglanabilir (Sugiyama, 2019).

Dogal dil anlama alaninda derin 6grenmenin uygulanmasi ayni zamanda yeni
model dil anlama tasarimlarin ve yontemlerinin ortaya ¢ikmasiyla iligkilendirilmis ve
dogal dil isleme alaninda 6nemli ilerlemelere yol agmaktadir (Young vd., 2018). Onemli
miktarda etiketlenmemis veri igeren biiyiik aglarda dil modellerinin 6nceden egitilmesi
ve asagl yonlii gorevlerde ince ayar yapilmasi, dogal dil anlama goérevlerinde OpenAl
GPT ve BERT tarafindan piyasaya sunulan atilimlara olarak saglamistir (Sun vd., 2019).
Derin 6grenme algoritmalarinin literatiirdeki bu goriintiisti, dogal dil islemede pratik
basarilar elde ederek bu alandaki baskin paradigmasini daha da saglamlagtirmaktadir.

(Zhou ve Feng, 2017).

Makine 6grenimi ile derin 6grenme arasindaki iliski, yapay zeka alanindaki daha
genis manzarayl anlamanin temelini olusturmaktadir. Makine 6grenimi, multidisipliner
bir bilim dal1 olarak, mevcut bilgi yapilarin1 insan 6grenimini taklit ederek gelistirmeye
odaklanmaktadir (Argawi vd., 2022). Naive Bayes, Destek Vektor Makineleri (SVM), k-
En Yakin Komgular (KNN), karar agaclar1 gibi c¢esitli algoritma kategorilerini igerir
(Argawi vd., 2022). Ote yandan derin 6grenme, ¢ok katmanli sinir aglarina dayanan yeni
bir 6grenme algoritmasi olarak ortaya ¢ikmis ve makine 6grenimi i¢inde ayr1 bir alan

olarak kabul edilmektedir (Kuang vd., 2014). Derin 6grenme genellikle makine
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Ogreniminin daha karmasik ve yogun bir formu olarak diisliniiliir, benzer prensiplerle

caligsa da verinin karmasik temsilini 6grenmeye odaklanmaktadir (Khalil vd., 2021).

Derin 6grenme, bilgisayarli goriis, konusma tanima ve robotik gibi birgok
uygulamada geleneksel makine 6grenimi yontemlerini geride birakarak genis olgiide
dikkat ¢ekmistir. Derin 6grenmenin basarisi, karmasik fonksiyonlar etkili bir sekilde
O0grenme yetenegine dayanmaktadir ve destek vektdr makineleri, rastgele ormanlar ve
tek gizli katmanli sinir aglar1 gibi geleneksel makine Ogrenimi tekniklerinin
siirlamalarin1 agmaktadir. Ayrica, derin 6grenme yeni model tasarimlari ve yontemleri
tanitarak, ozellikle dogal dil isleme ve goriintli tanima gibi cesitli alanlarda 6nemli

ilerlemelere onciiliik etmistir (Schmidhuber, 2015).

Makine 6grenimi, miithendislik ve deneysel bilimlerde bir standart haline gelirken,
derin 6grenme yapay zeka yeteneklerini 6zellikle karmasik gorevlerin ve biiyiik 6lgekli
veri analizinin {istesinden gelme konusunda devrim yaratmistir. Makine 6grenimi ile
derin 6grenme arasindaki iligki, stirekli gelismelerin bir devami olarak nitelendirilebilir.
Derin 6grenme, makine dgreniminin daha karmagik ve detayl bir alt kiimesini temsil
eder ve geleneksel makine Ogrenimi yontemlerinin zorlandigi karmasik sorunlari

¢Ozebilme yetenegine sahiptir (Berral-Garcia, 2018).

Sonug olarak derin 6grenme, saglik hizmetlerinden egitime kadar ¢esitli alanlarda
kokli degisikliklere neden olmustur. Biiyiik verileri isleme, 6zellik temsili ve Oriintii
tanima yetenegi nedeniyle makine 6greniminde merkezi bir teknik haline geldi. Yapay
zeka tlizerindeki etkisi ve genis kapsamli uygulamalar1 onu 6nemli bir arastirma ve
gelistirme alan1 haline getirerek gelecek icin yatirnm yapilabilir bir alan olarak

goriilmesini sagladi.
1.3 Dogal Dil isleme

Dogal Dil Isleme (Natural Language Programming, NLP), bilgisayarlarin insan

dillerinde yazilmis ifadeleri veya kelimeleri anlamalarini saglamaya odaklanan Yapay
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Zeka ve Dilbilim alaninda bir disiplindir. Bu, kullanicinin isini kolaylagtirmak ve
bilgisayarla dogal dilde iletisim kurma istegini karsilamak amaciyla ortaya ¢ikmakta ve
Dogal Dil Anlama veya Dilbilim ile Dogal Dil Uretimi olmak iizere iki ana kategoriye
ayrilmaktadir. Dogal Dil Isleme (NLP), Sekil 1.2 de goriilecegi iizere iki temel bileseni
icermektedir: Dogal Dil Anlama (NLU) veya Dilbilim ve Dogal Dil Uretimi (NLG). Bu
bilesenler, bilgisayarlarin insan dilini anlamasin1 ve iiretmesini saglamada 6nemli roller

oynamaktadir (Khurana vd., 2023).

Dogal Dil Anlama (Linguistic) Dogal Dil Uretim

Sekil 1.2: Dogal Dil isleme Bilesenleri

Kaynak: Khurna vd., 2023

1.3.1 Dogal Dil Anlama

Dogal Dil Anlama, makinelerin dogal dili anlamasini ve kavramlari, varliklari,
duygular1, anahtar kelimeleri c¢ikararak analiz etmelerini saglamaktadir. Miisteri
hizmetleri uygulamalarinda, miisteriler tarafindan sozlii veya yazili olarak bildirilen
sorunlart anlamak i¢in kullanilir. Dilbilim, dilin anlamini, dil baglamini ve dilin ¢esitli
bigimlerini i¢eren bir bilim dalidir. Bu nedenle, NLP'nin ¢esitli 6nemli terimlerini ve

NLP'nin farkli seviyelerini anlamak 6nem arz etmektedir (Khurana vd., 2023).

¢ Fonoloji: Khurna vd.’ne (2023) gdre bu alan, bir dildeki seslerin incelenmesi ile
ilgilidir. Dilbilimin seslerin sistemli dilizenlemesine atifta bulunan bolimiidiir.

"Phonology" terimi, ses veya ses anlamina gelen Yunanca "phono" terimi ile kelime veya
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konusma anlamina gelen "-logy" eki birlesiminden gelir. Fonoloji, herhangi bir insan
dilinin anlamin1 kodlamak i¢in sesin semantik kullanimini icermektedir.

e Morfoloji: Kelimelerin olusumunu inceleyen bir alandir. Kelimenin farkli
pargalari, morfem adi verilen anlamin en kuclk birimlerini temsil eder. Morfoloji,
kelimenin dogasi olarak bilinen morfemler tarafindan baslatilan bir konuyu igerir. Bir
morfem 6rnegi, "precancellation" kelimesinin ii¢ ayr1 morfeme ayrilabilir olmasidir: 6nek
"pre", kok "cancella” ve sonek "-tion". Morfemlerin yorumlanmasi, tiim kelimelerde ayni
kalir, sadece anlami1 anlamak i¢in insanlar herhangi bir bilinmeyen kelimeyi morfemlere
bolebilirler. Ornegin, bir fiile -ed soneki eklemek, fiilin eyleminin gegmiste
gerceklestigini ifade eder. Kendi baglarina boliinemeyen ve anlam tasiyan kelimelere
"Leksikal morfem" denmektedir (6rnegin: masa, sandalye). Leksikal morfemle
birlestirilen kelimeler (6rnegin: -ed, -ing, -est, -ly, -ful), "Gramatikal morfem" olarak
bilinir (6rnegin: ¢alisti, danismanlik, en kiigiik, Muhtemel, Kullanma). Bir araya gelen
gramatikal morfemlere "bagli morfemler" denir (6rnegin: -ed, -ing). Bagli morfemler,
egilimsel morfemler ve tlireme morfemler olarak ayrilabilir. Bir kelimeye egilimsel
morfemler eklemek, zaman, cinsiyet, kisi, mod, belirlilik ve canlilik gibi farkli dilbilgisi
kategorilerini degistirir. Ornegin, -ed egilimsel morfemi eklemek, kok park’ parked
yapar. Tiireme morfemleri, bir kelimeyle birlestirildiginde kelimenin anlamini degistirir.
Ornegin, "normalize" kelimesinde, kok normal ile birlestirildiginde, bound morfem -ize
kelimeyi bir sifattan (normal) bir fiile (normalize) degistirir (Khurana vd., 2023).

e SOzdizimi: So6zdizimi, ciimlelerin diizeni ve yapisiyla ilgilenmektedir. Kelime
diizeyinde yapilan etiketleme isleminden sonra, kelimeler gruplara ayrilmakta ve bu
gruplar climleleri olusturmak i¢in bir araya getirilmektedir, ardindan ciimleler sentaktik
diizeyde birlestirilmektedir. Bu diizey, bir ciimlenin dil bilgisel yapisini analiz ederek
dogru bir ciimle olusturulmasinmi saglamaktadir. Bu diizeyin ¢ikisi, kelimeler arasindaki
yapisal bagimliliklart ortaya koyan bir climle olarak meydana gelmektedir. Ayrica,
“parsing” olarak da bilinir ve bireysel kelimelerin anlamindan daha fazla anlam tastyan

ifadeleri ortaya ¢ikarmaktadir. Sentaktik diizey, kelime sirasi, durak kelimeler, morfoloji
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ve kelimenin PoS (Sozciik Tiirli) gibi faktorleri inceleyerek ciimlenin dilbilim yapisini
analiz etmektedir. Bu, kelime diizeyinin dikkate almadig1 bir analizdir. Kelime sirasini
degistirmek, kelimeler arasindaki bagimlilig1 degistirecek ve ciimlelerin anlasilmasini
etkileyebilecektir. Ornegin, "K&pegim bir kaza sonucu kact." ve "Bir kaza sonucu
kopegim kagt." ciimlelerinde sadece soz dizimi farklhidir, ancak farkli anlamlar
tasimaktadir. Bu diizey, climlelerin anlamin1 degistirecegi i¢in durak kelimeleri
korunmaktadir. Kelimeyi temel haline getirmeyi ve kok c¢ikarmayr desteklemez, ¢linkii
kelimeleri temel formuna ¢evirmek climlenin dilbilgisini degistirebilmektedir (Khurana
vd., 2023).

e Anlambilim: Bu alan, dil yapilarinin, ifadelerin ve metinlerin anlamu ile ilgilenir.
Semantik diizeyde, en Onemli gorev bir climlenin dogru anlamini belirlemektir. Bir
climlenin anlamimi anlamak i¢in insanlar, dil hakkindaki bilgi ve o ciimlede bulunan
kavramlara glivenirler, ancak makineler bu tekniklere giivenemezler. Semantik isleme, bir
cimlenin mantiksal yapisin1 isleyerek, ciimlenin icindeki kelimeler arasindaki
etkilesimleri anlamak i¢in en uygun kelimeleri tanimlayarak bir climlenin olasi
anlamlarin1 belirler. Ornegin, bir ciimlenin gergek kelimeleri icermese bile "filmler"
hakkinda oldugunu anlar, ancak gercek kelimeleri icermez, ancak "aktor", "aktris",
"diyalog" veya "senaryo" gibi ilgili kavramlari i¢erir (Khurana vd., 2023).

e Pragmatik: Pragmatik, dilin baglam iginde anlasilmasini igerir; konusmaci
niyetleri, sosyal baglam ve anlayis gibi faktorleri dikkate almaktadir. Belge igeriginin
disindan gelen bilgi veya igerige odaklanmaktadir. Konugmacinin ne ima ettigi ve
dinleyicinin ne ¢ikardigiyla ilgilenir, genellikle agik¢a belirtilmeyen -climlelerin
incelenmesini igerir. Gergek diinya bilgisi, metinde ne hakkinda konusuldugunu anlamak
icin kullanmaktadir. Baglami analiz ederek, metnin anlamli bir temsili tiiretilmektedir. Bir
cumle belirli degilse ve baglam o ciimle hakkinda belirli bilgiler saglamiyorsa, pragmatik
belirsizlik ortaya ¢ikmaktadir (Walton, 1996). Metin baglaminin baglh oldugu duruma
gore olarak farkli kisiler metnin farkli yorumlarini yapabilirler, bu da pragmatik

belirsizligi ortaya ¢ikarir. Bir metnin baglami, ayni belgenin diger ciimlelerine yapilan
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referanslari igerebilir, bu da metnin anlasilmasini ve okuyucunun veya konusucunun arka
plan bilgisini etkilemekte ve metinde ifade edilen kavramlara anlam katmada yardimci
olmaktadir. Semantik analiz genellikle kelimelerin kelime anlamina odaklanirken,
pragmatik analiz okuyucularin arka plan bilgilerine dayanarak algiladiklari ¢ikarilan
anlamla ilgilenmektedir. Ornegin, "Saat kag¢?" ciimlesi semantik analizde "Mevcut saati
sormak™ olarak yorumlanmaktadir. Ancak pragmatik analizde ayni ciimle, "Belirli bir
siireyi kagiran birine karst duyulan rahatsizlig1 ifade etmek" anlamina gelebilmektedir.
Temelde, semantik analiz dil bilgisel ifadeler ile anlamlar1 arasindaki iliskiyi kesfederken,
pragmatik analiz dil bilgisel ifadelerin anlayigimizi etkileyen baglami incelemeye
odaklanmaktadir. Pragmatik analiz, kullanicilarin baglamsal arka plan bilgisini kullanarak
metnin amaglanan anlamini ortaya c¢ikarmalarina yardimer olmaktadir (Khurana vd.,
2023).
Metin Akisi (Discourse) Seviyesi

So6zdizimi ve semantik seviye, tek bir ciimleyle ugrasirken, NLP'nin metin akis1
seviyesi birden fazla ciimleyle ilgilenmektedir. Bu seviye, kelimeler ve climleler arasinda
baglantilar kurarak mantiksal bir yap1 analizi yapar ve metnin tutarlilifini saglamaktadir.
“Anaphora Cozliimleme” ve “Coreference Coziimleme” gibi iki yaygin alt seviye
bulunmaktadir. Anaphora ¢6ziimlemesi, bir anaforanin atifta bulundugu varlig
tanimlayarak metin ig¢inde ayni anlami tagiyan referanslart ¢ézmeyi igermektedir.
Ornegin, (i) Ram sinifta birinci oldu. (ii) O zekiydi. Burada (i) ve (ii) bir araya gelerek bir
metin akis1 olusturur. Insanlar, (ii) icindeki "O" zamirinin "Ram"e atifta bulundugunu
hizlica anlayabilmektedirler. Coreference ¢éziimlemesi, bir metinde ayni1 varliga atifta
bulunan tiim ifadeleri bulmay1 icermektedir. Bu, belge 6zetleme, bilgi ¢ikarma gibi yiiksek
diizeyli NLP gorevleri i¢in 6nem arz etmektedir. Aslinda, anafora, co-reference ad1 verilen

bir siiregle kodlanmaktadir (Khurana vd., 2023).

Ozetle, Dogal Dil Isleme (NLP), dilin farkli seviyelerinde analiz yaparak
makinelerin dil anlamasin1 saglar. Fonoloji, bir dildeki seslerin diizenlemesini inceler;
Morfoloji, kelimelerin olusumunu ve anlam birimlerini ele alir. S6zdizimi, ciimlelerin
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yapisal diizenini analiz eder. Semantik, climlelerin anlamini1 belirler. Pragmatik, dilin
baglam i¢inde anlasilmasini saglar. Metin Akisi seviyesi, birkag ciimleyi igeren metinlerin
tutarliligini saglar ve Anaphora-coreference ¢oziimleme gibi alt seviyeleri icerir. Bu

seviyeler, dilin farkli yonlerini kapsayarak dil anlama ve isleme siireclerini yonetir.
1.3.2 Dogal Dil Uretme

Dogal Dil Uretimi (NLG), anlamli ifadeler, ciimleler ve paragraflar olusturmay1
igeren Dogal Dil Isleme'nin bir pargasidir. NLG siireci, Sekil 1.3 de goriildiigii gibi
hedefleri belirleme, bu hedeflere nasil ulasilacagini degerlendirme ve iletisim
kaynaklara dayali olarak planlama, ardindan bu planlart metin olarak gergeklestirme

olmak tizere dort asamada gergeklesmektedir (Khurana vd., 2023).

Dogal Dil Uretme

Temsil Bilegenleri ve Seviyeler

Konusmae ve Uretici Uygulama ve Konusmaci

Sekil 1.3: Dogal Dil Uretme
Kaynak: Khurana vd., 2023

a) Konusmaci ve Uretici

Metin olusturmak i¢in, bir konusmaci veya bir uygulama ile bir iirete¢ veya bir
programin olmasi gerekmektedir. Bu, uygulamanin niyetlerini akici bir ifadeye
doniistiiren ve duruma uygun bir sekilde anlamli bir climle olusturan bir programi ifade
etmektedir (Khurana vd., 2023).

b) Temsil Bilesenleri ve Seviyeleri

Khurana vd.’ne (2023) gore dil olusturma siireci, asagidaki birbirine ge¢mis

gorevleri icerir;
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e Icerik se¢imi: Bilgi segilmeli ve kiime icine dahil edilmelidir. Bu bilgilerin temsil
birimlerine nasil ayristirildigina bagl olarak, birimlerin bazi kisimlar1 varsayilan olarak
eklenirken digerleri ¢ikarilmalidir.

e Metinsel Organizasyon: Bilgi, dilbilgisine gére metinsel olarak diizenlenmelidir;
hem sirali hem de dil bilgisel iliskiler acisindan diizenlenmelidir, 6rnegin, degisiklikler.

¢ Dil Kaynaklari: Bilginin gergeklestirilmesini desteklemek i¢in dil kaynaklar
secilmelidir. Sonunda, bu kaynaklar belirli kelimelerin, deyimlerin, s6zdizimsel yapilarin
secimlerine doniigecektir.

¢ Gergeklestirme: Secilen ve diizenlenen kaynaklar, ger¢ek bir metin veya ses ¢iktisi
olarak gerceklestirilmelidir.

C) Uygulama veya Konusmaci

¢ Bu, durum modelini siirdiirmek i¢in kullanilir. Burada konusmaci, yalnizca siireci
bagslatir, dil olusturmada yer almaz. Konugmaci, gecmisi depolar, potansiyel olarak ilgili
olan igerigi yapilandirir ve bildiklerinin bir temsilini kullanir. Tiim bunlar durumu
olustururken, konugmacinin sahip oldugu Onermelerin bir alt kimesini secer. Tek

gereksinim, konugmacinin durumu anlamasidir (Khurana vd., 2023).

Artificial Intelligence

Machine Learning

Deep Learning A subset of Al that Any technique that
enables computers
to mimic human
intelligence, using
logic, if-then rules,
decision trees, and
machine learning
(includingdeep
learning)

The subset of machine learning includes abstruse
composed of algorithms that permit statistical techniques
software to train itself to perform tasks, that enable machines
like speech and image recognition, b to improve at tasks
exposing multilayered neural networks to with experience. The
vast amounts of data. category includes
deep learning

Sekil 1.4: Yapay Zeka, Makine Ogrenimi, Derin Ogrenme

Kaynak: Unite.Al, 2025
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Ozetle, yapay zeka alanindaki onemli alt kollar olan makine 6grenimi ve derin
O0grenme arasinda gliclii bir iliski bulunmaktadir. Bu iliski Sekil 1.4 de gosterilmistir.
Makine Ogrenimi, bilgisayar sistemlerinin belirli gorevleri yerine getirebilmek igin
verilerden 6grenmelerini saglayan bir alan olarak one ¢ikar. Derin 6grenme ise bu alanin
0zel bir alt dalidir ve genellikle yapay sinir aglar1 kullanilarak karmasik yapidaki verilerin
analizi ve 6grenilmesi lizerine odaklanir. Makine 6grenimi, derin 6grenmenin temelini
olusturur. Derin 6grenme algoritmalari, bliylik miktarda veri lizerinde karmasik desenleri
belirlemek ve 6grenmek i¢in ¢ok katmanli yapay sinir aglarini kullanir. Bu aglar, insan
beyninin ¢alisma prensiplerine benzer sekilde, katmanlar arasinda bilgiyi ileterek ve
temsil ederek karmasik gorevleri gergeklestirir. Ornegin, goriintii tanima, ses tanima ve
dogal dil isleme gibi uygulamalarda derin 6grenme, yiiksek diizeyde basari elde edebilen
karmagik modeller olusturabilir. Bu nedenle, makine 6grenimi ve derin 0grenme
arasindaki iliski, veri tabanli 6grenme alanindaki gelismelerin itici giliclerinden biridir.
Makine 6grenimi, algoritmalarin genis bir veri yelpazesinde 6grenme yetenegi saglarken,
derin 6grenme, bu 6grenme siirecini daha karmasik ve katmanli modellerle gerceklestirme
kapasitesini temsil eder. ikisi bir araya geldiginde, yapay zeka sistemleri, daha 6nce zor
veya manuel olarak ¢oziilen gorevleri daha etkili bir sekilde gergeklestirebilir ve karmagik

iliskileri anlamak igin daha gii¢lii araglara sahip olabilir.
2 DERIN OGRENME ALGORITMALARI

Son yillarda derin 6grenme algoritmalari, karmagsik ve biiyiik 6lgekli verilerden
O0grenme ve tahmin yapma yetenekleri nedeniyle dnemli bir popiilerlik kazanmistir. Bu
algoritmalar, desen tanima ve Ongérii modelleme gibi gorevlerde Ustin performans
sergileyerek bilgisayar goriisii, dogal dil isleme, robotik ve otonom siiriig gibi ¢esitli
alanlarda uygulamalar i¢in uygun hale gelmistir. Derin 6grenme algoritmalarinin bu
alanlarda kullanimi, bir¢ok durumda insan performansini agan doniistimsel atilimlara yol
acmustir. Derin 6grenmenin geleneksel makine 6grenimi algoritmalarina gore tistiinligi

kanitlanmistir. Derin 6grenme algoritmalari, bilgisayar goriisii ve dogal dil isleme gibi

18



geleneksel yapay zeka uygulamalarinda onemli deneysel basarilar elde etmis temsil
O0greniminin 6zel durumlaridir. Bu algoritmalar, otomatik olarak daha soyut 6zellikleri
kesfetmelerine izin veren ¢ok seviyeli temsil Ogrenmeyi gergeklestirme yetenegine
sahiptir. Derin 0grenme algoritmalari, bilgisayar goriisli, robotik, dogal dil isleme ve

konusma isleme dahil olmak tizere gesitli alanlarda devrim yapmistir (Bengio vd., 2021).
2.1 Recurrent Neural Network (RNN)

Son yillarda, sinir aglar1 lizerine yapilan arastirmalardaki ilgi Onemli Olgiide
artmaktadir. Bu ¢aba, beyin tarzinda hesaplama, baglantili mimariler, paralel dagitiml
isleme sistemleri, néromorfik hesaplama, yapay sinir sistemleri gibi birgok farkl sekilde
adlandirilmaktadir. Bu ¢abalarin ortak temasi, beynin geleneksel seri bilgisayarlardan
oldukga farkli bir hesaplama cihazi modeli olarak incelenmesine olan ilgidir (Rumelhart

vd., 1994).

Strateji, beyin benzeri sistemlerin basitlestirilmis matematiksel modellerini
gelistirmek ve ardindan bu modelleri inceleyerek bu tiir cihazlar aracilifiyla gesitli
hesaplama problemlerinin nasil c¢oziilebilecegini anlamaktir. Bu c¢alisma, cesitli
disiplinlerden bilim insanlarin1 ¢ekmektedir. Sinir devrelerini belirli hayvanlarin
beyinlerinde modellemeye c¢alisan norobilimciler, beyin benzeri sistemlerin dinamik
davraniglariyla fizikteki nonlineer dinamik sistemler arasindaki benzerlikleri gdren
fizikciler, beyin benzeri bilgisayarlar tretmeye ilgi duyan bilgisayar mihendisleri,
biyolojik organizmalarin zekasi {izerine calisan yapay zekd (YZ) uzmanlari, pratik
problemleri ¢é6zmeye calisan miihendisler, insan bilgi isleme mekanizmalariyla ilgilenen
psikologlar, bu tiir sinir ag sistemlerinin matematiksel yonleriyle ilgilenen
matematikgiler, bu sistemlerin zihnimizle ve beyinle olan iligkisini nasil degistirdigine
dair diisiinceler iireten filozoflar ve diger bir¢ok bilim insani bu ¢aligma alaninda faaliyet
gosteren bilim insanlari olarak yer almaktadir. Bu genis ilgi ¢gemberi ve yetenek yelpazesi,
bu alani parlak geng 6grenciler igin bir cazibe merkezi haline getirmistir (Rumelhart vd.,

1994).
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Rumelhart vd.’ne (1994) gore sinir aglar1 detaylar1 degisse de, en yaygin modeller
genellikle néronu temel islem birimi olarak almaktadir. Her bir islem birimi, bir aktivite
seviyesi (bir néronun polarizasyon durumunu temsil eden), bir ¢ikis degeri (bir néronun
atesleme hizin1 temsil eden), bir dizi giris baglantisi1 (hiicre iizerindeki sinapslar1 ve
dendritini temsil eden), bir bias degeri (bir néronun i¢ dinlenme seviyesini temsil eden)
ve bir dizi ¢ikis baglantist (bir néronun aksonal projeksiyonlarin temsil eden) ile
karakterize edilmektedir. Bu birimin her bir yonii matematiksel olarak gergek sayilarla
temsil edilmektedir. Bu nedenle, her bir baglantinin, birimin aktivasyon seviyesi
tizerindeki girisin etkisini belirleyen bir agirligi (sinaptik gii¢) vardir. Baglantilarin etkisi
genellikle pozitif (uyarici) veya negatif (engelleyici) olabilmektedir. Giris hatlar1 lineer
olarak toplandig1 varsayilir ve bu durum, i birimi i¢in t zamanindaki aktivasyon degerini

asagidaki Sekil 2.1 de yer alan formiille ifade edilmektedir.

a;(t) = > .

w;ix; + P

Sekil 2.1: Noron Aktivasyon Degeri
Kaynak: Rumelhart vd., 1994

Burada wij, j ndronundan i néronuna olan baglantinin giicii, pi néronun bias degerini,
Xj ise j noronunun ¢ikt1 degerini temsil etmektedir. Her ndron t zamaninda bir aktivasyon
degeri tasimakta, bu deger diger ndronlara ¢ikt1 verip vermeyecegini belirlemektedir

(Rumelhart vd., 1994).

Yapay sinir aglarinda 6grenme probleminin temelinde, agin istenilen hesaplamay1
gerceklestirebilmesini saglayacak bir baglanti giicii kiimesini bulma zorlugu yatmaktadir.
Bu baglant1 giicii, su anda en popiiler 6grenme sistemlerinden biri olan ve neredeyse tiim
uygulamalarin temelini olusturan geri yayilimdir (backpropagation). Tipik ag yapis1 Sekil

2.3 de gosterilmistir.
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-
< Error back propagation -«

Qutput

., Output layer

Sekil 2.3: Derin Ogrenme Geri Yayilim

Kaynak: Azlah vd., 2019

Giris birimlerinden bir dizi gizli birim aracilifiyla ¢ikis birimlerine baglanan bir
yap1 mevcuttur. Genel durumda, gizli birim ve birimler arasinda baglantilarin sayis1 ve
yapilandirmasi herhangi bir sayida ve yapida olabilir. Genellikle, gizli birimler bir dizi
gizli birim katman olarak yapilandirilmakta, ¢cogu zaman bir tek katman gizli birim
bulunsa da, baz1 uygulamalarda iki veya daha fazla katman gizli birimin bulunmas1 uygun
olabilmektedir. Aga bir drnek giris/cikis cifti kiimesi (bir egitim seti) saglanir ve ag,
giris/cikis ciftlerini ¢ekmis oldugu fonksiyona ulasmak i¢in baglantilar1 (agirliklari)
degistirmektedir. Ardindan agin genelleme yetenegi test edilir. Hata diizeltme 6grenme
yonergeleri kavramsal olarak oldukca basittir. Prosediir su sekildedir: Egitim sirasinda bir
girig aga verilir ve ag iizerinde dolasarak ¢ikis birimlerinde bir deger kiimesi olusturur.
Ardindan gergek cikis, istenen hedefle karsilastirilir ve bir eslesme hesaplanir. Eger ¢ikis
ve hedef eslesiyorsa, aga herhangi bir degisiklik yapilmaz. Ancak, c¢ikis hedeften
farkliysa, baglantilardan bazilarinda bir degisiklik yapilmalidir. Sorun, hatanin hangi
baglantilardan kaynaklandigini belirlemektir — bu streg, kredi atama (veya belki daha iyi
bir ifadeyle, su¢ atama) problemi olarak adlandirilmaktadir. Baglantilardaki hatanin bu
problem i¢in ¢oziimii, gizli katmanlar1 olmayan aglar i¢in bir siiredir bilinmekteydi, ancak

bu, genel olarak zor bir problemdir ve tatmin edici bir ¢dziimiin eksikligi, daha 6nce sinir
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ag1 sistemlerine olan ilginin kaybolmasindaki ana etkenlerden biriydi. 1980'ler, bu soruna
oldukca basit ancak giiclii bir ¢ézlimiin gelistirilmesine yol acti. Temel fikir, sistemin
genel performansini1 6lgmek ve ardindan yapay zekanin bu performansi optimize etmek
icin bir dizi degisiklik yapmasina izin vermektir. Boylece tanim kiimesi ve deger kiimesi

arasindaki fonksiyona ulagsmak miimkiin olmaktadir (Rumelhart vd., 1994).

RNN’ler tekrar eden dogasit nedeniyle her veri i¢cin ayni islemi gerceklestiren
Rekiirren Yapay Sinir Aglari olarak bilinen bu sinir aglari, metin, zaman serileri, finansal
veriler, konugsma, ses, video gibi sirali veriler i¢in ideal bulunmus ve dogal dil isleme
(NLP) alaninda da kullanilmigtir. Bir RNN aslinda tamamen bagl bir sinir agidir ve bazi
katmanlarinin bir dongii haline getirilmesini icermektedir. Bu dongii genellikle iki girigin
toplami1 veya birlesimi {izerinde bir iterasyon, bir matris ¢arpimi ve bir dogrusal olmayan

fonksiyon icermektedir (Thomas, 2019).

Thomas (2019)’a gore RNN'lerin etkili bir i¢ hafizas1 vardir ve 6nceki girdilerin
sonraki tahminleri etkilemesine izin verir. Eger 6nceki kelimelerin ne oldugunu bilinirse,
bir ciimledeki bir sonraki kelimeyi daha dogru bir sekilde tahmin etmek ¢ok daha kolay
olacaktir. Genellikle RNN'ler i¢in uygun olan gorevlerde, 6gelerin dizisi, 6nceki 6geden

daha 6nemli veya en az onun kadar 6nemli olmaktadir.

Ozetle Rekiirren Yapay Sinir Aglart (RNN'ler), sinir aglarinm bir alt tiiriidiir ve
ozellikle siralt verilerin islenmesi icin tasarlanmigtir. RNN'ler, bir dongii icinde
yapilandirilmis ve her adimda onceki adimlarin bilgilerini igeren bir yapiya sahiptir. Bu
ozellik, RNN'leri zaman serileri, metin ve diger sirali veri tiirlerini isleme konusunda etkili
kilmaktadir. RNN'lerin temel avantajlarindan biri, 6nceki girdilerin sonraki tahminlere
etki edebilmesidir. Bu 6zellik, dil modellemesi, metin Uretimi, zaman serisi analizi gibi

bircok uygulama icin ideal bir ¢ozim olarak gérilmektedir.
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2.2 Long Short-Term Memory (LSTM)

Derin 0grenme modelleri, son zamanlarda yapay zekd ve makine Ogrenme
alanlarini, makinelerin biliyiilk miktarda veriden 6grenmesine ve kesin tahminlerde
bulunmasina olanak taniyarak doniistiirmiistiir. Long Short-Term Memory (LSTM) ag1,
sirali girisleri islemek iizere tasarlanmig bir Rekurrent Sinir Ag1 (RNN) tiirii olarak, en
etkili derin 6grenme modellerinden biri olarak 6ne ¢ikmaktadir. LSTM aglari, bankacilik,
konusma tanima, goriintii ve video analizi ile dogal dil isleme de dahil olmak {izere bir
dizi endiistride yaygin olarak kullanilmaktadir. Bunun nedeni, diizenli RNN'leri etkileyen
kaybolan gradyan problemine kars1 direngli olmalar1 ve dil baglami gibi sirali veride uzun

vadeli iliskileri yakalama yetenekleridir (Kanrar vd., 2023).

Geriye Yayilim teknigi, kaybolan gradyan problemi ile karsilagsmaktadir, bu da
gradyanlarin ¢ok kiigiik olmasi nedeniyle 6grenmenin yavas veya hi¢ ger¢eklesmedigi bir
soruna yol agmaktadir. Bu durum, agirliklar1 giincellemek i¢in gradyanlarin ¢ok kiigiik
olmas1 sebebiyle ortaya ¢ikmaktadir. Bu da agin uzun vadeli bagimliliklar1 6grenmekte
zorluk yasamasina neden olmaktadir. LSTM'ler, bu sorunu asmak ic¢in 6zel olarak
tasarlanmistir; uzun siire bilgi saklayabilen bir bellek hiicresi icermeleri, 6zellikle dogal
dil isleme, konusma tanima ve zaman serisi analizi gibi sirali verilerle ilgili gorevler i¢in
son derece etkili olmalarini saglamaktadir. LSTM modelinde, bellek hiicresi, her zaman
adiminda kullamlan bir dizi kapt mekanizmasi araciligiyla giincellenmektedir. iki ana kapi
olan giris kapisi ve ¢ikis kapisi, bilgi akisin1 diizenleme, hiicreden bilgi ¢ikarma ve eski
bilgileri unutma gorevlerinden sorumlu olmaktadir. Bu kapilar, hiicredeki bilgi akisini
kontrol ederek, modelin uzun vadeli bagimliliklar1 daha etkili bir sekilde 6grenmesini

saglamaktadir (Kanrar vd., 2023).
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Sekil 2.4: RNN ve LSTM Mimarileri
Kaynak: Yasrab vd., 2020

Sekil 2.4’den de anlasilacagi gibi RNN’ler giris dizililerini isleme koymak i¢in
belleklerini kisa siireli kullanirlar ancak LSTM’ler RNN’lere ek olarak uzun vadede

kullanabilecekleri bellege sahiptirler ve boylece gegmis veriyi hatirlayabilirler.

LSTM modelleri, yaygin uygulamalarma ragmen, genis bir degisiklik ve
yapilandirma yelpazesi ile karmasik ve yiiksek Ozellesmis bir arastirma alani olmay1
siirdiirmektedir. Ayrica, her gorev i¢in tek bir yaklagim bulunmamaktadir, bu nedenle
uygun mimariyi se¢mek, gérevin ihtiyaglarinin, kullanilan verinin ve mevcut hesaplama
kaynaklarmin dikkatli bir analizini gerektirir. Ayrica, her is i¢in tek bir yaklasim
bulunmamakta ve uygun mimariyi segmek, gorevin gereksinimlerinin, kullanilan verinin
ve mevcut hesaplama kaynaklarinin dikkatli bir analizini gerektirmektedir (Kanrar vd.,
2023).

Ancak, LSTM modellerinin bazi sinirlamalari da vardir. Bunlardan biri, hesaplama
karmasikliklaridir, bu da onlar1 bazi diger makine 6grenimi modellerine kiyasla daha
yavas egitilebilir hale getirmektedir. Ayrica, LSTM modelleri sinirli egitim verisiyle
karsilagtiginda asir1 6grenme sorunu yasayabilmekte ve karmasik igyapist nedeniyle
yorumlanmalari zor olabilmektedir (Kanrar vd., 2023).
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Ozetle diger makine &grenimi modellerine kiyasla, LSTM modellerinin birkag
avantaji bulunmaktadir. Ilk olarak, dizi igeren verilerde uzun vadeli bagimliliklari
yakalayabilirler ki bu, birgok makine dgrenimi gérevi igin kritiktir. Ikinci olarak, degisken
uzunluktaki veri dizilerini igleyebilirler, bu da onlar1 konugsma tanima ve makine ¢evirisi
gibi gorevler icin uygun hale getirmektedir. Son olarak, LSTM modelleri, geri yayilim
teknigini kullanilarak ugtan uca egitilebilirler, bu da onlar1 daha genis makine 6grenimi

stireglerine biitiinlesmis yapilanmay1 kolaylastirmaktadir.
2.3 Transformers

RNN'ler (LSTM, GRU), rekiirrent bir alt yapiya sahiptir ve tanim geregi
rekiirrendirler. Bu temel 6zelligin varligi nedeniyle 6grenme siirecini paralellestirmek zor
olmaktadir. Rekiirrent modeller, genellikle giris ve ¢ikis dizilerinin sembol pozisyonlari
boyunca hesaplamayr bolmektedir. Hesaplama zamanindaki adimlara pozisyonlari
hizalayarak, onceki gizli durum he; ve t pozisyonu i¢in girisin bir fonksiyonu olarak bir
dizi gizli durum h; iretirler. Bu dogal olarak sirali doga, egitim Ornekleri iginde
paralellestirmeyi engeller; bu, bellek kisitlamalarinin 6rnekler arasinda toplu islemleri
sinirladigr i¢in uzun dizin uzunluklarinda kritik hale gelmektedir. Bir bagka deyisle
transformerlar ciimlenin uzun menzilli bagimliliklarin1 yakalamak ve paralellestirilebilir

olmak avantajina sahip olmaktadirlar (Gillioz vd., 2020).

Gillioz vd.’ne (2020) gore transformerlar, bir kodlayici-¢oziicii yapisina
dayanmaktadirlar. Transformer ag modeli burada bir dizi X = (Xu,...,xn) alir ve bir gizli
temsil Z = (Za,..., Zn) dizisi Uretir. Bu tiretilen dizi giris dizisinin igsel veya gizli temsilini
ifade etmektedir. Bu modelin otomatik regresif 6zelligi nedeniyle her bir Ym=(y1,...,ym)
bir eleman sirasiyla iiretir. Ym’yi tahmin etmek ig¢in Ym-1=(Y1,...,ym-1) Ve girdinin gizli
temsil olan Z yi kullanir. Kodlayic1 ve ¢oziicii ayni ¢ok-basli dikkat mekanizmasini

kullanmaktadir.

Tay vd.’ne (2021) gore Transformer modellerinin basarisinin temelinde, sorgu-

anahtar-deger nokta ¢arpimi dikkat mekanizmasi yatmaktadir. Bu tam baglantili (fully
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connected) token grafikleri, uzun menzilli bagimliliklar1 modelleyebilen ve gii¢lii bir
tiimevarimsal Onyargi saglayabilen bu 0z-dikkat mekanizmasina genis bir sekilde

atfedilmektedir.

Kodlayict (encoder), bir giris dizisini (0rnegin, bir dildeki bir ciimleyi) adim adim
islemektedir. Giris dizisindeki bilgileri bir temsile doniistiiriir. Ardindan bu temsili,
climlenin anlamin1 yakalamak i¢in 6nemli olan anahtar kelimelerle zenginlestirmektedir.
Bu énemli bilgileri iceren temsil, ardindan ¢6ziiciiye (decoder) iletilmekte ve ¢oziicii, bu
temsil ve g¢eviri goreviyle birlikte alinan anahtar kelimeleri kullanarak ¢ikis dizisini
olusturmaktadir. Bu sayede ¢0ziicii, ¢eviriyi daha iyi anlayarak ve dogru bir sekilde
uretebilmektedir. Transformer modelinin iki tiir dikkati vardir: self-attention (cimle
icindeki kelimeler arasindaki baglanti) ve Encoder-Decoder attention (kaynak ctimledeki
kelimeler ile hedef climledeki kelimeler arasindaki baglanti). (Kublik ve Saboo, 2022).

Dikkat mekanizmasi bir giris dizisindeki her bir elemanin ¢ikisa katkisinin belirleme
stirecidir. Softmax aktivasyon fonksiyonu kullanilarak hesaplanir. Fonksiyon asagidaki
gibidir.

Attention(Q,K,V)=Softmax(Q K"/~Nd“)V

K anahtar girigi temsil eden vektordiir. Her giris elamani igin bir anahtar vektor
olusturulur. Anahtarlar, modelin 6grenme siirecinde verinin belirli 6zelliklerini temsil
etmek i¢in kullanilir ve skor hesaplamasinda ve dikkat agirliklarinin belirlenmesinde
onemli bir rol oynarlar. Sorgu (Q), dikkat mekanizmasinin odaklanmak istedigi konuyu
temsil eden bir vektordiir. Baska bir ifadeyle metnin anlamini temsil eden vektordiir. Her
giris eleman1 i¢in bir sorgu vektorii olusturulur. Sorgular, modelin belirli bir girig
elemanina ne kadar dikkat etmesi gerektigini belirlemek i¢in kullanilir. Skor
hesaplamasinda ve dikkat agirliklarinin belirlenmesinde kullanilir. Deger (V), giris
elemaninin temsil edildigi bir vektordiir. Her giris elemani i¢in bir deger vektori
olusturulur. Degerler, sorgu ve anahtardan elde edilen dikkat agirliklari ile agirlikli bir

sekilde toplanarak ¢ikisi olusturmak igin kullanilir (Tay vd., 2021).
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Dikkat mekanizmasinin mimarisi asagidaki Sekil 2.5 de verilmistir.

Output
A
=
Dot Product Attention
A
Query Key Value
A | A
Input X

Sekil 2.5: Transformer Dikkat Mekanizmas1 Mimarisi
Kaynak: Tay vd.,2021
Ornegin, "The cat sat on the mat once it ate the mouse." ciimlesine bakilirsa,
cimledeki "it" ifadesi "the cat" mi yoksa "the mat" ilisikli oldugu acik degildir.

Transformer modeli, "it" ifadesini "the cat" ile giiclii bir sekilde iligkilendirebilir. Iste bu

dikkat (attention) mekanizmasidir (Kublik ve Saboo, 2022).

Ozetle transformerlar genis ve ¢esitli dil verileri iizerinde egitilerek olusturulmus
modellerdir. Bu modellere “pre-trained model” de denir. Bu modeller olusturulduktan

sonra belirli gorevler igin uyarlanirlar. Dikkat mekanizmasi, sorgu ve anahtar arasindaki
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benzerliklere dayanarak, giris elemanlarinin belirli 6zelliklerine odaklanabilir. Agirliklt
degerlerin toplanmasiyla ¢ikis elde edilir ve bu mekanizma, 6zellikle uzun ve baglamsal
zengin verilerin islenmesinde, modelin belirli bolgelere odaklanarak daha etkili 6grenme

yapmasina olanak tanimaktadir.
2.4 BERT (Bidirectional Encoder Representation from Transformers)

Dogal metin isleme gorevleri iki kategoride incelenir: (i) biitiinsel ve (ii) belirtilmis
gorevler. Bitunsel gorevler metni ciimle diizeyinde isler. A¢ik¢a ifade edilirse, bir metni
bir biitiin olarak ele alir ve genel anlamini ¢ikarmaya calisir. Metin 6zetleme, metin
simiflandirma, duygu analizi gibi islemler biitiinsel gorevlere verilebilecek orneklerdir.
Belirtilmis gorevler (Tokenized gorevler) metni daha kiiciik Ogelere (belirteg ve
kelimelere) ayirir ve her bir parga lizerinde 6zel analizler yapmaktadir. Her iki kategori de
son zamanlarda onceden egitilmis modelleri kullanmaktadir ve bu da 6zel modellerin
tasarlanmasi ve egitilmesi i¢in gecen siireyi dnemli Olgiide azaltabilirken yiiksek bir

etkinlik seviyesini surdirebilmektedir (Dai ve LE, 2015).

Derin metin temsil modellerini dnceden egitme yaklagimlari konusunda iki ana
kategori vardir: (1) 6zellik ¢cikarma ve (i1) model ince ayari. Her iki yaklagim da ayni 6n
ogrenme amag fonksiyonlarmi ve tek yonlii metin analizini kullanir. Tk yontem géreve
Ozel mimariye sahip modelleri kullanarak belirli bir temsili egitmektir. Bu temsil,
ardindan uygulamali modellerde ek 6zellik olarak kullanilir. Bu modele 6rnek olarak
ELMo gbsterilebilir. Ikinci yaklagim, belirli bir goreve dzgii parametreleri kullanmayan
modellerin olusturulmasini igerir, ancak modelin tiim i¢ parametrelerini ayarlayarak
modelin tekrar egitilmesi gerekmektedir. Bu yaklasim, 6rnegin OpenAl GPT modelinde

gorilmektedir (Radford, 2018, akt. Dai ve Le, 2015).

BERT modelinin mimarlari, mevcut yaklagimlarin énemli bir sinirlamasinin odak
noktast oldugunu ve bu durumun mimkiin olan sinir ag1 mimarilerinin se¢imini
daralttigim belirtiyor. Ornegin, GPT modeli, bir kelimenin temsilinin sadece onceki,

ancak sonraki belirtecleri dikkate almayan soldan saga metin taramalarini kullanir. Bu,
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biitiinsel metin analizi i¢in en uygun olmayabilir, ancak belirtilmis analiz i¢in bu yaklagim,
kelimenin anlaminin sol ve sag baglamina bagli olabileceginden modelin anlamsal giiciinii
onemli Olgiide azaltmaktadir (Dai ve LE, 2015). BERT, bu sinirlamayi asmak igin
"maskeli dil modelleri" adi1 verilen 6grenme yontemini kullanarak yapmaktadir. Baska bir
ifadeyle, belirli bir temsilin 6grenilmesinin hedef fonksiyonu, bir metinde rastgele
secilmis ve maskelenmis bir kelimeyi tahmin etme goérevini ifade ederek ve yalnizca
cevresel baglami dikkate almaktadir. Bu sekilde, derin ¢ift yonlii bir transformer

egitilmektedir (Dai ve LE, 2015).

BERT modelinin egitim siireci, etiketlenmemis veriler tizerinde 6n egitim ve belirli
bir uygulama problemi igin etiketli veriler tizerinde ek egitimi igerir. Goreve bagli olarak,
tekrarlama siireci ve kullanilan mimariler farklilik gosterebilir, ancak hepsi ayni model ve

ayni parametre setine dayanir (Dai ve LE, 2015).

GPT (Generative Pre-trained Transformer) ve GPT-2 aslinda egitim sirasinda
soldan saga baglam kullanan kendi ¢iktisim1 ardisik olarak iireten (otoregresif) dil
modelleridir. Diger taraftan, BERT ¢ift yonlii olarak tasarlanmistir. GPT modelleri bir
dizideki onceki kelimeleri kullanarak bir sonraki kelimeyi tahmin ederken, BERT hem
soldan hem de sagdan baglami cift yonlii olarak dikkate alarak eksik kelimeleri tahmin
etmeyi 6grenir. BERT'in bu ¢ift yonlii egitimi, bir climlenin tam baglamini anlamanin
kritik oldugu gorevler icin potansiyel olarak daha etkili olmasin1 saglamaktadir. BERT,
bir climlenin sol ve sag baglamini birlestirerek c¢ift yonlii bir temsil saglayabilir ve akil
yiiriitme gorevleri i¢in daha 1yi bir baglam ¢ikaricisina olanak tanimaktadir. GPT ve GPT-
2 gibi, BERT'in de dil temsilini 6grendigi bir gdzetimsiz 6n egitim asamasi igermektedir.
Bununla birlikte, dogal ¢ift yonlii mimarisi nedeniyle standart Dil Modeli hedefini
kullanarak egitilemez. Aslinda, BERT'In ¢ift yonliiliigii, her kelimenin kendisini
gdrmesine izin verir ve bu nedenle kolay sekilde bir sonraki belirteci tahmin edebilir. On
egitim asamasi bittiginde, modelin alt gorevlere ayarlanmasi1 gerekmektedir. BERT'in

Transformer mimarisi sayesinde, alt gorevler islemler dogrudan yapilabilir ¢linkii ayn
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yapt hem 06n egitim hem de ince ayarlama i¢in kullanilmaktadir. Yalnizca alt gorevin
gereksinimlerine uyacak sekilde son katmani degistirmek yeterli olmaktadir (Gillioz vd.,
2020).

2.5 GPT (Generic Pre-trained Transformer)

GPT metin iireten bir model olarak gelistirilmistir. Uretken (generatif) modelleme,
istatistiksel modellemenin bir dali olarak bilinmektedir. Bu, matematiksel olarak diinyay1
yaklasik bir sekilde temsil etmenin bir yontemi olarak ifade edilmektedir. Fiziksel ve
dijital diinyalarda kolayca erisilebilen inanilmaz miktarda bilgi ile gevrilmekteyiz. Zor
olan, bu veri hazinesini analiz edip anlayabilen zeki modeller ve algoritmalar
gelistirebilmektir. Uretken modeller, bu hedefe ulasmak icin en umut verici

yaklagimlardan biridir (Kublik ve Saboo, 2022).

Bir modeli egitmek i¢in, modelin belirli bir gérevi gergeklestirmeyi 6grenmesine
yardimci olan Orneklerin bir koleksiyonu olan bir veri seti hazirlanmali ve 6n isleme
yapilmasi gerekmektedir. Genellikle, bir veri seti belirli bir alan i¢inde biiyiik miktarda
veri icermektedir. Bir modelin bir arabay1 ne oldugunu 6grenmesi i¢in milyonlarca araba
resimlerinin olusturdugu veri kiimesi buna 6rnek verilebilir. Veri setleri ayn1 zamanda
climlelerin veya ses 6rneklerinin seklini alabilir. Modeli bir¢ok 6rnek ile tanittiktan sonra,

benzer veri Uretebilmesi igin egitilmesi gerekmektedir (Kublik ve Saboo, 2022).

30



111 (] A
. 4 4.
(\ Tm ) ( Tm ) ( Trm )
> N 4 A »___//
//"“ = =N //“’J“"\\
[ Trm \, ( Tm ) cee "\ Tm )

(o} médico

The doctor

Sekil 2.6: OpenAl GPT Pre-Training Mimarisi
Kaynak: Schneider vd., 2021

Sekil 2.6 *dan da anlasilacag gibi bu mimari yaklasim, biiyiik bir kiilliyat kullanarak

transformer ¢oziiciileri soldan saga dogru egitilmesi gerekmektedir.

Ozetle, GPT (Generative Pre-trained Transformer), derin dgrenme alaninda bir
algoritmadir. GPT, ozellikle dogal dil isleme gorevlerinde basariyla kullanilan bir dil
modelidir. Transformer mimarisini kullanir ve 6nceden egitilmis bir modeldir, yani buytk
bir dil veri kiimesi iizerinde 6grenilmis ve daha sonra gesitli dogal dil isleme gorevlerine
uyarlanabilmektedir. GPT ‘in ana 6zelligi, dil anlama ve iiretme yeteneklerini igeren
biiyiik dil modellerini basartyla olusturabilmesidir. Bu modele, belirli bir gorev icin 0zel
olarak egitilmeden once genis bir dil anlama yetenegi kazandirilmaktadir. GPT serisi,
OpenAl tarafindan gelistirilmistir ve 6zellikle GPT-3, su ana kadar gelistirilen en biiytlik

ve guclt dil modellerinden biridir.
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2.6 ERNIE (Enhenced Representation through Knowledge Integration)

ERNIE, BERT'in maskeleme stratejisinin ilham aldigi, bilgi maskeleri stratejileri ile
gelistirilmis bir dil temsil modeli olarak bilinir. Bu strateji, varlik diizeyinde maskeleme
ve ifade diizeyinde maskeleme icermektedir. Varlik diizeyi stratejisi, genellikle birden
fazla kelime igeren varliklar1 maskeleyerek calisir. ifade diizeyi stratejisi ise bir kavram
birimi olarak bir araya gelen birka¢ kelimenin tamamin1 maskeleyerek ¢alisir. Deneysel
sonuglar, ERNIE'nin diger temel yontemlere gore daha iyi performans sergiledigini ve
dogal dil isleme gorevlerinde yeni state-of-the-art sonuglar elde ettigini gostermektedir.
Bu gorevler arasinda dogal dil ¢ikarimi, semantik benzerlik, adlandirilmis varlik tanima,

duygu analizi ve soru cevaplama bulunmaktadir (Sun vd., 2019).

Ozetle:

e Derin Ogrenme Algoritmalar: Biiyiik veriyi isleme kapasiteleri ve insan
performansini asan basarilartyla NLP, bilgisayar gorlisii ve robotik gibi alanlarda ¢igir

agmaktadir.

¢ RNN: Sirali veri (metin, ses, video) islemek i¢in uygundur; onceki girisler,

sonrakileri etkileyerek baglamin korunmasini saglamaktadir.

e L STM: RNN’nin gelistirilmis bir tiirii olup, uzun vadeli bagimliliklar1 6grenmede
basarihidir. Bellek hiicreleri ve kapilar sayesinde dil baglaminda derin iligkileri

O0grenmektedir.

e Transformers: Paralel isleme yetenegiyle dilin wuzun bagimliliklarin
ogrenebilmektedir. Sorgu-anahtar-deger yapisiyla dikkat mekanizmasi kullanarak, egitim

stiresinde avantaj saglamaktadir.

e BERT: ileri-geri yonli dikkat kullanarak baglamin her iki tarafindan bilgi alarak,

NLP gorevlerinde iistiin performans saglamaktadir.
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3. PARAMETRELER
3.1 Tokenization

Tokenizasyon, metni kelimeler gibi daha kiigiik birimlere (tokenlara) ayirma
siirecidir. Bu islem, Dogal Dil Isleme (NLP) uygulamalar1 igin kritik bir &n isleme
adimidir. Duygu analizi, soru yanitlama, makine gevirisi ve bilgi edinme gibi bir¢cok
alanda 6nemli bir rol oynamaktadir. Modern NLP modelleri metni alt kelime birimlerine
tokenize etmektedir. Bu alt kelime birimleri, kelimeler ile karakterler arasinda bir orta
nokta olusturur ve morfemler gibi dilbilimsel anlami korurken, nispeten kiigiik bir kelime

dagarcigi ile bile kelime dist durumlari azaltmaya yardimei olmaktadir (Song vd., 2020).

Girdi metni 6n isleme alindiktan sonra, dil isleme sistemlerinin metin olarak
degerlendirecegi karakter dizisinden olusan bir dizi elde edilir. Bu dil isleme siirecinin bir
asamasinda, metnin unsurlar1 belirli bir sézdizimsel sinifa ait olarak kabul edilir. Ornegin,
“kopek” dizesi tekil bir isim olarak smiflandirilir. Smiflarin dizeye atanabilmesi igin,
orijinal metnin (uzun bir dizi olarak diistiniilebilir) sinif iiyeleri olarak taninacak birimlere
boliinmesi gerekmektedir. Tokenizasyonun geleneksel bir rolii, bu birimlerin taninmasini
saglamaktir. Tokenizasyonun diger geleneksel rolii ise ciimle sinirlarini tanimaktir; ¢iinkii
¢ogu dil analiz araci climleyi isleme birimi olarak kabul etmektedir. Climleler noktalama
isaretleri ile bitmektedir. Unlem isareti ve soru isareti, bu tiir noktalama isaretlerinin
neredeyse her zaman net drnekleridir. Ancak, nokta son derece belirsiz bir noktalama
isaretidir. Bir noktanin tam duraklama mu, bir kisaltmanin parcasi m1 yoksa her ikisi mi
oldugunu belirlemek kolay degildir. Brown kiilliyatinda 48,885 ciimle bulunmakta ve
bunlardan 3,490t (her 14 climleden biri) en az bir tane terminal olmayan nokta
icermektedir. Kelime ve ciimle sinirlarin1 ayirmak, belirsiz noktalama isaretlerinin
kullantmim1 ¢6zmeyi gerektirir. Tokenizasyonun ikinci rolli, bu durumda ele alinmasi
gereken ilk roldiir. Yapisal olarak taninabilir bazi tokenler, sayilar, alfaniimerik
referanslar, tarihler, kisaltmalar ve noktalama isaretleri gibi belirsiz noktalama isaretleri

icermektedir. Bu siiflardan bazilari, tokenlerin yapisini dngoren diizenli ifade dilbilgileri
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aracilifiyla taninabilir. Bu birimler tanindiktan sonra, ayiricilarin yalnizca belirsiz
olmayan kullanimlar1 kalir ve bu nedenle kelimeleri ve ciimleleri kesin bir sekilde ayirmak

icin kullanilabilir (Grefenstette ve Tapanainen, 1994).

Tokenizasyon siirecinde dikkat edilmesi gereken husus, bir token ile bir dizi sinif
arasinda birebir bir iliski olup olmadig1 veya bir token'm bir dizi sinifa karsilik gelip
gelemeyecegidir. Ornegin, Brown kiilliyatinda "governor's" kelimesi tek bir token olarak
kabul edilir ve sahiplik durumu olarak etiketlenir. Ancak Susanne kiilliyatinda ayni dize,
"governor" ve "'s" olarak iki token'a ayrilir ve her biri kendi etiketine sahiptir. Bu
durumda, bir veya iki token secimi cok 6nemli gorinmese de, sonraki dil isleme
asamalarinin yine de bir token ile iiretilen sahiplik yapisini yeniden insa edecegi
varsayilabilir. Ham metni dilsel bir isleme hazirlama siireci birgok sorunu beraberinde
getirir. Miimkiin oldugunca esnekligi saglamak i¢in tokenizasyon siireci, metnin segici bir
sekilde gecirilebilecegi modiiler filtreler dizisi olarak ele alinmalidir. Tokenizasyonun ana
amaglarindan biri, climle ve kelime sinirlarini tanimak, bdylece s6zliik arama islemlerinin
devam edebilmesini saglamaktir. Baz1 karakter belirsizlikleri, girig dizelerinin yapisini
analiz ederek c¢ozilebilir, bu da tokenizasyonun ilk asamasinda kullanilmaktadir.

(Grefenstette ve Tapanainen, 1994).

Rahman vd.’ne (2024) gore alt kelime tokenizasyon teknikleri, 6rnegin Byte-Pair
Encoding (BPE) ve WordPiece, modern biiylik dil modellerinin benimsedigi alt kelime
diizeyindeki tokenizasyon yaklasiminda Onemli bir rol oynamistir. Ancak mevcut
tokenizasyon metodolojileri, dil bilgisel olarak anlamli birimleri yakalamada temel
zorluklarla karsilasmaktadir; ¢iinkii bunlar, dil bilimcilerin tanidigi anlamin en kiigiik
birimleri olan morfemlerle Grtiigmeyebilir. Bu dilsel uyumsuzlugun sonuglar1 oldukca
genis kapsamlidir. Sonu¢ olarak dilin dogru ve etkili bir bi¢cimde anlasilmasini

zorlastirabilir ve gesitli dilsel 6zelliklerin kaybolmasina neden olabilmektedir.

Rahman vd.’ne (2024) gore Onceleri dogal dil isleme (NLP) sistemlerinde,

tokenizasyon genellikle bosluklara dayaliyd: ve kelimeler arasindaki ayiricilar bosluklarla
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belirleniyordu. Bu basit yaklasim, kelimeler arasinda bosluk kullanmayan diller veya
karmasik kelime bigimlerine sahip diller (6rnegin: ileri zaman sistemleri, eklemeli diller,
{inlii uyumu vb.) ile calisirken smirlamalara sahipti. Ornegin, yaygin olarak kullanilan bir
dogal dil isleme kiitiiphanesi olan NLTK'nin varsayilan tokenizatorii yalnizca bosluklara
dayanarak tokenizasyon yapar ve anlamsal olarak anlamli kelime alt birimleri hakkinda

higbir bilgi saglamaz. Tokenizasyon temel olarak ikiye ayrilir.
3.1.1 Subword Tokenizasyonu
3.1.1.1 WordPiece tokenization

Rahman vd.’ne (2024) gore erken donem alt kelime tokenizasyon yontemlerinden
biridir. Kelimeleri daha kiiclik birimlere ayirir, bdylece modelin, kelime dagarciginda
bulunmayan kelimeleri daha kiiciik alt kelime birimlerini birlestirerek temsil etmesini
saglamaktadir. Ancak, bu yontem kelimeleri her zaman anlamsal olarak anlamli alt

birimlere ayirmaz.

WordPiece tokenizasyonu, bazen kelimeleri anlamsal olarak tam yansitmayan
sekillerde bolebilmektedir. Ornegin, WordPiece "mutsuzluk" kelimesini "mut," "suz" ve
"luk" gibi parcalara ayirabilir. "Mut-" anlamli bir kok ve "-luk" anlamli bir ek olsa da,

"suz" tek basina tam bir anlam ifade etmeyebilmektedir.
3.1.1.2 Byte-Pair encoding (BPE)

Baslangicta veri sikistirma icin gelistirilen bu ydéntem modern Dogal Dil Isleme
modellerinde yaygin olarak benimsenen bir alt kelime tokenizasyon yontemi haline
gelmistir. Byte-Pair Encoding (BPE), metni karakter diizeyindeki desenlere dayal1 olarak
alt kelime birimlerine bdler. Bu siire¢, dinamik olarak bir alt kelime tokenleri s6zIigii
olusturur, boylece modelin sozliik dis1 kelimeleri ele almasini ve morfolojik varyasyonlari
etkili bir sekilde temsil etmesini saglamaktadir. Byte-Pair Encoding (BPE) ve WordPiece,
NLP'de kullanilan alt kelime tokenizasyon yontemleridir. BPE daha esnek olup alt kelime

birimlerini karakter diizeyinde tanimlamaktadir. Bu sayede karmasik dilleri ve sozliik disi
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kelimeleri daha iyi isleyebilmektedir. BPE, daha ince ayrtili temsiller sunar ve
WordPiece'e kiyasla uygulanmasi daha kolaydir. BPE, dil bagimsizdir ve daha kiiclik
sozliik boyutlarina ulasabilir. BPE esnekligi, temsilleri ve dil destegi nedeniyle genellikle

tercih edilmektedir (Rahman vd., 2024).
3.1.2 Diger Tokenizasyon Metotlar1
3.1.2.1 SentencePiece tokenizasyonu

SentencePiece, kullanici dostu bir ara yiiz sunarak tokenizasyon siirecini
kolaylastirmaktadir. Esnek segmentasyon teknikleri ile karakter bazinda islem yaparken,
WordPiece belirli bir algoritma ile galisir ve kelime bazinda tokenizasyon yapmaktadir.
SentencePiece, ¢ok dilli dogal dil isleme uygulamalar icin tasarlandigi icin metin
normalizasyonunu da desteklemektedir. WordPiece ise nadir kelimeleri ¢evirmek icin
gelistirilmis bir yontemdir ve normalizasyon siireci gerektirmeyen bir yaklasim

sunmaktadir (Rahman vd., 2024).
3.1.2.2 Unigram language model (ULM)

N-gram dil modelleri, kelime dizelerinin olasiliklarin1 hesaplamak i¢in yalnizca
onceki kelimelere bagli kelime olasiliklarini kullanmaktadir. Unigram modeli, kelimeleri
alt kelime birimlerine ayirarak daha esnek bir tokenizasyon saglayarak dilin karmasik
yapilarinin daha iyi temsil edilmesine ve modelin daha etkili ¢alismasina olanak

tanimaktadir (Arisoy vd., 2012).
3.1.2.3 Subword regularization

Bu metot, Kudo (2018) tarafindan onerilen ve girdi metninde daha fazla ¢esitlilik
olusturmak amaciyla olasilik hesaplarini kullanarak, bir alt birim segmentasyonu modelini
uygulayan bir tekniktir. Bu cesitlilik, modelin kelime yapisim1 daha iyi anlamasina
yardimci olarak genelleme yetenegini artirmaktadir. Gizli degisken, kelimenin hangi alt
birimlere boliinecegi ile iliskili olmakta ve her egitim asamasinda bu boliinme 6rnekleme

yoluyla rastgele belirlenmektedir. Gizli degisken dogrudan hesaba katilamasa da, alt birim
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diizenlemesi 6rnekleme yoluyla bunu yaklasik olarak yapar. Ornegin kitaplar kelimesi her

egitim adiminda farkli alt birime boliinebilir:

¢ Egitim adiminda: "kitaplar" ,"kitap", "lar"

¢ Baska bir egitim adiminda: "kit", "aplar"

Ozetle tokenizasyon, metni daha kiigiik birimlere ayirma islemidir ve bircok NLP
uygulamasi i¢in temel bir 6n isleme adimidir. Modern NLP modelleri, kelimeleri alt
kelime birimlerine ayirarak daha iyi genelleme yetenegi saglamaktadir. Alt kelime
tokenizasyonu, kelimeler ile karakterler arasinda bir orta nokta olusturur ve morfemlerle
iliskili anlamlar1 korumaktadir. Ornegin, Byte-Pair Encoding (BPE) ve WordPiece, bu alt
kelime tokenizasyonu tekniklerindendir. BPE, metni karakter diizeyindeki desenlere
dayali olarak bolerken, WordPiece nadir kelimeleri pargalamaktadir. Bununla birlikte,
kelimeler her zaman anlamli alt birimlere ayrilmaz. SentencePiece ve Unigram Dil Modeli
(ULM), alt kelime tokenizasyonun da farkli yaklagimlar sunmaktadir. SentencePiece, ¢cok
dilli islemleri desteklemekte ve metin normalizasyonu yapmaktadir. ULM ise kelimeleri
daha esnek alt birimlere ayirarak dilin yapisal 6zelliklerini daha iyi temsil eder. Subword
Regularization, olasiliksal bir segmentasyon teknigidir ve modelin kelimeleri daha iyi
anlamasi i¢in kelime yapisini her egitim adiminda rastgele bolmektedir. Bu yontem,
kelimeleri gizli degiskenler olarak ele alir ve Ornekleme yoluyla segmentasyon

saglamaktadir.
3.2 Word Embeddings

Lai vd.’ne (2016) gore word embeddings, dagitik kelime temsili olarak da
bilinmektedir. Bu temsil biiylik bir etiketlenmemis veri kiimesinden kelimelerin hem

anlamsal hem de sdzdizimsel bilgilerini yakalayabilmektedir.

Harris’e (1954) gore dilin dagilimsal bir yapiya sahip olup olmadigina dair
tartismalarda, yap1 terimi asagidaki sekilde kullanilmaktadir: Bir dizi fonem veya veri,

belirli bir 6zellik agisindan yapilandirildiginda, o 6zellige dayal olarak setin {iyelerini ve
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aralarindaki iligkileri tanimlayan bir sistem olusturulabilmektedir. Bu anlamda, dil ¢esitli
bagimsiz ozelliklere gore yapilandirilabilmektedir. Dilin diizenli tarihsel degisim, sosyal
etkilesim, anlam veya dagilim gibi unsurlar agisindan ne 6l¢tide yapilandigi arastirmalarla
belirlenebilmektedir. Bu baglamda, her dilin dagilimsal bir yap1 ile tanimlanabilecegi,
yani parcalarin (nihayetinde seslerin) diger parcalarla olan iliskisi ag¢isindan
aciklanabilecegi tartisma konusu olabilmektedir. Dagilim, bir unsurun tiim ¢evrelerinin
toplami1 olarak anlasilmaktadir. Bir unsurun g¢evresi, onun mevcut eslesen unsurlariin
dizisidir ve A'min belirli bir pozisyondaki eslesenleri, o pozisyondaki se¢imi olarak

adlandirilmaktadir.

Harris (1954) dagilimsal gergeklerin yapi olanaklari boliimiinde, dilin yapisina dair

bazi temel noktalar 6ne ¢iktigini belirtmektedir:

e Dil Ogelerinin Dagilim: Dilin unsurlar birbirine rastgele dagilmamaktadir; her
bir eleman, belirli diger unsurlara kars1 belirli pozisyonlarda yer almaktadir. insanlar,
konusma sirasinda istedigi anlami tasiyan kelimeleri bir araya getirdigini diisiiniirken,
aslinda bu, diizenli olarak bir araya gelen siniflardan secilen iiyelerin belirli bir sirayla
birlestirilmesidir.

e Siiflarin Dagilimi: Siniflarin dagilimi, tiim kullanimlar1 boyunca devam eden
kisitlamalara sahiptir; bu kisitlamalar keyfi bir sekilde g6z ardi edilmemektedir. Bazi
mantik¢ilar, dogal dillerin kesin bir dagilimsal taniminin imkansiz oldugunu 6ne siirse de,
dildeki tiim unsurlar belirli siniflara gruplandirilabilir ve bu gruplarin goreli dagilimlar
kesin bir sekilde ifade edilebilir.

e Her Unsurun Diger Unsurlara Gore Dagilimi: Herhangi bir unsurun, diger bir
unsurla olan iligkisi de, onceden belirlenmis Olclitlere gore kesin bir sekilde ifade
edilebilir. Bu sayede, dilin yapis1 ve dagilimsal 6zellikleri hakkinda daha derin bir anlayis
gelistirmek miimkiindiir.

e Dordlncti olarak, her bir unsurun goreli dagihimma dair kisitlamalar,

birbirleriyle iliskili ifadelerin bir ag1 olarak en basit sekilde tanimlanabilir. Bu ifadelerden
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bazilari, belirli diger ifadelerin sonuglar1 cinsinden formiile edilir; bu da her bir unsurun

toplam kisitlamasinin basit bir 6l¢iimii yerine gegmektedir.

Bu olanaklar1 Harris (1954) dilin matematiksel olarak ifade edilebilecegi fikrine
altyapt olusturarak dilin yapisi oldugunu, bunun bilimsel bir ¢alisma olarak dilin
tanimladig1 verilerdeki iliskiler agini ifade ettigini ve bu iligkiler incelenen verilerde
gercekten mevceut oldugunu ileri siirer. Harris (1954) bu iliskilerin dagilimsal diizenlilikler

acisindan incelenebilecegini ifade ederek dagitik kelime temsilinin temellerini atmistir.

Dogal dilin otomatik iglenmesinde metnin evrensel bir temsilini arama cabasi
merkezi bir oneme sahiptir. Bu alandaki biiyiik ¢ikig, word2vec veya GloVe gibi 6nceden
egitilmis metin gdmme modellerinin gelistirilmesiyle gerceklesmistir. Ge¢gmis yillarda,
denetimli modeller genellikle denetimsiz modellerden daha iyi sonuglar gdstermistir.
Ancak, son yillarda 6gretmensiz 6grenmeye dayali modeller 6zellikle 6zel etiketli bir veri
kiimesi hazirlama zorunlulugu olmamasi nedeniyle daha yaygin hale gelmistir. Bu
modeller, zaten mevcut olan veya otomatik olarak olusturulan biiyiik metin koleksiyonlari
lizerinde 6grenim yapabilir ve bu nedenle ¢ok daha biiyiik bir 6rnek {izerinde 6grenim

yaparak derin 6grenim avantajlarindan tam olarak yararlanabilirler (Koroteev, 2021).

Metin verileri, dijitallesmenin etkisiyle giiniimiizde hizla artmaktadir. Internet, her
giin milyonlarca belgeyle dolup tasarken, metin isleme gorevleri insan i¢in oldukca
karmagik hale gelmekte ve bu durum ne esnek ne de basarili bir sekilde
gerceklestirilebilmektedir. Bir¢ok makine O6grenimi algoritmasi, ham metni orijinal
formatinda yorumlayamaz; c¢iinkii bu algoritmalar, herhangi bir gorevi (Ornegin,
simiflandirma veya regresyon) yerine getirmek i¢in yalnizca sayilara ihtiya¢ duyar.
Bilgisayarlarin metni anlamasi ve iglemesi i¢in daha iyi bir temsil bigimine ihtiyac
duymaktadir. Kelime gomme (word embeddings), kelimelerin vektorler olarak
kodlanmasi anlamina gelir ve son zamanlarda dogal dil isleme i¢in bir 6zellik 6grenme

teknigi olarak biiylk ilgi gormektedir (Johnson vd., 2024).
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Johnson vd.’ne gore (2024) Makinelerin metni isleyebilmesi i¢in, kelime
dagarcigindaki serbest bicimli metin terimleri sayisal degerlere (vektorlere)
dontstiirilmelidir. Farkli makine 6grenimi teknikleri, metin verilerini otomatiklestirilmis
stirecler, tahmine dayali modelleme, bilgi kesfi ve anlama amaciyla kullanmak i¢in gesitli
isletmeler tarafindan yaygin olarak kullanilmaktadir. Onemli sorunlardan biri, serbest
bicimli metni makine 6grenimi algoritmalarinin verimli bir sekilde kullanabilecegi bir
temsile doniistiirmektir. Bu doniisiimlerden biri one-hot encoding (tek sicak kodlama)
yontemidir. Bu yontem, kelime dagarcigindaki her kelimeyi, V farkli elemandan olusan
bir vektorde benzersiz bir indeksle doniistiiriir. Sonug¢ olarak, bir kelime, uygun
pozisyondaki bir (1) harig, sifirlarla (0) belirtilen bir vektorle temsil edilmektedir.
Boyutun derecesi, kaynak kelime dagarcigindaki kelime sayisiyla belirlenmektedir. Bu
yontemde vektoriin boyutu, kelime dagarcigindaki toplam kelime sayisina esittir. One-hot
encoding tekniginin basitligine karsin, belirli bir kelimenin anlamini ve kelimeler
arasindaki farki iletememektedir. Giinlimiiz senaryosunun genis veri isleme
gereksinimleri nedeniyle, one-hot encoding, verileri binlerce boyutta temsil etmek igin
devasa bellek gereksinimleri nedeniyle uygulanamaz hale gelmistir. Ayrica, bu teknik
kelime dagarcigindaki kelimeler arasinda herhangi bir gizli ilisgkiyi de
barindirmamaktadir. Bu eksikligi agmak i¢in farkli kelime temsil yontemlerine ihtiyag

vardir.

Kelime gémme (word embedding) yontemi, daha 6nce bahsedilen geleneksel
gomme tekniginden farklilik gostermektedir. One-hot kodlanmis vektorler, kelime
gobmme yontemleri kullanilarak yogun temsillere haritalanmaktadir. Kelime gdmme
yaklasimlari, dil verilerinin anlamin1 yakalarken, genellikle kelime dagarcigi boyutundan
daha diisiik bir boyuta sahiptir. Daha yogun kelime temsilleri elde etmenin, daha iyi
kelime tahmini yapma imkam sagladigi teorisi vardir. Ornegin, kelimelerin n-boyutlu
vektor alaninda "Doktor," "Domates" ve "Hekim" dagitilmistir. "Doktor” ve "Hekim"

arasindaki mesafe, "Doktor" ile "Domates" arasindaki mesafeden daha azdir ve bu da
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"Doktor" ile "Hekim" kelimelerinin benzer oldugunu gostermektedir. Bu teknik, kelimeler

arasinda gizli bir anlam baglantis1 kurar (Johnson vd., 2024).

Word embedding, kelimelerin matematiksel temsillerini olustururken, kelimeler
arasindaki baglamsal iliskileri dikkate almaktadir. Ornegin, "doktor" kelimesi, saglk,
tedavi, hastalik gibi terimlerle gii¢lii baglara sahiptir. Sekil 3.1’den de goriilecegi lizere
word embedding algoritmalari, bu kelimelerin semantik olarak birbirine yakin oldugunu
ve benzer baglamlarda siklikla kullanildiklarini gdsteren vektorler iiretir. Bu sayede,
"doktor" kelimesi ve onunla iliskilendirilebilecek kelimeler (6rnegin, "hemsire",
"hastane", "muayene") benzer vektorlere sahip olur, ¢linkii bu kelimeler genellikle ayni
temada ve anlamda kullanilir. Bu tiir bir temsil, makinelerin dilin derinliklerine inmelerine
ve dilin anlamin1 daha iyi kavrayarak gorevleri daha etkili bir sekilde yerine getirmelerine

olanak tanimaktadir.
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Sekil 3.1: Embedding Projeksiyonu

Kaynak: projector.tensorflow.org, 2024

McDonald ve Ramscar’ a (2001) gore dagilim teorisi, benzer veya iligkili anlamlara

Johnson vd.’ne gore (2024) frekans tabanli kelime gdmme, statik kelime gomme,
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sahip kelimelerin ayni baglamda meydana geldigini 6ne slirmektedir. Sonug¢ olarak,
sO0zdizimsel veya anlamsal olarak baglantili kelimler i¢in gomme temsilleri, iliskili
olmayan terimlere kiyasla vektor alaninda daha yakin yer almaktadir. Bu iligki, bu gdomme

temsillerinin tiretildigi metin verilerine veya kiilliyata tamamen bagimli olmaktadir.

baglamsal kelime gdmme ve duygu farkindalikli gdmme yontemleri, kelime gdmme igin
kullanilan gesitli tekniklerdir. Say1 vektorl, TF-IDF ve es-olusum matrisi, frekans tabanl
kelime gomme yoOntemlerine 6rnek olarak verilebilmektedir. Es-olusum yontemleri,
Latent Semantic Indexing (LSI), Probabilistic LSI (PLSI) ve Latent Dirichlet Allocation
(LDA) gibi tekniklerle daha da ayrintilandirilabilinir. Statik kelime gdmme



yaklagimlarina 6rnek olarak word2vec, Glove ve FastText gosterilebilirken, baglamsal
kelime gomme yontemleri arasinda Elmo, GPT-2 ve BERT yer almaktadir. Baglamsal
goémme yOntemlerinin iyilestirilmesi, duygu farkindalikli (sentiment-aware) teknikler ile

saglanmaktadir. Bu teknikler Sekil 3.2 *de gorsellestirilmistir.

WORD EMBEDDING TECHNIQUES -

FREQUENCY CONTEXTUAL WORD
WORD EMBEDDINGS
EMBEDDINGS
STATIC WORD
EMBEDDINGS
SENTIMENT
COUNT AWARE
VECTOR EMBEDDINGS
Word2vec, Glove, FastText
TF-IDF !
Elmo, GPT-2, BERT
CO-OCCURRENCE
MATRIX

| Lsi || pLSI ” LDA |

Sekil 3.2: Farkli Kelime Gomme Tekniklerinin Sematik Temsili

Kaynak: Johnson vd., 2024

3.2.1 Frekans Tabanlh Word Embeddings

Johnson vd.’ne (2024) gore frekans tabanli kelime gémme yontemleri, belgede
gecen kelimelerin sikligina dayanmaktadir. Bu teknikler, benzersiz terimlerin 6nemini
belirler ve olusumlarini hesaplamaktadir. Gomme, metinlerden vektorler olusturma islemi

olarak bilinir. Bow (Bag of Words) ve TF-IDF, metni sayisal vektorlere doniistiirmek igin
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yaygin olarak kullanilan yontemlerdir. BoW yontemi, her cimleyi kelime vektorleriyle
temsil eder. Kelime dagarcigi, benzersiz kelimelerden olusur ve vektor boyutu bu
kelimelerin sayisina esittir. Ancak bu yontem, biylk belgeler icin yiksek boyutlu ve
seyrek vektorler tretir ve es anlamli kelimeleri yakalayamaz. TF-IDF (Term Frequency-
Inverse Document Frequency), kelime sikligina ve belgelerdeki dagilimina gore
kelimelere agirlik vermektedir. Terim Frekansi (Term Frequency), bir kelimenin belirli

bir belgede ne kadar siklikla gectigini gdstermektedir. Terim frekansi, Ters belge frekanst

(IDF) ve TF_IDF hesab1 asagidaki gibi yapilmaktadir:

TFt =N td/ Nig

e Nt g: "t" teriminin "d" belgesindeki goriiniim sayisi.

o Nt 4: Belgedeki toplam terim sayist.

Ornek olarak bir belgede “giizel” kelimesi 3 kez gegiyorsa ve toplam terim sayisi

100 ise bu durumda “giizel” kelimesinin terim frekans1 (TF) 0.03 olarak hesaplanir.
IDF = Log (N/ny

e N: TUm belgelerin sayisi.
¢ N¢: Terimin bulundugu belgelerin sayisi.

Ornek olarak 100 belgede “giizel” terimi 10 belgede gegiyorsa formiile gére IDF’i

1 olarak hesaplanir.
TF-IDF =TF X IDF

Bu durumda “giizel” kelimesinin TF-IDF degeri 0.03 olarak hesaplanir.

Sonug, terim-belge matrisi X elde edilir olarak (yukaridaki 6rnekte 0.03) ve bu
matrisin siitunlari, belgeler i¢in TF-IDF degerlerini igerir. TF-IDF puani yiiksek olan
kelimeler daha 6nemli olarak kabul edilirken, diisiik puanli olanlar daha az kritik olarak

gorilmektedir. Bir gozlem olarak, TF-IDF yontemi, farkli uzunluklardaki belgeleri sabit
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uzunlukta sayisal listelere indirgememize yardimci olmaktadir. Basitligi ve verimliligine
ragmen, TF-IDF, terimler arasindaki baglantilarin sadece kii¢iik bir kismini ortaya
cikarmaktadir; bu nedenle, es anlamlilik ve ¢cok anlamlilik gibi temel dilbilimsel fikirleri
yakalayamamaktadir. Ayrica, agiklama uzunlugunda yalnizca kiigiikk bir azalma
saglamaktadir. Bu sorunlart hafifletmek i¢in arastirmacilar, LSI, PLSI ve LDA gibi ¢esitli
boyut indirgeme teknikleri gelistirmislerdir (Johnson vd., 2024).

3.2.2 Matris ayristirma yontemleri

Johnson vd.’ne (2024) gore Matris ayristirmanin amaci, yiikksek boyutlu bir girig
matrisindeki en alakali bilgileri, her biri tahmini veya dogru giris yeniden
yapilandirmasina sahip birkag diisiik boyutlu faktér matrisine sikistirmaktir. Ayristirma
teknikleri, yliksek boyutlu ve seyrek veri yapilarina sahip ortamlarda seyrekligin, toplam
Ozellik sayisinin ve giiriiltiiniin azaltilmasinda kullanishidir. Bu teknikler ayrica verilerin

gizli 6zelliklerini de ortaya ¢ikarabilmektedir.
3.2.2.1 Latent semantik indeksleme (LSI)

Bu yontem Latent Semantik Analiz (LSA) olarak da adlandirilmaktadir. Bu teknik,
TF-IDF'in yasadig1 sorunlart agmay1 amaclar. Tekil Deger Ayrisimi (SVD) TF-IDF'e
uygulandiginda, ¢ogu varyansi koruyan ortiik semantik bir alan olusturulur (Golup ve
Reinsch, 1971). Yeni uzaydaki her bir 6zellik, gercek TF-IDF 6zelliklerinin dogrusal bir
birlesimidir ve bu durum es anlamlilik sorununu ¢6zer. Bu tiir bir yaklasim, blyuk bir
derlemede 6nemli bir sikistirma saglamaktadir. LSI, belirli bir belge kiimesini analiz
ederek birlikte ortaya ¢ikan istatistiksel kelime eslesmelerini tespit ederek ve bu kelimeler

ile belgelerin konularina dair fikir vermektedir (Johnson vd., 2024).

LSI'nin ¢6zdiigii iki biiyiikk sorun es anlamlilik (synonymy) ve cok anlamliliktir
(polysemy). Es anlamlilik, ayn1 nesnenin birden fazla sekilde ifade edilebilmesi anlamina
gelmektedir. Ornegin, "2021'in En Giizel Kadin1" ile "2021'in En Carpict Kadmi" gibi

aramalar benzerlik gostermektedir. Cok anlamlilik ise ¢ogu kelimenin birden fazla anlama
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sahip olabilmesi durumunu ifade etmektedir. Ornegin, "bank" kelimesi, farkl1 baglamlarda
farkli anlamlar tasimaktadir. Bir belgede "bank" kelimesi "nehir" kelimesi ile birlikte
kullanildiginda, istatistiksel olarak "bank" kelimesinin bir nehir kiyisini ifade etmesi
olasilik dahilindedir. Bu tiir bir teknik, verilerdeki gizli 6zellikleri ortaya ¢ikarmak ve

gurultiyd azaltmak igin terim-belge matrisini ayristirmaktadir (Johnson vd., 2024)

LSI hizli ve verimli bir sekilde uygulanabilir, ancak birkag¢ biiyiik kisitlamaya
sahiptir. Onemli bir dezavantaj, olusturulan semantik setin yeni belgeler eklendiginde bu
belgeleri isleyememesidir. SVD, boyutlar arasindaki tiim dogrusal iligkileri kullanarak
kelimenin gectigi her metin 6rnegini tahmin eden vektorler liretir; bu yiizden herhangi bir
hiicredeki degeri degistirmek, diger tiim kelime vektorlerinin katsayilarini degistirir. Bu
yontem, yeni icerik eklenirse tim derlemenin yeniden indekslenmesini gerektirir ve
dinamik olarak degisen derlemeler igin sinirli bir kullanim sunmaktadir (Johnson vd.,

2024).

Ozetle bu ydntem bir dokiiman koleksiyonundaki gizli anlamlari kesfetmek igin
kullanilan istatistiksel bir model olarak 6ne ¢ikmaktadir. PLSI, kelimeler ile dokiimanlar
arasindaki iliskileri olasiliksal bir cercevede modelleyerek, gizli anlamsal yapilar ortaya

cikarmaya caligmaktadir.
3.2.2.3 Olasiliksal latent semantik indeksleme (PLSI)

LSI'nin ifade giiclinli artirmak i¢in 6nerilmistir. Bu teknik, yaygin olarak kullanilan
baska bir belge modelidir. Gozlemlenmemis bir konu “z” verildiginde, PLSI modeli, belge
etiketi “d” ve bir kelime wn'nin kosullu olarak bagimsiz oldugunu 6ne siirer. PLSI, Tekil
Deger Ayrisimi (SVD) yerine olasiliksal bir yontem kullanarak sorunu ¢ozmektedir. Her
PLSI belgesi bircok konuyu igermekte ve her kelime bu konulardan birine atanmaktadir.
PLSI, LSI'ye olasiliksal bir konu ve kelime dagilimi yaklasimi eklemektedir. Aslinda
LDA, PLSI'nin Bayes versiyonudur. Belge-konu ve kelime-konu dagilimlari i¢in Dirichlet

onceliklerinin kullanilmasi, 6zellikle genellestirmeyi artirmaktadir. LDA kullanilarak, her
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biri en olasi iligkilendirildigi kelimelerle tanimlanan insan tarafindan yorumlanabilmekte

ve konular bir belge derlemesinden ¢ikarilabilmektedir (Johnson vd., 2024).

PLSI, daha esnek bir model olmasma ragmen, bazi sorunlar1 da beraberinde
getirmektedir. Ilgili konular1 temsil edecek olasiliksal modellerin eksikligi bu sorunlardan
biri olarak goriilmektedir. Ayrica, PLSI parametrelerinin sayist belgelerin sayisi ile dogru

orantili olarak artar ve bu da asir1 6grenmeye yol acabilmektedir (Johnson vd., 2024).
3.2.2.4 Latent dirichlet allocation (LDA)

PLSI'nin aksine, her konu kelimeler iizerinde olasiliksal bir dagilimdir. LDA,
aslinda PLSI'nin Bayes versiyonudur. Belge-konu ve kelime-konu dagilimlari igin belge
icindeki konularin dagilimmi ve bir konu icindeki kelimelerin dagilimini 6nceden
belirlemek icin kullanilmasi, 6zellikle genellestirmeyi artirir. LDA kullanilarak, insan
tarafindan yorumlanabilir konular bir belge derlemesinden ¢ikarilabilir ve her konu, en

olast iliskilendirildigi kelimelerle tanimlanmaktadir (Johnson vd., 2024).
3.3 Static Word Embedding

Statik kelime gdmme fonksiyonu, her kelimeyi bir vektore dontistiirmektedir. Bu
vektorler, kelime hazinesinin boyutuna kiyasla yogun (dense) olup daha diisiik bir
boyutluluga sahip olmaktadir. Bu gdmmeler, belirli bir boyutta sabit bir kelime hazinesi

varsaydigindan statiktir (Johnson vd., 2024).

Bagka bir arastirmacit grubu, kelime gomme olusturmak igin sinir aglarini
kullanmaktadir. Sinir ag1 yaklagimlar1 6ngoriicii olup, belirli bir girdi verisi i¢in kabul
edilebilir bir ¢iktiyr tahmin etmektedir. Word2vec iki katmanli ileri beslemeli sinir ag
mimarisi kullanan ¢ok iyi bilinen bir modeldir. Word2vec modelinin 6grendigi
kelimelerin vektor temsili, anlamsal anlamlar tasir ve ¢esitli NLP goérevlerinde hayati bir

rol oynamaktadir (Johnson vd., 2024).

word2vec, iki sekilde uygulanmaktadir: (i) siirekli kelime torbast (CBOW) ve (i1)
skip-gram modelleri olarak. CBOW modeli, hedef kelimeyi baglam kelimelerine dayali
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olarak tahmin ederken, skip-gram modeli hedef kelimeye dayanarak baglam kelimelerini
tahmin etmektedir. Hem CBOW hem de skip-gram, ¢esitli dogal dil isleme zorluklarini

¢ozmek icin kullanilabilecek yogun ve diisiik boyutlu kelime vektor temsilleri

uretmektedir (Johnson vd., 2024).

Bu yaklasimlar, 6nemli bir dezavantaja sahiptir: yalnizca yerel kelime es-olusum

bilgisine sahip olup, kiiresel es-olusum bilgisi igermemektedir (Johnson vd., 2024).
3.3.1 Word2vec embeddings

Word2vec modelinin uygulanabilecegi iki yontem Sekil 3.3 de gosterildigi gibi,
stirekli kelime torbasi (CBOW) modeli ve skip-gram modelleri olarak belirtilmektedir.

INPUT PROJECTION OUTPUT INPUT PROJECTION QUTPUT
wit-2) w(t-2)
wit-1) wit-1)

\SUM /
—_— w(t) wit) —
W“H)F/ \‘ wit+1)
w(t+2) w(t+2)
cBOW Skip-gram

Sekil 3.3: CBOW Skip-Gram Algoritmlari
Kaynak: Mikolov vd.,2013

Bu modeller asagida detayli bigimde ele alinmistir.
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3.3.2 Continious bag-of-words model
3.3.2.1 One-word context

Bu algoritmada, verilen bir baglamda yalnizca bir kelimenin dikkate alindigi
varsayllmaktadir; yani, bir baglam kelimesi verildiginde, model bir hedef kelime tahmin
etmektedir. Bu, iki kelimeden olusan bir modelle benzerlik gostermektedir. word2vec, tek
bir gizli katmana sahip tam baglantili bir sinir ag1 kullanmaktadir. Gizli katmandaki
noronlar, lineer ndronlardir. Giris katmanindaki noéron sayisi, egitim amaglart i¢in
kullanilan kelime dagarcigindaki kelime sayisina esittir. X gizli katmanin boyutu, N ile
gosterilen kelime vektorlerinin boyutuna esittir; bu da N’nin kelimelerimizi temsil etmek
icin kullanilan toplam boyut sayisini belirttigi anlamina gelir. Bu, rastgele bir deger olup,
sinir ag1 i¢in bir hiperparametredir. Cikis katmanindaki toplam ndron sayisi, giris

katmanindaki ndron sayisina esittir (Sekil 3.4) (Johnson vd., 2024).

Input layer

xp | T o
x2 o h;lo
X3 |O )
. h_':«
X () ;1’ O
! hio
X~ (&)

Sekil 3.4: Bir Kelime Baglamli CBOW’da Girig Katamani
Kaynak: Johnson vd., 2024

Sekil 3.4 de x degiskenleri giris katmanina verilen kelimeleri temsil etmektedir. x1
birinci kelime, x2 ikinci kelime ve Xv v’ inci kelimedir. V kiilliyat igerisindeki toplam

kelime sayisidir. H harfleri gizli katmandaki néronlar1 temsil etmektedir.
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V kiilliyat igerisindeki kelime sayisi, yani giris boyutu olarak tanimlanmaktadir. N
gizli katmandaki noron Sayisi, bu deger rastgeledir olarak atanmaktadir. Gizli katman
boyutu, kelime vektorlerinin boyutunu belirlemektedir. Wyxn matrisini w; olarak
gosterilecek olursa, agirlik matrisi wi, sinir aginin egitildiginde 6grendigi bilgi veya
desenleri depolamaktadir. Agirlik matrisi w1, gdmme katmani olarak adlandirilmaktadir.
Egitim sirasinda, giris katmaninin (giris vektori) ilk agirlik matrisi (w1) ile ¢arpimi
gerceklesmektedir. Bagka bir ifadeyle, giris vektoriiniin (one-hot kodlanmis vektor)
agirlik matrisiyle ¢arpilmasi durumunda, gizli katmanin degeri, agirlik matrisindeki 1’e
karsilik gelen deger olacaktir. Bir one-hot kodlanmis vektor agirlik matrisi ile
carpildiginda, agirlik matrisindeki yalnizca bir satir degerini koruyacak, diger tiim satirlar
ise 0 olacaktir. Sonug¢ olarak, kelime dagarcigindaki belirli bir kelime, 6rnegin n'inci
kelime kullanildiginda, etki yalnizca agirlik matrisindeki n'inci satirla sinirlandirilacaktir.
Bunun nedeni, diger tiim satirlarin 0 olmasindan kaynaklanmaktadir. Sonug olarak, agirlik
matrisinin n'inci satiri, kelime dagarcigindaki n'inci kelime hakkindaki tim egitilmis
bilgileri i¢germektedir. Egitilmis bir word2vec sinir agindan kelime vektdrlerinin elde
edilme sekli bu olacaktir. Boylece agirlik matrisi N boyutlu kelime temsili ile V adet
kelime korpusu i¢in asagidaki gibi olacaktir (Johnson vd., 2024).

Wi Wi Wiy
Wop Way oos Woy

Wy Wyg o0 Wy

3.3.3 Multi-word context

Tek kelimeli bir baglamda gizli katman c¢iktisin1 hesaplamak i¢in, baglam
kelimesinin giris vektorii dogrudan gizli katmana kopyalanir; ancak ¢ok kelimeli bir
baglamda, giristeki baglam kelimelerinin tiim vektorlerinin ortalamasi alinir, bu ortalama
gizli katmana aktarilan agirhik matrisi ile garpilir ve ortalama vektor ¢ikti olarak

alinmaktadir.
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Sekil 3.5: Birden Cok Kelime Baglamli CBOW’da Giris Katamani
Kaynak: Johnson vd., 2024

Bu metotta gizli katman ¢iktis1 giris vektorlerinin ortalamasi alinarak agirlik matrisi
ile carpilir. Sekil 3.5 de belirtildigi gibi, C giris vektorlerinin ortalama degerini temsil
etmektedir. Bu, baglam kelimelerinin genel anlamini temsil eden tek bir vektor olusturur
ve boylece model, tahmin yapilacak hedef kelime i¢in anlamli bir temsil olusturmaktadir

(Johnson vd., 2024).
3.4 Contextual Metot

Son zamanlarda bir¢ok aragtirmaci, Elmo, Bert ve Xlnet gibi baglamsal kelime
gomme algoritmalarina odaklanmaktadir. Bu teknikler, bir kelimenin anlaminin baglam
icinde saglandig1 varsayimina dayanmaktadir; bu nedenle, her baglam i¢in kelimenin
benzersiz bir gdmme temsili gerekmektedir. Cok anlamlilig: ele almak i¢in, sayim tabanl
ve sinir ag1 tabanl yaklagimlarda yiiksek kaliteli kelime gdmmeleri olugturmak i¢in ince

ayar yapilabilmektedir (Johnson vd., 2024).
3.5 Text Classificaiton

Metin siniflandirma (Text Classification - TC), biiyiik 6nem tasiyan bir gorev olup,
metin madenciligi ve dogal dil isleme (NLP) alanlarindaki son gelismeler sayesinde

giderek daha fazla ilgi gormektedir. TC yontemlerinin ortak amaci, verilen bir metne
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onceden tanimlanmis bir etiketi atamaktir; ancak, bu etiketleme farkli alanlarda 6zellesmis
bircok yontemi kapsayabilmektedir. TC’nin klasik ornekleri arasinda bilgi erisimi, konu
etiketleme, duygu analizi ve haber siniflandirma yer almaktadir. Bununla birlikte, TC
uygulamalar1 yalnizca basit siniflandirma ile sinirli kalmaz; 6zetleme ve soru-cevap
sistemleri gibi daha karmagik alanlara da yayilmaktadir. Bu durumda, “etiket” kavrama,
bir cevabin veya dzetlenecek climlenin secilmesi gibi daha genis bir anlam kazanmaktadir.
Metinsel bilginin gliniimiizdeki tiretim hiz1, bu goérevlerin manuel ¢oziimlerle yapilmasini
neredeyse imkansiz hale getirmistir; dolayistyla, TC yontemleri sadece faydali degil, ayni
zamanda zorunlu hale gelmektedir. Bu baglamda, dogru ve tarafsiz T.C. sistemlerinin

gelistirilmesi biiyiik onem tagimaktadir (Gasparetto vd., 2022).
Gasparetto vd.’ne (2022) gore metin siniflandirma gorevleri asagidaki gibidir;

e Duygu analizi (Sentiment Analysis - SA): Bir metinde ifade edilen duygusal
durumlar1 ve 6znel bilgileri anlamlandirma gorevidir; genellikle duygusal tepkilere gore

kategorize edilmektedir.

¢ Konu etiketleme (Topic Labelling - TL): Bir metnin i¢erigindeki ana temalar1 veya

konulart tanimlama gorevi olarak bilinmektedir.

e Haber siniflandirma (News Classification - NC): Haber metinlerini belirli
kategorilere (6rnegin konular veya kullanici ilgileri) gore siniflandirma isi olarak

tanimlanir.

e Soru-cevap (Question Answering - QA): Bir soruya verilen potansiyel aday
climlelerden dogru cevabi segme gorevidir; genellikle ikili veya ¢ok siifli siniflandirma

olarak ele alinmaktadir.

e Dogal dil ¢ikarimi (Natural Language Inference - NLI): iki ciimlenin birbiriyle
iligkili olup olmadigini belirleme gérevidir; bu iligki, climlelerden birinin digerini igerip

icermedigini veya hig iliski olmadigini gostermektedir.
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e Adlandirilmis  varlik tamima (Named Entity Recognition - NER):
Yapilandirilmamis bir metinde yer alan 6zel isimleri bulma ve bunlari 6nceden

tanimlanmis kategorilere gore etiketleme olarak tanimlanir.

e Sozdizimsel ¢oziimleme (Syntactic Parsing - SP): Sozcuklerin bigimsel ve
s0zdizimsel 6zelliklerini (6rnegin, sdzciik tiirii etiketleme, bagimlilik iliskileri ve anlamsal

rol etiketleme) tahmin eden gorevler dizisi olarak bilinmektedir.

Derin 6grenme modellerinin ortaya ¢ikisi, metin siniflandirma dahil olmak iizere
yapay zekanin tim alanlarini etkilemistir. Bu yontemler, karmasik ozellikleri elle
muhendislik yapmaya gerek kalmadan modelleyebildikleri igin ilgi gdrmektedir; boylece
belirli bir alan bilgisi gereksinimi de kismen ortadan kalkmaktadir. Bunun yerine, metinsel
birimlerin etkili temsillerini ¢ikartabilen sinir ag1 mimarileri gelistirilmektedir. Son
yillardaki gelismeler, anlamsal olarak anlamli ve baglamsal temsillerin ortaya ¢ikmasina
katkida bulunarak 6zellikle basarili olmustur. Otomatik 6zellik ¢ikarimi, metinsel veriyi
modellemede olduk¢a avantajlidir ¢linkii bir belgenin dilbilimsel yapisindan
yararlanabilmektedir. Bu yapi, dili anladigimizda bize sezgisel olarak anlam ifade
ederken, makineler igin genellikle anlagilmasi zor olan bir ozellik olarak ifade
edilmektedir (Gasparetto vd., 2022).

3.6 Named Entity Recognition (NER)

Adlandirilmig Varlik Tanima (NER), bir metin icinde gercek diinya nesnelerini
ifade eden alt dizileri tanimlamay1 ve bunlarin tiirlerini belirlemeyi amaglamaktadir. NER,
Adlandirilmis Varlik Tanima anlamina gelir ve dogal dil isleme (NLP) alaninin bir alt
gorevi olup, metin i¢inde adlandirilmis varliklart tanimlamaya ve siniflandirmaya
odaklanmaktadir. Adlandirilmis varliklar, insanlar, organizasyonlar, yerler, tarihler,
miktarlar, biyomedikal alandaki gen ve protein adlar1 gibi ger¢ek diinyadaki nesnelere
atifta bulunan 6zel kelimeler veya ifadeler olarak tanimlanmaktadir. NER, bu varliklar
bulmayr ve bunlari Onceden tanimlanmis kategorilere ayirmayr amacglamaktadir.

Adlandirilmis  Varlik Tanima (NER), yapilandirilmamis metinlerden kisileri,
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organizasyonlar1 ve yerleri gibi varliklar1 tanimlayarak bu varliklar1 siniflandiran 6nemli
bir tekniktir. NER, bilgi ¢ikarimi, bilgi erisimi, belge 6zetleme, sosyal medya izleme,
sanal asistanlar ve soru yanitlama gibi bir¢ok alanda kullanilmaktadir. NER, metinlerdeki
varliklar1 tanimlayarak arama sonuclarini iyilestirebilmekte ve oOzetlerin kalitesini
artirabilmektedir. Ayrica, markalarin sosyal medyadaki goriiniirliigiini izleyebilir ve
sanal asistanlarin kullanicilara baglama dayali yanitlar sunmasina yardimei
olabilmektedir. NER, belirsizligi giderme ve dil gevirisi sireclerinde de kritik rol
oynamaktadir, ¢linkii dogru baglamla varliklart ayirt ederek dogru sonuglar sunmaktadir

(Keraghel vd., 2024).

Keraghel vd.’ne (2024) gore Adlandirilmis Varlik Tanima (NER) i¢in kullanilan

¢esitli metotlar vardir;

e [k olarak, bilgi tabanli yontemler &ne ¢ikmaktadir. Bu ydntemler, dilbilimsel
kurallara ve sozliik kaynaklarina dayanarak varliklar1 tanimay1 amacglamaktadir. Bu tiir
yontemler, etiketlenmis veriye ihtiyag duymadan kurallara dayali olarak wvarliklari

tanimlar ve bu kurallar genellikle uzmanlar tarafindan hazirlanmaktadir.

¢ Bir diger yaklasim ise 6zellik miihendisligine dayali yontemlerdir. Bu yontemler,
adlandirilmis varliklar1 verilerden otomatik olarak ¢ikarmayr amaglamakta ve genellikle
tic grupta siniflandirilmaktadir: (i) denetimsiz 6grenme, (ii) denetimli 6grenme ve (iii) yari
denetimli 6grenme. Denetimsiz 6grenme, veri icindeki benzerliklere dayali olarak
varliklar1 gruplar ve etiketlenmemis verileri kullanarak varliklarin ortak ozelliklerini
cikarmaktadir. Yar1 denetimli 68renme, etiketli ve etiketlenmemis verilerin birlesimini
kullanarak model performansini artirmaya calisiimaktadir. Bu tiir yontemler, etiketli
verilerin az oldugu durumlarda faydali olmaktadir. Denetimli 6grenme ise etiketli verilerle
kurallar Ogrenir ve bu Ogrenilen kurallar yeni verilerde uygulanarak varliklar

siniflandirmaktadir.

e Derin 6grenme tabanli yaklasimlar ise NER alaninda son yillarda 6nemli bir
gelisim gostermistir. Bu yontemler genellikle CNN'ler (Convolutional Neural Networks)
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ve RNN'ler (Recurrent Neural Networks) gibi aglarla uygulanmaktadir. Bu tiir yontemler,
NER gorevini otomatiklestirir ve manuel 6zellik miihendisligine olan ihtiyaci ortadan
kaldirmaktadir. Derin 68renme tabanli yaklasimlar, verilerin temsil edilmesinden
baglamin kodlanmasina ve varliklarin ¢oziilmesine kadar ii¢ asamadan olugsmaktadir. Bu
yontemler, hem yerel hem de kiiresel baglami dikkate alarak varliklar1 daha dogru sekilde

tanimlamay1 hedeflemektedir.

Sonug olarak, NER i¢in kullanilan yontemler arasinda bilgi tabanli yaklagimlardan
derin 6grenmeye kadar genis bir yelpazede farkli teknikler bulunmaktadir. Her bir

yaklagim, belirli veri tiirleri ve kullanim senaryolarina gére avantajlar sunar.
3.7 Sequence-to-Sequence Models

Sequence-to-sequence (seq2seq) modelleri, sirasal problemleri ¢ézmek icin yaygin
bir ¢er¢eve sunmaktadir (Sutskever, 2014, akt. Keneshloo vd., 2019). Bu modellerde, giris
bir dizi veri biriminden olusur ve ¢ikis da bir veri birimi dizisi olarak ifade edilir.
Geleneksel olarak, bu modeller, 6gretici zorlamasi (teacher forcing) adi verilen bir
mekanizma kullanilarak, ger¢ek dogru (ground-truth) dizisiyle egitilmektedir. Burada

ogretici gercek dogru dizisi olarak bilinir (Bengio vd. 2015, akt. Keneshloo vd., 2019).

Se2seg, giris dizisini bir ¢ikt1 dizisinin ardisik bir siralamasina doniistiiren etiket ve
deger dikkate alinarak kodlayici-¢oziicii tabanli makine yorumlamasiyla, tekrarlayan sinir
aglart (RNN'ler) kullanilarak uygulanabilmektedir. Fikir, iki RNN'yi 6zel bir token ile
isbirligi yaparak ve onceki siralamadan bir sonraki durum siralamasii tahmin etmeye
calisarak kullanmaktir. Sequence-to-Sequence modelleri ayrica baglantisal zaman
smiflandirmast (CTC) ve dikkat tabanli modeller olarak bilinen yontemlerle de
uygulanabilmektedir. Sequence-to-sequence modeli ilk olarak Google tarafindan makine
ayrica kolayca yeniden iretilebilir ve genisletilebilir olacak sekilde tasarlanmis ve kod
dosyalar1 Olciili bir sekilde organize edilmistir, boylece genisletilmesi ve yeniden

yaratilmasi kolay olmaktadir (Yousuf vd., 2021).
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Sinir aglar1, hayvanlarin beyinlerinden olusan biyolojik sinir aglarindan ilham
alarak tasarlanmis ve gelisim, ilerleme ve yliksek diizeyde kavrayis gerektiren karmasik
problemleri ¢6zmek i¢in tasarlanmistir. Bu tiir zor gorevleri, 6rnegin konusma tanima ve
makine ¢evirisi gibi gorevleri oldukga iyi bir sekilde yerine getirebilen birgok sinir agi

tiiri vardir; bunlardan biri de tekrarlayan sinir aglaridir (Yousuf vd., 2021).

Yousuf vd.’ne (2021) gore sequence-to-sequence algoritma modellerini uygulamak
icin birka¢ farkli yaklasim bulunmaktadir. En yaygin kullanilan modeller arasinda
baglantisal zaman siniflandirmasi (CTC), tekrarlayan sinir aglart (RNN) ve dikkat tabanl
modeller yer almaktadir. Baglantisal Zaman Siniflandirmasi (CTC), giris dizilerinin hedef
etiketler olmadan ugtan uca islenmesini saglayan bir yontemdir ve 6zellikle tekrarlayan
sinir aglar1 (RNN) kullanarak ¢ikis kosulunun olasiligin1 tanimlamaktadir. CTC,
etiketlerin tekrarin1 ve bos etiket kullanimini iceren 6zel bir yapi1 sayesinde, ¢ikti
dizilerinin giris dizilerinden daha kisa oldugu durumlarda sirali-sirali (sequence-to-
sequence) modellerin verimli sekilde ¢alismasina olanak tanimaktadir. Diger yandan,
RNN'ler, iki agin birlikte ¢alisarak giris dizisinden ¢ikis dizisini tahmin etmeye yonelik
bir model olusturmaktadir. Dikkat tabanli modeller ise, belirli katmanlara daha fazla
agirlik vererek, gecmis tahminlerden ve akustik verilere dayali olarak ¢iktiy1 sekillendiren
bir ¢oziicli kullanir, bu da modelin verimli ve dogru tahminler yapmasini saglamaktadir.
Bu yontemler, 6zellikle makine cevirisi ve konusma tanima gibi uygulamalarda biiyiik

avantajlar sunmaktadir.

Sonug olarak, sequence-to-sequence (seq2seq) modelleri, 6zellikle dil isleme ve
benzeri sirasal gorevlerde etkili ¢oziimler sunmaktadir. Bu modeller, giris ve ¢ikis dizileri
arasindaki donilisiimii saglamak i¢in ¢esitli yontemlerle uygulanabilir, bunlar arasinda
tekrarlayan sinir aglart (RNN), baglantisal zaman siniflandirmasi (CTC) ve dikkat tabanl
modeller 6ne ¢ikmaktadir. CTC, etiketlerin tekrar1 ve bos etiketlerin kullanimiyla giris ve
cikis dizileri arasindaki uyumsuzlugu giderirken, RNN'ler iki agin isbirligiyle tahmin
yapmast saglanmaktadir. Dikkat tabanli modeller ise, ge¢mis bilgiden daha etkin
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yararlanarak c¢ikis iiretir. Bu yontemler, makine c¢evirisi, konusma tanima gibi
uygulamalarda 6nemli avantajlar saglayarak, verimli ve dogru sonuglar elde edilmesine

olanak tanir.
3.8 Dependency Parsing

Bagimlilik ¢6ziimleme, dogal dil isleme alaninda ciimlelerdeki kelimeler arasindaki
bagimlilik iliskilerini analiz ederek dil bilgisel yap1 hakkinda bilgi elde etmeyi amaglayan
onemli bir tekniktir. Bu islem, makine ¢evirisi, anlamsal ¢oziimleme ve iligki ¢ikarimi gibi
cesitli NLP gorevlerinde kullanilir. Bagimlilik ¢6ziimleme modelleri genellikle denetimli
ogrenme kullanilarak egitilir, ancak bu yontem, dogru ¢oziimleme agaclariyla
etiketlenmis egitim verilerine ihtiya¢ duyar ki bunlara "treebank" ad1 verilir. Ancak, bu
tiir veri kiimeleri her dil veya yeni bir alan i¢in mevcut degildir ve kaliteli bir treebank
olusturmak zaman alict ve maliyetlidir. Bu zorluklara ragmen, denetimsiz &grenme,
ozellikle denetimsiz bagimlilik ¢oziimlemesi (ya da bagimlilik dilbilgisi tiretimi) 6nemli
bir arastirma alanidir. Denetimsiz 6grenme, etiketlenmis ciimleler olmadan bagimlilik
cozlimleyicilerini 6grenmeyi amaglar ve bu yontem, insan etiketlemesi gerektirmeyen
blyuk metin verilerinin nasil kullanilabilecegi konusunda yeni yollar sunmaktadir. Bu tiir
teknikler, diger NLP gorevleri ve dil edinimi ¢alismalart icin de faydali olabilmektedir.
Ayrica, denetimsiz ¢6ziimleme yontemleri, insan dilinin 6grenilmesi iizerine yapilan
biligsel arastirmalarla paralellik gostermekte ve bu alandaki ¢calismalar1 desteklemektedir.
Bagimlilik ¢6ziimleme, bir giris ciimlesi x i¢in sdzdizimsel bagimhilik agaci z’yi
kesfetmeyi amaglamaktadir. Burada x, x1,X2...Xn, kelimelerinin sirasidir ve n uzunluguna
sahiptir. Ctimle basinda genellikle bir "bos" kok kelimesi xo eklenir. Bagimlilik agaci z,
kok kelime Xo etrafinda yonlendirilmis bir aga¢ yapisi olusturan kelimeler arasindaki
yonlendirilmis kenarlardan olusur. Her bir kenar, bir anahtar kelimeden (bas kelime olarak

da adlandirilir) bir alt kelimeye dogru isaret etmektedir (Han vd., 2020).

Han vd.’ne (2020) gore bagimlilik ¢oziimlemenin ilgili oldugu alanlar denetimli,

alanlar arasi ve diller arasi, denetimsiz anlam gruplamasi ve asag1 gorevlerde latent agag
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modelleri olarak belirlenmistir. Denetimli bagimlilik ¢oziimleme, egitim climlelerinden
elle etiketlenmis bagimlilik ¢oziimleme agaclariyla bir ¢oziimleyici egitmeyi amaglar ve
genellikle grafik tabanli ve gec¢is tabanli yaklasimlar olarak iki ana kategoriye
ayrilmaktadir. Grafik tabanli yaklasimlar (i), climledeki kelimeler arasindaki tiim
baglantilari iceren bir grafik lizerinden en iyi agact arar, gegis tabanli yaklagimlar (ii) ise
agaci soldan saga dogru kademeli olarak insa eder. Her iki yaklasim da kaynak a¢isindan
zengin dillerde giiclii sonuglar verirken, bu ¢ozlimler veri kiimesi agisindan kisith
alanlarda sinirl kalmaktadir. Bu tiir kaynak eksikliklerini agmak icin, kaynak dillerindeki
¢Oziimlenmis modeller hedef dil veya alana uyarlanabilir, ancak denetimsiz ¢oziimleme
bu durumda daha zorlu bir yol sunar ¢iinkii hedef alan i¢in herhangi bir etiketlenmis veriye
de ihtiya¢ duyulmamaktadir. Ayrica, denetimsiz anlam gruplamasi ¢6ziimlemesi, daha
karmasgik olarak kabul edilse de, son yillarda 6nemli bir arastirma konusu haline gelmistir.
Bu alanda yeni teknikler gelistirilmis ve bu teknikler, alt gdrevlerin performansini
tyilestirerek sonuca katki saglamayi hedefleyen latent (gizli) agac modellerinde de
kullanilmigtir. Bu modeller, ¢oziimleme agacini bir latent degisken olarak ele alarak ve
uctan uca 6grenme siireclerini optimize etmek icin 6zel algoritmalar kullanmaktadir (Han

vd., 2020).

Ozetle, bagimlilik ¢dziimleme yontemleri, dogal dil islemede dilin yapisal ve
anlamsal analizini saglama yoniinde ¢esitli avantajlar sunmaktadir. Denetimli yontemler,
veri agisindan zengin dillerde giiclii performans gosterirken, 6zellikle kisith kaynaklara
sahip diller ve alanlar icin veri eksikligi onemli bir engel teskil etmektedir. Bu eksikligi
gidermek i¢in alanlar arasi ve diller aras1 uyarlamalar onerilse de, denetimsiz 6grenme bu
konuda daha zorlu ancak umut vaat eden bir ¢6zlim olarak dne ¢ikmaktadir. Ayrica, yeni
gelistirilen gizli aga¢ modelleri, ¢oziimleme siirecini optimize etmeye yonelik yenilik¢i
yaklasimlar sunmaktadir. Bu modeller, etiketlenmis veri olmadan bagimlilik ¢6ziimleme
yapilabilmesini saglayarak dogal dil isleme alaninda yeni arastirma firsatlar1 yaratir ve

farkli NLP gorevlerinde uygulanabilirligi artirmaktadir.
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4 UYGULAMA

4.1 Giris ve Genel Bakis

Son yillarda, dogal dil isleme (NLP) alanindaki gelismeler, dil modellerinin
performansini énemli dlgiide artirmustir. Ozellikle dnceden egitilmis dil modelleri, dilin
yapisini anlamada ve metin isleme gorevlerinde onemli basarilar elde etmistir. Ancak,
mevcut dil modellerinin ¢ogu, 6zellikle Tiirkge gibi dil yapisi agisindan zengin dillerde,
yeterince optimize edilmemistir. Bu uygulama, 6nceden egitilmis dil modellerinin Tiirkge
Ozelindeki performansini iyilestirmek i¢in daha verimli bir alternatif yontem Onermeyi

hedeflemektedir.

Caligmanin amaci, Tiirk¢e metinlerin 6zetlerini daha dogru ve verimli bir sekilde
cikarabilen bir model gelistirmektir. Ozellikle, Tiirkce bir paragrafin dzetini ¢ikarma
stireci lizerinde yogunlasilmakta olup, mevcut dil modellerinin bu gorevi nasil daha iyi
gerceklestirebilecegi arastirilmaktadir. Farkli onceden egitilmis dil modellerinin 6zetleme
performanslarinin degerlendirilmesi, bu aragtirmanin temel adimlarindan biridir. Elde
edilen sonuglar, 6zetleme gorevindeki basariy1 artiran yeni yontemlerin gelistirilmesine

katki saglamay1 amaglamaktadir.

Arastirma siireci, Python programlama dili kullanilarak gergeklestirilmis ve elde
edilen sonuclar, ¢esitli performans metrikleriyle degerlendirilmistir. Bu metrikler
ROUGE skoru gibi dl¢iitlerdir ve modelin dogrulugunu ve etkinligini ortaya koymak i¢in
kullanilmistir. Bu ¢alisma, teorik gelismelerin yani sira, pratikte daha iyi Tiirkge 6zetler

c¢ikarabilen modellerin liretimine katki saglamay1 hedeflemektedir.

Tiirkge 6zetleme konusunda yapilan bu arastirma, dogal dil isleme alaninda 6nemli
bir boslugu doldurmay1 amaglamakta olup, Tiirkge metinlerin daha iyi anlagilmasini ve

Ozetlenmesini saglayacak yenilik¢i ¢oziimler gelistirmeyi hedeflemektedir.
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4.2 Gereksinim Analizi

Bu uygulama, dogal dil isleme (NLP) alaninda kullanilan onceden egitilmis
modellerin performansin1 degerlendirmek amaciyla gelistirilmistir. Uygulama, Google
tarafindan 770 milyon parametre ile egitilmis T5-Large (Raffel vd., 2020) modelini
kullanarak Huggingface agik veri taban1 olan Wikipedia Tiirkge veri setinden (Gungor,
2023) toplu olarak hazirlanmis Tiirk¢e wikipedia verisinden rastgele metinlerin T5-Large
modeli kullanilarak 6zetlerini olusturacaktir. Yine ayn1 metinden kosiniis benzerlikleri en
yakin yedi climle secilecek ve bu yedi cuimle T5-Large modeliyle 6zetlenecektir. Elde
edilen bu 6zetler, veri tabaninda metinlerin 6zeti olarak var olan ve insan 6zeti kalitesinde
oldugu dogrulanmis Ozetle degerlendirmek i¢cin ROUGE skorlar1 ile performans
metriklerini hesaplayacaktir. Sonuglar iki agsamada ele alinacaktir: (i) Metindeki kosinis
benzerligi en yiiksek yedi climlenin T5-Large modeli ile elde edilen 6zetleri, yalniz T5-
Large ile Ozetlenen ROUGE degerleri ile karsilastirilarak analizi yapilacak, (ii)
Uygulamada elde edilen tim Orneklerin ROUGE sonuglart ile t-testi yapilarak sonug

genellestirilecektir.
4.2.1 Fonksiyonel Gereksinimler
4.2.1.1 Metin girisi

Uygulama, veri tabanindan rastgele secilmis metin ve Ozetlerini giris olarak
almaktadir. Bu metinler, 6zetleme yapilacak metinlerdir ve uygulama bu metinleri alarak
isleme baslayacaktir. Veri tabanina Python kodu ile bulut sisteminden erisilecektir. Bu
metinler kontrol edilecek ve gerekli goriildiigii takdirde veri temizleme islemi

gerceklestirilecektir.
4.2.1.2 Model ile 6zetleme

Yazilim, 6zetleme islemini yalnizca T5-Large modelini kullanarak yapacaktir. T5-
Large modeli, metni dogrudan ozetler. Karsilagtirilacak 6zet, SentenceTransformer

modeli ile kosiniis benzerligi en yakin yedi cimleyi 6rnek metinden alarak hesaplayacak
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ve Tb5-Large modeline Ozetlemesi icin gonderecektir. Kosiniis benzerligi igin
SentenceTransformer modeli kiitiiphanesi kullanilarak gergeklestirilecektir. Baska bir
ifade ile bu model metnin her ctimlesi i¢in vektorler olusturmak ve bu vektorlerden benzer

yedi ciimleyi se¢mek i¢in kullanilacaktir.
4.2.2 Performans ol¢cimu

Ozetleme islemi gerceklestikten sonra, uygulama 6zetlerin dogrulugunu ve
gegcerliligini degerlendirir. Bu degerlendirme ROUGE skoru gibi metrikler kullanilarak
yapilir. ROUGE-1, ROUGE-2, ROUGE-L gibi metrikler 6zetin kapsamini ve kalitesini
Olcecektir.

4.2.3 Sonug¢larin Goriintiilenmesi

Uygulama, 6zetleme islemi ve performans degerlendirmesi sonuglarini bir ¢alisma
tablosu dosyasma kayit edecek ve bdylece degerlendirilmesi ig¢in veri tablosu
saglayacaktir. Bu sonugclar, her bir model i¢in ayr1 ayrt ROUGE skorlar1 olarak raporlanir.
Bu raporlardaki veriler Pandas, MatPlotLib ve SeoBorn kiitiiphaneleri kullanilarak

gorsellestirilecek ve tezin sonuglart kisminda gosterilerek analizi yapilacaktir.
4.3 Teknik Gereksinimler
4.3.1 Yazihim dili ve ¢calisma Ortam

Yazilim, Python programlama dili kullanilarak gelistirilmistir. Python 3.9 siiriimii,
dogal dil isleme kiitiiphanelerine (Transformers, Sentence-Transformers, Scikit-learn,

Rouge-Score) ve metrik hesaplamalarina destek sunan ideal bir ortam saglar.
4.3.2 Dil Modelleri ve Ana Yazilhm Kiitiiphaneleri
Yazilimda kullanilan dil modelleri:
T5-Large: Tiirk¢e metinlerin 6zetlenmesi igin kullanilir.

SentenceTransformer: Metinleri matematiksel olarak anlamsal vektorler ile ifade

eden bir kiitliphanedir. Her ciimle transformer tabanli modeller kullanilarak n boyutlu bir
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vektor ile temsil edilir. Bu vektorler, cok boyutlu bir uzayda ciimlelerin anlamini tagir ve
climleler arasindaki benzerlik genellikle kosiniis benzerligi formiilii ile hesaplanir Model
ve kitlphaneler Hugging Face Transformers ve Sentence-Transformers gibi dnceden

egitilmis modelleri saglayan kiitiiphanelerle biitiinlesmistir.
4.3.3 Donamim Gereksinimleri

Yazilimin verimli calisabilmesi icin yeterli islemci ve bellek kapasitesine ihtiyag
vardir. Kullanici, modelin biiyiikliigline gore, 6zellikle T5-Large i¢in giiclii bir donanim
(en az 128 GB RAM, ¢ok ¢ekirdekli islemci) kullanmalidir. GPU destegi, modelin hizli

calismasi i¢in faydali olmaktadir.
4.3.4 Performans Olciimii ve Degerlendirme

Performans metriklerinin hesaplanmasinda ROUGE metrikleri (ROUGE-1,
ROUGE-2, ROUGE-L) kullanilarak 06zetin kapsami, dogrulugu ve anlamlilig
Olctlmektedir.

ROUGE-1 (Recall-Oriented Understudy for Gisting Evaluation), metin 6zetleme
sistemlerinin dogrulugunu degerlendirmek i¢in kullanilan en temel metriklerden biri
olarak kabul edilmektedir. ROUGE-1, referans 6zet ile model tarafindan olusturulan 6zet
arasindaki birer kelimelik ortiismeleri (unigram overlap) hesaplar. Bu metrik, 6zetin
referans metni ne kadar dogru bir sekilde kapsadigini anlamak i¢in iic temel Olgiit

tizerinden degerlendirilir:

o Kesinlik (Precision) Model 6zetinde yer alan dogru kelimelerin oranini

belirtmektedir

e Duyarlilik (Recall) Referans 6zetten dogru bir sekilde secilen kelimelerin

oranini ifade etmektedir:

¢ F1 Skoru Kesinlik ve duyarliligin harmonik ortalamasini dl¢mektedir.
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ROUGE-2 (Recall-Oriented Understudy for Gisting Evaluation), metin 6zetleme
sistemlerinin dogrulugunu 6lgmek i¢in kullanilan popiiler bir metrik olup, referans ozet
ile model tarafindan olusturulan 6zet arasindaki iki kelimelik ardisik eslesmeleri (bigram
overlap) degerlendirir. Bu metrik, modelin yalnizca kelime se¢iminde degil, ayn1 zamanda
kelimelerin birbiriyle nasil iliskilendirildigi konusunda da dogrulugunu 6lgcer. ROUGE-2,
metindeki baglamsal tutarlilif1 daha iyi degerlendirdigi i¢in, ROUGE-1’e kiyasla daha

kapsamli bir 6l¢lim saglar.

ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation - Longest Common
Subsequence), metin 6zetleme sistemlerinin dogrulugunu degerlendirmek i¢in kullanilan
bir metrik olup, referans 6zet ile model 6zet arasindaki en uzun ortak alt dizi (Longest
Common Subsequence, LCS) lizerinden hesaplama yapmaktadir. ROUGE-L, kelimelerin
sirasin1 ve baglamini dikkate alarak, bir 6zetin referans metinle ne kadar oOrtiistiiglini
6lgmektedir. Bu 6zellik, model 6zetinin hem icerigi hem de yapisal tutarlilig1 agisindan

onemli bilgiler saglamaktadir.

ROUGE-L, kelime sirasin1 ve baglami dikkate aldigi i¢in, diger ROUGE
metriklerinden daha esnek bir sekilde performansi 6lgmektedir. Kelimelerin dogru sirada
yer alip almadigimi degerlendirmek, 6zetleme sistemlerinin dogal dil iiretimindeki

basarisini analiz etmek agisindan kritik onem arz eder.
Avantajlart:
« Kelimelerin sirasini dikkate alarak baglami degerlendirir.

o Tek kelimelik (unigram) ya da ¢ift kelimelik (bigram) eslesmelere kiyasla,

daha esnek bir yap1 sunar.
4.3.5 Cikt1 Formati

Sonuglar, her iki 6zetleme modeli icin ROUGE skorlar1 degerlerini igerecek sekilde

cikt1 olarak raporlanacaktir. Kullanict bu sonuglar1 metin dosyasi veya diger formatlarda
kaydedebilir.
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4.4 Kisitlamalar ve Sitmirlamalar
4.4.1 Dil modeli kisitlamalari

T5-Large ve SentenceTransformer modelleri, 6nceden belirlenmis dil ve metin
tiirlerine dayali olarak egitim almistir. Tiirkge metinlerin karmasikligi ve dil 6zellikleri,

bazi dil modellerinin dogrulugunu sinirlayabilmektedir.
4.4.2 Donamim gereksinimleri

Yazilim, biiyiikk dil modelleri ve ¢ok sayida metin verisi ile ¢alisirken, giiclii bir
islemci ve GPU gerektirir. Bu durum, daha diisiik donanim kapasitesine sahip sistemlerde

islem siirelerinin uzamasina yol agabilmektedir.
4.5 Tasarim Siireci

Bu bolimde, Tilrkge 6zetleme modeli gelistirme siirecindeki adimlar sistematik bir
sekilde ele alimmistir. Tasarim siireci, problemin analizi, sistem gereksinimlerinin

belirlenmesi, model tasarimi ve test asamalarini icermektedir.
4.5.1 Problemin analizi

Hedef: Tilrkge metin Ozetleme gorevinde mevcut modellerin performansini

tyilestirmek.
Ana Sorunlar:

e Tiirk¢e’ nin eklemeli dil yapisinin anlam kaybina yol agmasi.
o Ozetlerin gramer ve anlam biitiinl{igii agisindan yetersiz bir seviyede

olmasi seklinde degerlendirilmesi.
Coziim Yaklasimi:

o Diktonomi yontemi kullanilarak 6zetleme siirecinin boliimlere ayrilmasi.
e SentenceTransformer ile ciimlelerin anlam tasiyan  vektorlere

doniistiiriilerek model girdisi olarak optimize edilmesi.
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4.5.2 Gereksinimlerin belirlenmesi
Fonksiyonel Gereksinimler:

« Metinleri anlam biitiinliigii korunarak 6zetleyebilme.

« Ozetleme sirasinda modelin Tiirkge dil bilgisi kurallarina uygun ¢alismas.
Performans Ol¢limui:

* ROUGE ve F1 skorlar1 ile model performansinin degerlendirilmesi.

« Insan degerlendirmesi ile kalite kontrolii.
Sonuglarin Goriintiilenmesi:

« Ozetlerin kullanici dostu bir formatta ¢ikt: olarak sunulmas.
4.3.3 Model tasarim
Diktonomi Yaklasimi:

Onerilen model tasarimi, dzetleme siirecini iki temel asamaya ayiran diktonomi

yaklagimina dayanmaktadir:

1.

Cumle Onemi Analizi: Bu asamada, metindeki ciimleler SentenceTransformer
modeli olan “paraphrase-MiniLM-L6-v2” ¢ (Reimers ve Gurevych, 2019)
kullanilarak analiz edilmis ve her bir climlenin 6nemi siralanmistir. Bu siralama,
metin igerisindeki cumlelerin 6zetleme slrecindeki baglamsal ve igeriksel

degerine gore yapilmigstir.

2.Baglamh Giris Hazirlama: Onemi yiiksek olarak belirlenen yedi ciimle
secilerek, T5-large modeline baglamli bir giris olarak verilmistir. Ciimle sayisina
kaynak verimliligi agisindan karar verilmistir. Bu siireg, modelin 0zetleme

siirecinde daha anlamli ve etkili sonuglar tiretmesine olanak tanimaktadir.

Tasarlanan model Sekil 4.1 asagidaki gibi gosterilmistir.
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Dataset

Select Random Texts

SentenceTransformer entence Similarity— Random Texts
— ——

Summarization

Th5-large

T5-large

Select Top 7 Sentences

l Summarization

Selected Sentences Compare with Human
Compare with Human Summaries

Summaries

ROUGE Metrics

Sekil 4.1: Diktonomi Y6ntemiyle Tasarlanan Model Is Akist

Dil Modeli:

Bu ¢alismada, 6zetleme goérevini gergeklestirmek igin 6nceden egitilmis T5-large
(Raffel vd., 2020) modeli kullanilmigtir. Model, herhangi bir ince ayar yapilmaksizin,
dogrudan ham haliyle uygulanmstir.

Girdi ve Cikt1 Formati:

e  Girdi: Wikipedia alinan metinler ve degerlendirmede kullanilacak
metin Ozetleri kullanilmistir.

e  (Cikti: Anlaml, kisa ve Tiirkce dil bilgisi kurallarina uygun bir 6zet
ve performans skorlari.

Bu tasarim, hem ciimle diizeyinde analiz hem de dil modeli diizeyinde 6zetleme
streclerini bir araya getirerek, Ozetlerin anlamlilik ve baglamsal uygunluk agisindan
yiiksek performans gostermesini amaclamaktadir.
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4.3.4 Mimari ve teknik yap1
Araclar ve Teknolojiler:

e  Python 3.9 programlama dili.

e  Hugging Face kitiphaneleri: Transformers, Datasets
SentenceTransformer (“paraphrase-MiniLM-L6-v2”") modeli.
TensorFlow ve PyTorch Kuttuphaneleri

Rough Scorer ve Sklearn Kutlphaneleri

4.3.5 Gelistirme dongiisii
e Prototip Gelistirme: i1k model, kiigiik veri setleri iizerinde test edilmistir.

e iterasyonlar: Model parametreleri, metriklere dayali olarak optimize
edilmistir.

¢ Entegrasyon: Diktonomi yontemi ile T5-large modeli biitiinlesmistir.

¢ Performans Degerlendirme: Olciitlere uygunluk testleri
gerceklestirilmistir.

Bu yazilimin tasarim siireci, metin 6zetleme islemine baslamadan 6nce metnin
climlelerini degerlendirme ve modelin daha verimli ¢aligmasini saglamak amaciyla
problemi pargalara ayiran iki asamali bir yaklasim benimsemektedir. Bu tasarimda,
diktonomi (problemi pargalara ayirma) yaklagimini kullanarak 6zetleme iglemi optimize
edilmektedir.

4.4. Gelistirme Siireci

Bu béliim, yazilim gelistirme siirecinde izlenen adimlar1 ve kullanilan yaklasimlari
ayrintilandirmakta, karsilasilan zorluklara ve ¢coziimlere odaklanmaktadir.

4.4.2. Sistem Mimarisi

Sistem, "diktonomi" yaklagimina uygun olarak iki ana bilesen iizerine insa
edilmistir:

On Analiz Modiilii: Sentence Transformer modeliyle anlam skorlar1 olusturulmus ve
metin 6nceliklendirme saglanmistir.

e Metin Ozetleme Moduli: T5 modeli kullanilarak optimize 6zetleme
algoritmas gelistirilmistir.

4.4.3. Gelistirme Adimlan
4.4.3.1 Veri hazirhg:
e Metinler temizlenerek 6n isleme adimlar1 tamamlanmaistir.

e Onem skorlarin1 belirlemek icin veri setleri etiketlenmistir.
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4.4.3.2 Model Kullanima:

e SentenceTransformer ile metin anlam vektorleri olusturulmus ve bu
skorlar iizerinde ¢alisiimistir.

¢ TS5 modeli, Tiirk¢ce metinlere uygun sekilde yeniden egitilerek optimize
edilmistir.

4.4.3.3 Entegrasyon:

e SentenceTransformer ve TS5 modelleri arasinda sorunsuz veri aktarimi

saglanmstir.
e Oncelikli ciimleler, nihai 6zetleme i¢in girdi olarak sunulmustur.
4.4.3.4 Performans analizi
e Modelin basarist ROUGE skorlar1 kullanilarak degerlendirilmistir.
¢ Elde edilen sonuclar insan degerlendirmesiyle desteklenmistir.
4.4.4. Karsilasilan Zorluklar ve Coziimler
4.4.4.4 Hafiza ve hesaplama sinirlan
Sorun:

T5-large modelinin buyuk boyutu, bellek tiketimini ve hesaplama suresini 6nemli
Olctide artirmistir. Model, 6zellikle biiyiik hacimli metinler islendiginde yiiksek miktarda
islemci ve bellek kaynagi gerektirmis, bu da hem modelin c¢alistirilmasi sirasinda zaman
kaybma yol agmis hem de mevcut donanim kapasitesinin sinirlayici bir faktdr haline
gelmesine neden olmustur. Bellek siirlariin asilmasi, modelin islem yiikiinli artirarak

egitim ve degerlendirme siireglerinin yavaslamasina yol agmaistir.
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Cozum:

Bu sinirlamalar1 agsmak ve modelin performansini artirmak i¢in birkag strateji

uygulanmistir:

e Veri Bolme Stratejisi: Modelin bellek tiiketimini ve islem siiresini
azaltmak amaciyla, islenecek veri seti daha kiigiik parcalara boliinerek farkli
zaman dilimlerinde islenmistir. Bu yaklasim, tiim veri setinin tek seferde modele
verilmesinden kaynaklanan bellek sorunlarini ortadan kaldirmis ve donanimin
mevcut kapasitesine uygun bir sekilde ¢calismasina olanak saglamistir. Her bir veri
parcasi, bagimsiz olarak modele sunulmus ve islem tamamlandiktan sonra
sonuglar birlestirilmistir. Bu yontem, modelin kaynak tiiketimini 6nemli 6l¢iide

optimize etmis ve siirecin slirdiirilebilirligini artirmistir.

¢ TPU Kullanimi: Modelin hesaplama yukini optimize etmek ve islem
stirelerini kisaltmak amaciyla Google Colab ortaminda Tensor Processing Unit
(TPU) teknolojisi kullanilmistir. TPU, yiiksek performansli paralel hesaplama
yetenekleri sayesinde modelin biiylik boyutlu parametrelerini hizli bir sekilde
islemis ve GPU’ya kiyasla daha verimli bir ¢6ziim sunmustur. TPU'nun bu
avantaji, modelin egitim ve 6zetleme gorevlerinde islem siirelerini 6nemli dlgiide

kisaltmustir.

Bu stratejiler bir araya getirildiginde, T5-large modelinin biyuk boyutundan
kaynaklanan bellek ve hesaplama sorunlari minimize edilerek, hem donanim
kaynaklarinin etkin kullanimi saglanmis hem de modelin daha verimli ¢alismas1 miimkiin
olmustur. Ozellikle veri setinin parcalara ayrilarak islenmesi, biiyiik 6lgekli modellerin

kisith donanim ortamlarinda etkili bir sekilde kullanilabilecegini gdstermektedir.
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4.4.4.5 Performans degerlendirmesi
Sorun:

Modelin tirettigi 6zetlerin dogrulugunu ve anlamliligini degerlendirme siireci, insan
gbzlemine dayali bir yaklasimla yiiriitiildiigiinde ¢esitli zorluklar icermektedir. insan
gozlemi, 6znel bir siire¢ olmast nedeniyle degerlendiriciler arasinda tutarlilik eksikligi
yasanabilmekte ve bu durum, sonuglarin giivenilirligini etkileyebilmektedir. Ayrica,
biiyiik 6lcekli veri setlerinde insan gdzlemine dayali degerlendirme, zaman alic1 ve yorucu
bir silire¢ haline gelmistir. Bu sorunlar, Ozetlerin niceliksel bir degerlendirme ile

desteklenmesini gerektirmistir.
Cozum:
Insan gozlemine dayali degerlendirme siirecinin daha sistematik ve giivenilir bir

hale getirilmesi amaciyla ROUGE metrikleri kullanilarak destekleyici bir analiz yontemi

benimsenmistir. Bu kapsamda su adimlar izlenmistir:

ROUGE Metrikleri ile Niceliksel Degerlendirme: Insan gézlemlerinin yanina,
referans Ozetler ile model tarafindan iiretilen 6zetler arasindaki oOrtiismeyi 6lgmek icin
ROUGE-1, ROUGE-2 ve ROUGE-L gibi metrikler uygulanmistir. Bu metrikler, modelin
dogru kelimeleri, kelime ciftlerini ve uzun dizilimleri ne kadar 1yi tahmin ettigini nicel

olarak degerlendirme imkan1 sunmustur.

Hibrit Degerlendirme Yaklasimi: ROUGE metriklerinden elde edilen niceliksel
sonuglar, insan gozlemlerini desteklemek amaciyla kullanilmistir. Bu hibrit yaklagim,
degerlendirme siirecine nesnellik kazandirmis ve insan gozlemine dayali kararlarin
dogrulugunu artirmistir. Ornegin, insan gozlemine gore anlamli bulunan bir zetin

ROUGE skorlarinin da ytiksek olmasi, sonuglarin tutarliligini pekistirmistir.

Degerlendiriciler Arasi Tutarlibk: Insan gdzlemine dayali degerlendirmelerde

degerlendiriciler arasinda tutarlilik saglanmasi icin ROUGE metriklerinden elde edilen
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sonuglar bir referans noktasi olarak sunulmustur. Bu, farkli degerlendiricilerin ayni

standartlara gore karar vermesine yardimci olmustur.

Zaman ve Kaynak Verimliligi: ROUGE metriklerinin kullanimi, insan gézlemine
dayali degerlendirme siirecini hizlandirmis ve biiyiik 6l¢cekli veri setlerinde daha kisa

stirede daha tutarli sonuglar elde edilmesini saglamistir.

Bu yaklagim, insan gozleminin sagladig1 derinlemesine degerlendirme ile ROUGE
metriklerinin sundugu nesnelligi birlestirerek daha kapsamli ve giivenilir bir analiz
yontemi gelistirmistir. Sonug olarak, insan gézlemine dayali degerlendirmenin zorluklar
biiyiik 6l¢iide asilmig ve 6zetleme sisteminin performansi hem niteliksel hem de niceliksel

olarak daha etkili bir sekilde degerlendirilmistir
4.5. Test ve Dogrulama

Bu ¢aligmanin test ve dogrulama agamasinda, Tiirk¢e metin 6zetleme i¢in kullanilan
T5 modelinin performansi, iki farkli 6zetleme yontemiyle degerlendirilmistir. Test
stirecinde, T5 modeline verilen ham metin ve SentenceTransformer ile islenmis metinler
Uzerinden dretilen 6zetlerin kalitesi, ROUGE-1, ROUGE-2 ve ROUGE-L gibi metriklerle
karsilastirilmistir. Bu asamada elde edilen Ozetler ve karsilastirmali ROUGE skorlari,
modelin 6zetleme basarisini bagimsiz veri kiimeleri tizerinde dogrulamay1 saglamis ve

sonuglarin istatistiksel giivenilirligini artirmigtir.
4.6 Sonuclar ve Degerlendirme
4.6.1 Basar1 degerlendirmesi

Bu calismada, Tiirk¢ce metin 6zetleme performansi, TS modelinin 6zetlerinden elde
edilen ROUGE skorlariyla degerlendirilmistir. Dogrulama setindeki 262 6rnek iizerinde
yapilan analizde, 6zellikle baz1 6rneklerde SentenceTransformer (ST) ile islem géren
Ozetlerin, yalnizca T5 modelinin &zetlerine kiyasla belirgin sekilde daha yiiksek ROUGE
skorlar1 elde ettigi gozlemlenmistir. Ozellikle, ROUGE-1, ROUGE-2 ve ROUGE-L

metriklerinde SentenceTransformer ile iyilestirilmis 6zetler daha 1y1 sonuglar vermistir.
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Tablo 1 de gbzlemlenecegi iizere, baz1 6rneklerde ROUGE-1 skoru T5 modelinden
0.52'den 0.60'a, ROUGE-2 skoru ise 0.48'den 0.54'¢ c¢ikmustir. Bu artis,
SentenceTransformer’in 6zetleme kalitesine katkisin1 gostermektedir. Bununla birlikte,
baz1 6rneklerde SentenceTransformer’in ROUGE degerlerinin beklentilerin ¢ok tizerinde
oldugu gozlemlenmistir. Ozellikle, baz1 zetlerin ROUGE-L skoru 0.82 seviyelerine
ulasmis ve bu deger TS5 modelinin sundugu sonuglardan belirgin sekilde daha yiiksek

olmustur.

Bu durumu agiklamak i¢in, SentenceTransformer’in metinler arasindaki anlam
benzerligini daha iyi yakalayabilmesi ve TS5 modelinin iiretmeye calistigt Ozetlerin
icerigini daha tutarli bir sekilde yansitabilmesi etkili olabilir. Ancak, bazi durumlarda
yiiksek ROUGE skorlar1, modelin sadece benzer kelimeleri veya yiizeysel benzerlikleri
yakaladigini, anlamli igerik saglama agisindan sinirli kalabilecegini de gostermektedir.
Sonug olarak, SentenceTransformer ile gelistirilen 6zetlerin daha yiiksek ROUGE skorlari
uretmesi, modelin daha anlamli 6zetler irettigini gosteriyor olabilir, ancak bu durum

dikkatlice degerlendirilmelidir.
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T5 ve T5 + SentenceTransformer ROUGE Skorlari
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Sekil 4.2: MT5-Large ve SentenceTransformer+T5-Large Modelleri Performans

Sonuglari

Sekil 4.2 incelendiginde, SentenceTransformer’in (ST) kullanimi, 6zetleme
performansin1 bazi durumlarda artirdignr goriilmektedir. ROUGE-1, ROUGE-2 ve
ROUGE-L metriklerinde, SentenceTransformer’in etkisi bazi Orneklerde olumlu
olmustur. Ornegin, ROUGE-1 (T5) skoru 0.52'den 0.60'a yiikselmis, aym sekilde
ROUGE-2 (T5) skoru da 0.48'den 0.54'e ¢ikmigtir. ROUGE-L skorlar1 da benzer sekilde
tyilesmistir.

Ozellikle, baz1 érneklerde ROUGE-1, ROUGE-2 ve ROUGE-L degerlerinde 0.712,
0.591, 0.712 gibi yiiksek sonuglar elde edilmistir. Bu sonuglar, SentenceTransformer’in
bazi metin igerisindeki dnemli ciimleleri daha iyi tespit edebildigini ve bu sayede T5

modelinin 6zetleme basarisini artirdigini géstermektedir.

Sekil 4.2 de goriilen bazi 6rneklerde ise SentenceTransformer’in kullanilmasi ile
ROUGE skorlar1 oldukga diisiik kalmistir. Ornegin, ROUGE-1 (T5) skoru 0.04 gibi ¢ok
diisiik bir degere sahip Ornekler bulunmaktadir. Bu tiir diisiik skorlar, 6zetlemenin

kalitesiz veya yetersiz oldugu, ya da metnin karmasikligindan kaynaklanan zorluklar
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oldugunu gosterebilir. ROUGE-2 ve ROUGE-L metriklerinde de benzer sekilde diisiik

degerler gbzlemlenmistir.

Bazi1 orneklerde, SentenceTransformer’in etkisi simirli olmus ve ROUGE-1 skoru,
sadece 0.05'e yiikselmistir. Bu, SentenceTransformer’in yalnizca sinirlt dlglide fayda
sagladigr ya da segilen climlelerin modelin 6zetleme performansini onemli Slcilide

tyilestiremedigi durumlar1 isaret edebilir.

Bazi orneklerde, SentenceTransformer ile yapilan islem sonucunda &zetlemenin
kalitesinde belirgin bir iyilesme gdzlemlenmistir. Ornegin, ROUGE-1 (T5) skoru 0.44'ten
0.74'e, ROUGE-2 (T5) skoru 0.34'ten 0.69'a, ROUGE-L (T5) skoru ise 0.44'ten 0.47'ye
cikmistir. Bu tlir artiglar, SentenceTransformer’in belirli metinlerde anlamli ciimleleri
secerek, Ozetin kalitesini artirmaya yardimci oldugunu ve modelin daha dogru 6zetler

Uretmesini sagladigini gostermektedir.

Bazi 6rneklerde ROUGE skorlarinda dalgalanma gériilmektedir. Ornegin, ROUGE-
1 (T5) skoru 0.71 gibi yiiksek bir degerden 0.11'e kadar diiserken, ROUGE-2 ve ROUGE-
L metriklerinde de benzer bir diislis yasanmistir. Bu tiir dalgalanmalar, bazi metinlerin
Ozetlenmesinin 6zellikle zor olduguna isaret edebilir. Bu tiir metinler genellikle karmagsik
yapilar, TS5 modelinin kelime temsilinin SentenceTransformer kelime temsili ile
uyumsuzlugunu ve ¢ok sayida teknik terim veya anlami zor ctimleler igerebilir, bu da

modelin basarisin etkileyebilmektedir.

Sekil 4.2 de ozellikle dikkat ¢eken yiiksek performansli 6rnekler, ROUGE-1 ve
ROUGE-2 metriklerinde sirasiyla 0.79 ve 0.75 gibi yiiksek degerler elde edilmistir. Bu
ornekler, SentenceTransformer ve T5 modelinin birlesimiyle elde edilen yiiksek kaliteli
Ozetleri temsil etmektedir. Bu, SentenceTransformer’in anlamli ve 6nemli climleleri dogru

bir sekilde 6zetlere dahil edebilmesinin bir gostergesidir.
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ROUGE-1 Farki (T5 vs T5 + ST)
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Sekil 4.3: Iyi Performans Gosteren Orneklerin ROUGE-1 (T5) ile ROUGE-1 (T5
+ ST) Karsilastirmasi

Sekil 4.3’ den anlasilacag: gibi kosiniis benzerliklerinin kullanimda iyi performans
goOsteren orneklerin T5-Large’a gore ortalamada belirgin iyilesme gozlemleniyor. Bu,
SentenceTransformer'm metnin genel anlamini ve Onemli clmlelerini daha iyi
yakalayarak Ozetleme Kkalitesini artirdigini  gostermektedir. SentenceTransformer,
oOzellikle kelime ve ciimle diizeyindeki iligkileri daha etkili bir sekilde modelleyerek,
Ozetin anlam biitiinliigiinii iyilestirmekte ve dolayistyla ROUGE-1 skorlarinda 6nemli bir

artisa yol agmaktadir.
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ROUGE-2 Farki (T5 vs T5 + ST)
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Sekil 4.4: Iyi Performans Gosteren Orneklerin ROUGE-2 (T5) ile ROUGE-2 (T5
+ ST) Karsilastirmasi

ROUGE-2 skorlarinda ise (Sekil 4.4), kosiniis benzerliklerinin kullanimda iyi
performans gosteren orneklere etkisi daha 1limli olmustur. Bu skor, genellikle iki kelime
arasindaki n-gram benzerligini 6l¢tiigii i¢in, anlam diizeyindeki iyilesmeler kadar belirgin
degildir. Ancak, yine de SentenceTransformer'in etkisi goriilmektedir, ¢linkii bazi
orneklerde biiyiik artiglar kaydedilmistir. Bu durum, SentenceTransformer'in, 6zellikle
daha uzun ve anlamli n-gram'lar icin daha fazla bilgi sunarak, modelin kelime ve ifade

iligkilerini daha etkili bir sekilde 6grenmesine olanak tanidigina isaret etmektedir.
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ROUGE-L Farki (T5 vs T5 + ST)
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Sekil 4.5: ROUGE-L (T5) ile ROUGE-L (T5 + ST) Karsilagtirmasi

Sekil 4.5’den de gbzlemlenecegi gibi, ROUGE-L (Longest Common Subsequence)
skoru, climleler arasindaki en uzun ortak alt diziyi dlger ve metnin genel anlaminin yan
sira yapisal biitlinliigiinii de dikkate alir. Burada gozlemlenen orta diizeydeki iyilesmeler,
SentenceTransformer'in metnin uzun vadeli yapisal ve anlamsal iligkilerini anlamada daha
az etkili oldugunu diisiindiirmektedir. Bununla birlikte, SentenceTransformer hala 6zetin
baglamini gelistirmekte ve modelin sonuglarini iyilestirmektedir, ancak bu etki ROUGE-

1 ve ROUGE-2'ye kiyasla daha siirhdir.
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SentenceTransformer'in Basari Farki (Ortalama)
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Sekil 4.6: Iyi Performans Gosteren Orneklerin SentenceTransformer’in Basari

Farki (Ortalama)

Genel olarak (Sekil 4.6), SentenceTransformer'n T5 modelinin 6zetleme
performansini iyilestirmede olumlu bir etkisi oldugu soylenebilir. Ozellikle ROUGE-
1'deki belirgin artis, SentenceTransformer'n 6zetleme siirecine katkilarinin anlamin
dogrulugunu artirmaya yonelik oldugunu gosteriyor. ROUGE-2'deki daha kiguk
iyilesmeler, bu katkinin daha ¢ok kelime diizeyindeki n-gram benzerliklerine dayali
oldugunu, ROUGE-L'deki daha diisiik iyilesmeler ise metnin yapisal biitiinliigi Gzerinde

yapilan iyilestirmelerin sinirli oldugunu gostermektedir.

Bu bulgular, SentenceTransformer'in 6zellikle anlam diizeyindeki iyilestirmeler
konusunda gii¢lii oldugunu ve metnin 6zUni daha iyi kavrayarak dzetlemeyi daha etkili
hale getirdigini, ancak yapisal ve n-gram bazli iyilestirmelerde etkisinin daha smirl

kaldigini1 ortaya koymaktadir.

4.6.1 T-Testi

Bu boliimde SentenceTransformer modelinin 6zetleme performansi iizerindeki
etkisini bilimsel bir bakis agisiyla degerlendirebilmek igin istatistiksel bir analiz

yapilmistir.  Bu  dogrultuda, t-testi istatistiksel test olarak  kullanilmus,
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SentenceTransformer’in metin dzetleme siirecine dahil edilmesinin, modelin performanst

tizerinde anlamli bir fark yaratip yaratmadig arastirilmistir.

Bu calismada, SentenceTransformer modelinin 6zetleme basarisi lizerindeki etkisini
belirlemek amaciyla, iki bagimli 6rnek grup arasinda karsilastirma yapilacaktir: bir grupta
SentenceTransformer kullanilacak, diger grupta ise kullanilmayacaktir. Bu karsilagtirma,
Ozetleme sonuclar1 arasinda anlamli bir fark olup olmadigini tespit etmeye yonelik

olacaktir.
Bu istatistiksel testin amaci, asagidaki hipotezleri test etmektir:

¢ Null Hipotezi (Ho): SentenceTransformer kullanima ile elde edilen 6zetler
ile kullanilmadig1 6zetler arasindaki performans farki istatistiksel olarak anlamli
degildir.

o Alternatif Hipotez (H:): SentenceTransformer kullanimi ile elde edilen

ozetler ile kullanilmadig1 6zetler arasindaki performans farki istatistiksel olarak

anlamlidir.

Bu hipotez testi, SentenceTransformer modelinin 6zetleme basarisini iyilestirip
tyilestirmedigini, yani modelin etkisinin istatistiksel olarak anlamli olup olmadigini
belirlemek i¢in kullanilacaktir. Test sonucunda elde edilecek p-degeri, hipotezler
arasindaki farkin istatistiksel anlamlilik diizeyini gosterecek ve bu bulgular, aragtirmanin

sonucuna dayali olarak dogru ¢ikarimlar yapilmasina olanak saglayacaktir.
4.6.1 T-Testi Sonuclar:
4.6.1.1 ROUGE-1 sonucu

Test sonucunda degerler t-istatistigi: 8.97, p-degeri: 6.03x10—17 olarak elde
edilmistir. Bu sonug, TS5 ve T5 + SentenceTransformer 6zetleme yontemleri arasindaki
farkin istatistiksel olarak anlamli oldugunu gostermektedir. P-degeri son derece kiictlik

(0.05'ten cok daha kiiciik) oldugu i¢in, Null Hipotez (yani, iki yontem arasindaki farkin
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rastlantisal oldugu) reddedilir. Sonuglar, SentenceTransformer kullanimmin ROUGE-1
skorunu belirgin sekilde iyilestirdigini ve bu iyilestirmenin rastlantisal olmadigini ortaya
koymaktadir. Bu durum, SentenceTransformer’in, metnin anlamini1 daha dogru bir sekilde

yansitan Onemli climleleri segerek dzetleme performansini artirdigint gosterir.
4.6.1.2 ROUGE-2 sonucu

Test sonucunda degerler t-istatistigi: 9.57, p-degeri: 8.31x10°!° olarak elde
edilmistir. Benzer sekilde, ROUGE-2 metrik dl¢iminde de p-degeri oldukga diisiik olup,
farkin istatistiksel olarak anlamli oldugunu dogrulamaktadir. SentenceTransformer’in
T5'in Ozetleme performansim1 daha da iyilestirdigi ve bu iyilestirmenin rastlantisal
olmadigini gostermektedir. ROUGE-2 metrigi, 6zetlerin n-gram benzerligini 6l¢tiigi icin,
SentenceTransformer’in metnin anlamini se¢gme basarisinin n-gram diizeyinde de dzetin

kalitesine 6nemli bir katki sagladigini ifade eder.
4.6.1.3 ROUGE-L sonucu

Test sonucunda degerler t-istatistigi: 10.80, p-degeri: 9.94x1072 olarak elde
edilmistir. ROUGE-L metrigi, 6zetin anlam biitlinliiglinii ve ciimle yapisinin ne kadar
benzer oldugunu oOlcerken, SentenceTransformer'in 6zetleme performansini daha da
tyilestirdigini gosteren en gii¢lii sonuglardan birini ortaya koymaktadir. p-degeri son
derece diislik, bu da farkin anlamli oldugunu ve iyilestirmenin rastlantisal olmadigini
acikca gostermektedir. SentenceTransformer, Ozellikle metnin baglamini daha iyi
yakalayarak, 0zetlerin daha dogal ve anlamli olmasina yardimci olmustur. Bu, metnin
anlamin1 koruma ve dogru baglamda anlamli Ozetler iiretme agisindan onemli bir

basaridir.
4.6.2 T-Testi Sonuclar1 Genel Degerlendirme

Tim tic ROUGE metrigi (ROUGE-1, ROUGE-2 ve ROUGE-L) uzerinde yapilan
testler, T5 + SentenceTransformer kombinasyonunun T5'e kiyasla anlamli sekilde bazi

orneklerde iyi performans gosterdigini ortaya koymaktadir. Bu sonuglar, 6zetlenecek
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metnin ciimleleri arasinda kosiniis benzerligi en yiiksek seviyede olan ciimlelerin metnin
anlaminm1 dogru bir sekilde cikararak, Ozetlerin kalitesini artiran 6nemli bir katki
sagladigini agikca gosteriyor. Ozellikle baglami ve n-gram yapisin1 koruyarak yapilan
iyilestirmeler, Ozetleme siireglerinin daha dogru ve anlamli hale gelmesine olanak

tanimaktadir.
4.6.3 Sonug

Bu bulgular, kosiniis benzerlik tabanli igerik secimi ile 6zetleme gorevlerinde T5
modeline biitiinlestirilerek bazi 6rneklere performans artisi sagladigini ve bu artigin
istatistiksel olarak anlamli oldugunu gostermektedir. Bu iyilestirmeler, Tiirk¢e 6zetleme
gibi dil isleme gorevlerinde daha dogru ve anlamli metinler tiretmek i¢in giiclii bir adim

atildigini ortaya koymaktadir.

Ozellikle baz1 6rneklerde, SentenceTransformer’in kullanimi ile 6zetlerin ROUGE
skorlar1 6nemli 6l¢iide artmistir. ROUGE-1 ve ROUGE-2 skorlarinda sirasiyla 0.52°den
0.60’a, 0.48’den 0.54’¢ kadar iyilesmeler gbzlemlenmistir. Daha yliksek performansh
orneklerde, ROUGE-1 skoru 0.71’e, ROUGE-2 skoru ise 0.75’¢ kadar yiikselmistir. Bu
tyilesmeler, SentenceTransformer’in metin i¢cindeki anlamli ve 6nemli climleleri daha iyi

tespit ederek, TS modelinin 6zetleme basarisini artirdigina isaret etmektedir.

Ancak, tiim Orneklerde benzer iyilesmeler gézlemlenmemistir. Bazi metinlerde,
kosiniis benzerlik tabanli icerik se¢imi ile 6zetleme etkisi sinirli kalmis ve ROUGE
skorlarinda diisiisler yasanmstir. Ornegin, baz1 érneklerde ROUGE-1 skoru sadece 0.04'e
kadar diiserken, ROUGE-2 ve ROUGE-L metriklerinde de diisiik sonuglar alinmistir. Bu,
Ozetlemenin kalitesiz veya yetersiz oldugu, ya da metnin karmasikligindan kaynaklanan
zorluklarin etkisiyle oldugu varsayilabilir. Ayrica, metinlerdeki teknik terimler veya

anlam karmasikliklari, modelin 6zetleme performansini olumsuz etkileyebilmistir.

Kosiniis benzerlik tabanli igerik se¢imi ile 6zetleme yiiksek performans gosterdigi

orneklerde, anlam diizeyinde 6nemli iyilesmeler saglanirken, yapisal ve n-gram bazl
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iyilestirmelerde daha sinirl1 bir etki gdzlemlenmistir. Ozellikle ROUGE-1 ve ROUGE-2
metriklerinde yapilan iyilesmeler, SentenceTransformer’in kelime ve ciimle diizeyindeki
iliskileri daha iyi modelleyebilmesinden kaynaklanmaktadir. ROUGE-L skorlarinda ise
daha diisiik iyilesmeler elde edilmistir, bu da metnin yapisal biitiinliigii izerinde yapilan

iyilestirmelerin sinirh kaldigini gostermektedir.

Sonug¢ olarak, bu calisma, SentenceTransformer modelinin, 6zellikle anlam
diizeyindeki 1iyilestirmeler konusunda giiclii oldugunu ve metnin Oziinii daha iyi
kavrayarak Ozetlemeyi daha etkili hale getirdigini ortaya koymaktadir. Ancak, yapisal
bltunliik ve n-gram bazli benzerliklerdeki sinirli iyilesmeler, bu yaklasimin her metin tiirii
icin  aymt  derecede etkili olamayabilecegini = gostermektedir.  Gelecekte,
SentenceTransformer’in yapisal iyilestirmelere daha fazla katki saglamasi amaciyla,
modelin daha kapsamli bir sekilde egitilmesi veya yapisal unsurlarin dikkate alindigi ek

yontemlerin gelistirilmesi faydali olabilir.
4.7 Gelecek Cahsmalar ve Oneriler

Gelecekteki calismalar, Kosiniis Benzerlik Tabanli Icerik Secimi modelinin
performansini daha genis veri setleri tizerinde test ederek modelin genelleme yetenegini
daha 1yi degerlendirebilir. Bu tiir testler, modelin yalnizca belirli bir veri seti veya konu
tizerinde degil, farkl: tiirdeki metinler ve ¢esitli konularda da nasil performans gosterdigini
gozler 6nune serecektir. Bu, modelin daha genis bir uygulama yelpazesinde gecerliligini

anlamamiza yardimci olacaktir.

Farkli dillerde yapilan analizler de 6nemli bir katki saglayabilir. Su anki calisma
Tiirkce metinler iizerinde odaklanmis olsa da, modelin farkli dillerde nasil ¢alistigini
gormek, modelin dil bagimsiz performansimi degerlendirme agisindan kritik 6neme
sahiptir. Ornegin, Ingilizce, Fransizca veya Almanca gibi dillerde de benzer analizler
yaparak, modelin dil farkliliklarina ne kadar duyarli oldugunu ve bu dillerde de ne kadar

etkili oldugunu incelemek, modelin evrensel basarisim1 degerlendirmek i¢in 6nemli bir
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adim olacaktir. Boylece, modelin yalnizca Tiirkge degil, cok dilli 6zetleme gorevlerinde

de basar1 saglamasi i¢in gerekli iyilestirmeler yapilabilir.

Modelin farkli 6zetleme gorevlerine uygulanmasi da gelecekteki aragtirmalara yon
verebilir. Ornegin, haber metinleri, bilimsel metinler ve sosyal medya icerikleri gibi farkli
metin tiirleri, 6zetleme gorevlerinin farkli gereksinimlerine sahip olabilir. Haber metinleri
genellikle giincel, kisa ve 6z bilgilere dayanirken, bilimsel metinler daha karmasik, uzun
ve teknik terimler icerir. Sosyal medya icerikleri ise dilsel olarak daha serbest, dil bilgisel
olarak daha esnek ve bazen anlam karmasikligi barindiran metinlerdir. Her bir metin tird,
ozetleme siirecinde farkli zorluklar ve firsatlar yaratir. Kosiniis Benzerlik Tabanli icerik
Seciminin bu tiir metinler lizerindeki performansi, modelin ¢ok cesitli dilsel baglamlarda
nasil ¢alistig1 konusunda 6nemli bilgiler verecektir. Farkli metin tiirlerine yonelik testler,
modelin bu metin tiirleriyle ne kadar etkili basa ¢ikabildigini ve bu tiirlerin 6zetlenmesinde

ne kadar basarilt oldugunu anlamamiza yardimci olacaktir.

Bununla birlikte, bu tiir farkli metin tiirlerine ve dillere yonelik testler, modelin
kapsamini genisleterek daha evrensel bir basariya ulagsmasini saglayabilir. Gelecekteki
calismalar, modelin evrensel basarisini sadece dil ve konu cesitliligi baglaminda degil,
ayn1 zamanda farkli 6zetleme gorevlerinde sagladigi basariy1 da gézlemleyerek modelin
genel basarisin1  degerlendirmemize yardimci olacaktir. Bu, hem modelin genel
kullanilabilirligini artirabilir hem de 6zetleme teknolojisinin daha genis bir kitleye ve

farkli alanlara hitap etmesini saglayabilir.
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Ekler -1 Uygulama Kaynak Kodu

import pandas as pd

import numpy as np

from sentence_transformers import SentenceTransformer

from transformers import T5Tokenizer, T5ForConditionalGeneration
from sklearn.metrics.pairwise import cosine_similarity

from rouge_score import rouge_scorer

import os

model_name = "t5-large"
tokenizer_t5 = T5Tokenizer.from_pretrained(model_name)
model_t5 = T5ForConditionalGeneration.from_pretrained(model_name)
sentence_transformer_model = SentenceTransformer("paraphrase-MiniLM-L6-v2")
def save_to_excel_incremental(data, file_path)
if os.path.exists(file_path):
existing_data = pd.read_excel(file_path)
new_data = pd.concat([existing_data, pd.DataFrame(data)], ignore_index=True)
else:
new_data = pd.DataFrame(data)
new_data.to_excel(file_path, index=False)
def summarize_with_t5_large(text):
input_text = "summarize: " + text
inputs = tokenizer_t5(input_text, return_tensors="pt",  max_length=512,
truncation=True)
summary_ids = model_t5.generate(
inputs.input_ids,
max_length=200,
min_length=50,

92



length_penalty=2.0,

num_beams=4,

early_stopping=True
)

return tokenizer_t5.decode(summary_ids[0], skip_special_tokens=True)

def summarize_with t5 and_sentence_transformer(text):
sentences = text.split(". ™)
if len(sentences) == 1:

return summarize_with_t5_large(text)

embeddings = sentence_transformer_model.encode(sentences)
similarity_matrix = cosine_similarity(embeddings)
sentence_similarity_sums = similarity_matrix.sum(axis=1)
important_indices = np.argsort(sentence_similarity_sums)[::-1]
important_sentences = [sentences[i] for i in important_indices[:7]]

summary_input =" ".join(important_sentences)
return summarize_with_t5_large(summary_input)
def calculate_rouge(reference, summary):
scorer = rouge_scorer.RougeScorer(["rougel”, "rouge2",
use_stemmer=True)
scores = scorer.score(reference, summary)
return {
"ROUGE-1": scores["rougel"].fmeasure,
"ROUGE-2": scores["rouge2"].fmeasure,
"ROUGE-L": scores["rougeL"].fmeasure

}

rouge_scores_data =[]

file_path = ‘/content/drive/MyDrive/summary_rouge_results_wikisum.xIsx'

93

"rougeL"],



If os.path.exists(file_path):
processed_data = pd.read_excel(file_path)
processed_indices = processed_data.index
else:
processed_indices =[]
for i, text in enumerate(test_texts):
if i in processed_indices:
continue
reference = test_summaries[i]
summary_t5 = summarize_with_t5_large(text)
summary_t5 with st = summarize_with_t5 and_sentence_transformer(text)
rouge_scores_t5 = calculate_rouge(reference, summary_t5)
rouge_scores_t5_with_st = calculate_rouge(reference, summary_t5 with_st)
rouge_scores_data.append({
"text": text,
"reference_summary": reference,
"t5_summary": summary_t5,
"t5_with_st_summary": summary _t5 with_st,
"ROUGE-1 (T5)": rouge_scores_t5["ROUGE-1"],
"ROUGE-2 (T5)": rouge_scores_t5["ROUGE-2"],
"ROUGE-L (T5)": rouge_scores_t5["ROUGE-L"],
"ROUGE-1 (T5 + ST)": rouge_scores_t5_with_st["ROUGE-1"],
"ROUGE-2 (T5 + ST)": rouge_scores_t5 with_st["ROUGE-2"],
"ROUGE-L (T5 + ST)": rouge_scores_t5 with_st["ROUGE-L"]
b

save_to_excel_incremental(rouge_scores_data, file_path
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