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ONSOZ

Bu tez ¢aligmasi, Baski Cogaltma Endiistrisine Yonelik Otonom Tekliflendirme ve
Cihaz Yonetimi Stratejilerinin Degerlendirilmesi: Bir Karar Destek Sisteminin
Tasarmmi konusuna odaklanmakta olup, Istanbul Teknik Universitesi'nde yiiriitiilmiis
bir projedir. Bu alandaki teorik ve pratik bilgilerin entegrasyonuyla, baski sektoriine
ozgi tekliflendirme siireglerinin verimliligini artirmaya dayali bir ¢alisma sunmay1
amagclamaktadir.

Oncelikle, akademik rehberligi ve bilgi birikimiyle bu calismanin temel taslarmni
olusturmada destek olan danigmanim Prof. Dr. Emre CEVIKCAN'a derin sayg1 ve
minnettarliimi sunarim. Bilgisi, deneyimi ve yonlendirmeleri, bu ¢aligmanin her
asamasinda bir kilavuz olmustur.

Ayrica, bu tez ¢alismasinin gerceklestirilmesine olanak taniyan Istanbul Teknik
Universitesi'ne ve bu ¢alismay1 destekleyen Kopitek Kopyalama Sistemleri Ltd. Sti.
firmasina tesekkiirlerimi sunarim. Onlarin sagladig1 kaynaklar, arastirma ortami ve
tesvik edici atmosfer, bu ¢alismanin kalitesini dogrudan etkilemistir.

Bu siiregte yanimda olan ve her tiirlii destegi saglayan aileme ve oglum Aslan’a
tesekkiirlerimi ayrica iletmek isterim.

Son olarak, bu ¢aligma boyunca edindigim bilgi ve deneyimlerin, akademik literatiire
katkida bulunmasinin yani sira, baski cogaltma endiistrisindeki karar verme
stireglerinin 1yilestirilmesine de yardimci olacagini umuyorum. Bu tezin, ilgili
alanlarda calisan diger arastirmacilara ve uygulayicilara ilham kaynagi olmasi
dilegiyle.

Mayis 2024 Deniz Is1l SIMSEK
(Endiistri Miihendisi)
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BASKI COGALTMA ENDUSTRISINE YONELIK OTONOM
VTEKLiFLENDiRME VE CIHAZ YONETIMI STRATEJILERININ
DEGERLENDIRILMESI: BiR KARAR DESTEK SiSTEMININ TASARIMI

OZET

Tez calismasi dijital baski endiistrisindeki stratejik karar verme siireglerini iyilestirme,
tekliflendirme siirecini otomatize etme ve sektdrdeki operasyonel verimlilikle birlikte
pazar rekabetciligini artirma hedeflerine odaklanmaktadir.

Caligsma, baski endiistrisinin tarihgesine ve dijital teknolojilerin bu alana etkilerine
odaklanarak genis bir literatiir taramasi ile baslar. Endiistriyel baski siireglerinin
gelisimi, dijitallesmesi ve otomasyonun artmasiyla birlikte, firmalarin karsilagtig
zorluklar ve bu zorluklarin iistesinden gelmek icin yapay zeka ve makine 6grenimi
teknolojilerinin potansiyeli detaylandirilmaktadir. Calisma, otonom tekliflendirme
sistemlerinin gelistirilmesi ve cihaz yoOnetimi stratejilerinin degerlendirilmesine
yonelik ¢oziimler sunmay1 amaglamaktadir.

[lk olarak metodoloji béliimiinde veri toplama, veri analiz siirecleri, kullanilan makine
6grenimi modelleri, model degerlendirme ve validasyon yontemleri, ve tekliflendirme
siireci aciklanmaktadir. Caligmada, gercek zamanli piyasa ve miisteri verilerini
isleyebilen, dinamik tekliflendirme yapabilen ve miisteri ihtiyaclarina gore
Ozellestirilmis ¢oziimler sunan bir karar destek sistemi gelistirilmistir. Bu sistem,
otonom olarak en uygun cihaz se¢imini yapabilme ve rekabetci fiyatlandirma
stratejileri olusturabilme kapasitesine sahiptir.

Uygulama kisminda, firmadan alinan gercek miisteri verilerinin degerlendirilmesi ve
girdilerin belirlenmesi, kullanilacak makine 6grenmesi modelinin detaylandirilmasi ve
degerlendirilmesi, gelistirilen modelin baski endiistrisi 6zelinde kullanimi, kullanici
araylizli tasarimi, pilot uygulama ve elde edilen sonuglar degerlendirilmektedir.
Kopitek Kopyalama Sistemleri Ltd. Sti. tarafindan saglanan 8600 adet miisteri verisi,
CHAID veri analizi yontemi ile incelenmistir. CHAID analizi, etkilesimli agaclar
olusturarak hangi faktorlerin miisteri tercihlerini en ¢ok etkiledigini belirlemek icin
kullanilmistir. CHAID analizinden elde edilen degiskenler, Rastgele Orman
algoritmas1 basta olmak iizere 5 farkli makine 6grenimi modeli ile test edilmistir.
Rastgele Orman, Karar Agaclar1 Lojistik Regresyon, Destek Vektdor Makineleri
(SVM), ve K-En Yakin Komsular (KNN) algoritmalar1 da karsilasgtirmali olarak
degerlendirilmistir. Her bir modelin performansi, dogruluk oran1 ile
degerlendirilmistir. Rastgele Orman, 6zellikle biiyiik veri setleri ve yliksek boyuttaki
verilerde tistiin performans gosterdigi i¢in bu uygulama i¢in tercih edilen makine
O0grenmesi algoritmasi olmustur. Rastgele Orman algoritmasi ile olusturulan modelin
etkinligi ve glivenilirligi, capraz dogrulama ve karisiklik matrisleri araciliiyla ayrica
degerlendirilmistir. Daha sonra ise modelin sektor 6zelinde kullanimi adma bir
kullanict arayiizii gelistirilmis ve olusturulan karar destek sisteminin gercek zamanh
veriler ile uygulamasi gergeklestirilmistir. Kullanici araylizii, miisteri veri girislerini
kolaylastirmak ve sistem ¢iktilarini anlasilir bir bicimde sunmak iizere tasarlanmistir.
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Bu arayiiz, kullanicilara dinamik tekliflendirme yapma, cihaz se¢imleri sunma ve
rekabet¢i fiyatlandirma stratejileri olusturma imkani vermistir.

Sonuglar boéliimiinde, tezin ana bulgular1 6zetlenmekte ve teorik ile pratik katkilar
tartisilmaktadir. Tez calismasi, baski endiistrisindeki karar verme siireclerini
iyilestirmek i¢in makine Ogreniminin etkin bir sekilde nasil kullanilabilecegini
gostermektedir. Ayrica, bu teknolojilerin endiistriyel uygulamalarda nasil stratejik
avantajlar saglayabilecegi lizerinde durulmaktadir. Tez ayn1 zamanda gelecekteki
arastirmalar i¢in Onerilerde bulunarak, baski endiistrisindeki dijitallesme siirecinin
gelisimine katkida bulunmay1 hedeflemektedir.

Bu arastirma, baski endiistrisinde faaliyet gosteren firmalara, karar verme siireglerinde
veriye dayali, dinamik ve etkin ¢dziimler sunma potansiyeli tagimaktadir. Gelistirilen
karar destek sistemi, endiistriyel uygulamalarda yenilik¢i bir yaklasim olarak
degerlendirilebilir ve baski sektoriinde dijitallesme trendlerine uyum saglamak,
operasyonel verimliligi artirmak ve pazar rekabetciligini gliglendirmek i¢in stratejik
bir arag¢ olarak 6n plana ¢ikmaktadir. Ozellikle dijital baski teknolojilerinin siirekli
gelisim gosterdigi bir donemde, bu tiir yenilik¢i ¢oziimler sektore biiyiik deger
katabilir ve baski hizmetlerinin daha etkin ve verimli bir sekilde sunulmasini
saglayacaktir.
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EVALUATION OF AUTONOMOUS BIDDING AND DEVICE
MANAGEMENT STRATEGIES FOR THE PRINT REPRODUCTION
INDUSTRY: THE DESIGN OF A DECISION SUPPORT SYSTEM

SUMMARY

The objective of the thesis was to develop a proposal system that will analyze complex
customer and market data given increased efficiency and strategic decision-making in
the print industry. That system lets customers choose the suitable device model and
provides dynamic pricing strategies. This model employs machine learning to
understand better customer behavior and trends in the use of printing devices, which
helps make the best selection of devices and setting attractive competitive prices for
customers.

The research is to begin with a review of the history of the printing industry and the
impacts of digital technologies on this industry. This article is entirely focused on how
digitalization is evolving industrial print processes with time. What it is bringing and
pushing companies to adopt in the digital age, and how it needs to be solved using new
artificial intelligence and machine learning technologies. Literature underpinning the
arguments for why printing industry technological enhancements are needed
demonstrates how advanced computational tools can revolutionize traditional
processes.

The whole methodology section of this study exposes a very holistic approach to
handling autonomous bidding and device management within the print reproduction
industry, using statistical and machine learning techniques to review and forecast
different types of market behavior and machine requirements.

The research will account for massive data collection and involve real-time market
data with specific details regarding the customer sourced from the CRM systems of
companies serving in the industry. This shall include critical information, such as
company profiles, printing volumes, and model preferences of the customers, essential
in understanding the customer base to a level of fineness required in seeking detailed
market demand patterns.

It is upon this that this thesis tries to see if the influence and levels of importance
contributed by independent variables affect the dependent variable, which is the
machine model listed, using the CHAID analysis approach. Particularly, this method
of analysis is favored because it enables the detection of complex structures and
relationships within the dataset. This is widely used in market research, customer
segmentation, and medical research, as well as in social sciences. CHAID is mainly
used in research where the relationship between categorical independent variables and
its effect on the dependent variable is explored. This work depicts various factors
concerning the classification of machine models. After completion of the CHAID
analysis, inputs for the machine learning were determined, and hence, the model-
creation phase is taken up.

The project involved developing a decision support system using machine learning
approaches to automate selecting the best model of a machine that the firm's
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salesperson uses in matching and estimating rental prices. The following work will
attempt to compare these classification algorithms: Decision Trees, Random Forest,
Logistic Regression, Support Vector Machines (SVM), and K-Nearest Neighbors
(KNN) about the performance of the model built. They chose the Random Forest to
train the model because the technique of Random Forest entails bringing together
predictions from a large number of decision trees, hence reducing variance compared
to a single decision tree model.

It quantified the performance with an accuracy score based on a test set. The
generalization and stability were also assessed with the 5-fold cross-validation method.
This helps reduce the risk of model overfitting since it shows how the model performs
across different subsets of data. All the confusion matrices and classification reports
presented very graphic insight into how each model is doing concerning the classes,
respectively. They have helped to identify areas where they are strong and confused
across classes.

This methodological framework is based on the application of advanced approaches
to data analysis and machine learning techniques to better decision-making processes
in the field of print reproduction. It focuses mainly on the theoretical and practical
implications of being the best, and effective, and efficient in their operations.

The thesis elaborates on practical application using the developed model for machine
learning in the printing industry. Through further integration, the use of the model for
testing involved the application of real-time customer and market data scenarios.

The model was trained with 80% of the data and tested with the rest. This is standard
training for an evaluation method against unseen testing data. In the meantime, it also
means that it can be used to point out the prediction ability and generality of the model.
At the stage of development, an interface was developed to enable selecting best
model, pricing and bid generation. In other words, there is an developed automatic
system where users will have the chance to place their data through the web form and
get a proposal. At the same time, companies will see the current requests through the
interface and then prepare, depending on that, suitable offers for them.

In essence, the model-generated system was used to enhance the company's decision-
making processes, more so in the tailoring of dynamic pricing strategies and customer
behavior analysis. This can adapt to market conditions and provides room for
inclusions in a decision support system that will show practical utility in enhancing
operational efficiencies and market responsiveness.

The successfully deployed model has shown to help handle industry-specific
challenges and, at the same time, gives the possibility of a competitive edge through
rapid adaptation to market changes and strengthening customer relationships. This has
placed the decision support system as a handy tool for companies within the print
reproduction industry seeking to leverage advanced technologies for strategic
advantages. Therefore, this study portrays excellent headway in the aspect of
automation of the process of bidding and device management relevant to the print
reproduction industry.

This study demonstrates the effective integration of machine learning models into
decision-making and operational efficiency enhancements. The paper elaborates on
the point that the use of this system has brought improvement to both precision and
adaptability to market conditions, where the testing of real-world conditions currently
even shows a 90% accuracy rate.

Theoretically, the research would further make the literature richer about digital
transformation within industrial processes with the view to showcasing the role that
will be played by machine learning. Practically, it will enable the company to gain
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more competitive advantages in the market as the developed decision support will
allow the adoption of personalized and dynamic pricing strategies, through which
customers could have the possibility to be more satisfied.

Some limitations must be noted in the research process. For example, the
representativeness of the data set is confined to a particular market segment and time.
In the future, the data set should be expanded to even more varied market conditions
and possibly even more countries to make the generalizability and robustness of the
model better.

This further implies the need for exploring more machine learning models and
algorithms that could overcome the constraints faced by currently used models.

It communicated the transformational impact that advanced computational
technologies are poised to bring to the print reproduction industry. This will open up
further exploration and fine-tuning of machine learning models for decision
refinement and strategic planning in the industry. Therefore, called to be addressed in
future studies are the identified limitations and further generalizing the applicability of
the findings to the broader practices of the industry.
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1. GIRIS

Baski sektoriintin baslangict 15. yiizyila, Johannes Gutenberg'in hareketli metal tip
baski teknigini icat etmesine dayanir. Bu devrimci bulus, bilginin daha 6nce hig
olmadig1 bir hizda yayilmasini saglayarak egitim, bilim ve kiiltiir alanlarinda derin
etkiler yaratmigtir. Gutenberg'in matbaasi, bilginin demokratiklesmesinde kilit bir rol

oynamis ve modern diinyanin sekillenmesine énemli katkilarda bulunmustur.

Teknolojik ilerlemeler, baski sektoriiniin evriminde Onemli doniim noktalar
olusturmustur. Buhar giiclinlin ve daha sonrasinda elektrigin kullanimi, baski
stireclerini hizlandirmig ve tiretim kapasitesini artirmigtir. 20. yiizyilin sonlarinda,
dijital baski teknolojisinin gelisimi ile baski islemleri daha da hizlanmis,
kisisellestirilmis ve esnek {retim imkanlart ortaya ¢ikmistir. Pazar biiylime
dinamikleri ve projeksiyonlar agisindan, dijital baski teknolojilerinin gelisimi, baski
endiistrisinin pazar yapisini 6nemli 6l¢iide degistirmis ve arttirmistir. Dijital baskinin
esnekligi, kisa siirede yliksek kaliteli ve 6zellestirilmis iirtinler iiretebilme yetenegi,
onu pazarin Onemli bir segmenti haline getirmistir. Buna ek olarak, dijital baskinin
cevresel etkileri, geleneksel baski yontemlerine kiyasla daha az oldugundan,
strdiiriilebilir baski ¢oziimlerine olan talep de bu teknolojiyi tercih edilir hale

getirmistir.

Glinlimiiz baski sektorii, dijitallesme, siirdiiriilebilirlik ve kisisellestirme gibi ¢agdas
trendlerden etkilenmektedir. Ancak COVID-19 pandemisi, baski sektorii iizerinde
beklenmedik etkiler yaratmistir ve baski sektoriinde talep azalmasina sebep olmustur.
Ticari baski1 pazari, 2022'de 489,63 milyar ABD dolar1 olarak degerlendirilmis ve 2030
yilina kadar yillik %2,8'lik bir biiylime oraniyla 598,06 milyar ABD dolarina ulagmasi
beklenmektedir (Grand View Research, 2023).

Bu negatif etkinin temel nedeni pandemi sirasinda bir¢ok firmanin uzaktan ¢alismaya
gecmesi ve kagitsiz islemlere yOnelmesidir, bu da ticari baskiya olan ihtiyaci

azaltmistir.



Baski sektorii, teknolojik yenilikler ve degisen tiiketici beklentileri karsisinda siirekli
olarak degisim gdstermekte ve kendini yenilemek zorundadir. Baski cogaltma
endiistrisi, dijital ¢agin getirdigi yeniliklere uyum saglamak ve artan rekabet
kosullarinda ayakta kalmak i¢in stirekli evrim gegirmektedir. Bu endiistri, teknolojik
ilerlemelerin ve dijitallesmenin yiikselisiyle birlikte, operasyonel maliyetlerin ve
kaynaklarin etkin yonetimine giderek daha fazla 6nem vermektedir. Baski adetlerinin
azalmasi ve miisteri taleplerinin ¢esitlenmesi, firmalar1 daha stratejik ve veri odakl
kararlar almaya itmektedir. Bu baglamda, dogru cihaz kiralama kararlarinin yani sira,
misteriye 6zel tekliflendirme stratejilerinin uygulanmasi, sirketlerin siirdiiriilebilirligi

ve karlilig1 i¢in kritik bir onem tagimaktadir.

Gelistirilmesi planlanan tekliflendirme sistemi, bu zorluklarin iistesinden gelmek ve
endiistriye 0zgii ihtiyaglar: kargilamak {lizere tasarlanmistir. Sistem, miisteri ve piyasa
verilerini makine dgrenimi algoritmalar1 ve analitik modellerle isleyerek, miisteriler
icin en uygun baski ¢oziimlerini ve fiyatlandirmay1 belirleyecek bir karar destek
sistemi modeli gelistirmeyi hedeflemektedir. Bu sistem, makroekonomik gostergeleri
de hesaba katarak, ger¢cek zamanli ve dinamik tekliflendirme yapma kabiliyetine sahip
olacaktir. Bu yaklasim, firmalarin miisteri beklentilerini daha etkin karsilamasina,
operasyonel verimliligi artirmasina ve rekabet ortaminda avantaj elde etmesine olanak

taniyacaktir.

Sistemin gelistirilmesi siirecinde makine 6grenmesinden faydalanilmistir. Ayrica
olusturulan kapsamli model, tekliflendirme asamasinda piyasa dinamiklerini, miisteri
davraniglarini ve baski cihazlar1 kullanim trendlerini detayli bir sekilde anlamasim
saglayacaktir. Bu anlayis, sistemin her bir miisteri i¢in en uygun cihaz sec¢imini
yapabilmesi ve bu secime uygun, rekabet¢i ve miisteri ihtiyaglarini karsilayacak fiyat

teklifleri sunabilmesi igin kritik dneme sahiptir.

Bu tezin yapisi, baski c¢ogaltma endiistrisinin dijital doniisiimiinii ve makine
O0greniminin bu doniisiimde nasil kritik bir rol oynayabilecegini derinlemesine
incelemek lizere tasarlanmistir. Tezin "Giris" boliimiinde, baski endiistrisinin tarihgesi
ve dijital baskinin evrimi {lizerine genel bir bakis sunulmustur, ayrica tezin amaglari
yine giris boliimiinde incelenmistir. “Literatlir Arastirmasi” bdliimiinde baski
cogaltma endiistrisinin genel tanimi, tarithsel gelisimi, dijital baski teknolojilerinin
evrimi, yapay zeka ve makine O6grenimi teknolojileri, karar destek sistemleri ve

dinamik fiyatlandirma konular1 detayli bir sekilde ele alinmistir. Bu boéliimde,



endiistrinin gegmisten giiniimiize kadar olan gelisim siireci ve dijital teknolojilerin
baski sektorii tizerindeki etkileri incelenmistir. “Metodoloji” boliimiinde, tezin
metodolojik yaklasimi detaylandirilmistir. Veri analizi, girdi formu olusturulmasi,
makine 6grenmesi ve karar destek sisteminin olusturulmasi, model degerlendirme ve
validasyon asamalar1 ve tekliflendirme modeli sunulmustur. Bu boliimde, aragtirmanin
nasil ylritildiigii ve hangi yontemlerin kullanildig1r aciklanmistir. “Uygulama”
boliimiinde karar destek sisteminin nasil tasarlandigi ve gelistirildigi detayli olarak
anlatilmistir. Modelin olusturulmasi, form tasarimi ve gelistirme siireci, makine
Ogrenmesi ve karar destek sisteminin olusturulmasi, fiyatlandirma, model
degerlendirme ve validasyon siiregleri ve 6rnek bir uygulama i¢in tasarlanan kullanici

araylizii detayl bir sekilde ele alinmstir.

“Sonu¢” boliimiinde ise tezin ana bulgularinin Ozeti, teorik ve pratik katkilar,
limitasyonlar ve gelecek arastirmalar icin Oneriler sunulmustur. Bu boéliimde,
arastirmanin sonuglari degerlendirilmis ve elde edilen bulgularin endiistriye olan

etkileri ve gelecek caligsmalar i¢in Oneriler tartigilmastir.

1.1 Tezin Amaci

Bu tezin temel amaci, baski cogaltma sektoriine yonelik bir tekliflendirme modeli
gelistirerek, karmasik miisteri ve piyasa verilerini analiz edebilme ve bu analizler
15181nda hem en uygun cihaz modelini se¢me hem de dinamik fiyatlandirma stratejileri
sunma kapasitesine sahip bir sistem olusturmaktir. Gelistirilecek bu model, firmalara
maliyet ve zaman agisindan 6nemli tasarruflar sunarken, miisteri memnuniyetini

artirma ve pazar rekabetciligini giiclendirme potansiyeline sahiptir.

Modelin gelistirilmesi siirecinde, makine 6grenmesinden faydalanilacaktir. Bu sayede
miisteri davraniglarinin ve baski cihazlarin kullanim trendlerini detayli bir sekilde
anlasilmasini saglayacaktir. Bu anlayis, arayiiziin her bir miisteri i¢in en uygun cihaz
secimini yapabilmesi ve bu secime uygun, rekabet¢i ve miisteri ihtiyaglarini

karsilayacak fiyat teklifleri sunabilmesi i¢in kritik 6neme sahiptir.

Model, miisteri ve giincel piyasa verilerini siirekli olarak analiz edecektir. Bu sayede,
fiyatlandirma modeli dinamik bir yapiya kavusacak ve piyasa kosullarindaki

degisikliklere hizla uyum saglayabilecektir. Modelin bu esnek yapisi, firmalarin hem



piyasa dalgalanmalarina kars1 dayanikli olmalarint saglayacak hem de kar marjlarimi

koruyarak siirdiiriilebilir bir bliylime elde etmelerine yardimc1 olacaktir.

Bir diger 6nemli amag, modelin gercek veriler iizerinde uygulanabilirligini saglamak
ve bir kullanic1 arayiizii gelistirmektir. Arayiiz gelistirilmesi siirecinde kullanici
deneyimini 6n planda tutulacak ve etkilesimli, kullanici dostu bir tasarim
olusturulacaktir. Arayliz, musterilerin ve firmalarin ihtiya¢ duyduklart bilgileri
kolayca girebilmelerini, sistemden aldiklar1 geri  bildirimleri  rahatlikla
anlayabilmelerini ve tekliflendirme stireglerini etkin bir sekilde yonetebilmelerini
saglayacaktir. Bu kullanic1 odakli yaklagim, sistemin endiistri genelinde kabul gortip,

yayginlagsmasina 6nemli katki saglayacaktir.

Bu tez c¢aligmasi ayni1 zamanda, baski endiistrisinin dijital doniisiimiine katkida
bulunmay1 ve endiistri liderlerine, karar vericilere piyasa sartlari, miisteri tercihleri ve
teknolojik gelismeler hakkinda degerli bilgiler sunmay1 hedeflemektedir. Bu stratejik
bilgiler, firmalarin daha bilingli kararlar almasini, pazar stratejilerini etkili bir sekilde
sekillendirmesini ve potansiyel riskleri minimize ederken firsatlari maksimize

etmesini saglayacaktir.

Sonug olarak, gelistirilecek tekliflendirme arayiizii, baski c¢ogaltma endiistrisinde
faaliyet gosteren firmalara yenilik¢i bir ¢oziim sunmay1 amaglamaktadir. Bu arayiiz,
veriye dayali karar verme siireclerini otomatiklestirecek, miisteri ihtiyaclarina hizli ve
etkili bir sekilde yanit verme kapasitesini artiracak ve firmalarin operasyonel
verimliligini ve pazar rekabet¢iligini onemli Olgiide iyilestirecek bir ara¢ olarak
tasarlanmistir. Bu calisma, baski endiistrisinin gelecekteki yoniinii sekillendirmede
onemli bir rol oynayacak ve firmalarin stratejik karar alma siireglerine degerli

katkilarda bulunacaktir.



2. LITERATUR ARASTIRMASI

Baski cogaltma enddiistrisi, metin ve gorsellerin ¢esitli ylizeylere aktarilmasini
saglayan teknik ve silireglerin biitiiniinii ifade eder. Bu endiistri, bilgiyi ve kiiltiirel
degerleri yayma, reklamcilik, egitim materyalleri ve sanatsal ifade bi¢imlerini
kapsayan genis bir yelpazeye hizmet eder. Baski teknolojileri, basit elle yapilan

baskilardan karmasik dijital ve ofset baski yontemlerine kadar uzanir.

Bu béliim, baski ¢ogaltma endiistrisinde karar destek sistemlerinin ve otomatize
tekliflendirme siireclerinin kullanim1 {izerine mevcut literatiirii inceleyecek ve
degerlendirecektir. Odak noktasi, 6zellikle cihaz kiralamada model ve fiyatlandirma
kararlariin verilmesi siirecinde yapay zekd ve makine 6grenimi teknolojilerinin
entegrasyonudur. Calisma, sektordeki uygulamalari, karsilasilan zorluklar1 ve bu
alandaki potansiyel biiyiime alanlarimi1 kapsamli bir sekilde arastiracaktir. Ayrica,
baski teknolojilerinin evrimi ve pazarin degisen ihtiyaglari 1s18inda, bu teknolojik
¢Oziimlerin nasil gelistirildigi ve uygulandig1 iizerinde durulacaktir. Bu literatiir
taramasi, aragtirma sorularmin daha 1iyi anlasilmasina ve tezin ilerleyen

boliimlerindeki metodolojik yaklasimin sekillendirilmesinde temel olusturacaktir.

2.1 Baski Cogaltma Endiistrisinin Genel Tanimi ve Tarihsel Gelisimi

Baski sanatinin evrimi, zamanla malzeme ve teknik c¢esitliliginin genislemesiyle
tarihin farkli donemlerinde 6nemli doniisiimler gegirmistir. Baglangicta, Dogu Asya'da
uygulanan ahsap oyma teknigi, baski diinyasinin ilk adimlarimi temsil eder. Bu
yontem, zaman i¢inde tas, metal, ¢inko ve bakir gibi farklt malzemelerin islenmesiyle
zenginleserek, baskinin hem sanatsal bir ifade aract hem de kapsamli bir endiistriye
doniismesine zemin hazirlamigtir. Johannes Gutenberg'in 15. yiizyilda yiiksek baski
teknolojisini gelistirmesi, Avrupa'da baskicilik alaninda bir devrime dnciiliik etmistir.
Bu yeni sistem, kitaplarin seri iiretimini miimkiin kilarak, yazili bilginin yayilmasini

ve Avrupa Aydinlanma déneminin hizlanmasini saglamistir (Spilsbury, 2015).

Gutenberg'den sonra, Alois Senefelder'in 18. yiizyilin sonlarinda litografiyi bulmasi,

baski tekniklerinde yeni bir ¢ag agcmistir. Bu yontem, yag ve suyun birbirini itme



prensibine dayali olarak, diiz ylizeylerde yazi ve resimlerin baskisini kolaylastirmistir.
Litografinin evrimi, ince metal levhalarin kullanildig1 ofset baski teknigine gegisi
saglamistir. Ofset baski, hem maliyet etkinligi hem de iistiin kalite sunmasiyla 20.
ylzyilin baslarinda baski endiistrisinin gelisiminde ©Onemli bir rol oynamistir

(Senefelder, 1819).

Teknolojinin ilerlemesi ve reklamcilik faaliyetlerinin artmasi, yazili ve gorsel
medyanin etkisini artirarak baski endiistrisini daha da genis bir alana yaymustir.
Yiiksek tirajli iiretimler, endiistriyel ve ticari baskilar 6n plana ¢ikmis, teknolojik
yeniliklerle diisiik maliyetli ve hizli iiretim yontemleri gelistirilmistir. Bilgisayar
teknolojilerinin entegrasyonu, tasarim ve {iretim silireglerinde biiyiikk kolayliklar
saglamig, otomasyon sistemleri sayesinde ¢ogaltim teknikleri genisleyerek kaliteli

baskilarin hizla yapilmasina olanak tanimistir (Ugar, 2004).

Son ylizyilda matbaacilik, dort renkli baski sistemleri ve web ofset gibi teknolojilerle
daha da ilerlemis, ticari ve yayincilik faaliyetleri i¢in 6nemli bir altyapt sunmustur.
Degisen tiiketici talepleri dogrultusunda, ambalaj, etiket ve dijital baski gibi alanlarda
biliylik atilimlar yapilmis, yan sektorlerin gelisimiyle yeni istthdam firsatlari
yaratilmigtir. Basin, yayim ve reklamcilik alanlarindaki gelismelerle birlikte, gida, ilag
ve ambalaj sanayi gibi farkli sektorlerin ihtiyaglari da baski endiistrisinin biiyiimesine
katkida bulunmustur. Web baski teknolojisinin yayginlagmasi1 ve dijital baski
yontemlerinin gelisimi, kisiye 6zel kiiciik tirajh iiriinlerin baskisinda kalite ve hiz
acisindan yeni standartlar belirlemistir. Bu doniisiim, baski endiistrisinin siirekli

yenilik ve gelisim i¢inde oldugunun bir gostergesidir (Johnson, 1973).

2.2 Dijital Baski Endiistrisinin Gelisimi

Dijital baski endiistrisinin evrimi, iletisim teknolojilerindeki ilerlemeler ve dijital
yeniliklerin kiiresel yayilimiyla birlikte hiz kazanmistir. Bu ilerlemeler, sanatsal
tretimden endiistriyel uygulamalara kadar genis bir yelpazede yeni imkanlar
sunmustur. Bilgisayar ve iletisim teknolojilerinin yayginlagsmasi, neredeyse tim
sektorlerde dijitallesmenin etkisini gostermis ve sanat diinyasina da yeni bir soluk
getirmistir. Grafik tasarim ve gorsel sanatlar alaninda, dijital teknolojilerin hem
tasarim siirecinde hem de nihai iiriiniin tiretiminde kullanilmasi, baski endiistrisinde

bir doniigiim yaratmistir (Tungel, 2019).



Dijital baski teknolojileri, materyal ne olursa olsun, hizli ve yiiksek kaliteli baski
imkani sunarak basim endiistrisinde yeni bir ekosistem olusturmustur. Bu sistemler,
basili ve gorsel medya, ambalaj, reklamcilik, i¢ ve dis mekan tasarimi gibi gesitli
alanlarda kullanilmakta ve yenilik¢i teknolojileriyle endiistrinin 6nemli bir pargasi
haline gelmistir. Ilk dénemlerde kiiciik ¢apli isler icin tercih edilen dijital baski,
zamanla geleneksel tekniklerle rekabet edebilir hale gelmis ve baski kalitesi ile hiz1

acisindan 6nemli ilerlemeler kaydetmistir (Kwon et al., 2020).

Dijital baski sistemlerinin gelisimi, basim endiistrisinde onemli doniistimlere yol
acmistir. Bu sistemler, geleneksel yontemlere kiyasla yeni nis alanlara yonelik ytiksek
katma degerli iiriin ve hizmetler sunma potansiyeline sahiptir. Teknolojik altyap1 ve
yenilik¢i uygulamalariyla dijital baski, geleneksel tekniklerin tamamlayicist olmanin

Otesine gecerek, sektore yeni firsatlar sunmaktadir (Tuncel, 2019).

Matbaa ve baski sirketleri, degisen pazar kosullarina uyum saglamak amaciyla giderek
daha fazla ileri teknolojiye sahip dijital baski makinelerine yonelmektedir. Bu
yonelim, toner ve diger sarf malzemelerine olan talebi artirmakta ve teknoloji
tireticileri arasindaki rekabeti koriiklemektedir. Sonug olarak, daha iyi teknolojilerin
gelistirilmesi, iirlin ¢esitliliginin ve maliyet etkinliginin artmasi gibi olumlu gelismeler

yasanmaktadir (Tyler, 2005).

Dijital baski sistemleri, herhangi bir kaliba ihtiya¢ duymaksizin, istenilen ebatta ve
adette baski yapabilme esnekligi sunar. Bu, zaman ve maliyet tasarrufu saglamanin
yani1 sira, degisken veri baskisina uygun yapisiyla kisisellestirilmis {irtinlerin
uretilmesine olanak tanir. Dijital baski, geleneksel yontemlere kiyasla daha hizli
doniistim siireleri ve islerde tutarlilik saglayarak, sektorde giderek daha tercih edilen

bir yontem haline gelmistir.

Kiiciik olgekli isletmeler i¢in diisiik tirajli ve 6zel baski isleri, pazardaki biiyiik
oyuncularla rekabet edebilme imkéani sunmaktadir. Dijital teknolojilerin gelisimi, e-
kitaplar ve dijital yaymlar gibi yeni medya formatlarmin ortaya cikisiyla birlikte,
yiiksek tirajli baski iglerine olan talebin azalmasina yol agmistir. Bu trend, baski

endiistrisinin geleceginin dijitallesme yoniinde evrildigini gostermektedir.

Dijital baski, ofset baskiyla karsilastirildiginda, 6zellikle diisiik tirajli islerde maliyet
avantaji sunmaktadir. Ayrica, dijital baski teknolojileri, tasarim degisikliklerine

esneklik saglayarak ve fiziksel girdi silireclerini ortadan kaldirarak, grafik tasarim ve



sanat alaninda yaraticilif1 tesvik etmektedir. Dijital baski sistemleri, kisiye 6zel ve
Ozellestirilmis iiretimler yapabilme kabiliyetiyle, miisterilerin duygusal ve mantiksal
ihtiyaclarim1 karsilayarak, geleneksel seri lretimlere gore daha yiiksek karlilik

sunmaktadir (Kwon et al., 2020).

Cagimizda, ekonomik biiyiimenin temelini olusturan imalat enddiistrisinin yerini,
bilgiye, teknolojiye ve hizmetlere dayali yeni sektorler almistir. Bu gecis, post-modern
donemin baglangiciyla birlikte, dijitallesme, yenilik¢ilik ve tasarim odakh
endiistrilerin 6n plana ¢ikmasini saglamistir. Dijital igerik liretimi ve hizmetlerin
gelistirilmesinde 6nemli bir rol oynayan basim sektorli, bu dontisiimle birlikte,
yaraticiligi ve dijital inovasyonlar1 destekleyen bir yapiya biiriinmistiir. Dijital
teknolojilerin 1990'larla birlikte yasadigi gelisme, sanat alaninda da yeni ifade
bicimlerinin ve uygulamalarin dogusuna onciiliik etmistir. Dijital araglar kullanarak
sanatini ifade eden sanatgilar, eserlerini dijital ortamda yeniden yaratmis ve dijital

baski tekniklerini eserlerini gogaltmak i¢in benimsemiglerdir (Tyler, 2005).

Gorsel iletisim ve grafik tasarim, dijital doniisiimiin etkisiyle, ¢agimizin ayrilmaz birer
pargasi haline gelmistir. Baski teknikleri, sanat eserlerinin genis kitlelere ulasmasinda
kritik bir role sahip olmus ve gelisen teknoloji ile global bir endiistriye evrilmistir.
Bilgi teknolojilerine yapilan yatirnmlar sayesinde, basim endiistrisi bilgi caginin
ithtiyaclara uygun olarak gelisimini siirdiirmektedir. Kiiresellesme ve bilgi iletisim
teknolojilerinin  yiikselisi, 'enformasyon toplumu' kavraminin post-endiistriyel
donemde 6ne ¢ikmasini saglamistir. Kiiltlirel, sanatsal ve sosyal alanlar1 sekillendiren
bilisim teknolojileri, sanat¢ilara ve tasarimcilara yeni araclar sunarak yaraticiliklarim

genisletmelerine olanak tanimistir.

Geleneksel is slireclerinin yerini yeni is modelleri ve pazarlarin almasi, teknolojinin
ilerlemesiyle sosyal ve kiiltiirel yapilarin da doniisiimiine igaret etmektedir.
Yaraticiligin ve bireyselligin 6ne ciktigr bu yeni donem, bilgi ve hizmet odaklh
tiretimlerin onem kazandigi, miisteri merkezli ve esnek tliretim siireclerinin gelistigi bir
ekosistemi beraberinde getirmistir. Dijital teknolojilerin sagladig1 bu doniisiim, sadece
teknik alanlarda degil, ekonomik ve sosyal yapilar1 da yeniden sekillendirmistir.
Dijitallesen diinyada, ag tabanli iletisim ve etkilesimler, insanlar, makineler ve

nesneler arasinda yeni bir etkilesim alani yaratmastir.



2.3 Yapay Zeka ve Makine Ogrenimi Teknolojileri

2.3.1 Yapay zeka ve makine 6grenimi temelleri

Yapay zeka (YZ), genellikle gorsel algi, konusma tanima, geviri, karar verme ve
tahmin gibi insan zekasinin gerektirdigi islevleri yerine getiren bilgisayar sistemlerini
tanimlamak i¢in kullanilan genis bir terimdir. Makine 6grenimi, bu genis kavramin
altinda yer alan 6nemli bir alan1 temsil eder. Bu boliim, 6nemli 6grenme stratejilerinin
temellerine yonelik bir rehber olarak islev goriir. Makine 6grenimi, mevcut verilerden
siniflandirma ve tahmin modelleri olusturan bir bilgisayar algoritmasi sinifini ifade
eder. Burada bilgisayar, deneyimlerden Ogrenir ve bu deneyimleri performansini
gelistirmek i¢in kullanir. Makine 6greniminin ana fikri, kavram 6grenimidir. Kavram
6grenimi, somut drneklerden genel bir kurali tanimlama yontemi gelistirmektir. Eger
ornekler, ozelliklerine gore tanimlanirsa, bir makine 6grenimi algoritmasi, bu
ozellikleri belirli bir ¢iktiya esleyen bir fonksiyondur. Bu bdliimdeki ¢cogu 6rnekte,
siiflandirma 6nemli bir yapi tasidir ¢linkii makine 6greniminin basarabilecegi her

seyin temelini olusturur (Atalay & Celik, 2017; Rosenblatt, 1957; Sejnowski, 2018).

Biiyiik veri kiimeleri, makine 6grenimi modellerinin etkin bir sekilde 6grenmesi i¢in
genellikle sarttir. Makine 6greniminin ana yaklasimlar1 arasinda gézetimli 6grenme,
gozetimsiz Ogrenme ve pekistirmeli 6grenme bulunmaktadir. Gozetimli 6grenme
stirecinde, model, insan tarafindan siniflandirilmis ve etiketlenmis verilerle egitilir.
Gozetimsiz 0grenme ise, etiketlenmemis veriler ilizerinde calisir ve bu verileri
benzerliklerine gore gruplandirmak icin ¢esitli algoritmalar: kullanir. Her iki durumda
da, modelin performansi, gercek sonuglarla modelin tahminleri arasindaki
uyumsuzlugu azaltarak artirilir. Pekistirmeli 6grenmede, model, c¢evresel
etkilesimlerden yola ¢ikarak 0diil bazinda en iyi davranisi belirlemeye calisir

(Sejnowski, 2018).

Derin 6grenme ve sinir aglari en yeni makine 6grenimi formlari olarak diisiiniilse de,
bu durum boyle degildir. Modern sinir aglarinin ilkel atalari, Rosenblatt'in 1957'deki
calismasiyla baslamistir (Rosenblatt, 1957). Bu sinir aglari, McCulloch ve Pitt'in bir
on yil 6nce ortaya koydugu ndron fonksiyonlar: teorisine dayanarak gelistirilmistir.
Temel olarak, birbirleriyle baglantili katmanlarda yer alan simiile edilmis noron
dizilerinden olusur (McCulloch & Pitts, 1943). Her bir katman, bir 6nceki katmandan

aliman girdileri daha karmasik bir yapiya doniistiiriir, bu da algoritmanin



tanimlanamayan bir girdiyi ¢oziimle eslestirebilmesine imkan verir. "Derin 6grenme"
ifadesi, algoritmanin karmasikligina ya da diisiinme kapasitesini etkileyici bir bigimde
taklit etme yetenegine deginmez; bu terim, birgok dogrusal olmayan islem biriminin
ve bu birimlerin lineer baglantilarinin varligina isaret eder. Aslen, derin 6§renme lineer
cebir, c¢oklu degiskenli hesaplama ve istatistik gibi alanlar1 igerir. Bu gelisim
stirecinde, sinir aglariyla es zamanli olarak, genelde yiizeyel 6grenme olarak bilinen
baska makine 6grenimi modelleri de gelistirilmistir. Bu modeller, programa biiyiik bir
onceden bilinen ornekler ve tanimlayic1 6zellikler igeren veri seti saglar. En temel
senaryoda, egitim seti iki farkli sinifa ait nesneler igerir ve programin, bu bilinmeyen
Oornegin hangi siifa ait oldugunu tahmin edebilmesi i¢in bir model gelistirmesi
gerekir. Sinir aglarmin 6ne ¢ikan bir avantaji, verilerden kendi baslarina 6zellikler
cikarabilmesi (6zellik 6grenimi) olup, yiizeysel 6grenmenin ise programci tarafindan
ozelliklerin agik¢a tanimlanmasini gerektirmesidir. Derin 6grenme, algoritmanin 6diil
fonksiyonunu maksimize etme yoluyla c¢evresel degisikliklere yanit verdigi

pekistirmeli 6grenme i¢in de kullanilabilir (Cohen, 2021).

2.3.2 Makine 6@renmesi algoritmalar: modelleri

Makine 6grenimi algoritmalari dort temel kategori altinda incelenir: Gozetimli

ogrenme, Gozetimsiz 6grenme, Yar1 gozetimli 6grenme ve Pekistirmeli 6grenme:

e Gozetimli Ogrenme: Bu yontem, belirli giris-cikis ciftlerinden yola cikarak,
girigleri ¢ikislara baglayan bir fonksiyon 6grenme siirecidir. Etiketlenmis egitim
verilerini kullanarak, belirli hedeflere ulasmak i¢in bir fonksiyon tahmin eder.
"Smiflandirma" ve '"regresyon" goézetimli Ogrenmenin en yaygin iki
uygulamasidir. Ornegin, bir metin parcasinin veya iiriin incelemesinin duygusunu
tahmin etmek bu kategoride degerlendirilir.

e Gozetimsiz Ogrenme: Insan miidahalesine gerek kalmadan etiketlenmemis veri
kiimelerini analiz eder. Genelde veri i¢indeki Oriintiileri, gruplamalar1 ve yapilari
kesfetmek icin kullanilir. Kiimeleme, yogunluk tahmini ve boyut indirgeme
gbzetimsiz 6grenmenin baslica gorevlerindendir.

e Yari Gozetimli Ogrenme: Hem etiketli hem de etiketlenmemis verileri kullanarak
calisan, gozetimli ve gozetimsiz 6grenmenin birlesimi olarak kabul edilir. Etiketli
verilerin kisith oldugu, etiketlenmemis verilerin ise bol miktarda bulundugu

durumlarda yar1 gozetimli 6grenme faydalidir.
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e Pekistirmeli Ogrenme: Yazilim ajanlarinin ve makinelerin belirli bir durumda en
iyi davranis1 kesfetmesini saglayan bir makine dgrenimi tiiriidiir. Odiil ya da ceza
mekanizmasina dayalidir ve amaci, ¢evresel etkilesimlerden elde edilen bilgilerle

odiilii maksimize etmek ya da riski minimize etmektir. (Sarker, 2021)

Bu 6grenme tiirleri, verinin niteligi ve amaglanan sonuca bagli olarak, ¢esitli uygulama
alanlarinda etkili modeller olusturmak i¢in 6nem arz eder. Makine Ogrenimi
algoritmalari, veriye dayali uygulamalarin zeka ve yeteneklerini gelistirmek igin

kullanilabilir.

2.3.2.1 Gozetimli 6grenme modelleri

Makine 6greniminin temel adimlari egitim ve degerlendirme olmak {izere iki kisimdan
olusur. Egitim siirecinde, model algoritmayr kullanarak egitim verilerindeki
orneklerden ozellikleri 6grenir ve bir tahmin modeli gelistirir. Degerlendirme
siirecinde ise, bu model test veya gergek diinya verileri iizerinde tahminler yapmak
icin kullanilir ve modelin ¢iktisi, sonuglar1 etiketleyerek nihai siniflandirilmis veya
tahmin edilmis verileri sunar. Gozetimli 6grenme, modelin belirlenen bir siniflandirma
diizenini 6grenmesi gerektiginde en yaygin kullanilan yontemdir. Bu yontemde, model
belirli bir girdiye karsilik gelen ¢iktiyr tahmin etmek iizere egitilir, burada girdi-¢ikt1
ciftleri onceden belirlenmis ve etiketlenmistir. Gézetimli 6grenme, belirli hedeflere
ulasilmasini amaglayan bir yaklasim altinda gerceklesir ve en sik "siniflandirma”
(verileri ayirmak) ve "regresyon" (verilere uyum saglamak) olmak {izere iki ana goreve
ayrilir. Ornegin, bir iiriin yorumunun duygusunu tahmin etmek, gdzetimli §grenmenin
bir uygulamasidir. Gozetimsiz O0grenme, insan miidahalesine gerek kalmadan
etiketlenmemis veri kiimeleri iizerinde ¢alisir ve verilerdeki yapilar1 veya gruplar
kesfetmek i¢in kullamilir. Yar1 gbzetimli 6grenme, hem etiketlenmis hem de
etiketlenmemis veriler lizerinde g¢alisarak, bu iki yontemin birlesimi olarak kabul
edilir. Pekistirmeli 6grenme, bir ajanin ¢evresel sinyallerden 6diil veya ceza alarak en
iyl davranisi Ogrenmesine dayanir. Bu Ogrenme tiirli, karmagik sistemlerin
optimizasyonu veya otomasyonunu artirmak i¢in giiclii bir aragtir. Her bir makine
Ogrenimi teknigi, 6grenme kabiliyetlerine bagl olarak, belirli veri tiirleri ve hedef
sonuglar g6z Onilinde bulundurularak c¢esitli uygulama alanlarinda etkili modellerin

olusturulmasinda 6nemli bir rol oynayabilir (Nasteski, 2017).
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2.3.2.2 Gozetimsiz 6grenme modelleri

Gozetimsiz Ogrenme, yapay sinir aglarimin girdi desenlerini analiz ederek bu
desenlerin genel yapisimi1 yansitacak bi¢imde 6grenmesini ifade eder. Bu yaklasim,
etiketlenmemis verileri kullanarak altta yatan yapilar1 ortaya c¢ikarmaya calisir ve
O0grenme siireci herhangi bir dis denetim olmaksizin gerceklesir. Algoritmalara genis
kapsamli veri setleri sunulur; bunlar, belirli bir ¢ikt1 beklenmeden, her gozlemin
ozelliklerine dayanir. Gozetimsiz 6grenme, Ozellikle veri setlerini renk, boyut ve sekil
gibi temel 6zelliklere gore gruplandirmak i¢in kullanilir. Bu siireg, agin kendi kendine
orgiitlenmesini ve girdi verilerinden 6nemli bilgileri bagimsiz bir sekilde 6grenmesini
saglar, dolayisiyla bu yontem kendiliginden orgiitlenen veya uyarlanabilir 6grenme

olarak da adlandirilir (Dike vd., 2018; Yusof vd., 2017).

Egitim verileri, sistem tarafindan kategorilere ayrilarak islenir ve bu siireg, giris
katmaninda baslar; ¢ikt1 katmanindaki diiglimler arasindaki rekabet, en yiiksek degere
sahip digiimiin secilmesiyle sonuclanir. Gozetimsiz 6grenme, veri kiimeleme ve
iligkilendirme gibi algoritmalar i¢in 6zellikle faydalidir. Ancak, ileri beslemeli sinir
aglarinda bu yaklasimin uygulanmasi, diisiik hiz, yiiksek hafiza karmasiklig1 ve diisiik
dogruluk gibi sorunlarla karsi karsiya kalabilir. Bu sorunlarin nedenleri iizerine
yapilan caligmalar (Asadi vd., 2017), gozetimsiz Ogrenmenin hem makine
ogreniminde hem de gergek diinya uygulamalarinda nasil kritik bir role sahip oldugunu
ortaya koymaktadir. Gozetimsiz 6grenmenin baslica meydan okumasi, etiketlenmemis

veriler icerisindeki gizli yapilar kesfetmektir (Dike vd., 2018).

2.3.2.3 Yarn gozetimli 6grenme modelleri

Yar1 gozetimli Ogrenme, etiketlenmis ve etiketlenmemis verilerin bir arada
kullanilmasini igeren bir makine 6grenimi yaklagimidir ve bu yontem, gozetimsiz
O0grenme ile tam gozetimli 6grenme arasinda bir konumda bulunur. Bu yaklasim,
ozellikle sinirlt miktarda etiketlenmis verinin yani sira bol miktarda etiketlenmemis
veri kullanilarak 6grenme dogrulugunu oOnemli Olgiide artirabilir. Etiketlenmis
verilerin elde edilmesi genellikle uzman bir insan miidahalesi gerektirirken,
etiketlenmemis verilerin toplanmasi daha ekonomiktir. Bu durum, etiketleme
islemiyle iliskili yliksek maliyetler nedeniyle tam etiketli bir egitim seti olusturmanin

zor oldugu durumlarda yar1 gozetimli Ogrenmenin pratik degerini artirir. Yari
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gbzetimli 6grenme, makine 0grenimi arastirmalarinda teorik bir ilgi alan1 olmasinin

yani sira, insan 6grenme modeli olarak da incelenmektedir (Learning, 2006).

2.3.2.4 Pekistirmeli 68renme modelleri

Pekistirmeli 6grenme, ajanlarin etkilesimli bir ortam iginde kendi deneyimlerinden
O0grenmelerini saglayan bir makine Ogrenme stratejisidir. Bu ydntem, onceden
belirlenmis Orneklerin sunuldugu gozetimli 6grenmeden farkli olarak, ajanin
cevresiyle olan etkilesimine dayanir. Pekistirmeli 6grenme problemleri genellikle bir
Markov Karar Siireci olarak tanimlanir ve ardisik karar alma siireclerini kapsar.
Temelde, bir pekistirmeli 6grenme problemi Ajan, Cevre, Odiil ve Politika olmak
tizere dort ana unsuru icerir. Bu yontem, Model Tabanli ve Modelden Bagimsiz olmak
tizere iki ana kategori altinda incelenebilir. Model Tabanli yaklasimlar, gevrenin
modeli iizerinden eylemlerin sonuglarin1 gézlemleyerek optimal davranist 6grenme
siirecidir. Ornegin, AlphaZero ve AlphaGo gibi sistemler bu kategoriye girer.
Modelden Bagimsiz yaklagimlar ise, Markov Karar Siirecinin gegis olasiliklari ve 6diil
fonksiyonlarma basvurmadan ilerler. Q-6grenme, Derin Q Ag1 ve Monte Carlo
Kontrolii gibi yontemler bu kategoriye oOrnektir. Politika agi, Model Tabanl
yaklagimlar icin gereklidir ancak Modelden Bagimsiz yaklasimlarda gerekli degildir
ve bu iki 6grenme bicimi arasindaki temel ayrim noktasini olusturur. Monte Carlo
yontemleri, rastgele drnekleme iizerine kurulu hesaplama teknikleridir ve belirli bir
sorunu ¢ozmek i¢in rastgeleligi kullanir. Q-6grenme, ajanin hangi kosullar altinda
hangi eylemi yapacagini 6grenmesini saglayan bir modelden bagimsiz pekistirmeli
ogrenme algoritmasidir. Derin Q-Ogrenme, baslangi¢ durumunun néral aga girildigi
ve tlim olas1 eylemlerin Q-degerlerinin ¢ikt1 olarak verildigi bir siirectir. Pekistirmeli
O0grenme, ¢esitli gercek diinya problemlerinin ¢éziimiinde kullanilabilecek temel bir
makine 6grenme yaklagimidir ve oyun teorisi, kontrol sistemleri, isletme yonetimi,
simiilasyon optimizasyonu, lretim ve lojistik gibi pek c¢ok alanda uygulanabilir

(Sarker, 2021).

2.3.3 Endiistriyel uygulamalarda yapay zeka ve makine 6grenimi

Yapay zeka, bilgisayar simiilasyon sistemleri iizerinden iiretim modelleri olusturarak,
acil durumlarda uygun 6nlemlerin alinmasini saglayan genis capli veri analizlerini
gerceklestirir. Bu yaklasim, {iretim sistemlerinin kesintisiz caligmasini destekler,

tiretim sirketlerinin sermaye kaybu riskini azaltir ve liretim verimliligi ile dogrulugunu
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onemli Olciide artirir. Son birkag yil iginde, bu prensiplerin gelecek endiistri
tiretimlerine entegre edilmesine yonelik 6nemli arastirmalar yapilmistir. Gegmis on
yillar incelendiginde, makine tasarimlarindaki artan karmasiklik nedeniyle makine
arizalariin arttig1r gézlemlenmistir. Makinelerin performansinin émiir boyu giincel
kalabilmesi i¢in uygun durum izleme ve problem teshisi gerekmektedir. Son yillarda,

makine ariza teshisi tizerine yapilan arastirmalar 6nemli dl¢lide artmistir (Prim, 2006).

Mekanik tasarim, iiretim ve otomasyon gibi siiregler, dnemli miktarda veri islemeyi
gerektirir. Modelleme ve gosterim siireclerinde, hesaplamalar i¢in ¢ok sayida formiil
gerekmektedir. Eger siire¢ tamamen manuel hesaplamalara dayaniyorsa, hatalarin
olusma olasilig1 yiiksektir ve bu durum, diizeltilmesi zaman alic1 olabilir. Bu nedenle,
yapay zekanin bilgileri ayirt etme ve smiflandirma kapasitesi, hesaplama giiciinii
artirarak sonraki hatalarin veya basarisizliklarin dnlenmesine yardimer olur. Sorun
tanimlama dogrulugunu artirmak i¢in, kaydedilen titresim sinyalinden giirtiltiiyli

ayiklamak amacuyla istatistiksel faktor kullanilir (Turgut et al., 2019).

Yapay zekd ayrica mekanik arizalan tespit edebilir. Ik olarak, veriler makineler
tarafindan kontrol edildikten sonra sisteme girilir, boylece Ariza Tespitinde Uzman
Sistem Teorisi yontemi devreye girer. Akil yiirlitme makinesi daha sonra, gerekli
teshis verilerini toplamak ve uzman yargilarini sunmak i¢in ileri ¢ikarim motorunu
kullanir. Son olarak, tarihteki en benzer durumlar1 bulmak i¢in zeki arama kullanilir
ve ardindan mekanik sorunlarin tanimlanmasi igin tarihi Ornekler temel alinarak
benzerlik tahmin edilir. Yapay zeka teknolojilerinin ekipman korumasinda da
faydalar1 goriilebilir. Ilk olarak, ger¢ek ekipmanin isleyisi hakkinda veriler toplanir ve
ardindan, personelin bakim i¢in bilgilendirilmesini saglayacak sorun veya uyarilar
verebilecek bir egitim modeliyle karsilagtirilir. Yapay zeka, sistem giivenligini
korumanin yani sira siireglerdeki aksamalar1 azaltir ve iiretim verimliligini artirir

(Nasiri et al., 2017).

Kalite kontrol departmani, bir sirketin itibar1 i¢in ¢ok dnemlidir. Her {iriin tespit edilir
ve geri bildirim alir. Ancak, genel olarak bakildiginda, manuel tespitin tutarl
olamayacag1 ve iiriin ¢esitliligi goz oniine alindiginda, ayn1 kisinin zaman ve fiziksel
veya mental durumuna bagl olarak farkli test standartlar1 uygulayabilecegi kabul
edilir. Dolayisiyla, kitlesel liretim {irtinleri s6z konusu oldugunda, manuel tespit
zordur. Ancak, yapay zeka tespiti, slireci hizlandirabilen ve daha tutarli kalite

denetimleri gergeklestirebilen bir yaklasimdir. Geleneksel iiretim isletmelerinde,
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tekrarlanan tehlikeli tiretim siiregleri nedeniyle giivenlik temel ve ¢ok Oonemli bir
husustur. Yapay zekd sayesinde, calisma ortaminin giivenligini degerlendiren
benzersiz analitik sistemlerle, sistem arizasi veya tehlike durumlarinda calisanlarin
almas1 gereken ek adimlar konusunda uyarilar yapilabilir. Yapay zeka, bilgisayar
goriisii kullanarak, yerindeki g¢alisanlarin giivenlik standartlarina uyup uymadigimn
analiz edebilir, boylece endiistride giivenlik kosullarini biiyiik 6l¢iide iyilestirebilir

(Cohen, 2021).

Uriin gelistirme ve iiretim siirecinde, yapay zeka, yogun veri depolama ve isleme
kapasitesiyle, miisterilerin dogru {iriinii bulmalarina yardimci olabilir ve iiretim
stirecinde en hassas iiriinlerin tiretilmesine katkida bulunabilir. Ayrica, yapay zeka,
uzun mesafelerde bakim saglayabilir, arizalar1 ele alabilir ve {iriin giincellemeleri

yapabilir.

2.3.4 Baski endiistrisinde yapay zeka uygulamalari

Yapay zeka, baski endiistrisinde devrim yaratma potansiyeline sahip bir teknolojidir.
Bilgisayar biliminin bu dali, makinelerin insan zekasini simiile etmesine olanak tanir
ve makine Ogrenimi, veri analizi ve robotik ile birleserek baski siirecinin cesitli
yonlerinde yenilikler sunar. Bu yenilikler arasinda baski kalitesinin iyilestirilmesi,
kisisellestirme, Oongoriicii bakim, gorevlerin otomatiklestirilmesi ve tedarik zinciri

optimizasyonu yer alir.

Baski kalitesi, yapay zeka tarafindan yonlendirilen algoritmalarin yardimiyla énemli
Olclide artirilabilir. Algoritmalar, her baski isi i¢in ¢oziiniirliigii ve renk dengesini
optimize ederek, daha keskin ve canli baskilar elde edilmesini saglar. Kisisellestirme,
yapay zeka sistemlerinin, basili materyallerin alicis1 hakkinda toplanan verileri analiz
ederek icerigi buna gore ozellestirmesiyle miimkiin hale gelir. Bu, isletmelerin hedef

kitleleriyle daha etkili bir sekilde iletisim kurmasini saglar (Javaid et al., 2022).

Yapay zeka ayrica, baski makinelerinin bakiminda da kullanilabilir. Makineler,
kendilerini izleyebilir, potansiyel arizalar1 6nceden tahmin edebilir ve sorunlar
bliyiimeden bakim yapilmasin1 planlayabilir. Bu, maliyetleri diisiirlirken {iretim
stireclerinin kesintisiz devam etmesini saglar. Ayrica, yapay zeka, baski 6ncesi hazirlik
gibi tekrarlayan gorevleri otomatiklestirerek, insan kaynaklarinin daha yaratici islere

odaklanmasina olanak tanir.
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Tedarik zinciri optimizasyonu, yapay zekanin baski endiistrisine sundugu bir diger
onemli katkidir. Yapay zeka, malzeme talebini tahmin ederek ve envanter yonetimini

tyilestirerek, gereksiz stok tutma maliyetlerini azaltir ve atig1 onler.

Baski endiistrisinde yapay zekanin uygulamalar1 genis bir yelpazeye yayilir. Degisken
Veri Baskis1 (DVB), kisisellestirilmis pazarlama materyallerinin iiretiminde yapay
zekanin kullanildigr bir alandir. Yapay zeka, her bir alict i¢in benzersiz baskilar
olusturarak, markalarin miisteri etkilesimini artirmasina yardimei olur. Renk diizeltme
ve iyilestirme, yapay zekanin baski kalitesini artirdigi bir baska alandir. Yazilimlar,
her baskinin renklerini gergek zamanl olarak analiz edip ayarlayarak, yiliksek kaliteli
sonuglar elde edilmesini saglar. Kalite kontrol, yapay zekanin baski siirecindeki
hatalar1 otomatik olarak tespit edebilmesiyle 6nemli 6l¢iide iyilestirilmistir. Bu, liretim
maliyetlerinin diisliriilmesine ve atigin azaltilmasina katkida bulunur. Yapay zeka
ayrica, baski siirecinin tamamini, baski Oncesi hazirliktan sonrasina kadar
otomatiklestirebilir, isgiicii maliyetlerini azaltir ve firetim verimliligini artirir

(Denicolai et al., 2021).

Baski endiistrisinde yapay zekanin getirdigi zorluklar ve firsatlar dengeli bir sekilde
degerlendirilmelidir. Yapay zeka sistemlerinin uygulanmasi maliyetli olabilir ve
1sgiicli piyasasinda dontisiimlere neden olabilir. Ancak, yapay zeka, baski siireclerini
daha verimli hale getirerek, kisisellestirilmis {iriinler sunma ve siirdiiriilebilirlik gibi
yeni gelir akislar1 yaratma firsatlar1 sunar. Yapay zeka, baski endiistrisinin rekabet
avantaj1 kazanmasina ve kiiresel pazarlara erisimini genisletmesine olanak taniyarak,

sektordeki yenilik ve yaraticiligi tesvik eder.

2.4 Karar Destek Sistemleri

Karar Destek Sistemleri (KDS), karar verme siireglerinde ¢6ziim bulma amaci giiden
etkilesimli bilgisayar bazli bilgi sistemleridir. Bu sistemlerin temeli, 1950'lerin sonu
ve 1960'larin basinda Carnegie Teknoloji Enstitiisii'nde Herbert A. Simon ve ekibinin
yaptig1 organizasyonel karar verme iizerine teorik incelemeler ve ayni donemde
MIT'de Thomas J. Gerrity ve meslektaslarinin etkilesimli bilgisayar sistemleri lizerine
yuriittiigli teknik caligmalara dayanir. Simon'un karar verme siireci modeli, problem
tespiti (istihbarat), alternatiflerin gelistirilmesi (tasarim) ve se¢im yapilmasi
agsamalarini icerir ve bu model, karar verme siireclerinin temel bir gergevesi olarak

genis ¢capta benimsenmistir (Bhatt & Zaveri, 2002; Lee & Huh, 2006).
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1970'ler ve 1980'ler boyunca KDS aragtirmalar1 ve uygulamalar1 énemli bir evrim
gecirmis ve bu donemde KDS, bilgi sistemleri alaninda 6ne ¢ikan konulardan biri
haline gelmistir. Bu sistemler, organizasyonlarin her seviyesindeki karar vericilere
destek olacak sekilde tasarlanmistir ve problem yapilandirma, operasyonel yonetim,
finansal yonetim ve stratejik karar alma gibi genis bir yelpazede yardimci olacak

sekilde gelistirilmislerdir (Hess et al., 2000).

Karar Destek Sistemlerinin yani sira, Grup Karar Destek Sistemleri (GKDS) ve
Yonetici Bilgi Sistemleri (YBS) gibi kavramlar da ortaya ¢ikmistir. GKDS, ekip
bazinda problem ¢6zme siireclerinde fikir olusturma, degerlendirme ve iletisim destegi
sunarken; YBS, KDS'in kullanim alanini bireysel veya kiigiik grup diizeyinden
kurumsal diizeye tasimistir ve kritik basar1 gostergeleri, ayrintili raporlama ve
rekabetci analiz gibi genis bir bilgi yelpazesi sunmustur (Hamsioglu, 2018). Ancak,
1990'lara gelindiginde, geleneksel KDS'ye olan ilginin azaldig1 ve yeni zorluklarla
kars1 karsiya kaldigi goriilmistir. Bu durum, izole ve bagimsiz KDS'lerin
siirliliklarindan kaynaklanmaktadir. KDS iizerine yapilan caligmalar, yapay zeka,
operasyon arastirmalari, organizasyon teorisi ve yonetim bilgi sistemleri gibi farkli

disiplinlerden gelen katkilarla daha da zenginlesmis ve derinlesmistir.

KDS'in gelisimi, karar verme siireglerinin daha etkin ve verimli hale getirilmesinde
onemli bir rol oynamaktadir. Karar verme siireglerindeki bu evrim, organizasyonlarin
karsilastiklar1 karmasik problemleri ¢dzmede ve stratejik kararlar almada daha

donanimli hale gelmelerine olanak tanimaktadir (Anamerig, 2005).
KDS ilgili ana zorluklar arasinda sunlar bulunmaktadir;

e Veri tabanindan veri ambari ve Cevrimi¢i Analiz Isleme (OLAP)ye, ana
bilgisayardan istemci/sunucu mimarisine ve tek kullanict modelinden Diinya
Capinda Ag erisimine dogru yasanan teknoloji degisimleri;

e ERP (kurumsal kaynak planlamasi), SCM (tedarik zinciri yonetimi) ve CRM
(misteri iliskileri yOnetimi) gibi diger bilgi sistemlerinin de ele aldigi, daha
dinamik is ortam1 ve zeka ile artan baglanti;

e Karar vericiler iizerinde biiyiik biligsel yiik olusturan karar durumlarinin artan
karmasgiklig1, kullanicinin kararla ilgili gorevleri yerine getirebilmek i¢in 6nemli
bilgi birikimine ve girisimde bulunma yetisine sahip olmasini gerektirir. (Gupta et

al., 2007)
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Yukarida belirtilen zorluklarin arkasinda yatan ortak anahtar mesele, geleneksel
problem ¢ozme karakterizasyonunun, karar vericilerle sistemler arasinda daha seffaf
bir etkilesim saglamak, kararlarin verimliligini ve etkinligini artirmak, ayn1 zamanda
isbirlik¢i destek ve sanal takim ¢alismasi i¢in, yeni teknolojiler, is ortamlar1 ve zeka
ile uyumlu hale getirilerek genisletilip entegre edilmesi gerekliligidir. "Bagimsiz"
KDS elestirileri ve KDS'nin is zekas1 ve modern teknolojilerle yakindan baglantili hale
getirilmesi gerekliligi dile getirilmisken, bir¢ok arastirmaci bu gereksinimleri ele
almay1 hedefleyen entegre yaklasimlarin yolculuguna baslamistir (Van Der Meer et

al., 2012).

2.4.1 Farkh endiistrilerde karar destek sistemlerinin kullanimi

Giintimiizdeki teknolojik ilerlemeler, is diinyasinin dinamiklerini dontistiirmekte ve
isletmelerin operasyonel siireglerini daha etkin bir sekilde yonetmelerine olanak
tanimaktadir. Bu gelismeler sayesinde, isletmeler karar alma siireglerini
hizlandirabilmekte, operasyonel verimliliklerini artirabilmekte, maliyetleri optimize
edebilmekte ve piyasadaki rekabet¢i konumlarmi giiclendirebilmektedirler.
Teknolojik sistemlerin isletmelere sunmus oldugu belki de en kritik avantaj, veriye
erisim ve bilgi yonetimi alaninda sagladiklar1 kolayliklardir. Karar verme siirecleri,
dogru ve zamaninda erisilen veri ve bilgiler olmadan etkili bir sekilde yiiriitiilemez.
Bu sebeple, isletmeler siirekli olarak hem i¢c hem de dis ¢evrelerinden bilgi akist
saglamak zorundadirlar. Teknolojiye yatirim yapan isletmeler, bu hayati veri ve
bilgilere hizla erigebilme avantajina sahiptirler (Faulin et al., 2012; Rathee et al.,

2020).

Ancak, toplanan bu degerli bilgilerin iglenmesi ve isletme stratejilerine dahil edilmesi
gerekmektedir. Iste bu noktada, Yénetim Bilgi Sistemleri (YBS) devreye girer. YBS,
verileri toplama, saklama, isleme, yeni bilgi liretme, paylasma ve karar vermeyi
destekleme gibi fonksiyonlara sahip sistemler olarak tanimlanabilir. YBS, isletme
yoneticilerinin zamaninda ve etkili karar almalarini saglayacak stratejik bilgiler sunar.
YBS'nin temel bilesenleri arasinda; veri, veri ambari, bilgi ve veri madenciligi
bulunmaktadir. Veri, islemlerin kaydi olarak tanimlanirken, bilgi islenmis ve
kullanictya anlam ifade eden veri olarak goriilebilir. Veri ambari, karar verme

siireclerinde yoneticilere destek olan, entegre ve zaman odakli bir veri deposudur. Veri
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madenciligi ise, goriiniirde birbirleriyle iligkisi olmayan veriler arasindaki baglantilar

bulma ve bu bulgular1 anlamli hale getirme siirecidir (Anamerig, 2005).

Karar Destek Sistemleri (KDS), 1960'larda gelismeye baslayan ve yoneticilere karar
verme slireglerinde yardimci olan sistemlerdir. Bu sistemler, karar verme siirecinde
gerekli olan tiim verileri toplar, diizenler ve analiz eder. Bu 6zellikleri sayesinde,
isletmeler i¢in degerli bilgiler sunarak, belirli alanlardaki trendleri ongdrebilen ve
insan zekasiyla biitiinlesebilen 6nemli bir ara¢ haline gelmistir. KDS'nin gelisimi,
bilgisayar tabanli karar verme analizleri {izerine yapilan c¢alismalarla baslamis ve
zamanla bireysel karar destek sistemleri, grup karar destek sistemleri gibi farkl alt
dallara ayrilarak gelisimini stirdiirmiistiir. Bu sistemler, glinlimiizde veri analizleri ve

analitik ¢oziimleri kapsayacak sekilde evrilmistir (Hamsioglu, 2018).

KDS, etkilesimli bilgisayar sistemleri olarak, yar1 yapisal ve yapisal olmayan
problemlerin ¢oziimiinde karar vericilere destek olur. Bu sistemler, kullanicilarin
verilere kolayca ulagsmalarini, veriyi 6zetlemelerini ve analiz etmelerini saglar. Ayrica,
isletme yoneticilerine istatistiksel analiz yontemleri, grafikler, modeller ve raporlar
sunarak, karar alma siireglerinde biiyiik bir yardimcidir. Bu tanimlar ve agiklamalar
151¢inda, KDS'nin 1§ diinyasinda stratejik kararlar alma, isletme hedefleriyle uyum
saglama ve fonksiyonel alanlar arasinda koordinasyon kurma konusunda kritik bir role

sahip oldugu agiktir.

2.4.2 Baski destek sistemleri entegrasyonu

Karar alma siire¢lerinin giderek daha karmasik ve dagitik hale gelmesiyle, geleneksel
tek islevli veya bireysel kullaniciya odaklanmis Karar Destek Sistemlerinin (KDS)
sundugu destek, sadece basit hazir raporlardan zenginlestirilmis ve zeki ajan tabanli
cozlimlemelere, Onerilere ve degerlendirmelere dogru biiyiik bir doniisiim yagamistir.
Bu doniisiim, Entegre Karar Destek Sistemlerinin (EKDS) yeni teknolojilerle, is
stiregleriyle ve dinamik 1is ortamlariyla biitiinleserek genisletilip gelistirilmesi
sonucunda gerceklesmistir. Bu boliimde, EKDS'min ¢ok katmanli ve birden fazla
acidan entegrasyonu ele alinmaktadir. Entegrasyon, genellikle yanlis anlasilan bir
kavram olsa da bilesenlerin (modeller, hizmetler, araclar, yontemler, alt sistemler gibi)
birbirleriyle olan iligkilerinin bir 6zelligi olarak genis capta kabul gérmiistiir. Yani,
entegrasyon, tekil bir unsura ait bir 6zellikten ziyade, o unsurun ¢evresiyle kurdugu

iligkilerin bir sonucudur (Ding et al., 2009; Halfawy et al., 2008).
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EKDS baglaminda, entegrasyon, sistem bilesenlerinin birbiriyle ne derece uyum
icinde oldugunu ifade eder. Bu uyum, veri formatlarindan, fonksiyon paylasimina,
kullanic1 araylizii standartlarina ve EKDS'min diger yapisal unsurlarma kadar
uzanabilir. Geleneksel olarak, bir KDS'nin {i¢ temel bileseni oldugu kabul edilir: veri
yonetimi, model yonetimi ve diyalog yonetimi. Bu ii¢lii, sirasiyla, veri tabani yonetim
sistemleri (DBMS), model tabani yonetim sistemleri (MBMS) ve karar verme
siireclerinin  etkilesimli  sorgulama, raporlama ve gorsellestirme islevlerini

kolaylastiran kullanici arayiizleri seklinde temsil edilmektedir (Shim et al., 2002).

Zamanla, bu geleneksel yapi, karar alma ortamlarin1 ve teknolojik yenilikleri hesaba
katan modern EKDS'ye evrilmistir. Bu modern sistemler, sadece temel bilesenlerin
icerigini zenginlestirmekle kalmamis, ayn1 zamanda karar verme siireclerine entegre
edilen yeni teknolojileri ve is ¢evrelerini de dikkate almistir. Bu evrim, karar vericiler
ile sistemler arasindaki etkilesimin daha agik ve etkili hale gelmesini amaglamakta ve

karar verme siireglerinin verimliligini ve etkililigini artirmay1 hedeflemektedir.

Geleneksel veri erisim anlayisi, birden fazla kaynaktan veri ve bilgi alimini miimkiin
kilan veri ambarlariyla zenginlestirilerek genisletilmistir. Bu ylizden, Entegre Karar
Destek Sistemleri'nde (EKDS) birden ¢ok kaynak arasinda veri ve bilginin entegre
edilmesi biiyiik bir 6nem tasir. EKDS'de, model bileseni nicel analiz modelleri
tizerinden igletme modellerine (ERP, SCM ve CRM gibi) kadar genisletilmistir. EKDS
icinde model entegrasyonu, nicel analizlerle ¢6ziimlenen modellerin yani sira kalitatif
modelleri de igermelidir. Karar onerileri ve degerlendirmeler saglamak amaciyla
OLAP, veri madenciligi, yapay zeka ve uzman sistemler gibi yeni iglevler eklenmistir.
Bu, islev ve hizmetlerin birlestirilip paylasimasint miimkiin kilacak hizmet
entegrasyonu konusunu 6n plana c¢ikarir. EKDS, biitlin olarak karar vericilere,
sistemlerle etkilesimi kolaylastiracak sekilde diisiik biligsel yiik sunmalidir; bu, sunum
entegrasyonu etkili bir bicimde saglandiginda miimkiindiir. Karar verme siireci, siire¢
birimleri arasinda uygun etkilesim saglandi§inda ve siire¢ birimlerinin kisitlari,
kosullar1 ve amaglar1 arasindaki uyum korundugunda daha iyi bir performans
gosterebilir. Bu durum, siireclerin nasil entegre edilecegi sorununu giindeme getirir

(Shim et al., 2002).
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2.4.2.1 Veri ve bilgi entegrasyonu

Veri ve bilgi entegrasyonunun amaci, bir Karar Destek Sisteminde (KDS) bilesenler
tarafindan veri ve bilginin nasil islendigine ve doniistiiriildiigiine bakilmaksizin, tutarl
kararlar icin tutarl bilgiler elde etmektir. i1k olarak, veri ve bilgi entegrasyonu, veri ve
bilginin farkli sekillerde temsil edilse veya baska veri ve bilgilerden tiiretilse bile,
sistem bilesenlerinin “ayn1” veri ve bilgiyi kullanmasini yansitmalidir. Yani, iki farkli
bilesen arasindaki veri ve bilgi entegrasyonu, birbirinden bagimsiz veri ve bilgi ile
ugrastiklarinda ilgili degildir. Ikincisi, Entegre Karar Destek Sistemlerinde (EKDS)
veri ve bilgi entegrasyonu, farkli kaynaklardan gelen veri ve bilgilerin kullanimini ele

almalidir (Liu et al., 2008).

Veri ve bilgi entegrasyonunun ¢esitli 6zellikleri literatlirde belirlenmistir. Bunlar
arasinda veri ve bilgi aligverisi, tutarlilik, tekrarsizlik, birlikte calisabilirlik ve
senkronizasyon bulunur. Her 0zelligin ana karakteristikleri 6zetlenmistir. KDS i¢in
veri ve bilgi entegrasyonu genis c¢apta arastirilmis ve raporlanmigtir. Tarim
Miihendisligi KOBI'leri igin bilgi entegrasyonuna yonelik bir karar destek
metodolojisi gelistirilmistir. Literatliirde genellikle bilgi entegrasyonu konusunda
yapilanlar hakkinda bilgi verildigi, ancak neden yapildiklari konusunda yeterince
aciklama yapilmadigina dair Onemli bir noktaya deginilmistir. Davenport,
sirketlerdeki bilgi entegrasyonunun rekabet avantajlarini nasil giiclendirecegi veya
zayiflatacagi, sirket kiiltiirlinii nasil etkileyecegi ve bilgi yoOnetiminin nasil
uygulanacagi gibi konular1 dikkate almas1 gerektigini savunur. Cesitli kaynaklardan
gelen verileri entegre eden optimizasyon tabanli EKDS'nin uygulanmasi tartisilmastir.
Karar vericilerin farkli bilgi tiirlerini (hem igsel hem de dissal) ve ¢esitli formlarda
mevcut olan verileri birlestirebilmesi i¢cin KDS'ye bilgi yonetimi siirecinin
entegrasyonunun 6nemi de taninmustir. Insani yardim ve afet yardimi karar verme
desteginde coklu bilgi kaynaklarmi entegre eden bir bilgi yonetimi c¢ergevesi

sunulmustur (Cohen, 2021; Zhang et al., 2002).

2.4.2.2 Modellendirme

Modellerin merkezi rolii ve modellerin yonetimi i¢in mekanizmalarin saglanmasi, bir
Karar Destek Sistemi'ni (KDS) daha geleneksel bilgi islem sistemlerinden ayiran
ozellikler olarak kabul edilir. Bir model, olas1 bir kararin etkisini arastirmamiza olanak

tantyan gergekligin bilgisayar temsili olarak tanimlanir. Pratikte, bir KDSmin
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uygulama, bakim ve esneklik avantajlari icin tek biiyiik bir model yerine birden fazla
model olusturmasit gerektigi kanitlanmistir. Model entegrasyonu, mantiksal olarak
birlestirilerek genis ve birlesik bir model olusturmak icin ayr1 ayr gelistirilmis alt
modellerin entegre edilmesi siirecidir. Entegre modeller, rasyonel karar verme

stireclerini desteklemek icin siklikla gereklidir (Liu et al., 2010).

Model entegrasyonu Tlizerine yapilan erken donem incelemeler, model
entegrasyonunun temelini olusturmustur. Belirli uyumluluga sahip iki modelin
birlestirilmesini saglayan projeksiyon ve birlestirme olmak iizere iki islem
tanimlanmis ve uygulanmistir. Projeksiyon islemi, daha biiyiik bir modelden diger
uygulamalarda kullanilmak {izere istenen alt modeli ¢ikarir. Birlestirme islemi ise,
belirli uyumluluga sahip iki modeli birlestirir. Cevresel yonetim, {iriin gelistirme,
pazarlama ve saglik hizmetleri gibi birgok senaryoda KDS icin ¢oklu model
entegrasyonu uygulanmistir (Zhang et al., 2002).

Farkl1 veri kiimeleriyle farkli problemler i¢in modellerin yeniden kullanimina yonelik
bir¢cok entegrasyon cercevesi Onerilmis olmasina ragmen, cesitli modeller ve veri
kiimeleri karsisinda problem ¢6zme algoritmalarinin, yani c¢dziiciilerin yeniden
kullanimi aracilifiyla esnek karar verme destegine odaklanan calismalar daha azdir.
Model tabanli sonuglarin bir EKDS'ye entegrasyonunun ozellikle faydali oldugu
gozlemlenmistir. Model tabanlit EKDS kullanan yoneticilerde, model tabanli olmayan
yoneticilere kiyasla belirginlik etkileri, asir1 giiven ve diger yanhiliklar azaltilmistir

(Liu et al., 2010).

2.4.2.3 Proses entegrasyonu

Thomas ve Nejmeh tarafindan 1992'de, siire¢ entegrasyonunu anlamak i¢in ii¢ boyut
tanimlanmistir: siire¢ birimi, siire¢ olay1 ve siire¢ kisitlamasi. Siire¢ birimi, bir sonug
tireten is birimidir. Siire¢ olayi, slire¢ adimi sirasinda ortaya c¢ikan ve iligkili bir
eylemin gerceklesmesine yol acabilecek bir durumdur. Stirec kisitlamasi, siirecin bazi

yonleri iizerinde kisitlamalar getirir.

Bir Entegre Karar Destek Sistemi (EKDS) ig¢indeki iki bilesenin, siirece iligskin
varsayimlari tutarli oldugunda siire¢ agisindan iyi entegre edildikleri kabul edilir.
Stire¢ adimi1 entegrasyonu agisindan, hedeflerinin siireg adimimin tutarli bir
ayristirmasinin  bir parcast olmasi ve bu hedeflerin gerceklestirilmesinin diger

bilesenlerin kendi hedeflerine ulagsmalarini saglamasi gerekir. Olay entegrasyonu
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acisindan, bilesenler olay bildirimlerini tutarli bir sekilde tiretebilir ve isleyebilir (bir
bilesen bir olayin meydana geldigini belirttiginde, baska bir bilesen o olaya yanit
verir). Bilesenler, tanidiklar1 ve saygi gosterdikleri kisitlamalarin araligi hakkinda
benzer varsayimlar yaptiklarinda kisitlama entegrasyonu agisindan iyi entegre edilmis

sayilirlar (Saridakis & Dentsoras, 2006).

EKDS uygulamalari i¢in siire¢ entegrasyonuna dair literatiir cogunlukla miithendislik
tasarimi ve lretim alaninda yogunlasmistir. Liu ve Young (2004) tarafindan, miisteri
siparis islemleri, {irtin tasarimi ve imalat siireclerinin kiiresel bir iiretim ortaminda
sorunsuz bir sekilde entegre edilebilmesi icin bilgi modeli aracilifiyla tutarli olay
bildirimi tartigilmistir (Liu & Young, 2004). Daha 6nce Rodgers ve digerleri tarafindan
1999'da sunulan Webcadet sistemi, tasarimcilarin tim tasarim asamalarinda,
kavramsal tasarimdan detayli tasarima kadar tutarli tasarim kriterleri ve kisitlamalarin
karar analizi i¢in kullanmalarina olanak tanir. Bu yaklasimin eksikligi, isbirlik¢i karar
alma siirecinde tasarim bilgisinin anlasilmasi ve yapilandirilmasi ile ilgilenmemesidir

(Rodgers et al., 1999).

Uretim sistemlerinde, karar destek ve operasyonel siireclerin uygun sekilde entegre
edilmesi vurgulanmistir. Boyle bir entegre iiretim sisteminde, planlama ve analiz
yeteneklerine sahip bir EKDS, is kararlarin1 bilgi tabanlarina yazar ve bunlar daha
sonra CAD/CAM/CAPP sistemleri tarafindan tasarim kararlar1 almak i¢in kisitlamalar
ve kosullar olarak kullanilir, ardindan CNC'ler, robotlar ve {iretim atdlyesindeki diger
cthazlar tarafindan yiiriitiilen siirecleri desteklemek i¢in talimatlar olarak kullanilir.
Boylece, 15 zekasi, sirketin genel hedeflerine ulasmak icin tiim siire¢ adimlarinda

rehber olarak tutarli bir sekilde kullanilir (Zare Mehrjerdi, 2009).

2.4.2.4 Servis ve sunum entegrasyonlari

Servis entegrasyonu, entegre bir karar destek ortaminda islevsel kombinasyonlarin
esnekligini destekleme konusunda kritik bir rol oynar. Her bilesen tarafindan sunulan
islevlerin, diger tiim bilesenlere uygun oldugunda erisilebilir olmas1 ve bilesenlerin,
islevlerini kullanacak bilesenleri 6nceden bilmelerine gerek kalmamasi idealdir. Bu
durum, servislerin hem sunulmasi hem de kullanimi agisindan iki 6nemli bakis agisiyla
incelenebilir: Bir yandan bilesenler, ortamdaki diger bilesenler tarafindan talep edilen
ve kullanilan hizmetleri sunarken; diger yandan, bilesenler, ortamdaki diger bilesenler

tarafindan sunulan hizmetleri uygun bir sekilde kullanir. Bilesenlerin iglevselliklerini
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paylasabilmeleri i¢in, gerceklestirilecek islemleri etkilesimli bir sekilde iletebilmeleri
esastir, bu da iglemlerin veri ve bilgi gerektirdigi anlamina gelir; dolayisiyla bilesenler,

veri ve bilgiyi veya bunlarin referanslarini da iletmelidir (Linthicum, 2004).

Bu nedenle, servis entegrasyonu, veri ve bilgi entegrasyonunun dogal bir
tamamlayicis1 olarak islev goriir. Veri ve bilgi entegrasyonu, veri ve bilginin nasil
temsil edilecegi, doniistiiriilecegi ve saklanacagiyla ilgilenirken, servis entegrasyonu
kontrol aktarimi ve hizmetlerin nasil ortaklasa kullanilacagiyla ilgili konulara
odaklanir. Servis entegrasyonu ile model entegrasyonu arasindaki iliski de dnemlidir.
Sistemin analiz yeteneklerinin igsel temsili olan modeller, sistemin islevlerinin
temellerini saglar. Modeller, belirli karar alma durumlariyla iliskilendirildiginde ve
karar vericilere (yani EKDS kullanicilarina) agiklandiginda, hizmetlere dondsiirler.
Model entegrasyonu ile servis entegrasyonu arasindaki ayrim, sistemin goriiniimii ve
karar alma durumlartyla olan iligkisine dayanir. Model entegrasyonu, ¢esitli modeller
arasindaki uyumluluga yogunlasirken, servis entegrasyonu, saglayict ve kullanici
perspektiflerinden islevlerin birlestirilmesine odaklanir. Model entegrasyonu, EKDS
kullanicilart igin genellikle gortinmezken, EKDS gelistiricilerinin odak noktasinda yer

alir (Bag et al., 2021).

Sunum entegrasyonunun amaci, kullanicilarin biligsel yiikiinii azaltmak ve bireysel
bilesenler, alt sistemler ve tiim Entegre Karar Destek Sistemi (EKDS) ortami icin
gecerli olmaktir. Bu, goriinlim ve davranis entegrasyonunun yani sira etkilesim
paradigmasi entegrasyonu araciligiyla saglanabilir. Goriinim ve davranig
entegrasyonu, kullanicilarin bir bilesenle etkilesim kurarken 6grendiklerini baska bir
bilesenle etkilesime ge¢irirken ne kadar kolaylik yasadiklarini, bilesen ekran goriiniisii
ve etkilesim davranislarinin benzerliklerini ele alarak sorar. Bilesenler, bir kullanicinin
biriyle olan deneyimlerinin ve beklentilerinin digerlerine uygulanabildigi goriiniim ve
davranig entegrasyonu acisindan iyi entegre edilmis olarak kabul edilir (Liu et al.,

2010).

Ayrica, etkilesim paradigmasi, farkli bilesenlerin 6grenme ve kullanim engellemesini
en aza indirmek i¢in benzer metaforlar ve zihinsel modelleri ne dl¢iide kullandigini ele
alir. Bu anlamda, iyi entegre edilmis bir EKDS, ayn1 metaforlar1 ve zihinsel modelleri
kullanmalidir. Agiktir ki, bir EKDS bir metafor ile birgok metaforun kullanimi
arasinda bir denge kurmalidir. Tek bir metafor bazi durumlar i¢in uygunsuz veya koti

uyumlu olabilir, ancak ¢ok fazla metafor, bilesenler arasinda deneyim aktarimin
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zorlastirabilir. Ornegin, kullamcilar iki farkli navigasyon metaforu kullanan iki
bileseni kullanmalar1 gerektiginde kafa karisiklig1 yasayabilirler. Bu nedenle, sunum
entegrasyonu agisindan, EKDS kullanicilar1 ile sistemler arasindaki etkilesimi
kolaylastirmak amaciyla ortak bir goriiniim ve hissiyat sunan bir kullanic arayiiziiniin

saglanmasi biiyiikk 6nem tasir (Lam et al., 2004; Linthicum, 2004).

2.5 Tekliflendirme Siireclerinde Karar Destek Sistemleri

Birgok isletme, is stratejilerini, miisteri ihtiya¢larina 6zgi cesitlilik gosterebilen ve
miihendislikten siparise yontemiyle sunulan iiriin konseptleri {izerine insa etmektedir.
Bu tiir iirlin konseptleri, igsletmeler aras1 pazarda sikg¢a rastlanir ve basit bilesenlerden
karmagik tiriinlere kadar genis bir yelpazeyi kapsar. Bu iiriinleri temin eden firmalar,
genellikle birden fazla teklif hazirlama siirecine dahil olur ve rekabetci fiyatlarla, kisa
iiriin teslimat stireleri sunarken ayni zamanda firma karliligin1 korumak adina tasarim
otomasyonunu hayata gecirmek zorundadirlar. Bu, iiriin konseptinin siire¢ odakl1 bir
bakis acisiyla ele alinmasini ve miithendislik bilgisi (6rnegin, mekanik tasarim, iiretim
miihendisligi, maliyet miihendisligi) iceren varyant tasarimlar i¢in bir {riin

platformunun tanimlanmasini igerir (Goodwin et al., 2002).

Uriin tasarim, siire¢ planlama ve maliyet tahmininin sistem icinde entegre edilerek
otomatize edilmesi, az ¢aba ile kisa zamanda tasarim Onerileri iretmeyi miimkiin kilar.
Cesitli {irlin varyantlarinin degerlendirilmesi, iiriin ve tekliflerin teslim siiresinin
kisaltilmasina olanak tanirken, tutarli tasarim hesaplamalarini da saglar. Otomasyon
icin uygun bir alan olan teklif hazirlama, iirlin tasariminin temel prensiplerini, siire¢
planlamay1r ve maliyet tahminini kapsar. Teklif silirecine tasarim otomasyonu
entegrasyonunun saglayacagi faydalar goz ardi edilemez. Ancak, bu entegrasyonun
nasil basarilacagi konusu daha karmasik sorular1 beraberinde getirir. Bu ¢alismanin
temeli ve amaci, belirlenen endiistriyel sorunlara ve ihtiyaclara dayanarak sekillenmis

bir arastirma projesinden kaynaklanmaktadir (Elgh, 2012).

2.6 Dinamik Fiyatlandirma

Dinamik fiyatlandirma, isletmelerin veri yonetimine dayali bir yaklagim olarak,
tiretimden pazarlama stratejilerine kadar genis bir etki alanina sahiptir. Bu yaklagim,

piyasa dinamikleri ve yonetimsel ihtiyaclar dogrultusunda esneklik gostererek,
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isletmelerin donemsel gelirlerini maksimize etmelerine ve rakip stratejilere ¢evik
tepkiler gelistirmelerine imkan tanir . Uretim siireclerindeki yeniliklerin yani sira, arz
ve talebin yonetilmesinde fiyatlandirma ydntemleri stratejik bir 6nem tasir. Isletmeler,
miimkiin olan en diigiik envanter maliyetiyle maksimum karlilig1 hedeflerken, talebin
dogru zaman ve sekilde karsilanmasini amaglar. Literatiirde, isletmelerin kar
marjlarint etkileyen sorunlardan birinin, envanter yoOnetimi ile fiyatlandirma
stratejilerinin koordinasyonsuz ele alinmasi olduguna dikkat ¢ekilir. Bu iki stratejinin
entegre edilmemesi, arz-talep dengesizligine ve isletme performansinda diisiislere
sebep olabilir. Arz ve talebin dengelenmesi, envanter ve fiyatlandirma stratejilerinin
uyumlu, esnek ve birbirlerini tamamlayici sekilde tasarlanmasina baglidir (Avunduk

& Kiigiikyilmaz, 2020).

Dinamik fiyatlandirma, sabit fiyatlandirmanin aksine, iirlin veya hizmet
fiyatlandirmasinda piyasa taleplerine dinamik bir sekilde uyum saglar. Ozellikle
internet tabanli ticaret yapan isletmeler, piyasa taleplerine zamaninda yanit vermek
icin bu stratejiden faydalanir. Dinamik fiyatlandirma, dogru kapasitenin uygun
miisteriye ve zamana tahsis edilmesinde, veri yonetim sistemlerinin ve stratejik
fiyatlandirma uygulamalarinin birlestirilmesi anlamina gelir. Bu yaklasim,
isletmelerin piyasa kosullarina hizla adapte olmalarim1 saglayarak, rekabet avantaji

elde etmelerine yardime1 olur (Zhang, 2013).

2.6.1 Dinamik fiyatlandirma stratejileri ve modelleri

Fiyat belirleme yaklasimlarinda yasanan yenilik, Uriinlerin tamitim ve satis
yontemlerini kokten degistirmeye yonelik biiylik bir potansiyel sunmaktadir.
Gilinlimiizde, saticilar kisisel miisteri teklifleri sunarak ve en uygun ani belirleyip dogru
misteriye 0zel fiyatlar teklif ederek pazarlama stratejilerini gelistirmeye
odaklanmistir. Bu evrimin arkasinda, internet ve g¢esitli dijital aglar vasitasiyla
ekonominin dijitallesmesi gibi faktorler bulunmaktadir. Miisteriler artik itirlinleri ve
fiyatlar1 hizla karsilastirabilme avantajina sahip olup, bu da onlara daha iyi pazarlik
yapma giicli vermektedir. Ayn1 zamanda, teknolojinin sagladigi olanaklar sayesinde
saticilar, miisterilerin satin alma davranislart ve tercihleri hakkinda kapsamli veriler
toplayarak, tekliflerini kisisellestirebilmektedir. Eskiden, fiyat degisiklikleriyle iliskili
ylksek menii maliyetleri, fiyat glincellemelerinin tiiketicilere ulasmasini uzun siireler

alabilirdi. Ancak ag teknolojisinin gelisimi bu siire ve maliyetleri minimalize etmistir.
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Elektronik ticarette alici ve saticilarin etkilesimi sonucu olusan dinamik fiyatlar,
piyasa degerlerinin daha gercekei bir sekilde yansitilmasini saglamaktadir. Kisacasi,
e-ticaret alaninda meydana gelen iki temel gelisme, sabit fiyat uygulamalarindan
dinamik fiyatlandirmaya geciste kritik bir rol oynamistir: (1) Islem maliyetlerindeki
azalma, zaman ve mekan kisitlamalarinin ortadan kalkmasi, arama maliyetlerinin
diismesi ve fiyat giincellemelerinin daha kolay yapilabilmesi gibi etmenlerle
desteklenmistir. (2) Artan piyasa dinamikleri ve talep dalgalanmalari, daha genis bir
miisteri kitlesi, artan rekabet ve bilgi bollugu gibi sonu¢lar dogurmustur. Dinamik
fiyatlandirma, fiyat belirsizligini artirirken, isletmeler bu degisken internet pazarinda

sabit fiyat stratejilerinin yetersiz kaldigin1 gozlemlemistir (Bichler et al., 2002).

Dinamik fiyatlandirma, tiiketicilerin bir {iriin veya hizmete atfettikleri degere dayali
olarak fiyatlarin siirekli ayarlanmasi siirecidir. Bu yaklasim, literatiirde esnek
fiyatlandirma ve kisisellestirilmis fiyatlandirma gibi ¢esitli adlar altinda ele alinmistir
(Narahari et al., 2005). Dinamik fiyatlandirmanin iki temel bileseni vardir: (1) fiyat
cesitliligi ve (2) fiyat farklilastirmasi. Fiyat cesitliligi, mekéansal veya zamansal
olabilir. Mekansal fiyat ¢esitliliginde, farkli saticilar ayni iirlini farkl: fiyatlarla sunar.
Zamansal fiyat cesitliliginde ise, bir magaza belirli bir iirlin i¢in zaman i¢inde, satis
zamanina ve arz-talep durumuna gore fiyati degistirir. Dinamik fiyatlandirmanin diger
onemli bileseni olan fiyat farklilagtirmasi veya fiyat ayrimciligi ise, ayni iirlin i¢in
farkl tiiketicilere farkli fiyatlarin uygulanmasidir. Burada ¢ tiir fiyat ayrimcilig

mevcuttur:

e Birinci derece ayrimcilik: Burada, iiretici farkli tiriin birimlerini farkli fiyatlarla
satarken, bu fiyatlar bireyden bireye degisiklik gdsterebilir. Her bir iiriin birimi,
onu en yiiksek degerlendiren kisiye, bu kisinin 6demeye razi oldugu en yiiksek
fiyattan satilir. Uretici, her miisterinin maksimum &deme istekliligini
belirleyebilirse, pazardaki tiim tiiketici fazlasini elde edebilir.

e Ikinci derece ayrimcilik: Ayni zamanda dogrusal olmayan fiyatlandirma olarak da
bilinen bu yontemde, iiretici farkl {iriin birimlerini farkli fiyatlarla satar, ancak
ayni miktarda {iriinii satin alan her birey ayni tutar1 6der. Bu, satin alinan {iriin
miktaria bagli olarak fiyatlarin degistigi, ancak satin alan kisiye gore degismedigi
anlamina gelir.

e Ugiincii derece ayrimcilik: Uretici, iiriinleri farkli insanlara farkl fiyatlarla satar,

ancak bir kisiye satilan her iriin birimi i¢in aymi fiyat uygulanir. Fiyat
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farklilagtirmasi, tiiketicilerin degerlendirmelerindeki farkliliklardan yararlanarak

gerceklestirilir. (Varian, 1996)

Elmaghraby ve Keskinocak'a gore, dinamik fiyatlandirma yontemleri iki ana
kategoriye ayrilir: Sabit fiyat mekanizmalar1 ve fiyat kesif mekanizmalari. Sabit fiyat
mekanizmalarinda, iiriin veya hizmet belirlenen bir fiyattan satilirken, fiyat kesif
mekanizmalarinda fiyatlar bir teklif siireci ile belirlenir. Bu g¢aligmada, dinamik
fiyatlandirma terimini genis bir kapsamda ele aliyoruz; bu, tiiketicilere yonelik
fiyatlarin dinamik bir sekilde ayarlanmasini, farkli fiyatlandirmay, fiyat gesitliligini,

dinamik sabit fiyatlar1 ve fiyat kesfini igerecektir (Elmaghraby & Keskinocak, 2003).

2.6.1.1 Stok odakhh modeller

Perakende sektoriinde, stok durumlarina dayali dinamik fiyatlandirma iizerine yapilan
arastirmalar dikkate deger bir ilgi gormiistiir. Bu alanda yapilan ilk ¢aligmalar arasinda
Varian ve Salop ile Stiglitz'in Oncii ¢alismalart bulunmakta, Elmaghraby ve
Keskinocak, Swann ve Chan, Shen, Simchi-Levi ile Swann ise stoklar1 optimal fiyat
belirlemede esas alinan geleneksel perakende pazarlari modelleri iizerine kapsamli bir
literatiir incelemesi sunmugslardir. Bu bulgularin biiytik bir kismi, ¢ogu perakendecinin
elektronik ticarete adim atmasi sayesinde e-ticaret pazarlari icin de gecerlidir (Narahari

et al., 2005).

Elmaghraby ve Keskinocak, perakendecinin karsi karsiya kaldigi dinamik

fiyatlandirma problemi tiirlinii etkileyen ii¢ ana pazar 6zelligini belirlemislerdir:

e Stok yenilenmesinin olup olmamasi (R/NR): Belirlenen zaman diliminde, saticinin
sabit bir stok miktarina dayali fiyat kararlar1 verip vermeyecegi veya stokun talebi
karsilamak iizere zamanla yenilenebilecegi.

e Talebin zamanla bagimli m1 bagimsiz mi1 oldugu: Miisterilerin bir iirline olan talebi
zaman i¢inde degisebilir.

e Miisterilerin miyop mu yoksa stratejik mi oldugu (M/S): Miisterilerin satin alma
davranislari, saticinin zaman igindeki kararlarini etkiler. Miyop miisteriler, fiyati
degerlemelerinin altinda oldugunda satin alma yaparken, stratejik miisteriler satin
alma kararlarinda gelecekteki fiyat degisimlerini hesaba katarlar. (Elmaghraby &
Keskinocak, 2003)

Bu yazarlar, mevcut pazarlarin gogunun ii¢ kategori altinda siniflandirilabilecegini 6ne

siirmiiglerdir: NRIM (stok yenilenmesi yok—bagimsiz talepler—-miyop miisteriler),
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NRIS (stok yenilenmesi yok—bagimsiz talepler—stratejik miisteriler) ve RIM (stok
yenilenmesi var—bagimsiz talepler—miyop miisteriler). NRIM durumu genellikle moda
giyim veya tatil Uriinleri i¢in gegerliyken, RIM durumu gida maddeleri, taze iiriinler
ve ilag gibi tirtinlerde goriliir. NRIS durumu ise tipik olarak isletmeler arasi tedarik

stireclerinde karsimiza ¢ikar.

Gallego ve van Ryzin, belirli bir zaman ufku boyunca stokastik talebe dayali
envanterlerin  optimal dinamik fiyatlandirmasini incelemislerdir. Yaptiklar
varsayimlar sunlardir: (1) Pazar monopolistiktir, (2) satis siiresi sinirlidir, (3) magaza
siirli sayida stokla baslar ve satis siiresi boyunca yeniden stok yapilmaz, (4) talep
fiyatla ters orantilidir ve (5) satilmayan iriinlerin bir hurda degeri vardir. Talebi, p
fiyatinda A(p) yogunlugu ile bir Poisson siireci olarak modelleyerek, firma zaman t'de
pt fiyatin1 belirleyerek talebin yogunlugunu kontrol eder. Uygun varsayimlar altinda,
daha fazla stok ve/veya satis i¢in kalan siire arttik¢a beklenen gelirlerin arttigini; belirli
bir zamanda, envanter arttikca optimal fiyatin azaldigini; tersine, belirli bir envanter
seviyesi icin, daha fazla satis siiresi oldugunda optimal fiyatin yiikseldigini
gostermislerdir. Tiiretilen optimal fiyatlandirma politikalari, zamanla fiyatlarin siirekli
giincellenmesini 6nermektedir, ancak bu her zaman pratik olmayabilir. Yazarlar, daha
sabit fiyatlarla calisan ve fiyatlarin izin verilen belirli bir fiyat setinden secilmesi
gerektigi durumlar i¢in sezgisel fiyatlandirma politikalarini arastirmiglardir. Bu
aragtirmalar, dinamik fiyatlandirma stratejilerinin ve modellerinin, ozellikle stok
odakli modellerin, perakende ve e-ticaret pazarlari i¢in nasil uygulanabilecegine dair

degerli iggoriiler sunmaktadir (Gallego & Van Ryzin, 1994).

2.6.1.2 Veri odaklh modeller

E-ticaret platformlar1 araciligiyla elde edilen miisteri verilerinin varligi, gelir artiric
stratejiler i¢in yeni kapilar aralamistir. Amazon.com, yahoo.com gibi e-ticaret siteleri
ve onde gelen iiretim ve hizmet sirketlerinin 6zel pazar yerleri, miisteriler hakkinda
genis veri havuzlar biriktirir ve bu verileri gelirlerini ve karliliklarini artirmak igin
kullanabilirler. Bu baglamda, miisteri verilerini en iyi sekilde kullanmak {iizere
gelismis veri madenciligi algoritmalari tizerinde ¢alisilmaktadir. Raghavan tarafindan
bu 6zel sayida sunulan veri madenciligi yaklasimlari {izerine yapilan inceleme bu

konuya 151k tutmaktadir. Miisteri verileri ve veri madenciligi algoritmalarinin
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bulunurlugu, dinamik fiyatlandirma gibi alanlarda ©nemli bir etkiye sahiptir

(Raghavan & Hafez, 2000).

Bu orneklerden ilki, geleneksel olarak miisteri verilerine dayanan gelir veya verim
yonetimidir. Havayolu ve konaklama sektdrleri bu teknikleri basariyla benimsemistir.
Boyd ve Bilegan, merkezi rezervasyon ve gelir optimizasyon sistemleri tarafindan
etkinlestirilen dinamik, otomatik satiglarin basarili bir e-ticaret modelini érneklendiren

gelir yonetimi tekniklerini incelemistir (Boyd & Bilegan, 2003).

Morris ve arkadaslari, havayolu sektoriindeki dinamik fiyatlandirma yaklasimlarini,
miisteri tercihlerindeki oriintlileri analiz ederek aragtirmislardir. Sunulan iki yenilikei
satict fiyatlandirma stratejisi, Java tabanli pazar simiilasyon araci Arena ile test
edilmistir. Bu simiilasyon, artis gdsteren, azalan ve sabit kalmis miisteri talepleri
altinda rezervasyon fiyatlandirma stratejisi ile koltuk agma stratejisini baz alinan
durumla kiyaslamistir. Bulgular, simiilasyonda belirlenen rezervasyon fiyatlarinin,
satilan koltuk sayisina gore ayarlanmasinin, talebi etkin bir sekilde takip ettigini ve
gelirleri baglangig durumuna kiyasla artirdigim ortaya koymustur. Ote yandan, talep
diizeyine gore ayarlanan koltuk a¢ma stratejisi, havayolu tekliflerinde gelir artist

saglamada etkisiz kalmistir (Narahari et al., 2005).

Dalgalanma gosteren miisteri taleplerine karsi hem rezervasyon fiyatin1 hem de giinliik
serbest birakilan koltuk sayisim1 daha dogru ayarlayarak gelir optimizasyonuna
ulagsmay1 amaglayan yeni stratejilerin simiilasyonu gerceklestirilmistir. Ford Motor
Sirketi, miisterilerin ekstra licret 6demeye istekli olduklar1 6zellikleri belirleyerek,
tilkketiciler: daha pahali araglar: tercih etmeye yonlendiren bir fiyatlandirma stratejisi
gelistirmis ve bu sayede gelir ve karlarinda belirgin bir yiikselis saglamistir.
Rusmevichientong, Salisbury, Tuuss, Van Roy ve Glynn, General Motors'un Auto
Choice Adviser web sitesi ilizerinden toplanan tiiketici tercihleri verilerini kullanarak,
gelirleri maksimize edecek dinamik fiyatlar1 bulan bir veriye dayali yaklagim
gelistirmiglerdir. Web sitesinden alinan verilerle, yazarlar gelir optimizasyonu
problemi olusturmuslar ve problem NP-zor olarak belirlenmistir. Yazarlar, amag
fonksiyonunun siiper-modiiler oldugu durumlar icin etkili bir sezgisel ¢6ziim yontemi
gelistirmislerdir. General Motors, otomobiller i¢in gelirleri maksimize edecek dinamik
fiyatlamalar1 belirlemek amaciyla Auto Choice Adviser web sitesinden toplanan

verileri kullanacaklar1 bir modeli uygulamaya almaya hazirdir (Narahari et al., 2005).
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2.6.1.3 Acik arttirmaya dayali modeller

Acik artirmalar, dinamik fiyatlandirma i¢in dogal bir model olusturur. Bir agik
artirmanin sonucu, arz-talep ozelliklerine bagli olarak belirlenir ve dolayisiyla, acik
artirmayla belirlenen fiyatlar, teklif verenler ger¢ek degerlemelerini agikladigi siirece,
gercek piyasa kosullarina dayali olabilir. A¢ik artirma mekanizmalari, ger¢ek degerleri
aciklama oOzellikleri ile tasarlanabilir ve agik artirmalar teorisi, dinamik fiyatlandirma
alanina biiylik katkilar sunabilir. A¢ik artirmalar, yiiksek oranda Pareto etkinligi saglar
ve dengeye hizli bir sekilde yakinsar (Bichler et al., 2002). Bu o6zellikler, biiyiik
sirketlerin, gelirlerinin 6nemli bir kismina bagli olduklar1 tedarik¢ilerden dogrudan
veya dolayli malzemeler satin aldig1 bir ortamda oldukga cazip olacaktir. Agik
artirmalar, fiyat miizakerelerinin uygulanmasinda su anda muhtemelen en popiiler

mekanizmadir.

2.6.1.4 Makine 6grenmesine dayali modeller

Makine 0grenimi, e-ticaret alanindaki dinamik fiyatlandirma siireglerine yenilikei bir
yaklagim sunarak, bu alanda giderek daha fazla tercih edilen bir modelleme araci
haline gelmistir. Piyasa kosullarinin anlik olarak degiskenlik gosterdigi, talep ve arzin
stirekli dalgalanma i¢inde oldugu modern pazar ortamlarinda, sistemlerin gelecekteki
tim gelismelerini 6ngérmek neredeyse imkansizdir. Ayrica, bir saticinin elindeki
bilgiler kisithdir; ornegin, rakiplerin fiyatlandirma stratejileri hakkinda eksiksiz
bilgilere erisimi olmayabilir. Ogrenme tabanl modeller sayesinde, eldeki tiim verileri
degerlendirerek fiyatlandirma stratejisini mevcut piyasa kosullarina en uygun sekilde
adapte etmek miimkiin hale gelir. Dinamik fiyatlandirma i¢in veri odakl yaklasimlar,
dinamik fiyatlar1 tespit etmek tizere makine 6grenimi tekniklerinden faydalanabilir.
Bu konsept iizerine odaklanan literatiir, hem tekil 6grenen ajan modellerini hem de
birden fazla 6grenen ajanin etkilesimini inceleyen modellere ayrilmistir, bu da dinamik
fiyatlandirmanin farkli yonlerini ve karmasikliklarini aydinlatmaktadir (Narahari et

al., 2005).

2.6.1.5 Tekli 6grenme aracili modeller

Brooks ve arkadaslarinin ¢aligmasinda, elektronik iiriinler i¢in tek saticili pazarlarda
iki farkli fiyatlandirma stratejisinin (her ikisi de makine Ogrenimine dayali)
performansi karsilastirilmaktadir. {1k strateji, tek parametreli bir fiyatlandirma modeli

kullanirken, ikincisi iki parametreli bir fiyatlandirma modeli kullanmaktadir. Iki
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parametreli 6grenmeye dayali dinamik fiyatlandirma stratejisinin, tek parametreli
o0grenmeye dayali olan1 acik¢a geride biraktigi gosterilmistir. Calisma, kismi bilgi ile
bir model i¢in optimal fiyatlarin belirlenmesine yonelik analitik yontemler
tiiretmektedir. Simiilasyonlar, saticinin miisteri degerlemeleri konusunda belirsiz
oldugu ve optimal fiyatlar1 kademeli olarak 6grendigi dinamik bir modeli incelemek

icin kullanilmistir (Brooks et al., 1999).

Gupta, Ravikumar ve Kumar, teklif verenlerin gelis modeli ve bireysel fiyat-talep
egrileri hakkindaki belirsizliklerin oldugu bir durumda, toplam beklenen geliri
maksimize etmek amaciyla bir fiyat azaltma dizisi bulma problemi olan, web tabanli
cok birimli bir Hollanda agik artirmasini ele almiglardir. Bu karar problemi, belirsiz,
duragan olmayan bir acik artirma ortaminda tek bir ajanin pekistirmeli 6grenme (RL)
olarak modellenmistir. Bagimsiz teklif veren degerlendirmeleri varsayimi altinda,
yazarlar, iskonto edilmemis getirilerle sonlu ufuklu bir Markov karar siireci modeli
gelistirmis ve bunu bir Q-6grenme algoritmasi kullanarak ¢6zmiislerdir (Bag et al.,

2021).

Carvalho ve Puterman, talep fonksiyonu bilindiginde durumun basit bir stokastik
maksimizasyon problemine indirgendigi, ancak talep fonksiyonu bilinmediginde,
perakendecinin fiyatlandirma kararlarim1 yonlendirmek i¢in belirsiz onciil bilgilere
giivenmek zorunda kaldigi, bir malin fiyatin1 belirleyerek toplam beklenen geliri
optimize etmeye calisan bir perakendecinin problemi ele alinmistir. Bu ¢alismada,
parametreleri bilinmeyen parametrik bir model ele alinmistir. Ornegin, satigin t giinii
sonrasinda, bir satict 6nceki t-1 giinlerde belirledigi fiyatlar1 bilmekte ve dnceki t-1
giinlerdeki talepleri gozlemleyebilmektedir. Model, talebin fiyatin dogrusal bir
fonksiyonu oldugu basit bir log-lineer regresyon modelidir. Satici, talep
fonksiyonunun parametreleri hakkinda bilgi edinebilir ve belirli bir zaman ufku
boyunca gelirleri maksimize etmek i¢in fiyatlar1 belirleyebilir. Cesitli fiyatlandirma
kurallar1 incelenmis ve karsilastirilmistir. Tek saticili ortamda incelenen bir adim
ileriye bakma kuralinin olduk¢a saglam performans gosterdigi gosterilmistir (Carvalho

& Puterman, 2003).

Leloup ve Deveaux, bir web magazasi ele alarak Rothschild'in (1974) dinamik
fiyatlandirma modelini web magazasinin fiyatlandirma problemine uygulamislardir.
Simiilasyonlar kullanilarak, tiim saticilarin belirli bir pazarda optimal fiyatlandirma

politikasini takip ettiginde ortaya ¢ikabilecek fiyat dinamikleri incelenmistir (Leloup
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& Deveaux, 2001). Raju, Narahari ve Ravikumar, rekabetin olmadigi elektronik
perakende pazarlarina bakmustir. Satici, standart bir envanter politikasina gore
yenilenen {rilinlerin envanterine sahiptir. Sistemdeki Ogrenen ajan saticidir ve
ortamdan 6grenmek icin pekistirmeli 6grenme kullanir. Sorun, saticinin performans
metrigini (uzun vadeli iskontolu kér veya birim zaman basina uzun donem ortalama
kar) optimize eden dinamik fiyatlar1 belirlemektir. Miisterilerin gelis siireci, miisteri
degerlemeleri, envanter yenileme politikast ve yenileme kursun zamani dagilimi
hakkinda (makul) varsayimlar altinda, sistem bir Markov karar siireci haline gelir, bu
da RL algoritmalarinin kullanilmasini saglar. Sorunu ¢6zmek i¢in Q-6grenme
algoritmasi kullanilmistir. Model ve ¢oziim metodolojisi, envanter politikasinin takip
ettigi optimal yeniden siparis miktarin1 ve optimal yeniden siparis noktasin

hesaplamak i¢in de kullanilabilir (Narahari et al., 2005).

2.6.1.6 Coklu 6grenme aracili modeller

Makine 6greniminin, e-ticarette dinamik fiyatlandirma igin kritik bir ara¢ haline
gelmesiyle, birden fazla 6grenen ajani iceren modellerin 6nemi artmistir. Ravikumar,
Saluja ve Batra'nin ¢aligmasi, iki saticinin, bilgili ve bilgisiz olmak iizere iki tiir alictya
hizmet etmek icin rekabet ettigi bir servis pazar ortamini incelemektedir. Her iki satic
da RL-tabanli uyumlu davranis1 benimsemis ve genel toplam bir Markov oyunu olarak
sistemi modellemistir. Aktor-elestirmen tipi bir RL diizeni 6neren bu c¢alisma,

yakinsama iizerine deney sonuglart sunmaktadir (Sundar & Ravikumar, 2003).

Hu'nun ¢aligmasi, simiile edilmis bir pazarda {i¢ farkl fiyatlandirma algoritmasi (veya
fiyatlandirma ajani1) iizerine odaklanir. Ik ajan, aldigi geri bildirimlere dayanarak
optimal bir eylem 6grenirken, ikinci ajan Q-degerleri iizerine 6grenerek uzun vadeli
optimal degerleri kesfeder. Uciincii ajan, Nash dengesi degerlerini temsil eden Q-
degerleri hakkinda bilgi edinerek daha sofistike bir Nash Q-0grenme algoritmasi
kullanir. Bu {iglincii ajan, digerlerinden daha iistiin performans sergileyerek,
gelecekteki odiilleri ve diger ajanlarin varligini dikkate alan 6grenme yontemlerinin

etkinligini kanitlar (Hu & Zhang, 2002).

Greenwald, Kephart ve Tesuaro, her bir saticinin fiyat belirleme stratejisi kullanan bir
fiyatbot tarafindan yonetildigi ¢cok saticili bir ortamda stratejik fiyatbot dinamiklerini
inceler. Dort farkli fiyat belirleme stratejisi — oyun teorik fiyatlandirma, myoptimal

fiyatlandirma, tiirevi takip etme ve Q-0grenme — bilgi ve hesaplama gereksinimleri
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acisindan karsilastirilmistir. Homojen ayarlarda, tlirevi takip etme yaklasimi
digerlerinden iistiin bulunmugken, heterojen fiyatbotlarinin bulundugu bir pazarda, Q-

O0grenme stratejisi en iyi performansi gostermistir (Greenwald et al., 1999).

Kephart ve Tesauro, iki identik, rekabet¢i fiyatbotun stratejik olarak bir {iriin
fiyatlandirdign model bir pazarda ¢oklu ajan Q-dgrenmesinin yonlerini arastirir. Iki
temelde farkli ¢oziim gézlemlenmis; biri tam, duragan ve sifir Bellman hatas1 igeren
simetrik politikalar, digeri ise pseudo-yakinsak, asimetrik ve kiigiik fakat sifir olmayan

Bellman hatasi i¢eren bir ¢oziimdiir (Kephart & Tesauro, 2000).

Dasgupta ve Das, alicilarin shopbot ve saticilarin fiyatbot kullandigi, ¢oklu satici ve
alicidan olusan ¢ok ajanli bir ekonomide fiyat dinamiklerini inceler. Dinamik
fiyatlandirma i¢in gelistirilen bir 6grenme tabanli model optimizatdr algoritmast, basit
bir tlirevi takip algoritmasindan daha istiin performans sergiler, bu da makine
Ogreniminin rekabet veya isbirligi tesvik edilmesinde ve gelir maksimizasyonunda

onemli bir rol oynayabilecegini gosterir (Dasgupta & Das, 2000).

2.6.2 Dinamik fiyatlandirmanin avantajlari ve zorluklar:

Rekabet bazli fiyatlandirma stratejisinin tercih edilmesinin bir¢ok avantaji bulunmakla
birlikte, bu ydntemin 6ne ¢ikan faydalarindan bazilar &zellikle dikkat cekicidir. Ilk
olarak, bu yaklasimin uygulanis kolaylig1 sirketler icin biiylik bir avantaj saglar.
Rakiplerin kamuoyuna agiklanan fiyatlar1 kolayca takip edilebilir ve benzer {irlinler
sunuldugunda, bu fiyatlandirma stratejisini benimsemek, diger stratejilere gore daha
az maliyetli ve zaman alicidir. Bu, sirketlerin pazar arastirmasi ve fiyat optimizasyonu

i¢cin harcanan kaynaklar1 azaltmalarina olanak tanir (Vidrova et al., 2019).

Ayrica, rekabet bazli fiyatlandirma diisiik risk tagir. Rakiplerin belirledigi fiyatlar
piyasa tarafindan zaten kabul gormiis ve test edilmis oldugundan, benzer iiriinler sunan
diger sirketler bu fiyatlar1 gilivenle kullanabilir. Bu yontem, bir iriiniin fiyatin

belirlerken karsilagilabilecek belirsizlikleri azaltir (Fisher et al., 2018).

Rekabet bazli fiyatlandirma, ayn1 zamanda piyasada bir denge fiyatinin olusumuna
katkida bulunur. Cogu perakende saticinin bu yontemi kullanmasi durumunda, pazar
genelinde stabil bir fiyat seviyesine ulasilabilir. Bu, tiiketiciler i¢in fiyatlarin
seffafligin1 artirir ve pazarin genel sagligi acgisindan olumlu bir etki yaratir (Aalto,

2019).
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Dinamik fiyatlandirma stratejisi, fiyat hassasiyetine sahip misterileri tatmin eder.
Arastirmalar, tiiketicilerin satin alma kararlarinda fiyatin 6nemli bir faktor oldugunu
gostermektedir. Rekabet¢i bir fiyatlandirma stratejisi kullanmak, miisterilerin fiyat
karsilastirmalar1 yapmasini kolaylastirir ve bu da miisteri memnuniyetini ve sadakatini
artirabilir. Bu strateji, sirketlerin pazarda rekabet edebilirligini stirdiirmelerine ve uzun
vadede biiyiimelerine olanak tanir. Rekabet bazli fiyatlandirma stratejisinin
kullanilabilmesinin miimkiin oldugu durumlar, farkli firmalar tarafindan aym
miisterilere satilan iirlinlerin biiyiik 6l¢lide ayni olmasiyla sinirlidir. Bunun aksine,
tirtinler sadece kismen benzer ve tam olarak ayni degilse, bir {iriinden digerine fiyatin
aktartlmasi zordur. Bu nedenle, isletmeler, rakipleri tanimlama, iriinler arasinda

uygunluk kurma ve veri toplama ile analiz etme gibi bir¢ok zorlukla kars1 karsiya kalir

(Popescu & Wu, 2007).

Rakiplerin tanimlanmasi, fiyat analizi yapabilmek i¢in bir sirketin 6ncelikle kimlerle
rekabet ettigini bilmesi gerektigi anlamina gelir. Sorun su ki, rekabet ¢esitli bigimler
alabilir- ¢evrimigi bir perakendeci ile ¢evrimdisi bir perakendeci bazi durumlarda rakip
olabilir, ancak digerlerinde olmayabilir. Ornegin, cevrimici ve ¢evrimdis1 kitap
saticilarinin ayni miisterilere hizmet verdikleri i¢in rakip olduklar1 sdylenebilir. Ancak,
cevrimi¢i ve ¢cevrimdisi gida saticilart hedef pazarlari tam olarak ayni olmadigi icin
gercekten rakip olarak goriilemez. Bu nedenle, rekabet¢i bir fiyat belirleyebilmek icin

bir firma ilgili rakiplerini dikkatlice tanimlamalidir.

Uriinlerin uygunlugunun tanimlanmasi, klasik ekonomiye gére, iki {iriin bir tiiketicinin
bir {irlin miktarmi diger bir iirliniin miktariyla degistirebildigi ve iiriin faydasinda
herhangi bir kay1p yasamadigi1 durumda uygun olarak kabul edilir. Ancak, rakiplerinin
iiriinleriyle kiyaslandiginda uygunlugu tanimlamak zor bir gérev olabilir. Ornegin, son
Apple iPhone ile son Samsung Galaxy'nin uygun olup olmadig1 sorusu zor bir sorudur.

Uygunlugun tanimlanmasi, rekabet¢i fiyatlandirmanin karmasik bir pargasidir.

Uygun tirlinler ve rekabet tanimlandiktan sonra, bir sonraki adim ilgili fiyatlandirma
verilerini toplamaktir. Cogu rakibin fiyatlar1 Internet'te gosterilir. Bir sirket, fiyat takip
yazilimlarin1 da kullanabilir. Fiyat bilgisi elde etme siklifinin iyi tanimlanmasi

gerekmektedir ¢linkii bu, bir is sektoriinden digerine biiylik 6lclide degisiklik gosterir.
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Cizelge 2.1: Literatiir taramasi.

Cahisma (Yazar, Yil)

Konusu

Amaci

Yontem

Uygulama Var m1?

Aalto, H. (2019)

Anamerig, H. (2005)

Asadi, R., Kareem, S. A., Asadi, M.

ve Asadi, S. (2017)
Atalay, M. ve Celik, E. (2017)

Avunduk, H. ve Kiigiiky1lmaz, S.

(2020)

Bag, S., Gupta, S., Kumar, A. ve

Sivarajah, U. (2021)

Bhatt, G. D. ve Zaveri, J. (2002)

Bichler, M. et al. (2002)

Boyd, E. A. ve Bilegan, I. C. (2003)

Brooks, C. H., Fay, S., Das, R.,
MacKie-Mason, J. K., Kephart, J. O.

ve Durfee, E. H. (1999)

Carvalho, A. X. ve Puterman, M. L.

(2003)
Cohen, S. (2021)

Dasgupta, P. ve Das, R. (2000)

Denicolai, S., Zucchella, A. ve
Magnani, G. (2021)

Dike, H. U., Zhou, Y., Deveerasetty,

K. K. ve Wu, Q. (2018)

E-ticarette Rekabet Bazli Dinamik
Fiyatlandirma

Yonetim Bilgi Sistemlerinin Yo6netim
Fonksiyonlar1 Uzerine Etkisi

Verimsiz Kiimeleme i¢in Denetimsiz
fleri Beslemeli Sinir Ag1 Yontemi
Biiyiik Veri Analizinde Yapay Zeka ve
Makine Ogrenmesi Uygulamalari

Dinamik Fiyatlandirma Stratejisi

B2B Pazarlamada Bilgi Olusumu ve
Karar Verme i¢in Yapay Zeka Cercevesi

Orgiitsel Ogrenmede Karar Destek
Sistemlerinin Etkin Rolii

B2B Elektronik Ticarette Esnek
Fiyatlandirma Uygulamalar1

E-Ticaret ve Gelir Yonetimi

Elektronik Mal Pazarinda Otomatik
Strateji Aramalari

Dinamik Fiyatlandirma ve Giiglendirme
Ogrenimi

Makine Ogreniminin Temelleri:
Stratejiler ve Teknikler

Swnirli Rakip Bilgisi ile Dinamik
Fiyatlandirma

Uluslararasilagma, Dijitallesme ve
Siirdiiriilebilirlik: KOBI'ler Hazir mi1?

Yapay Sinir Aglarina Dayali Denetimsiz
Ogrenme: Bir Inceleme

E-ticaret ortamlarinda rekabet bazli dinamik
fiyatlandirmanin etkinligini analiz etmek

Yonetim bilgi sistemlerinin yonetim fonksiyonlari
iizerindeki etkisini incelemek

Verimsiz kiimelemeyi etkin bir sekilde gerceklestirmek
i¢in denetimsiz bir yontem 6nermek

Biiyiik veri analizinde Al ve makine 6grenmesi
tekniklerinin uygulamalarini aragtirmak

Dinamik fiyatlandirma stratejilerinin avantajlarmi ve
uygulama alanlarini incelemek

B2B pazarlamada bilgi olusturma ve rasyonel karar verme
stireglerini iyilestirmek igin yapay zeka tabanli bir gergeve
gelistirmek.

Karar destek sistemlerinin orgiitsel 6grenme siirecleri
tizerindeki etkisini ve katkisini analiz etmek.

B2B elektronik ticarette esnek fiyatlandirma stratejilerinin
¢esitli uygulamalarini ve etkilerini incelemek.

E-ticaret ortamlarinda gelir yonetimi stratejilerinin
uygulanmasi ve etkilerini incelemek.

Elektronik iiriin pazarlarinda fiyatlandirma ve pazarlama
stratejilerinin otomasyonu {izerine bir inceleme.

Dinamik fiyatlandirma stratejileri ve giiglendirme
ogreniminin birlestirilmesi yoluyla firmalarin
performansini artirmayi incelemek.

Makine dgreniminin temel prensip ve tekniklerini sunmak
ve uygulama alanlarini tartigmak.

Coklu ajan ekonomilerinde sinirl rakip bilgisi olan
ortamlarda dinamik fiyatlandirma stratejilerini incelemek.
KOBI'lerin uluslararasilasma, dijitallesme ve
stirdiiriilebilirlik konularinda ne kadar hazir oldugunu ve
bu ii¢ bityiime yolunun birbiriyle nasil etkilesime girdigini
arastirmak.

Yapay sinir aglar1 kullanilarak denetimsiz 6grenme
yontemlerinin gézden gecirilmesi ve degerlendirilmesi.

Kavramsal analiz ve
kantitatif modelleme

Kavramsal inceleme

Denetimsiz 6grenme ve sinir
aglar

Literatiir incelemesi ve vaka
analizi

Kavramsal inceleme

Kavramsal analiz, vaka
calismast

Literatiir incelemesi, teorik
gergeve

Vaka analizi, modelleme

Kantitatif analiz, modelleme

Simiilasyon, deney

Modelleme, simiilasyon

Teorik inceleme, literatiir
incelemesi

Teorik modelleme, analiz

Anket, istatistiksel analiz

Literatiir incelemesi

Evet
Hayir
Evet
Evet

Hayir

Evet

Hayir
Evet

Evet

Evet

Evet

Hayir

Hayir

Hayir

Hay1r
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Cizelge 2.1 (devam): Literatiir taramasi.

Calisma (Yazar, Yil)

Konusu

Amaci

Yontem

Uygulama Var m1?

Ding, L., Davies, D. ve McMahon,

C. A. (2009)

Elgh, F. (2012)

Elmaghraby, W. ve Keskinocak, P.

(2003)

Faulin, J., Juan, A. A., Grasman, S.

E. ve Fry, M. J. (2012)

Fisher, M., Gallino, S. ve Li, J.

(2018)
Gallego, G. ve Van Ryzin, G.
(1994)

Goodwin, R., Akkiraju, R. ve Wu,

F. (2002)

Greenwald, A. R., Kephart, J. O. ve

Tesauro, G. J. (1999)

Gupta, J. N., Forgionne, G. A. ve

Mora, M. (2007)

Halfawy, M. R., Dridi, L. ve Baker,

S. (2008)

Hamsioglu, D. P. (2018)

Hess, T. J., Rees, L. P. ve Rakes, T.

R. (2000)

Hu, J. ve Zhang, Y. (2002)

Javaid, M., Haleem, A, Singh, R.

P., & Suman, R. (2022)

Johnson, E. D. (1973)

Isbirlik¢i Tasarim Temsili icin Hafif
Temsil ve Anotasyon Entegrasyonu

Miihendislik Uriinleri I¢in Teklif
Stirecinde Karar Destek

Envanter Dikkate Alindiginda Dinamik
Fiyatlandirma

Hizmet Endiistrilerinde Karar Verme:
Pratik Bir Yaklagim

Online Perakendecilikte Rekabet Bazli
Dinamik Fiyatlandirma

Stokastik Talep Altinda Envanterlerin
Optimal Dinamik Fiyatlandirmasi
Teklif Olusturma igin Bir Karar Destek
Sistemi

Stratejik Fiyat Bot Dinamikleri

Akilli Karar Destek Sistemleri: Temeller,
Uygulamalar ve Zorluklar

Kanal Aglar1 Yenileme Planlamast igin
Entegre Karar Destek Sistemi

Bilgi Teknolojisi Tabanli Kararlar ve Grup
Karar Destek Sistemleri Uygulamasi

Otonom Yazilim Ajanlarin1 Kullanarak
Karar Destek Sistemlerinin Yeni Neslini
Olusturmak

Cok Ajanli Sistemlerde Cevrimigi
Giiglendirme Ogrenimi

Miihendislik Uriinleri I¢in Teklif
Siirecinde Karar Destek

Endiistri 4.0 i¢in yapay zeka uygulamalart:
Literatiir tabanl bir ¢aligma

Miihendislik tasariminda isbirlik¢i ¢aligmay1 kolaylastirmak
icin hafif temsil ve anotasyon yontemlerinin entegrasyonunu
incelemek.

Miihendislik tiriinlerinin &zellestirilmis siparis siire¢lerinde
teklif olusturma agamasinda karar destek sistemlerinin
kullanimini analiz etmek.

Envanter diistincelerinin dinamik fiyatlandirma stratejileri
tizerindeki etkilerini incelemek ve bu alandaki uygulamalari
ve gelecek yonelimleri tartigmak.

Hizmet sektorlerinde karar verme siireglerini desteklemek
i¢in pratik yontem ve araglar sunmak.

Online perakendecilikte rekabet bazli dinamik fiyatlandirma
stratejilerinin etkinligini alan deneyleri ile dogrulamak.
Belirsiz talep altinda envanterler i¢in optimal dinamik
fiyatlandirma stratejilerini gelistirmek ve analiz etmek.
Teklif olusturma siireglerinde karar verme siireglerini
desteklemek i¢in bir karar destek sistemi gelistirmek.
Elektronik ticaret ortamlarinda fiyat belirleme stratejilerinin
ve fiyat botlarmin dinamiklerini incelemek.

Akilli karar destek sistemlerinin temelini, uygulama
alanlarini ve kargilasilan zorluklari incelemek.

Kanal aglarinin yenilenmesi i¢in optimal planlama
yapilmasini destekleyen entegre bir karar destek sistemi
gelistirmek.

Grup karar destek sistemlerinin ve bilgi teknolojisinin karar
verme siiregleri iizerindeki etkilerini ve avantajlarini
incelemek.

Otonom yazilim ajanlarinin karar destek sistemlerinde
kullanimini ve bunlarin getirebilecegi yenilikleri incelemek.

Cok ajanli sistemlerde ¢evrimigi gliclendirme 6grenimi
yontemlerinin uygulanabilirligini ve etkilerini incelemek.
Miihendislik iiriinlerinin 6zellestirilmis siparis siireglerinde
teklif olusturma agamasinda karar destek sistemlerinin
kullanimini analiz etmek.

Endiistri 4.0 baglaminda yapay zekanin uygulamalarini ve
etkilerini incelemek

Vaka ¢alismasi, prototip
gelistirme

Vaka ¢aligmasi, simiilasyon

Literatiir incelemesi, teorik
gerceve

Kavramsal analiz, vaka
calismasi

Alan deneyi, veri analizi

Matematiksel modelleme,
optimizasyon

Sistem tasarimi, prototip
gelistirme

Oyun teorisi, simiilasyon

Literatiir incelemesi, teorik
gerceve

Modelleme, optimizasyon
Kavramsal analiz, anket

Teorik gergeve, vaka
caligmasi

Modelleme, simiilasyon
Vaka ¢aligmasi, simiilasyon

Literatiir incelemesi

Evet

Evet

Hayir

Evet
Evet
Hayir
Evet
Hayir

Hayir

Evet

Evet

Evet

Evet

Evet

Hay1r
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Cizelge 2.1 (devam): Literatiir taramasi.

Calisma (Yazar, Yil) Konusu Amaci Yontem Uygulama Var m1?

Kephart, J. 0., & Tesauro, G. (2000) Yazma, baski, kitaplar ve kiitiiphanelerin

e iris Iletigim araglarinin tarihsel geligimini tartigmak Tarihsel analiz Hayir
Kwon, K. S., Rahman, M. K.,

Rekabetgi fiyat botlar tarafindan sdzde Rekabetgi pazarlarda fiyat botlarinin Q-6grenme

Phung, T. H., Hoath, S. D., Jeong, - 1 Y Simiilasyon ¢aligmasi Evet
S., & Kim, J. S. (2020) yakinsak Q-0grenme dinamiklerini kesfetmek

Lam, D., Leon, L., Hamilton, S., . S . C e .

Crookshank, N.. Bonin, D., & Elektronik malzemeler i¢in dijital baski Elektronik malzemeler i¢in dijital baski teknolojilerinin Teknik inceleme Evet

Swayne, D. (2004) teknolojileri incelemesi giincel durumunu ve ilerlemelerini gozden gegirmek

Yari-gozetimli 6grenme konseptlerini ve metodolojilerini  Literatiir incelemesi ve

Learning, S. S. (2006) Yari-Gozetimli Ogrenme incelemek teorik analiz Hayir
Lee, K. W. ve Huh, S. Y. (2006) Otonomuvc?- alfl]ll model ¢6ziimleri iin Otonom s1stem1e£ icin mpdel-g:ozucu entegrasyonunu Sllst_c.:m tasarimi ve Evet
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Cizelge 2.1 (devam): Literatiir taramasi.

Calisma (Yazar, Yil)

Konusu

Amaci

Yontem

Uygulama Var m1?

Raghavan, V. ve Hafez, A. (2000)

Rathee, G., Garg, S., Kaddoum, G.

ve Choi, B. J. (2020)

Rodgers, P. A., Huxor, A. P. ve

Caldwell, N. H. (1999)

Tungel, O. (2019)

Turgut, A., Temir, A., Aksoy, B. &

Ozsoy, K. (2019)
Tyler, D. J. (2005)

Ugar, T. F. (2004)

Van Der Meer, M., Kurth-Nelson, Z.

& Redish, A. D. (2012)
Varian, H. R. (1996)

Vidrova, Z., et al. (2019)
Yusof, Y., etal. (2017)
Zare Mehrjerdi, Y. (2009)
Zhang, D., et al. (2002)

Zhang, R. (2013)

Dinamik veri madenciligi

Akalli endiistrilerde IoT cihazlarim
giivenli hale getirmek i¢in karar verme
modeli

Dagitik Web tabanli Al araglart
kullanarak tasarim destegi

Dijital cagda baski teknolojileri

Yapay zeka yontemleri ile hava sicaklig
tahmini i¢in sistem tasarimi ve
uygulamasi

Tekstil dijital baski teknolojileri
Gorsel Iletisim ve Grafik Tasarim

Karar verme sistemlerinde bilgi isleme

Farklilagtirilmis fiyatlandirma ve
verimlilik

Rekabetci fiyatlandirma stratejilerinin
avantajlar1 ve sinirlari

Yapay zeka ile hava sicaklig1 tahmini

Esnek tiretim sistemleri igin karar verme
modeli

Insani yardim/afet yardiminda karar
destek i¢in bilgi yonetimi gergevesi

Stokastik talep altinda fiyatlandirma ve
envanter yonetimi

Endiistriyel, miihendislik ve diger uygulamali akilli
sistemlerde dinamik veri madenciligi yaklagimlarimni
incelemek

Akalli endiistrilerde IoT cihazlarinin giivenligini saglamak
icin karar verme modellerini gelistirmek

Web tabanlt Al araglariyla dagitik tasarim destegini
incelemek

Dijital baski teknolojilerinin sanat ve tasarim iizerindeki
etkisini incelemek

Yapay zeka kullanarak hava sicakligi tahmini yapabilen
bir sistem gelistirmek

Tekstil endiistrisinde dijital bask: teknolojilerinin
gelisimini incelemek

Gorsel iletisim ve grafik tasarimin temellerini ve 6nemini
agiklamak

Karar verme sistemlerinde bilgi isleme mekanizmalarin
incelemek

Farklilagtirilmig fiyatlandirmanin ekonomik etkilerini ve
verimlilik konularini incelemek

Rekabetci fiyatlandirma stratejilerinin kullanimindaki
avantajlari, sinirlar1 ve sorunlari incelemek

Yapay zeka yontemlerini kullanarak hava sicakligi
tahmini yapabilen bir sistem gelistirmek

Esnek tiretim sistemlerinde karar verme siireclerini
optimize etmek i¢in bir model gelistirmek

Insani yardim ve afet yardiminda karar verme siireglerini
desteklemek igin bilgi yonetimi ¢ergevesini gelistirmek

Stokastik talep kosullarinda ortak fiyatlandirma ve
envanter yonetimi stratejilerini incelemek

Uygulamali aragtirma

Modelleme ve uygulamali
analiz

Vaka calismasi ve
uygulamali arastirma
Literatiir incelemesi ve

analiz

Deneysel tasarim ve
uygulama

Teknik inceleme ve literatiir
aragtirmasi

Kavramsal inceleme

Bilimsel inceleme ve analiz

Ekonomik analiz ve teorik
inceleme

Kavramsal inceleme, vaka
analizi

Deneysel tasarim,
simiilasyon

Modelleme, optimizasyon
Kavramsal inceleme, vaka
analizi

Kavramsal analiz, kantitatif
modelleme

Evet

Evet

Evet

Hayir

Evet

Hayir

Hayir

Hayir

Hayir

Hayir

Evet

Hayir

Hay1r

Hayir
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2.7 Literatiir incelemesi Sonu¢

Cizelge 2.1°de Ozetlenen literatiir incelemesi, baski endiistrisinin teknolojik
entegrasyonu ve dijitallesme stireglerini kapsayan genis bir araliktaki ¢alismalar ele
almaktadir. Bu calismalar, endiistrideki operasyonel verimliligi artirma, miisteri
ihtiyaglarina daha hizli yanit verme ve maliyet optimizasyonu gibi konulara
odaklanmaktadir. Ozellikle, otomatize tekliflendirme ve cihaz yonetimi gibi alanlarda
teknolojik yeniliklerin uygulanmasinin potansiyel faydalari lizerine yogunlagilmistir.
Aragtirmalar, sektordeki is akislarini iyilestirmenin ve miisteriye Ozel ¢dziimler
sunmanin 6nemini vurgulamakla birlikte, sektore 6zel detayli ¢6ziim Onerileri sunma
konusunda genellikle yetersiz kalmaktadir. Bu nedenle, baski endiistrisine yonelik
Ozellestirilmis, detayli ve uygulamali ¢ézlimlere duyulan ihtiyag¢ acik¢a ortadadir.

Bu baglamda, mevcut literatiirdeki bosluklar1 dikkate alan ve baski endiistrisinin
Ozgln ihtiyaclarina odaklanan detayli arastirmalarin degeri 6n plana ¢ikmaktadir.
Sektoriin 6zel dinamiklerini ve ihtiyaglarini anlayarak, bu alana 6zel yenilik¢i
coziimler gelistiren calismalar, baski endiistrisindeki firmalara Onemli rekabet
avantajlar saglayabilir. Bu tiir arastirmalar, sektdriin dijital doniisiim siirecine katkida
bulunarak, operasyonel verimliligi artirma, maliyetleri diisiirme ve pazarda rekabet
edebilirligi giiclendirme gibi 6nemli faydalar sunabilir.

Sonug olarak, baski endiistrisinin teknolojik entegrasyonu ve dijital doniigiimii lizerine
yapilan arastirmalar, genel teknolojik yeniliklerin 6tesinde, sektore 6zgii uygulamalari
ve c¢oziimleri detaylandiran caligmalara ihtiya¢ duymaktadir. Bu tiir detayli ve
uygulamaya yonelik caligmalar, baski endiistrisindeki firmalarin karsilastiklar
zorluklari agmalarina ve sektdrdeki degisimlere uyum saglamalarina yardimeci olabilir.
Bu nedenle, baski endiistrisine yonelik aragtirmalarda, sektoriin 6zgiin ihtiyaglarini ve
teknolojik yeniliklerin pratik uygulamalarini merkeze alan bir yaklasimin

benimsenmesi gerekmektedir.
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3. METODOLOJi

+ CRM, Baski Hacmi,
+ Satis Raporlar Anlamliik . Galigan Sayis, Modelin
Veri Toplama Misteri Model Veri Analizi Sonugla : q .
pl Aliste M dlel Vh Sonuglar B e, Baski Tird, Olugturuimas:
Veris| KagitTurd,
Cihaz Tlrd

Stok Bilgisi

Cihaz Verileri

+ Dogruluk Oram

Modelin
+ Siniflandirma Daf;avrlendirihresi Makine Modeli Tercihi
Raporu ‘

Kullanici Arayiizl Aylik Odeme Plani X
p Tekliflendirme
Olustuma Milsteriye Ozel Tekifler !

Sekil 3.1: Metodoloji akis semas.
3.1 Veri Toplama

Sekil 3.1°de detaylandirilan metodolojinin akisi ilk olarak veri toplama ile
baslamaktadir. Arastirma kapsaminda, sektor 6zelinde hizmet veren firmalarin CRM
sistemlerinden elde edilen veriler; miisterilerin firma bilgileri, baski hacimleri ve tercih
ettikleri modeller gibi 6nemli bilgileri igermektedir. Bu veriler, miisteri tabaninin
derinlemesine anlasilmasint ve pazarin talep yapisinin detayli bir sekilde
incelenmesini saglamaktadir. Satis raporlari, iirlinlerin satis performansini, bolgesel
satig dagilimlar1 ve satig trendlerini ortaya koymakta, bu da pazarin ve miisteri
taleplerinin dinamiklerini anlamada kritik bir rol oynamaktadir.

Toplanan verilerin islenmesi ve analizi asamasinda, veri seti lizerinde veri 6n isleme
ve temizleme uygulamalarn gergeklestirilmis ve analize uygun hale getirilmistir.
Boylelikle sonraki asamalarda yapilacak olan analizlerin dogrulugu ve giivenilirligi

artirilmastir.
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3.2 Veri Analizi

Calismanin ikinci asamasi olan veri analizi, modelde kullanilacak girdilerin
belirlenmesi noktasina odaklanmaktadir. Cizelge 3.1°de modelde kullanilacak ve
analizi gergeklestirilecek degiskenler listelenmistir. Bagimli degisken olarak
belirlenen makine modeli tizerinde etkili olan faktdrlerin, yani bagimsiz degiskenlerin,
katki ve onem derecelerini anlamak amaciyla ilk adimda Chi-squared Automatic

Interaction Detection (CHAID) analizi kullanilmistir.

Cizelge 3.1: Veri degiskenleri ve agiklamalari.

Degiskenler Degisken Tiirii Aciklama

MFP Bagimsiz Degisken Cok fonksiyonlu yazici 6zelligi
Paper Size Bagimsiz Degisken Kagit boyutu

Print Type Bagimsiz Degisken Baska tipi

Number of Worker Bagimsiz Degisken Calisan sayis1

Sector Bagimsiz Degisken Sirketin faaliyet gosterdigi sektor
Volume Bagimsiz Degisken Ortalama baski hacmi

Model Bagimli Degisken Makine Modeli

CHAID, veri setlerini homojen alt gruplara bdlerek, her bir bagimsiz degiskenin
bagimli degisken iizerindeki etkisini ve bu etkiler arasindaki etkilesimleri ortaya
cikaran bir istatistiksel yontemdir. Bu analiz, veri setindeki karmagsik yapilar1 ve
iliskileri belirlemek icin kullanilir ve oOzellikle piyasa arastirmasi, miisteri

segmentasyonu, tibbi arastirmalar ve sosyal bilimlerde yaygin olarak tercih edilir.

CHAID algoritmasi, veri setini bir dizi karar kurali uygulayarak, bagimli degiskenin
kategorilerini en iyi sekilde ayirt eden bagimsiz degiskenler temelinde dallara ve
diigtimlere ayirir. Her bir dal veya diigiim, Ki-kare istatistigini kullanarak en iyi ayrimi
yapacak sekilde secilir. Bu islem, onceden tanimlanmis bir maksimum derinlik

seviyesine veya minimum gdzlem sayisina ulasincaya kadar devam eder.

CHAID analizinin bir 6zelligi, nominal veya ordinal dl¢ekli verilerle ¢calisabilmesi ve
veri setindeki eksik degerlerle etkili bir sekilde basa ¢ikabilmesidir. Agag yapisi, kolay
anlagilabilir ve gorsel olarak ifade edilebilir raporlar saglar ve bu da karar verme

stirecinde faydali olabilir.
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Analizin bir parg¢asi olarak, asagidaki adimlar gergeklestirilir:

Homojenlik Testi: Her bir bagimsiz degiskenin kategorileri, bagimli degiskenin

kategorileri arasindaki farkliliklar1 belirlemek i¢in Ki-kare testi ile analiz edilir.

Agag Olusturma: Istatistiksel olarak en anlamli bagimsiz degisken, ilk dal veya diigiim

olarak secilir ve veri seti, bu degiskenin kategorileri temelinde boliiniir.

Dallanma ve Budama: Her yeni alt grup, ayn1 islemle daha fazla boliinmeye devam
eder. Dallar, maksimum derinlige veya minimum goézlem sayisina ulasana kadar
olusturulur. Budama islemi ile asir1 dallanma ve modelin asir1 6grenme (overfitting)

riski kontrol altina alinir.

Arastirma kapsaminda makine modeli tizerindeki ¢esitli faktorlerin etkilerini anlamak
ve bu etkiler arasindaki iliskileri saptamak amaciyla ilk adimda toplanan miisteri

verilerinin kapsamli bir veri analizi gerceklestirilmistir.

Veri analizinin ikinci adiminda ise Rastgele Orman yontemi, CHAID tarafindan
belirlenen 6nemli 6zelliklerin model performansina katkisini degerlendirmek amaciyla
kullanilmistir. Bu yontem, modelin her bir 6zelligin tahmin yapma siirecine ne kadar
katkida bulundugunu belirleyerek, modelin performansini artirmak icin tercih

edilmistir.

CHALID ve Rastgele Orman yontemlerinin birlikte kullanilmasi, model performansini
tyilestirmek ve modelin i¢ isleyisini daha iyi anlamak i¢in gii¢lii bir yaklagimdir.
CHAID, veri setindeki bagimsiz degiskenler arasindaki etkilesimleri belirleyerek
hangi 6zelliklerin daha 6nemli oldugunu gosterir. Rastgele Orman ise bu 6zelliklerin
model performansina katkisini1 degerlendirerek modelin genelleme yetenegini artirir.
Bu iki yontemin birlikte kullanilmasi, modelin daha dogru ve giivenilir tahminler

yapmasini saglar.

Rastgele Orman, makine 6grenimi ve veri madenciligi alanlarinda kullanilan gii¢lii bir
algoritmadir. Bir dizi karar agacini kullanarak siiflandirma ve regresyon gorevlerini
yerine getirir. Bu modelin 6nemli bir 6zelligi, her bir degiskenin modeldeki 6nemini
belirleyebilmesidir. Ozellik énem siralamasi, modelin karar verme siirecinde hangi
ozelliklerin daha belirleyici oldugunu gosterir ve modelin performansini artirmak i¢in

kullanilir.

43



Rastgele Orman modelinde degisken 0nem siralamasini belirlemek i¢in en yaygin
kullanilan yontem, Gini Importance veya diger adiyla Mean Decrease in Impurity
yontemidir. Bu yontem, her bir 6zelligin modelin dogrulugunu artirma derecesini

Olger.

Gini Safsizlig1 (Gini Impurity): Karar agaclarinda safsizlik 6l¢iitii olarak yaygin olarak
kullanilan bir Olgiittiir. Gini safsizligi, bir diiglimdeki Orneklerin heterojenligini
(cesitliligini) Olcer. Eger tiim oOrnekler ayni smifa aitse, safsizlik sifir olur; eger

ornekler esit dagiliyorsa, safsizlik maksimum olur.

n
Gini(D) = 1 — z p?
i=1

4

3.1)

D, diigiimdeki veri setini, n, sif sayisini, Ve p; i'inci sinifa ait drneklerin oranini

temsil eder.

Her bir diigiimde, veri seti belirli bir 6zellik kullanilarak iki alt kiimeye boliiniir. Bu
boliinme, diiglimdeki safsizligi azaltir. Her boliinme igin, boliinmeden Onceki ve
sonraki safsizlik hesaplanir. ki alt kiimenin agirlikli safsizliklarinin toplami, toplam

safsizlig1 verir:

Nright

. Nigse .. . .
Ginigy; = #Gml(Dleft) + GmL(Dn-ght) (3.2)

N, toplam ornek sayisini, Nigreve Nyjgpe sirasiyla sol ve sag alt kiimelerdeki ornek

sayisini ve Gini(Dleft) ve Gini(Dright) strastyla sol ve sag alt kiimelerdeki Gini

safsizligini temsil eder.

Her bir karar agacinin her bir diigiimiinde, bir 6zellik kullanilarak safsizlik azaltilir.
Bu azalma, o 0Ozelligin safsizlik azaltma kapasitesini gosterir. Rastgele Orman
modelinde, her bir 6zellik icin tiim agaglarda gergeklesen safsizlik azalmalari toplanir

ve bu deger, o 6zelligin 6nem skoru olarak kullanilir:

T
1
Importance(X;) = = > (Gifliparent — Gintigpir) (33)

t=1
T, toplam agag sayisini, X; j'inci 6zelligi, Giniygyen: bOlinmeden onceki diiglimiin
Gini safsizigin1 ve Ginigy,y; boliinmeden sonraki diigiimiin Gini safsizligim temsil

eder.
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Ozellik 6nem skorlar1 hesaplandiktan sonra, bu skorlar kullanilarak 6zellikler siralanir.
Daha yiiksek 6nem skoruna sahip 6zellikler, modelin tahmin performansinda daha
belirleyici rol oynar.

Ozellik 6nem siralamasi, modelin performansmi artirmak icin kullanilabilir. Daha
yiiksek 6nem skoruna sahip 6zellikler, modelin egitimi sirasinda daha fazla dikkate
almabilir. Gereksiz veya diisiik 6nem skoruna sahip 6zellikler ¢ikarilarak modelin
sadeligi ve hiz1 artirilabilir. Ozellik 6nem siralamasi, yeni dzellikler olusturmak veya
mevcut 0zellikleri birlestirmek i¢in kullanilabilir.

Sonug olarak, Rastgele Orman modelinin 6zellik 6nem siralamasi analizi, modelin
performansini anlamak ve iyilestirmek i¢in kritik bir aragtir. Bu analiz, modelin karar
verme siirecinde hangi 6zelliklerin daha belirleyici oldugunu gosterir ve bu bilgiyi
model performansini artirmak igin kullanir. Ozellik 6nem siralamasi, modelin
giivenilirligini ve yorumlanabilirligini artirarak, pratik uygulamalarda daha etkili ve

giivenilir tahminler yapilmasini saglar.

3.3 Makine Ogrenmesi ve Karar Destek Sisteminin Olusturulmasi

Gergeklestirilen calismada makine modeli belirleme siireci makine 6grenimi yaklagimi

kullanilarak gerceklestirilmistir.

3.3.1 Makine 6@renmesi modeli

Calisma kapsaminda makine 6grenmesi algoritmalar1 tahmin dogrulugunu en {ist
diizeye ¢ikartmak adina degerlendirilmis olup modelin verimliligini maksimize edecek
algoritmanin tercih edilmesi hedeflenmistir. Bu kapsamda asagida 6zetlenen 5 farkli

makine 6grenmesi algoritmasi degerlendirilmistir;

1. Karar Agaclar1 (Decision Trees), gozetimli 6grenme algoritmalarindan biri
olarak hem siniflandirma hem de regresyon gorevlerinde kullanilir. Bu
modeller, veri setlerini basamakli karar diigiimleriyle boler ve sonuglari bir
agac yapisi seklinde gorsellestirir (Quinlan, 1986). Her diigiim, bir 6zniteligin
degerini kontrol eder ve bir alt kiimeye ayristirir, yaprak diigiimler ise son
tahmin veya sinifi temsil eder (Breiman, Friedman, Olshen, & Stone, 1984).
Karar agacglarimin ana avantajlarindan biri, olusturduklari1 modelin kolay
anlagilabilir olmas1 ve az veri on isleme ihtiyact duymasidir (Rokach &

Maimon, 2005). Ancak, karar agaclar1 asir1 6grenme (overfitting) yapmaya
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meyillidirler; bu yilizden genellikle budama teknikleri uygulanir veya daha
dayanakli model olan Rastgele Ormanlar tercih edilir (Hastie, Tibshirani, &
Friedman, 2009). Ayrica, ¢ok boyutlu veri kiimelerinde performanslari
diisebilir, ¢iinkii her karar diiglimii yalnizca bir 6zellige odaklanir (James,

Witten, Hastie, & Tibshirani, 2013).

. Rastgele Ormanlar (Random Forests), bir¢ok karar agacinin bir araya gelerek
olusturdugu ve gozetimli 6grenme ¢ergevesinde smiflandirma ve regresyon
gorevlerinde kullanilan bir modeldir. Bu yontem, birbirinden bagimsiz karar
agaclarimi rastgele secilmis veri alt kiimeleri lizerinde egitir ve bu agaclarin
ciktilarint birlestirerek nihai tahmini olusturur (Breiman, 2001). Rastgele
Ormanlar, karar agaglarinin asir1 6grenme (overfitting) sorununu azaltirken,
modelin dogrulugunu ve dayanikliligini artirir (Liaw & Wiener, 2002). Her bir
karar agaci bagimsiz olarak ve rastgele secilmis Ozellikler kullanilarak
egitildiginden, modelin ¢esitliligi artar ve bu da genel performansi iyilestirir
(Dietterich, 2000). Calismalarda, Rastgele Orman algoritmasinin, yliksek
boyutlu veri kiimelerinde dahi etkili oldugu ve 6zellikle ¢ok degiskenli veri
setlerinde gliclii sonuglar verdigi gézlemlenmistir (Cutler et al., 2007). Ayrica,
bu model 6nemli 6zellikleri belirleme konusunda da bilgilendirici olabilir,
clinkii her 6zelligin model tahminine katkisin1 degerlendirebilir (Strobl et al.,

2007).

. Lojistik Regresyon, siiflandirma problemleri i¢in kullanilan ve ¢ikti olarak
olasiliklar veren gozetimli bir 6grenme algoritmasidir. Bu model, bagimsiz
degiskenlerin dogrusal bir kombinasyonunu kullanarak sonuglarin olasiligini
hesaplar ve bu olasiliklar1 belirli bir sinifa doniistiirmek icin bir esik deger
kullanir (Hosmer, Lemeshow, & Sturdivant, 2013). Ozellikle ikili
siniflandirma gorevlerinde, yani ¢iktinin iki olas1 degeri oldugu durumlarda
tercih edilir (Walker & Duncan, 1967). Lojistik regresyon, 6zellikler ile sonug
arasindaki iliskiyi anlamak ve tahminler yapmak i¢in saglam ve etkili bir
yontemdir (Menard, 2002). Ayrica, modelin ¢iktilari, degiskenlerin sonug
tizerindeki etkilerini yorumlamay1 kolaylastirdig1 i¢in tip ve sosyal bilimler

gibi alanlarda yaygin olarak kullanilir (Peng, Lee, & Ingersoll, 2002).

. Destek Vektor Makineleri (SVM), veri noktalarin1 optimum bir hiperdiizlem

kullanarak smiflara ayiran giiclii bir gézetimli 6grenme modelidir (Cortes &
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Vapnik, 1995). SVM, smiflar arasindaki marj1 maksimize ederek calisir, bu
sayede yeni Ornekler lizerindeki genelleme performans: artar (Boser, Guyon,
& Vapnik, 1992). Model, dogrusal olmayan iligkileri modellemek i¢in ¢ekirdek
hilelerini (kernel tricks) kullanir, bu da onu karmasik veri kiimelerinde etkili
kilar (Scholkopf, Burges, & Smola, 1999). SVM, metin ve resim siniflandirma
gibi yiiksek boyutlu veri kiimelerinde 6zellikle etkilidir (Joachims, 1998).

. K-En Yakin Komsu (KNN) algoritmasi, bir 6rnegin sinifin1 belirlemek igin, en

yakin komsularinin siniflarina bakar (Cover & Hart, 1967). Bu yontem,
belirlenen k sayis1 kadar en yakin komsunun ¢ogunluk oyu ile siniflandirma
yapar. Basit ve etkili olan KNN, tembellik esasina dayanan bir yontemdir; yani
model egitimi siireci yoktur, sorgu noktasinin sinifi, veri setindeki mevcut
noktalar arasindan hesaplanarak belirlenir. Bu, KNN'i 6zellikle veri setleri
biiyiikk oldugunda hesaplama agisindan maliyetli hale getirebilir (Weinberger
et al., 2006). Ayrica, KNN algoritmasi, veri normalizasyonu ve uygun mesafe
Olciisiiniin secimi gibi 6n islemlere duyarlidir, bu da modelin performansini

dogrudan etkiler (Altman, 1992).

3.3.2 Model girdi katmam

Karar Destek Sisteminin temelini olusturan girdi katmani, baski ¢ogaltma

endiistrisindeki firmalar i¢in 6zellestirilmis tekliflendirme arayiiziiniin veri toplama ve

isleme siireglerini yonetir. Bu bdliimde, belirlenen makine 6grenmesi modelinden

sonra sistemin girdi katmaninda kullanilan ana parametreler ve bunlarin islenis sekli

detaylandirilmistir.

Girdi katmaninda kullanilan ana parametreler asagida listelenmistir;

Calisan Sayist: Firmanin ¢alisan sayisi, tekliflendirme siirecinde cihaz kapasitesi
ve fiyatlandirma stratejilerini etkiler. Daha fazla ¢alisani olan firmalara daha giiclii
makineler veya 6zel fiyat teklifleri yapilabilir.

Aylik Baski Sayisi: Miisterinin aylik veya yillik baski ihtiyaci, cihaz se¢imi ve
fiyatlandirma icin 6nemli bir gostergedir. Ornegin, aylik cihaz basi 10.000
sayfanin lizerinde baski yapan miisterilere daha giiclii makineler sunulmalidir.
Lokasyon: Miisterinin bulundugu yerin servis merkezlerine olan yakinligi, lojistik

ve teknik servis maliyetlerini etkileyerek fiyatlandirmada dikkate alinir.
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Lokasyon Adeti: Tekli veya coklu lokasyonlar, cihaz ihtiyaglarini, gelecek
potansiyeli ve dolayisiyla teklif stratejisini etkileyebilir.

A3/A4 Baski Ihtiyact: A3 baski yapabilme ihtiyaci, teklif edilecek cihazin
ozelliklerini belirlemede 6nemli bir faktordiir.

Renkli Baski Ihtiyact: Renkli baski ihtiyaci olan miisteriler icin, bu ozelligi

destekleyen cihazlar onerilir.

Ozellestirilmis tekliflendirme sisteminin verimliligi ve dogrulugu, bu katmandaki

verilerin kapsami ve kalitesine dogrudan baglidir. ilk belirlenen parametrelerin yani

sira, sisteme entegre edilecek ek girdiler agagida detaylandirilmistir:

Mevcut Cihaz Modelleri ve Ozellikleri: Sisteme, markanin baski cihazlarinin tiim
modelleri, teknik Ozellikleri ve performans verileri girilir. Bu bilgi, miisteri
ihtiyaglarina en uygun cihazin se¢iminde temel bir rol oynar.

Giincel Cihaz Fiyatlart: Cihazlarin giincel piyasa fiyatlari, dinamik fiyatlandirma
modelinin temelini olusturur. Bu veriler, piyasa trendlerine ve stok durumlarina
bagl olarak siirekli giincellenir.

Stok Durumu: Cihazlarin tedarik zinciri durumu ve stok seviyeleri de modele
eklenecektir. Cihazlarin stok durumlari, stokta olmayan iirlinler igin alternatif
onerileri belirlemede ve tekliflendirme agamasinda onceliklendirmede kullanilir.
Stok kontrolii beklenmedik talep artislarina hizla yanit verme yetenegi kazandirir,
boylece miisteri memnuniyeti artar ve potansiyel satis kayiplar1 azalir.

Faiz Oranlar1 ve Finansal Kosullar: Miisterilere sunulan finansman sec¢enekleri ve
O0deme planlari i¢in gerekli olan giincel finansal kosullar, tekliflendirme siirecinde
onemli bir faktordiir.

Firmanin Kar Oran1 Tercihi: Her teklif, firmanin belirledigi kar orani ¢ergcevesinde
hazirlanir. Bu oran, piyasa kosullarina, rekabet durumuna ve stratejik hedeflere
gore ayarlanabilir.

Ek Maliyetler ve Operasyonel Giderler: Bakim, servis, lojistik ve diger

operasyonel maliyetler, toplam teklif maliyetinin hesaplanmasinda dikkate alinir.

3.4 Model Degerlendirme ve Validasyon

Makine 6grenimi modelinin bagarisinin degerlendirilmesi, gelistirme siirecinin kritik

bir pargasidir. Modelin gergek veriler lizerindeki performansin1 objektif bir sekilde
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6lgmek, modelin giivenilirligini ve uygulanabilirligini belirlemenin temelini olusturur.
Bu boéliimde, gelistirilen modelin nasil bir degerlendirme ve validasyon siirecinden

gecirildigi detaylandirilmastir.

3.4.1 Capraz dogrulama

Capraz dogrulama (cross-validation), bir makine 6grenme modelinin genelleme
yetenegini degerlendirmek ve asir1 6grenme (overfitting) riskini minimize etmek i¢in
kullanilan bir yontemdir. Bu teknik, modelin performansini farkli veri alt kiimeleri
tizerinde test ederek, modelin ¢esitli veri senaryolarma karsi dayanikliligini ve
tutarliligini Olger. Capraz dogrulama, veri setinin sinirli oldugu durumlarda bile
verilerin etkin bir sekilde kullanilmasini saglar ve modelin bagimsiz veri setleri
tizerindeki potansiyel performansini daha giivenilir bir sekilde tahmin etmeye olanak

tanir (Bishop, 2006).

K-katli ¢apraz dogrulama, veri setinin k esit parcaya boliinmesi ve her bir parca
sirasiyla test seti olarak kullanilirken geri kalan k-1 parcanin egitim seti olarak
kullanilmasidir. Bu islem k kez tekrarlanir ve her seferinde farkli bir parga test seti
olarak segilir. Sonug¢ olarak, modelin k farkli degerlendirme sonucunun ortalamasi
aliarak genel performans tahmini yapilir. Bu yontem, modelin performansinin farkl
veri alt kiimeleri tizerinde tutarli bir sekilde 6l¢lilmesini saglar (Hastie, Tibshirani, &

Friedman, 2009).

Stratified K-Fold, K-katli ¢capraz dogrulamanin bir varyasyonudur. Bu yontemde, her
bir katmanin (fold) sinif dagilimi, orijinal veri setindeki sinif dagilimina benzer sekilde
yapilir. Ozellikle dengesiz veri setlerinde, simflar arasinda dengeli bir dagilim
saglanarak daha dogru ve giivenilir performans degerlendirmesi yapilir (Kohavi,

1995).

Leave-One-Out capraz dogrulama, veri setindeki her bir 6rnegin sirasiyla test seti
olarak kullanildig1 bir yontemdir. Geriye kalan tiim ornekler ise egitim seti olarak
kullanilir. Bu yontem, modelin her bir veri noktasina karsi ne kadar duyarli oldugunu
Olcer. Ancak, veri seti biiyiik oldugunda oldukca zaman alic1 ve hesaplama agisindan

maliyetli olabilir (Hastie, Tibshirani, & Friedman, 2009).

Leave-P-Out capraz dogrulama, veri setinden P adet 6rnegin test seti olarak secildigi
ve geri kalan orneklerin egitim seti olarak kullanildigi bir yontemdir. Bu islem, tiim

mimkiin P adet kombinasyonlar1 i¢in tekrarlanir. Bu yodntem, modelin farkli
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boyutlardaki veri alt kiimeleri iizerinde nasil performans gosterdigini degerlendirir

ancak biiytik veri setleri i¢in hesaplama maliyeti yliksektir (Bishop, 2006).

Holdout yontemi, veri setinin bir kisminin egitim, diger kisminin ise test seti olarak
ayrildig1 en basit capraz dogrulama yontemidir. Genellikle veri setinin %70-80'1
egitim, %?20-30'u ise test seti olarak kullanilir. Bu yontem hizlidir, ancak tek bir
ayrimin model performansini dogru yansitip yansitmadigini garanti etmez (Kohavi,

1995).

Bu calismada da modelin farkli veri alt kiimeleri iizerindeki tutarliligini ve
giivenilirligini degerlendirmek i¢in 5 katli ¢apraz dogrulama uygulanmistir. Bu
yontem, modelin asir1 6grenime (overfitting) karst dayanikliligint ve genellestirme

kabiliyetini test eder.

Capraz dogrulama yoéntemi, bu calismada birka¢ 6nemli nedenden dolay1 tercih
edilmistir. {lk olarak, bu yontem, modelin farkli veri alt kiimeleri iizerindeki
performansin1 degerlendirmek amaciyla, genellestirme kabiliyetinin kapsamli bir
sekilde test edilmesine olanak tanir. Bu, 6zellikle veri setimizin sinirli boyutu goz
onlinde bulunduruldugunda, modelin egitim verilerine asir1 6grenme (overfitting)
riskini minimize eder ve boylece modelin bagimsiz veri setleri lizerindeki potansiyel

performansi hakkinda daha giivenilir tahminler yapilmasina imkan verir.

Ikincil olarak, c¢apraz dogrulama, modelin farkli veri dagilimlari iizerindeki
tutarliligin1 ve kararliliginin degerlendirilmesini saglar. Bu yontemle elde edilen
performans metriklerinin varyansi, modelin ¢esitli veri senaryolarina ne derece duyarl
oldugunu ve bdylece uygulama esnasinda beklenen performans dalgalanmalarini

ortaya koyar.

Ucgiincii bir neden ise, ¢apraz dogrulamanin veri kullanimi agisindan verimli olmasidir.
Bu yontem, mevcut verilerin hem egitim hem de dogrulama amaciyla maksimum
seviyede kullanilmasini saglar, bdylece veri kisitlamalari olan durumlarda dahi

modelin etkin bir sekilde degerlendirilmesine imkan tanir.

Son olarak, ¢apraz dogrulama ydntemi, modelin performansini degerlendirmek i¢in
objektif bir cergeve sunar. Her bir katin test seti olarak kullanilmasi ve modelin her kat
icin yeniden egitilmesi, model degerlendirmesine sistematik bir yaklasim getirir ve
bireysel model se¢imlerinin veya rastgele veri boliinmelerinin sonuglar lizerindeki

etkisini azaltir.
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3.4.2 Kanisiklik matrisi ve simiflandirma raporu

Bu ¢alismada modelin performansini derinlemesine analiz etmek amaciyla karigiklik
matrisi ve siniflandirma raporu da tercih edilmistir. Karisiklik matrisi, modelin her bir
sinifi ne kadar basarili bir sekilde tahmin ettigini ve hangi simiflar arasinda
karigikliklarin oldugunu gostermektedir. Bu matris iizerinden hesaplanan dogruluk,
hassasiyet, geri cagirma ve F1 skoru gibi metrikler, modelin simiflandirma

performansinin ¢esitli yonlerini aydinlatmaktadir.

Dogruluk metrigi, modelin genel performansini bir biitiin olarak sunarken, hassasiyet
ve geri ¢gagirma gibi metrikler modelin pozitif olarak tahmin edilen 6rnekler tizerindeki
performansini detaylandirir. Hassasiyet, modelin pozitif olarak isaretledigi 6rneklerin
gercekten ne kadariin pozitif oldugunu; geri cagirma ise gercek pozitif 6rneklerin ne
kadarinin model tarafindan dogru sekilde tespit edildigini gosterir. F1 skoru ise
hassasiyet ve geri ¢agirmanin harmonik ortalamast alinarak, her iki metrigi dengeli bir

sekilde birlestirir.

Karisiklik matrisi ve siniflandirma raporu, modelin sadece genel basarisini degil, ayni
zamanda sinif bazinda nasil performans gosterdigini de gozler 6niine sermektedir. Bu,
ozellikle dengesiz veri setlerinde veya smif sayisinin fazla oldugu durumlarda kritik
oneme sahiptir. Modelin bazi siniflar1 digerlerine gére daha 1yi ayirt edip edemedigini,
hangi siniflarin model i¢in zorlayici oldugunu ve modelin hatalarinin hangi tiirde
yogunlastigini anlamak, modelin iyilestirilmesi ve daha dengeli bir performansa

ulagmasi i¢in gerekli stratejilerin belirlenmesinde yardimer olur.

Bu detayli analiz, modelin gii¢lii yonlerini ve iyilestirme gerektiren alanlarini
belirlemeye olanak tanir. Ornegin, diisiik geri ¢agirma skoruna sahip bir sinif igin ek
ozellik miihendisligi yapilabilir veya modelin bu simifi daha iyi ayurt etmesini
saglamak amaciyla 6zel agirliklandirmalar uygulanabilir. Bu nedenlerle, karigiklik
matrisi ve siniflandirma raporu, modelin smiflandirma kabiliyetini ¢ok yonlii bir
sekilde degerlendirme ve gerekli 1iyilestirmeleri yapma siirecinde kilit rol
oynamaktadir. Bu analizler, modelin belirli siniflar izerinde nasil iyilestirilebilecegine
dair degerli i¢gdriiler saglamakta ve modelin daha dengeli ve giivenilir bir performans

sergilemesine katkida bulunmaktadir.
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3.5 Tekliflendirme

Bu boliimde tekliflendirme stratejisi kisminda, tahmin edilen makine modellerine
bagl olarak kira bedellerinin nasil belirlendigi tizerinde durulmustur. Tekliflendirme
siireci, belirli parametrelerin  ve maliyet unsurlarinin dikkate alinmasiyla
gerceklestirilmistir. Bu parametreler arasinda kurulum maliyeti, kilometre bagina
ulagim giderleri, yillik bakim maliyeti, enflasyon oran1 ve getiri oran1 yer almaktadir.
Ayrica, tahmin edilen makine modelinin alis fiyat1 ve hurda degeri de 6nemli bir

maliyet bilesenidir.

Tekliflendirme stratejisi, her bir makine modeli i¢in toplam maliyetin hesaplanmasini
icermektedir. Maliyet analizi siireci, iirtinlerin kurulumu, bakimi ve lojistik gibi ¢esitli
maliyet unsurlarimin dikkate alinmasiyla gerceklestirilmistir. Bu siirecte, asagida

belirtilen parametreler temel alinmistir:

Kurulum Maliyeti: Uriinlerin kurulum siireglerinde ortaya c¢ikan maliyetler
hesaplamalara dahil edilmistir. Bu maliyet, {irliniin miisteri lokasyonunda kullanima
hazir hale getirilmesi i¢in gerekli olan tiim iscilik, malzeme ve diger ilgili giderleri

kapsamaktadir.

Kilometre Basia Ulasim Giderleri: Lojistik faaliyetler sirasinda, kilometre basina
tikketilen yakit ve diger operasyonel giderler g6z Oniinde bulundurulmustur. Bu
maliyet, {irlinlerin tedarik zinciri boyunca tasinmasi esnasinda kat edilen mesafeye

bagli olarak hesaplanmistir.

Bakim Maliyeti: Uriinlerin bakim ve onarimi igin yillik olarak édenen tutarlar analize
dahil edilmistir. Bu maliyet, iirlinlerin uzun vadede sorunsuz bir sekilde ¢alisabilmesi

icin gereken rutin bakim ve ariza giderme islemlerini kapsamaktadir.

Enflasyon Orani: Maliyet hesaplamalarinda, ekonomik kosullarin getirdigi maliyet
artiglarin1  dikkate alabilmek adina yillik enflasyon oram1 g6z Oniinde

bulundurulmustur.

Getiri Orani: Yatirnmin beklenen getirisi, maliyet hesaplamalarinda onemli bir
parametre olarak ele alinmistir. Bu oran, isletmenin yatirimlarindan elde etmeyi

hedefledigi karlilik diizeyini temsil etmektedir.

Hurda Degeri: Uriinlerin kullanim émriiniin sonunda muhtemel olarak sahip olacaklari

degerler hesaplamalara dahil edilmistir. Bu deger, iiriinlerin ekonomik Omiirlerinin
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sonunda yeniden satilabilirligi veya hurda olarak degerlendirilmesi durumunda elde

edilebilecek tutari ifade etmektedir.

Bu parametrelerin belirlenmesi, liriinlerin toplam maliyetinin ve miisterilere sunulacak

aylik 6deme planlarinin dogru bir sekilde hesaplanabilmesi i¢in kritik oneme sahiptir.

3.5.1 Mesafe bilgileri ve lojistik maliyetlerin hesaplanmasi

Lojistik maliyetlerin hesaplanmasinda kullanilan mesafe bilgileri ve lojistik siireclerin
yoOnetimi, isletmenin belirli servis noktalarin1 merkez alarak organize edilmistir. Bu
yaklagimda, isletmenin hizmet verdigi her bir bolge veya sehir i¢in bir merkez servis
noktas1 belirlenmis ve tiim lojistik faaliyetler bu merkezler iizerinden planlanmaistir.
Bu merkez servis noktalari, igletmenin lojistik aginin temel taslarini olusturur ve

hizmetin verimli bir sekilde sunulabilmesi i¢in stratejik konumlarda yer alirlar.

Bu yapida, bir miisteriden gelen talebin karsilanmasi siirecinde, miisterinin bulundugu
lokasyon ile en yakin servis merkezi arasindaki mesafe temel alinir. Teslimatin
yapilacagi sehrin merkezi, hizmetin sunulacagi nokta olarak kabul edilir ve bu sehir
merkezine en yakin olan servis merkezinden hizmetin saglanmasi planlanir. Bu
yaklasim, lojistik faaliyetlerin merkeziyet¢i bir sekilde yonetilmesini ve boylece hem
maliyetlerin optimize edilmesini hem de hizmet kalitesinin standart bir sekilde

korunmasini saglar.

Miisterinin lokasyonunda bir servis yetkilisinin yer alip almadigi kontrol edilir ve bu
lokasyona en yakin servis merkezinin belirlenmesi saglanir. Bu stratejik yaklagim,
isletmenin lojistik maliyetlerini daha etkin bir sekilde yonetmesine olanak tanirken,
ayni zamanda hizmet siireclerindeki verimliligi ve miisteri memnuniyetini de artirir.
Miisteri lokasyonuna en yakin servis merkezinden hizmetin saglanmasi, teslimat
stireclerinin hizlandirilmasma ve lojistik faaliyetler sirasinda ortaya cikabilecek
aksakliklarin minimize edilmesine katki saglar. Bu, isletmenin operasyonel

verimliliginin yani sira rekabet avantajinin da giiclenmesine olanak tanir.

3.5.2 Maliyet ve fiyatlandirma hesaplamalari

Tez calismasinda yer alan bu boliimde, miisterilere sunulacak tirlinler i¢in aylik 6deme
planlarinin ve toplam maliyetin hesaplanmasi siireci detaylandirilmistir. Bu
hesaplamalar, isletmenin finansal planlama siire¢lerinin bir pargasi olarak, miisterilere

sunulacak finansman se¢eneklerinin belirlenmesinde kullanilmaktadir.
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Aylik kira bedeli hesaplamasi, nominal indirim orani kullanilarak yapilmistir. Nominal
indirim orani, enflasyon orani ve getiri oraninin birlesimi ile elde edilmistir. Bu oran,

belirlenen donem boyunca kira bedelinin nasil indirgenecegini géstermektedir.

Nominal Indirim Oran1 = (1 + Enflasyon Oran1) X (1 + Getiri Oran1) — 1 (3.4)
Aylik indirim Oran1 = (1 + Nominal indirim Oran1)*/1? — 1 (3.5)

Toplam baglangi¢ maliyeti, lirlinlin satin alma fiyat1 ile kurulum ve lojistik gibi ek
maliyetleri de kapsayacak sekilde hesaplanmistir. Bu ek maliyetler, {iriiniin
teslimatindan  kurulumuna kadar olan sliregteki giderleri yansitmaktadir.
Toplam Baslangic Maliyetleri = Satin Alma Fiyat1 +

Kurulum Maliyeti+ Lojistik Maliyeti ~ (3.6)

Aylik Odeme = (Toplam Baslangic Maliyetleri x A/P, i, n) +

(Yilhk Bakim Maliyeti X A/F, i, n) — (Hurda Degeri X A/F, i, n) (3.7)

i
1-(1+i)~™

A/P,i,n = (3.8)

i

A/F,in= (1+i)n-1

(3.9)

Calismada belirli donemler i¢in aylik kira bedelleri hesaplanmigtir. Aylik kira bedeli
hesaplamasi, toplam maliyetin aylik indirim oranmna gore dagitilmasi esasina
dayanmaktadir. Hesaplanan aylik ©demeler, kira donemine gore degisiklik
gostermektedir ve bu, farkli kullanim siireleri i¢in maliyetin nasil etkilendigini

gostermektedir.

Bu fiyatlandirma stratejisi, makine kiralama hizmetlerinin maliyet etkinliginin
degerlendirilmesinde ve potansiyel miisterilere sunulacak kira tekliflerinin

belirlenmesinde dnemli bir metodoloji olarak hizmet etmektedir.

Tekliflendirme siirecine kadar gerceklesen tiim siire¢ ve sonrasinda 2. Asama olarak

gelistirilen araylize kadar olan akis Cizelge 3.2’de detaylartyla 6zetlenmistir.
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Cizelge 3.2: Metodoloji akis ozeti.

Adum Adim Ismi Yontem Girdi Cikt1
Numarasi
1 Veri Toplama Cesitli Crm, Satis Miisteri Model
Kaynaklardan =~ Raporlari, Pazarlama Verisi
Veri Toplama  Raporlar
2 Veri Analizi CHAID Analizi Miisteri Model Anlamlilik
Verisi Sonuglart
3 Girdilerin Analiz Anlamlilik Sonuclar1 Baski Hacmi,
Belirlenmesi Sonugclarina Calisan Sayist,
Dayal1 Karar Baski Tiirii,
Verme Kagit Turu,
Cihaz Tiirii
4 Modelin Rastgele Orman Baski Hacmi, Makine Modeli
Olusturulmasi Algoritmasi Calisan Sayisi, Tercihi
Baski Tiirti, Kagit
Tiirli, Cihaz Tiirii
5 Modelin Capraz Makine Modeli Dogruluk
Degerlendirilmesi  Dogrulama ve  Tercihi Orani ve
Karisiklik Smiflandirma
Matrisi Raporu
6 Tekliflendirme Ozellestirilmis ~ Makine Modeli Aylik Odeme
Teklif Tercihi, Plani,
Olusturma Firma Bilgileri, Stok Miisteriye Ozel
Bilgileri, Piyasa Tekliflendirme
Verileri, Lojistik
Maliyetleri,
Kurulum Maliyetleri
7 Kullanict Arayiizii  Kullanicit Dostu  Form girdileri ve Islevsel
Olusturma Tasarim: KDS’den elde edilen Kullanict
Frontend veriler Arayiizii
Olusturma ve
Backend
Entegrasyonu
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4. UYGULAMA: MAKINE OGRENMESIi DESTEKLI KARAR DESTEK
SISTEMIi TASARIMI

4.1 Veri Seti ve Analizi

Uygulama agamasinda, Kopitek Kopyalama Sistemleri Ltd. Sti. tarafindan elde edilen
8600 adet miisteri bilgisinin bulundugu veri seti kullanilmistir. Kopitek Kopyalama
Sistemleri Ltd. Sti., merkezi Istanbul'da olan ve dokiimantasyon sektoriinde faaliyet
gosteren bir Tiirk sirketidir. 1999 yilinda kurulan firma, ofis tipi profesyonel baski
ekipmanlar satisi, kiralamasi, teknik servis destegi ve yazilim tarafinda kurumsal
firmalara hizmet vermektedir. Bu dogrultuda satis departmanindaki operasyonel
verimliligi arttirmak ve siire¢ iyilestirmesini saglamak amaciyla ¢aligmaya katkida

bulunmustur.

Veri seti, toplamda 8600 gercek miisteri gézlemini kapsamakta olup, bu gézlemler
Cizelge 4.1°de belirtilen '"MFP (Multifunctional Printer) ', 'Kagit Boyutu (Paper Size)',
'‘Baski Tipi (Print Type)', 'Calisan Sayis1 (Number of Worker)’, Baski Hacmi (Volume)

ve 'Sektor' olmak tizere farkl kategorik degiskenler agisindan incelenmistir.

Cizelge 4.1: Bagimsiz veri degiskenleri ve agiklamalari.

Degisken Aciklama

MEFP Cok fonksiyonlu yazici varligi (0: Yok, 1: Var)
Paper Size Kagit boyutu (1: A4, 2: A4 & A3)

Print Type Baska tipi (0: Renksiz, 1: Renkli)

Number of Worker Calisan sayis1 (0: 1-20, 1: 21-50, 2: 51-100, 3: 100+)
Sector Sirketin faaliyet gosterdigi sektor

Volume Ortalama baski hacmi

Bu calismada gergeklestirilen veri analizi, Ki-kare Otomatik Etkilesim Algilama
(CHAID) karar agact metodolojisinin kullanilmasiyla, makine modellerinin
belirlenmesinde etkili olan degiskenlerin anlamliligini ve etkilesimlerini incelemistir.

CHAID analizi, bagimli degisken olarak tanimlanan makine modelleri ile bagimsiz
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degiskenler arasindaki iligkileri kesfetmek i¢in bir dizi bolinme kriteri kullanmis ve

her bir diiglimde istatistiksel anlamlilig1 degerlendirmistir.

Cizelge 4.2’de bu analitik islemin bir sonucu olarak, incelenen veri setine ait
tanimlayici istatistikleri sunmaktadir. Tanimlayici istatistikler, arastirma verilerinin
anlagilabilir ve 0zet bir bigimde sunulmasini saglayan temel istatistiksel analiz
teknikleridir. Bunlar, veri setinin merkezi egilim, dagilim ve frekans gibi temel
Ozelliklerini 6zetler ve arastirma sorularmin daha detayli analizi i¢in zemin hazirlar.
Bu baglamda Cizelge 4.2'de yer alan veriler, ¢alisma kapsaminda ele alinan 6rneklem
grubunun demografik ve islevsel ozelliklerinin bir yansimasidir ve arastirmacilara,

veri setinin genel yapist hakkinda 6nemli bilgiler saglar.

Cizelge 4.2: Tanimlayici istatistikler.

MFP N =8600
0 6800 (79.07)
1 1800 (20.93)
Paper Size
1 3600 (41.86)
2 5000 (58.14)
Print Type
0 4000 (46.51)
1 4600 (53.49)
Number of Worker
0 440 (5.12)
1 1420 (16.51)
2 2921 (33.97)
3 3819 (44.41)
Sector
Bilgi Teknolojileri 1122 (13.05)
Diger 1029 (11.97)
Egitim 1(0.01)
Finans 1065 (12.38)
Gayrimenkul 1029 (11.97)
Hukuk 1083 (12.59)
Kamu 1133 (13.17)
Perakende 1062 (12.35)
Saglik 1076 (12.51)
Volume 18758.52 +£26314.36

MFP olarak tanimlanan veri makine modelinin ¢ok fonksiyonlu olup olmadigini
belirlemek adina kullanilmistir. MFP kategorisinde, iki alt kategori bulunmaktadir:
Kategori "0": MFP ve Kategori "1": SFP (Single Functional Printer) ‘yi temsil

etmektedir. Kategori "0", veri setindeki gozlemlerin biiyiikk bir ¢ogunlugunu
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olusturarak %79,07 (n=6800) ile temsil edilmektedir. Ote yandan, Kategori "1" daha
diisiik bir oranla, yani %20,93 (n=1800) olarak kaydedilmistir.

Kagit Boyutu (Paper Size) degiskeni altinda, "1" ve "2" olarak iki farkli siniflandirma
mevcuttur. Kagit Boyutu degerinin “1” olmasi makinenin yalnizca A4 tipi baski
almasini ifade ederken, veri setinin yaklasik dortte iki kismini, %41,86 (n=3600) ile
temsil eder. "2" kategorisi ise hem A4 hem de A3 kagit boyutunda baski almasini
ifade ederken nispeten daha yiiksek bir oranla, %58,14'liikk bir paya sahip (n=5000) ve

bu dagilim, "2" kategorisinin "1"e gore daha yaygin oldugunu gostermektedir.

Baski Tipi (Print Type) kategorisinde, "0" Renksiz baski ve "1" Renkli baski olarak
iki farklt siniflama gézlemlenmistir. Ren "0" kategorisi, gézlemlerin hemen yarisina
yakin bir kismini, %46,51 (n=4000) ile icerirken, "1" kategorisi, veri setindeki
gbzlemlerin biraz daha fazlasini, %53,49 (n=4600) ile kapsamaktadir.

Calisan Sayis1 (Number of Worker) degiskenine gelince, dort farkli kategoride dagilim
gostermektedir: "0" 1-20 calisan, "1" 20-50 ¢alisan, "2" 50-100 ¢alisan ve "3" 100 ve
tizeri ¢alisani ifade etmektedir. . "0" kategorisi, %5,12'lik bir oranla (n=440) en diisiik
paya sahiptir. "1" kategorisi %16,51 (n=1420), "2" kategorisi %33,97 (n=2921)
oraninda temsil edilirken, "3" kategorisi, %44,41 (n=3819) ile en yiiksek orani elde
etmistir ve bu, veri setindeki gdzlemlerin neredeyse yarisint olusturan bir kategori

olarak dikkat ¢gekmektedir.

Sektor bazinda inceleme yapildiginda, ¢esitli sektorler arasinda dengeli bir dagilim
gozlemlenmektedir. "Bilgi Teknolojileri" sektorii, veri setindeki go6zlemlerin
%13,05'in1 (n=1122) olustururken, "Egitim" sektorii sadece %0.01 (n=1) ile temsil
edilmektedir, ki bu goreceli olarak diger sektorlere kiyasla olduke¢a diisiik bir orandir.
"Finans", "Gayrimenkul", "Hukuk", "Kamu", "Perakende" ve "Saglik" sektorleri,
%11,97 ile %13,17 arasinda bir oranda temsil edilmektedirler, bu da veri setinin bu

sektorler arasinda nispeten homojen bir dagilima sahip oldugunu isaret etmektedir.

Son olarak, hacim (Volume) degiskeninin ortalamas1 18758,52 olarak hesaplanmistir.
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Cizelge 4.3: Korelasyonlar.

Model MFP Paper Size ?;Ir: Volume N{lVIgEEZFOf Sector
Spearman's Model Correlation Coefficient 1,000  .175™ 0,011 368" -.156™ -.066"" -0,002
rho Sig. (2-tailed) 0,000 0,291 0,000 0,000 0,000 0,871
N 8600 8600 8600 8600 8600 8600 8599
MFP Correlation Coefficient .175" 1,000 490" 021 -5717 -236™ 0,005
Sig. (2-tailed) 0,000 0,000 0,048 0,000 0,000 0,661
N 8600 8600 8600 8600 8600 8600 8599
Paper Size Correlation Coefficient .058"  -.490™ 1,000 .059™ 786" 437 0,001
Sig. (2-tailed) 0,000 0,000 0,000 0,000 0,000 0,959
N 8600 8600 8600 8600 8600 8600 8599
Print Type Correlation Coefficient .368"" 0217 059" 1,000 -.150™ -.046™ -0,007
Sig. (2-tailed) 0,000 0,048 0,000 0,000 0,000 0,501
N 8600 8600 8600 8600 8600 8600 8599
Volume Correlation Coefficient -.156"" -.571"" 786" -.150™ 1,000 542 -0,010
Sig. (2-tailed) 0,000 0,000 0,000 0,000 0,000 0,361
N 8600 8600 8600 8600 8600 8600 8599
Number of Correlation Coefficient -.066" -236"" 437 -.046"" 542 1,000 -0,003
Worker Sig. (2-tailed) 0,000 0,000 0,000 0,000 0,000 0,810
N 8600 8600 8600 8600 8600 8600 8599
Sector Correlation Coefficient -0,002 0,005 0,001 -0,007 -0,010 -0,003 1,000
Sig. (2-tailed) 0,871 0,661 0,959 0,501 0,361 0,810
N 8599 8599 8599 8599 8599 8599 8599

**_ Correlation is significant at the 0.01 level (2-tailed).
*, Correlation is significant at the 0.05 level (2-tailed).
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Cizelge 4.3’te sunulan Spearman'in rho korelasyon katsayisi analizi, arastirma
kapsamindaki degiskenler arasindaki monotonik iligkilerin giiclinii ve yOniinii
degerlendirmekte kullanilan bir nonparametrik test sonucudur. Bu test, 6zellikle
normal dagilim varsayiminin saglanmadig1r durumlarda tercih edilen bir yontemdir.
Korelasyon katsayisi degerleri, -1 ile +1 arasinda degisebilir; +1 miikemmel bir pozitif
monotonik iligki, -1 miikemmel bir negatif monotonik iligki ve 0 ise hi¢cbir monotonik
iliskinin olmadigini gosterir. Anlamlilik diizeyleri (p-degerleri), korelasyonun rastlanti
sonucu olup olmadigini test etmek i¢in kullanilir ve genellikle 0.05'ten kiigiik degerler
(veya arastirmada belirlenen 6zel bir esik deger) istatistiksel olarak anlamli kabul
edilir.

Analiz sonuglart asagida yorumlanmastir;

Model ve MFP: Model ile MFP arasinda pozitif ve orta siddette bir korelasyon
bulunmustur (r = .175, p <.01), bu iliski istatistiksel olarak anlamlidir ve modelin
artistyla MFP degerlerinin de arttig1 yontinde bir egilim oldugunu gostermektedir.
Model ve Kagit Boyutu: Iliski istatistiksel olarak anlamlidir. (r = .058, p<.01),
dolayistyla Model ile Kagit Boyutu arasinda anlamli bir iliski bulundugu sdylenebilir.
Model ve Bask1 Tipi: Model ile Baski Tipi arasinda orta siddette bir pozitif korelasyon
saptanmustir (r = .368, p <.01), bu, modelin artisiyla Baski Tipi degerlerinin de artma
egiliminde oldugunu gosterir ve bu iliski istatistiksel olarak anlamlidir.

Model ve Hacim: Model ile Hacim arasinda negatif ve orta siddette bir korelasyon
tespit edilmistir (r =-.156, p <.01), bu, model degerleri arttikca Hacim degerlerinin
diisme egiliminde oldugunu gosterir ve bu iliski istatistiksel olarak anlamlidir.

Model ve Calisan Sayisi: Model ile Calisan Sayis1 arasinda diisiik siddette negatif bir
korelasyon bulunmustur (r =-.066, p <.01), bu iligki istatistiksel olarak anlamlidir ve
modelin artiginin, Calisan Sayis1 degerlerinin diismesiyle iliskili oldugunu gosterir.
Model ve Sektor: Model ile Sektor arasinda korelasyon yok denecek kadar diistiktiir (r
=-.002, p>.05), bu yiizden bu iki degisken arasinda anlamli bir iliski olmadig:
sonucuna varilabilir.

Bu istatistiksel bulgular, sonucunda Sekil 4.1°de gosterilen karar agaci diyagrami

olusturulmustur.
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Sekil 4.1: Karar agaci diyagrami.
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Cizelge 4.4: Makine modellerini etkileyen degiskenlerin karar agaci ile incelenmesi.

Terminal Node

Path

Classification

Number Correct

%

Total N Total %

11
13
18
19
23
24
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
4
43
44
45
46
47
48
49

Volume < 1885 --> MFP =0
Volume (1885 : 2436] --> MFP =0
Volume (3169 : 4665] --> MFP =1
Volume (4665 : 6194] --> Paper Size =2
Volume (11355 : 19631] --> Print Type = 1
Volume (11355 : 19631] --> Print Type =0
Volume (19631 : 31276] --> Print Type =0
Volume (31276 : 46395] --> Print Type = 1
Volume (31276 : 46395] --> Print Type =0
Volume > 46395 --> Print Type = 1
Volume > 46395 --> Print Type = 0
Volume < 1885 --> MFP = 1 --> Print Type =1
Volume < 1885 --> MFP =1 --> Print Type =0
Volume (1885 : 2436] --> MFP = 1 --> Paper Size =2
Volume (1885 : 2436] --> MFP = 1 --> Paper Size = 1
Volume (2436 : 3169] --> Print Type = 1 --> Paper Size =2
Volume (2436 : 3169] --> Print Type = 1 --> Paper Size = 1
Volume (2436 : 3169] --> Print Type =0 --> MFP =0
Volume (2436 : 3169] --> Print Type =0 --> MFP =1
Volume (3169 : 4665] --> MFP = 0 --> Paper Size =2
Volume (3169 : 4665] --> MFP = 0 --> Paper Size = 1
Volume (4665 : 6194] --> Paper Size = 1 --> Print Type = 1
Volume (4665 : 6194] --> Paper Size = 1 --> Print Type =0
Volume (6194 : 11355] --> Print Type = 1 --> Number of Worker =2
Volume (6194 : 11355] --> Print Type = 1 --> Number of Worker =3
Volume (6194 : 11355] --> Print Type = 1 --> Number of Worker = 1
Volume (6194 : 11355] --> Print Type = 0 --> Paper Size =2
Volume (6194 : 11355] --> Print Type = 0 --> Paper Size = 1
Volume (31276 : 46395] --> Print Type = 1 --> Number of Worker = 2
Volume (31276 : 46395] --> Print Type = 1 --> Number of Worker =3

i-S X C1127iF/C1127i
i-S X 1238iF/1238i
iR-ADV DX C357P
iR-ADV DX C3725i
IR-ADV DX C5750i
iR-ADV DX 4745i
iR-ADV DX 67551
IR-ADV DX C7780i
iR-ADV DX 67651

IR-ADV C9070s PRO

iR-ADV 8595 PRO/P

i-S X C1127P
LBP251dw
LBP852Cx
i-S X 1238P/1238Pr
LBP852Cx
iR-ADV DX C257i
iR16431/1643iF
i-S X 1643P
iR-ADV DX C3720i
iR-ADV DX C357i
iR- ADV DX C477i/iZ
iR-ADV DX 617i
IR-ADV DX C5735i
IR-ADV DX C5735i
iR-ADV C3530i/1I & III
iR-ADV DX 47251
iR-ADV DX 717i
IR-ADV DX C77651
IR-ADV DX C7765i

200
185
200
181
200
200
160
200
200
66
200
200
200
69
182
131
179
132
136
200
200
188
191
61
139
25
200
200
65
135

48.2
73.1
100
37.6
442
49.1
42.9
34.8
69.9
100
25.2
100
81.6
100
33.6
100
39.2
100
100
91.3
45.2
100
100
55.5
79.4
71.4
58.8
100
44.5
39.6

415
253
200
481
453
407
373
574
286
66
794
200
245
69
541
131
457
132
136
219
442
188
191
110
175
35
340
200
146
341

0.05
0.03
0.02
0.06
0.05
0.05
0.04
0.07
0.03
0.01
0.09
0.02
0.03
0.01
0.06
0.02
0.05
0.02
0.02
0.03
0.05
0.02
0.02
0.01
0.02
0.00
0.04
0.02
0.02
0.04
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Sekil 4.2°de karar Agacinda boliinmeler 6nem sirasina gore gerceklesir. Burada
voliime degiskeni, model ile ilgili en onemli faktér oldugu goézlemlenmistir,
dolayisiyla 8600 miisteri verisinin tamamini i¢eren ilk diigiim (parent node) volume
degerlerini <1885, (1885: 2436], (2436:3169], (3169:4665], (4665:6194], (6194:
11355], (11355 : 196311, (19361:31276], (31276:46395] ve >46395 olarak kategoriye
ayirarak 10 (child node) alt diiglimlere ayrilmaktadir

Cizelge 4.4’te, bir CHAID karar agaci analizini kullanarak, baski hacmi (Volume) ile
bir dizi diger degisken arasindaki iligkileri ve bunlarin belirli makine modellerinin
siniflandirmasina olan etkisini incelemektedir. Bu analiz, baski hacmi temel alinarak
cesitli parametrelerin (MFP, Kagit Boyutu, Baski Tipi, Calisan Sayis1) her bir makine

modeli lizerindeki etkisini ve siniflandirma dogrulugunu ortaya koymaktadir.

Her bir terminal diigiimde, baski hacmi ve diger bagimsiz degiskenlerin belirli bir esik
veya kategoriye gore yapilandirilmasiyla elde edilen smiflandirma bilgisi
bulunmaktadir. Buna gore, diigiim yollari, her diiglimde hangi kosullarin
karsilandigin1  belirleyen kurallar1 ifade etmektedir. Diigiimlerden elde edilen
siniflandirmalar, dogruluk yiizdeleri ve toplam goézlem sayilari (Total N) ile birlikte

verilerek, her bir kosul kombinasyonunun tahmin giiciinii gostermektedir.

Ornegin, baski hacmi 1885 birimden az olan ve MFP degeri "0" olan makine modelleri
icin "i-S X C1127iF/C11271" simiflandirmasi, 415 gozlemin %48,2'sinde dogru tahmin
edilmistir. Benzer sekilde, baski hacmi 46395 birimden fazla ve Baski Tipi "1" olan
durumlar i¢in "IR-ADV C9070s PRO" siniflandirmasi, 66 gozlemin tamaminda
(%100) dogru tahmin edilmistir. Bu, yiliksek hacimli baski ihtiyact olan kullanici

segmentinin bu modeli tercih etme egiliminde oldugunu gosterir.

CHAID karar agact modelindeki diigimlerin anlamlilik test sonuclar1 Cizelge 4.5
tizerinde belirtilmistir. Her diiglim, CHAID analizi siirecinde boliinme kriteri olarak
kullanilan birincil etkileyen degiskenin anlamliligin test etmek i¢in yapilan Chi-kare
testlerinin sonuclarini gostermektedir. Bu testler, her bir boliinmenin (dallanmanin)
istatistiksel olarak anlamli olup olmadigini belirlemekte kullanilir. Anlamlilik diizeyi

(p-degeri), Ki-kare istatistigi ve serbestlik derecesi (df), her diigiim i¢in saglanmistir.
Analizin yorumu asagidaki gibi yapilabilir:

Anlamlilik (p-degeri): Tiim diiglimler i¢in p-degeri <0.001 olarak rapor edilmistir, bu

da boliinmelerin son derece anlamli oldugunu gdsterir, yani bagimsiz degiskenlerin
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siniflandirmadaki etkileri rastlantisal degildir ve belirgin bir model oldugunu kanitlar.
Diiglimler 48 ve 49 i¢in p-degeri 0.036'dir, bu daha az anlamlidir fakat yine de genel

anlamlilik esigi olan 0.05'in altindadir.

Ki-kare (Chi-Square): Cok yiiksek Ki-kare degerleri (6rnegin 860.000)
gbzlenmektedir, bu da modeldeki boliinmelerin yiiksek derecede anlamli oldugunu ve
veri setindeki gruplarin birbirinden iyi ayrildigim1 gosterir. Daha diisiik Ki-kare
degerleri (6rnegin diigtimler 48 ve 49'daki 6.669) daha az kesin boliinmeleri isaret eder

fakat yine de anlamlidir.

Serbestlik Derecesi (df): Ki-kare dagiliminda karsilastirma i¢in kullanilan parametre
sayisini ifade eder ve her diigiim i¢in bu deger verilmistir. Genellikle, df degeri

bagimsiz degiskenlerin kategorileri sayisi ile iliskilidir.

Her diigiim i¢in birincil etkileyen degisken belirtilmistir ve bunlar bask1 hacmi, Kagit
Boyutu, Baski Tipi, Calisan Sayisi ve MFP gibi 6zelliklerdir. Bu degiskenlerin her
birinin ayr1 ayri diigimlerde baski hacmi siniflandirmasini nasil etkiledigini
gostermektedir. Ornegin, bir diigiimde Kagit Boyutu'nun anlamli bir béliinme kriteri
oldugu ve diigiimler 18, 37 ve 38 gibi digerlerinde MFP'nin anlamli oldugu

gozlemlenmektedir.

Genel olarak, Cizelge 4.4'te sunulan sonuclar, CHAID karar agact modelinin yiiksek
anlamlilik diizeylerine sahip oldugunu ve secilen degiskenlerin baski hacmi {izerinde
onemli etkilere sahip oldugunu ortaya koymaktadir. Bu sonuglar, modelin
giivenilirligini ve kullanilan degiskenlerin etkilerinin giiciinii dogrular niteliktedir. Bu
bulgular, ilgili alanlarda stratejik kararlar alimirken kullanilabilir ve makine

modellerinin pazar segmentasyonuna yonelik degerli i¢goriiler saglayabilir.
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Cizelge 4.5: Karar agac1t modeline iligkin anlamlilik sonuglari.

Node Parent Node Birincil Etkileyen Degisken p Chi-Square df
11 1 MFP <0.001 860.000 6
13 2 MFP <0.001 863.000 7
18 4 MFP <0.001 861.000 7
19 5 Paper Size <0.001 860.000 4
23 7 Print Type <0.001 860.000 5
24 7 Print Type <0.001 860.000 5
26 8 Print Type <0.001 860.000 5
27 9 Print Type <0.001 860.000 7
28 9 Print Type <0.001 860.000 7
29 10 Print Type <0.001 860.000 4
30 10 Print Type <0.001 860.000 4
31 12 Print Type <0.001 445.000 3
32 12 Print Type <0.001 445.000 3
33 14 Paper Size <0.001 610.000 5
34 14 Paper Size <0.001 610.000 5
35 15 Paper Size <0.001 588.000 3
36 15 Paper Size <0.001 588.000 3
37 16 MFP <0.001 268.000 1
38 16 MFP <0.001 268.000 1
39 17 Paper Size <0.001 661.000 6
40 17 Paper Size <0.001 661.000 6
41 20 Print Type <0.001 379.000 1
42 20 Print Type <0.001 379.000 1
43 21 Number of Worker <0.001 108.805 6
44 21 Number of Worker <0.001 108.805 6
45 21 Number of Worker <0.001 108.805 6
46 22 Paper Size <0.001 540.000 2
47 22 Paper Size <0.001 540.000 2
48 25 Number of Worker 0.036 6.669 2
49 25 Number of Worker 0.036 6.669 2
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4.1.1 Bagimsiz degisken secimi ve 6nem siralamasi

Cizelge 4.4'te sunulan analiz sonuglarina gdére, makine modellerinin
siniflandirilmasinda baski hacmi, MFP, Kagit Boyutu, Baski Tipi ve Calisan Sayisi
degiskenleri onemli birer ayrimci faktor olarak belirlenmistir. Her bir terminal diigiim,
belirli bir bask1 hacmi aralig1 ve diger bagimsiz degiskenlerin kombinasyonlarina gore
makine modellerinin siniflandirilmasini saglamis ve bu kombinasyonlarin dogruluk

oranlar1 ve toplam gozlem sayilari ile desteklenmistir.

Ozellikle, diisiik ve yiiksek baski hacmi araliklarindaki farkli makine modellerinin
dogruluk oranlar1, potansiyel miisteri tercihlerinin ve pazar segmentlerinin belirgin bir
sekilde anlasilmasina olanak tanimistir. Ki-kare istatistikleri, bu boliinmelerin
istatistiksel olarak son derece anlamli oldugunu (p <0.001) ve modelin baski hacmi

siniflandirmasinin giivenilirligini dogrulamstir.

Cizelge 4.5'te yer alan anlamlilik sonuglari ise, her bir diigiimiin ana etkileyen
degiskenine odaklanmis ve serbestlik dereceleri dikkate alinarak ki-kare test sonuglari
sunulmustur. Bu sonuglar, modelin biitiinliigiinii ve degiskenlerin etkisinin giiciinii
kanitlamakta ve bagimsiz degiskenlerin makine modellerinin siniflandirilmasindaki

roliiniin anlagilmasinda kritik 6nem tasimaktadir.

Sonug olarak, gergeklestirilen CHAID karar agaci analizi, makine modellerinin
siniflandirilmasinda baski hacmi dahil olmak iizere ¢esitli faktorlerin etkilesimlerini
ve etkilerini agikca ortaya koymustur. Elde edilen bulgular, bu analitik ¢alismada
kullanilacak ve miisteriden talep edilecek bilgilerin belirlenmesi adina
gerceklestirilmistir. Bu c¢iktilar sonucunda girdi katmaninda kullanilacak ana
parametreler su sekildedir; Calisan Sayisi, Aylik Baski Hacmi, MFP (Cok Fonksiyon),
Kagit Boyutu, Baski Tipi.

Ikinci adimda Rastgele Ormanlar modeli kullanilarak elde edilen 6zellik dnem

siralamasi Cizelge 4.6’da verilmistir.
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Cizelge 4.6: Degisken 6nem siralamasi.

Ozellik Onem Skoru
Baski Hacmi 0.764994
Baski Tipi 0.078437
Kagit Boyutu 0.053839
MFP 0.050085
Calisan Sayisi 0.031518

Yapilan analiz sonucunda Baski Hacmi 6zelligi, modelin tahminlerinde en belirleyici
faktor olarak one ¢ikmaktadir. Bu 6zellik, modelin siniflandirma performansini en cok
etkileyen degiskendir. Baski Tipi, Kagit Boyutu ve MFP gibi diger 6zellikler de 6nemli
katkilarda bulunmakla birlikte, Baski Hacmi 6zelligi modelin performansinda en

biiylik etkiye sahiptir.

Veri analizinde kullanilan CHAID yontemi, bagimsiz degiskenler arasindaki
etkilesimleri belirlerken, Rastgele Ormanlar bu etkilesimlerin model performansina
katkisin1 degerlendirerek modelin dogrulugunu ve genelleme yetenegini artirmistir. Bu
iki yontemin birlikte kullanilmasi, modelin daha dogru ve giivenilir tahminler

yapmasini saglamaktadir.

4.2 Makine Ogrenmesi Algoritma Se¢imi

Bu calismada, bes farkli smiflandirma algoritmasmin  performanslar
karsilastirilmistir: Karar Agaclar1 (Decision Tree), Rastgele Orman (Random Forest),
Lojistik Regresyon (Logistic Regression), Destek Vektor Makineleri (SVM) ve K-En
Yakin Komsu (KNN). Her bir modelin dogruluk skorlari, Cizelge 4.7’ de 6zetlenmistir:

Cizelge 4.7: Siniflandirma algoritma performanslari.

Algoritma Dogruluk Oram (%)
Rastgele Orman 90.12
Karar Agaglar 89.65
Lojistik Regresyon 54.59
Destek Vektor Makineleri 50.23
K-En Yakin Komsu 44.24
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Karar Agaglar1 ve Rastgele Orman algoritmalarinin, incelenen veri setinde 6nemli
Olciide yiiksek dogruluk oranlarina ulastigini gostermektedir. Bu durum, bu iki
yontemin veri setindeki ozelliklerin karmagikligin1 ve 6zellikler arasi etkilesimleri
etkili bir sekilde yakalayabildigini isaret etmektedir. Ozellikle, Rastgele Orman
algoritmasi birden fazla karar agacinin tahminlerini birlestirerek varyansi azaltir ve

genel olarak tek bir Karar Agacina gore daha iyi genelleme performansi sunar.

Diger taraftan, Lojistik Regresyon, SVM ve KNN algoritmalarinin daha diisiik
dogruluk oranlarma ulagmasi, bu yontemlerin veri setindeki karmasik yapilar
modellemekte zorlandiklarimi gostermektedir. Lojistik Regresyonun dogrusal bir
model olmasi, veri setindeki dogrusal olmayan iliskilerin yakalanmasinda sinirliliklar
olusturabilir. SVM, dogru c¢ekirdek fonksiyonunun (kernel) ve parametrelerin
secimiyle onemli Olclide performans artis1 saglayabilir, ancak bu ¢aligmada basit bir
SVM modeli ile sinirl kalinmistir. KNN algoritmasi ise, biiyiik 6l¢ekli veri setlerinde
ve yiiksek boyutlu 6zellik uzaylarinda etkinligini yitirebilir, ayrica komsu sayisinin (k

degeri) se¢imi de model performansini dogrudan etkiler.

Bu analizler sonucunda model egitimi i¢in Rastgele Orman Siniflandirmasi (Random
Forest Classifier) algoritmasi kullanilmigtir. Bu algoritma, birden fazla karar agacin
kullanarak tahmin yapma yetenegine sahiptir ve hem siniflandirma hem de regresyon

problemlerinde etkili sonuglar vermektedir.

Data Source | | Featurc Encoding Data Splll‘ ‘ RandemForest Modcl Training | | Model Testing | E’r:dmlmnl Evaluation Metrics
Raw Data
| Encoded Features
Train/Test Data_
—_——
| Initialize(n_estimators=100),
— >
Trained Model,
- > I
Test Model _,
E Predictions E

|
! Accuracy, Precision, Recall
|

L . L ., L ; L L
[D;\m Source Feature Encoding Data ﬁplvll l Rnr\dnm'Fc\rch Model Training andc\ Testing I Prediction | Evaluation Mclric\l

Sekil 4.2: Rastgele orman algoritmasi akis semasi.

Sekil 4.2°de akisi Ozetlenen algoritmanin seg¢ilmesindeki temel neden, genellikle

yiiksek dogruluk oranlari sunmasi ve asir1 6grenmeye karsi direngli olmasidir.
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Rastgele Ormanin secilme nedenleri agagida belirtilmistir;

Genellestirme Kabiliyeti: Rastgele Orman, tek bir karar agacinin aksine, ¢ok sayida
karar agacinin tahminlerini birlestirerek calisir. Bu yaklasim, modelin genellestirme
kabiliyetini artirir ve asir1 6grenme riskini azaltir. Her bir karar agaci, veri setinin
rastgele alt kiimeleri lizerinde egitilir, bu da modelin farkli veri yapilarini 6grenmesine

ve daha giiglii bir model olusturmasina olanak tanir.

Degiskenlerin Oneminin Belirlenmesi: Rastgele Orman, her bir dzniteligin modelin
tahmin performansina katkisini degerlendirme imkani sunar. Bu 0zellik, hangi
degiskenlerin model i¢in en bilgilendirici oldugunu belirlemede 6nemli bir aragtir ve

tez calismasinin analitik kismina derinlemesine bir bakis agis1 saglar.

Esneklik: Rastgele Orman hem kategorik hem de sayisal verilerle iyi ¢alisabilen esnek
bir yapiya sahiptir. Bu 6zellik, tez calismasinda kullanilan veri setinin ¢esitli tiirdeki

verileri igermesi durumunda biiyiik bir avantaj saglar.

Parametre Ayarlarinin Kolayligi: Rastgele Orman algoritmasi, az sayida hiper
parametre ayar1 gerektirir ve bu parametrelerin model iizerindeki etkisi nispeten
anlasilirdir. Ornegin, agag¢ sayis1 (n_estimators) ve agag derinligi gibi parametreler,

modelin karmagikligin1 ve performansini dogrudan etkiler.

Yiiksek Performans: Cok sayida karar agacinin tahminlerini birlestirerek, Rastgele
Orman, tek bir karar agacina kiyasla genellikle daha yiiksek dogruluk ve performans
sunar. Bu, modelin karmasik veri setlerinde ve ¢esitli problem tiirlerinde etkili

olmasini saglar.

4.3 Form Tasarim ve Gelistirme Siireci

Bu béliimde, baski ¢ogaltma endiistrisi i¢in 6zellestirilmis tekliflendirme robotunun
gelistirilmesinde kritik bir adim olan kullanict arayiizii formunun tasarimi ele
alimmistir. Ana hedef, endiistriyel gereksinimleri ve kullanici beklentilerini
karsilayacak, veri odakli bir karar destek sistemine veri girisi saglayacak bir web
tabanli form olusturmaktir. Sekil 4.3’te gosterilen form, miisterilerin ve potansiyel
kullanicilarin, tekliflendirme robotu tarafindan islenecek spesifik verileri girmelerini

saglayacak sekilde tasarlanmistir.
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Bu tasarim siireci, kullanicilarin kolaylikla navige edebilecekleri, anlasilir ve
etkilesimli bir arayiiz olusturmay1 amaglar. Her bir girdi alani, kullanicinin ihtiyag ve
tercihlerine uygun 6zellestirilmis teklifler iretmek icin tasarlanmistir. Tasarlanan bu
form, http://beta.kopitek.com.tr/ adresinde konumlandirilarak, potansiyel miisterilerin

ve mevcut kullanicilarin teklif talebinde bulunmalarini saglamaktadir.

Ayrica web tabanli tekliflendirme sisteminin etkin yonetimi i¢in, bir admin paneli de
gelistirilmistir. Bu panel, sistem yoneticilerinin kullanic1 verileri ve etkilesimleri
tizerinde tam kontrol sahibi olmalarin1 saglar. Admin paneli, kullanic1 dostu bir

araylizle, veri izleme ve yonetim islemlerini kolaylastiracak sekilde tasarlanmistir.

Panel, http://api2.kopitek.com.tr:8081/api/customers/ adresindeki API ile entegre
edilmistir ve panelin sistemin diger bilesenleriyle siirekli olarak senkronize olmasini

saglar. Boylece, veri tutarliligi ve giincelligi korunur.
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Teklif Talep Formu

Firma Unvani

Firma Unvani

Yetkili ismi

Yetkili Ismi

Email

Yetkili mail adresini giriniz.

Telefon Numarasi

Telefon numarasini ginniz

Firma Lokasyonu:

A
Coklu Lokasyon:
Evet
Hayir
Sektor:
A
Cahlgan Sayisi
A
Baski Tar:

Renkli & Siyah/Beyaz

Yalnizea Siyah/Beyaz

Kadit Tord:

A3 &AL

Yalnizeo A4

Diger
Baski Hacmi

Aylk Baski Hacminizi Giriniz
Cihaz Tird

MFP

SFP

nder

Sekil 4.3: Teklif talep formu.
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4.4 Makine Ogrenmesi ve Karar Destek Sisteminin Olusturulmasi

Oncelikle, Python'un genis kiitiiphane ekosistemi, arastirmacilarin ve gelistiricilerin
cesitli veri analizi, isleme ve modelleme gorevlerini kolayca gerceklestirmelerine
olanak tanimasi nedeniyle uygulama kisminda Python kullanilmistir. Ornegin, pandas
ve NumPy gibi kiitiiphaneler veri manipiilasyonu ve sayisal hesaplamalar i¢in giiclii
araclar sunarken, scikit-learn makine 6grenimi modellerinin hizli bir sekilde egitilmesi

ve degerlendirilmesi i¢in genis bir altyap1 saglar.

Python, ayn1 zamanda yliksek seviyeli ve yorumlanabilir bir programlama dili olmasi
sebebiyle kullanici dostudur. Bu o6zellikler, kodun okunabilirligini ve bakimini
kolaylastirir, bu da gelistirme siirecini hizlandirir ve daha az hata yapilmasini saglar.
Python'un basit yapisi, 6zellikle veri bilimi ve makine 6grenmesi alaninda calisanlar

icin 6grenmesi kolay bir dil olmasini saglar.

Makine 6grenmesi ve karar destek sistemlerinin gelistirilmesi siirecinde, farkli veri
kaynaklarindan veri toplama ve entegrasyon ihtiyaci sikca karsilasilan bir durumdur.
Python, requests gibi kiitliphaneleri araciligiyla web API'lerinden veri ¢ekme ve
openpyxl gibi kiitiiphanelerle Excel dosyalar1 gibi gesitli veri formatlariyla ¢alisma
imkanm1 sunar. Bu oOzellikler, Python'u ger¢ek diinya wverileri iizerinde calisan

uygulamalar i¢in de ideal bir se¢im haline getirir.

Son olarak, Python'un genis ve aktif bir kullanic1 topluluga sahip olmasi, dilin stirekli
olarak gelistirilmesine ve desteklenmesine katkida bulunur. Bu topluluk, yeni
baslayanlardan deneyimli profesyonellere kadar her seviyeden kullaniciya yardimei
olabilecek zengin bir bilgi kaynag1 ve destek ag1 sunar. Bu topluluk destegi, Python'u
makine 6grenmesi ve karar destek sistemleri gibi alanlarda yenilik¢i ve etkili ¢oziimler

gelistirmek icin tercih edilen bir dil haline getirir.

Bu nedenlerle, Python, makine 0grenmesi ve karar destek sistemleri gelistirme
stirecinde esneklik, erisilebilirlik ve giiglii bir destek ag1 sunan bir programlama dili
olarak one cikar. Bu oOzellikler, Python'u bu tiir projeler i¢in popiiler ve etkili bir

secenek yapar ve bu tezde de Python programlama dili kullanilmistir.

4.4.1 Veri setinin hazirlanmasi ve 6n isleme

Makine Ogrenimi modelinin gelistirilme siirecinde, 8600 adet miisteri bilgisinin

bulundugu veri setinin Python programlama dili aracilifiyla yiiklenmesi ilk adimi
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teskil etmektedir. Bu siire¢, pandas kiitiiphanesinin read_excel fonksiyonu kullanilarak
gerceklestirilmistir. Pandas, veri analizi ve manipiilasyonu i¢in genis kabul gormiis bir
kiitiiphanedir ve bu ¢alismada, veri setinin etkin bir sekilde islenmesi amaciyla tercih
edilmistir. Ilgili komut, belirtilen dosya yolundaki Excel dosyasini, analiz ve isleme
islemlerinin kolaylikla gerceklestirilebilmesini saglayan bir pandas DataFrame'ine

donistiirmektedir.

Veri setinin yiiklenmesi ve ilk incelemesi sonrasinda, veri 6n isleme adimlarina
gecilmistir. Bu siireg, modelin egitimine hazirlik olarak kritik 6nem tasir ve veri
setindeki kategorik verilerin sayisal formata donistiiriilmesini, eksik degerlerin

islenmesini ve veri setinin egitim ve test setlerine ayrilmasini igerir.

Veri setinde yer alan kategorik veriler, makine Ogrenimi algoritmalarinin
gereksinimleri dogrultusunda sayisal formata doniistliriilmiistiir. Bu doniigiim,
LabelEncoder sinifi kullanilarak gerceklestirilmistir. LabelEncoder, kategorik verileri
modele uygun sayisal degerlere c¢evirerek, algoritmanin veri seti iizerinde
calisabilmesini saglar. Her bir kategorik siitun i¢in bu doniisiim islemi uygulanmis ve

bdylece veri seti, modelin isleyebilecegi bir forma getirilmistir.

Veri setindeki her bir kategorik siitunu (dtype't 'object' olan siitunlar) doniistiirmek i¢in
bir dongii kullanilmaktadir. Her bir siitun i¢in bir LabelEncoder 6rnegi olusturulur ve
stitun lizerinde fit_transform metodu uygulanarak kategorik degerler sayisal degerlere
cevrilir. Bu islem sonucunda, her bir kategorik siitun icin eslestirme bilgileri bir
sOzliikte saklanir, bu da ileride bu doniisiim isleminin tersinin yapilmasina olanak

tanir.

Modelin egitimi ve testi i¢in veri seti, bagimsiz degiskenler (6zellikler) ve bagimh
degisken (hedef) olarak ayrilmistir. Bu ¢alismada hedef degisken, 'Model' siitunu

olarak belirlenmis ve 6zellikler ise bu siitun disindaki diger siitunlardan olusmustur.

Bu asamada, drop metodu 'Model' siitununu veri setinden ¢ikarmak i¢in kullanilarak
bagimsiz degiskenlerin matrisi (x) olusturulmus, 'Model' siitunu ise bagimh degisken

vektorii (y) olarak ayrilmistir.

Veri setinin egitim ve test setlerine ayrilmasi, modelin performansinin
degerlendirilmesi ve genellestirilebilirliginin test edilmesi agisindan onemlidir. Bu

ayrim, train_test split fonksiyonu kullanilarak gergeklestirilmistir.
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Veri seti rastgele egitim ve test setlerine ayirilir. test size parametresi, veri setinin
ylizde kaginin test seti olarak ayrilacagini belirlerken, random_state parametresi, bu

ayrimin her seferinde ayni1 sekilde gergeklesmesini saglar.

Bu adimlar, makine 6grenimi modelinin egitilmesi i¢in veri setinin hazirlanmasi
stirecini tamamlar ve model egitimi asamasina gegisi saglar. Veri 6n isleme siirecinin
titizlikle yiiriitiilmesi, modelin basarisi i¢in temel bir 6n kosuldur. Bu asamalar, veri
setinin model tarafindan etkin bir sekilde islenmesini ve analiz edilmesini saglar,
boylece modelin egitimi ve sonuglarin degerlendirilmesi daha saglikli bir sekilde

gercgeklestirilebilir.

Veri setinin hazirlanmasi ve 6n igleme adimlarinin tamamlanmasinin ardindan, model

egitimi siirecine gegilmistir.

4.4.2 Modelin egitimi ve degerlendirilmesi

Modelin egitiminde RandomForestClassifier sinifindan bir 6rnek olusturulmus ve
n_estimators parametresi 100 olarak belirlenmistir. Bu parametre, modelin kullanacagi
karar agaclarinin sayisini ifade eder. Random_state parametresi ise, modelin her
seferinde ayni1 sonuglar1 iiretmesini saglamak i¢in kullanilmistir. Model,
Olceklendirilmis egitim verileri (X train_scaled) ve egitim etiketleri (y_train)
kullanilarak ~ egitilmistir. Olgeklendirme islemi, StandardScaler kullanilarak
gerceklestirilmis ve modelin daha iyi performans gostermesi saglanmistir.Modelin
egitilmesinin ardindan, test seti ilizerinde tahminlerde bulunulmus ve modelin

performansi degerlendirilmistir.

Veri seti biliyiikliigii, egitim ve test setlerinin belirlenmesinde énemli bir faktordiir.
Kiigiik veri setleri, sinirl sayida veri noktas: igerdiginden, daha biiyiik bir test seti
(6rnegin %30-40) modelin gergek diinya performansini daha iyi temsil edebilir. Ancak
bu durum, egitim verisinin miktarmi azaltarak modelin 6grenme kapasitesini
diisiirebilir. Biiyiik veri setlerinde ise, daha kiiclik bir test seti (6rnegin %10-20)
giivenilir bir performans tahmini saglarken, yeterli miktarda egitim verisi birakir. Bu
calismada kullanilan veri seti, yeterli biiyiikliikte oldugundan, %80 egitim ve %20 test
orani optimal bir denge saglamaktadir. Bu oran, modelin egitimi i¢in yeterli veri
saglarken, modelin genel performansini degerlendirmek icin de yeterli veri

birakmaktadir (Sammut ve Webb, 2010; Goodfellow, Bengio ve Courville, 2016).
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Farkl1 veri boliinme oranlarinin model dogruluguna etkisini degerlendirmek amaciyla,
80-20 boliinmesi disinda 90-10, 70-30, 60-40, 50-50, 40-60 ve 30-70 boliinmeleri de

incelenmistir. Elde edilen dogruluk oranlar1 Cizelge 4.8’de gosterilmistir.

Cizelge 4.8: Boliinme dogruluk orani.

Boliinme Orani (Egitim-Test) Dogruluk Oram (%)
90-10 Boliinmesi 90.35
80-20 Boliinmesi 90.64
70-30 Boliinmesi 89.81
60-40 Boliinmesi 90.23
50-50 Boliinmesi 90.49
40-60 Boliinmesi 90.02
30-70 Boliinmesi 89.44

Dogruluk oranlar1 incelendiginde, %80 egitim ve %20 test oraninin, modelin en
yiiksek dogruluga yakin performans gosterdigi oranlardan biri oldugu goriilmektedir.
Bu oran, hem modelin egitim verisi lizerinde iyi performans gostermesi hem de
genelleme kapasitesinin yiiksek olmasi agisindan optimal bir denge saglamaktadir. Bu
nedenle, %80 egitim ve %20 test orani, model performansini degerlendirmek i¢in en

uygun oran olarak secilmistir.

Sonug olarak, bu caligmada %80 egitim ve %20 test oraninin seg¢ilmesi, veri seti
blytikliigli, model karmasikligi, degerlendirme kararlilig1 ve giivenilirlik gibi faktorler
g0z Onilinde bulundurularak optimal bir denge sagladigi i¢in tercih edilmistir. Bu oran,
modelin genelleme kapasitesini artirirken, performans degerlendirmesinin kararliligini
ve giivenilirligini saglamaktadir. Calismanin sonuglari, model performansinin yiiksek

oldugunu ve segilen veri boliinme oraninin uygun oldugunu gostermektedir.

Belirlenen veri seti ile egitilen model (rf), test seti iizerindeki Olgeklendirilmis
ozellikler (X test scaled) kullanilarak  tahminlerde  bulunur.  Ardindan,
accuracy_score fonksiyonu ile modelin dogruluk skoru hesaplanir. Bu skor, modelin
test setindeki gozlemleri ne kadar dogru siniflandirdiginin bir géstergesidir ve modelin
genellestirilebilirligi hakkinda 6nemli bilgiler sunar. Modelin yiiksek bir dogruluk
skoru elde etmesi, secilen algoritmanin ve 6n isleme adimlarinin dogru bir sekilde

uygulandiginin bir igaretidir.
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Sonug olarak, bu agamalar makine 6grenimi modelinin basarili bir sekilde egitilmesini
ve test edilmesini saglar. Modelin egitimi, 6n isleme adimlarin dikkatli bir sekilde
gergeklestirilmesi ve model parametrelerinin dogru bir sekilde ayarlanmasi sayesinde,
tez calismasimin hedeflerine ulasilmasinda kritik bir rol oynar. Modelin test seti
tizerindeki  degerlendirilmesi ise, modelin genellestirilebilirligi ve pratik

uygulamalardaki potansiyel basarisini ortaya koyar.

4.4.3 Miisteri verileri ile modelin uygulanmasi

Makine 6grenimi modelinin miisteri verileri {izerinde uygulanmasi stireci, oncelikle
belirlenen bir API'den alinan miisteri firma bilgilerinin ¢ekilmesiyle baslar. Bu agama,
requests kiitiiphanesi kullanilarak bir HTTP GET istegi ger¢eklestirilerek ve elde
edilen yanitin JSON formatindaki verilerini igeren bir yanitin alinmastyla gerceklesir.
Elde edilen bu veri, tez ¢alismasinin ilgili boliimiinde incelenmek iizere bir pandas

DataFrame'ine doniistiiriiliir.

Bu islem, API lizerinden elde edilen verilerin analiz ve modelleme siirecine hazir hale
getirilmesini saglar. Ardindan, bu DataFrame i¢erisinden modelin tahmin yapmast i¢in
gerekli olan siitunlar secilir. Bu siitunlar, lokasyon (location), sektor (sector), calisan
sayis1 (employee), baski tipi (printype), kagit boyutu (papersize), hacim (volume) ve

cok fonksiyonlu yazici varlig1 (mfp) gibi 6zellikleri igerir.

Elde edilen test verisi DataFrame'i iizerinde, modelin egitimi sirasinda uygulanan ayn
veri 0n isleme adimlari tekrarlanir. Bu adimlar, kategorik verilerin sayisal verilere
dontstiirtilmesini ve 6zelliklerin 6l¢eklendirilmesini igerir. Kategorik verilerin sayisal
degerlere doniistliriilmesi, modelin egitim asamasinda kullanilan LabelEncoder
nesneleri araciligiyla gerceklestirilir. Bu islem, modelin kategorik veriler lizerinde
dogrudan islem yapamayacagi icin gereklidir ve sayisal degerler modelin

anlayabilecegi bir forma doniistiiriiliir.

Test verisinin 6zellikleri, modelin egitimi sirasinda kullanilan aynm1 StandardScaler
nesnesi ile Ol¢eklendirilir. Bu 6lgeklendirme islemi, modelin daha iyi tahminler

yapabilmesi i¢in gerekli olan verilerin standart bir formatta olmasini saglar.

Bu 0n isleme adimlarinin tamamlanmasinin ardindan, dlgeklendirilmis test verisi
tizerinde Rastgele Orman modeli kullanilarak tahminlerde bulunulur. Modelin iirettigi
tahminler, daha 6nce LabelEncoder ile sayisal degerlere doniistiiriilmiis kategorik

degiskenlerin orijinal kategorik degerlerine doniistiiriilmesiyle anlasilir hale getirilir.
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Bu siireg, makine Ogrenimi modelinin gergek diinya verileri iizerinde nasil
uygulandigini1 ve elde edilen tahminlerin nasil iglendigini detayli bir sekilde ortaya
koymaktadir. Modelin tahmin kabiliyetinin ger¢ek diinya senaryolarinda test edilmesi,
tez calismasimin uygulamali yoniinii giiclendirir ve modelin pratikteki etkinligini
degerlendirme firsat1 sunar. Bu, modelin gergek diinya kosullarinda karsilasilabilecek

cesitli durumlar i¢in ne kadar uygun oldugunu anlamak agisindan 6nemlidir.

4.4.3 Stok kontrolii ve alternatif iiriinlerin degerlendirilmesi

Bu boéliimde, makine 6grenimi modeli tarafindan yapilan tahminlerin, firma stok
verisinde yer alan {irlin bilgileri ile eslestirilmesi ve bu bilgilerin analizi siireci
anlatilmaktadir. Bu islem, tahmin edilen iirin modelinin ger¢ek diinya
uygulamalarinda kullanimini simiile eder ve modelin karar destek sistemlerine nasil

entegre edilebilecegini gosterir.

[Ik adimda, iiriinler listesi pandas kiitiiphanesi kullamlarak yiiklenir. Bu dosya,
tirtinlerin model isimleri, alis fiyatlar1 ve stok durumlart gibi 6nemli bilgileri igerir.
Daha sonra, makine 6grenimi modeli tarafindan tahmin edilen model ismi, bu
DataFrame igerisinde sorgulanir. Eger tahmin edilen model ismi DataFrame'de
bulunursa, ilgili tirlinlin alis fiyat1 elde edilir ve ekrana yazdirilir. Bu islem, modelin

tahmin ettigi tirlinlin piyasa bilgilerine nasil erisilebilecegini gdsterir.

Model tarafindan yapilan tahminler, yalnizca bir iirliniin tahmin edilmesiyle sinirli
kalmaz. Model, siniflandirma olasiliklarini da hesaplar ve bu olasiliklar, iiriinlerin stok
durumlarina gore degerlendirilir. Her bir tahmin i¢in, en yiliksek olasiliga sahip
tiriinlerden baslanarak stok durumlar1 kontrol edilir. Eger bir {iriin stokta varsa, tiriiniin
model ismi, alis fiyat1 ve stok miktari ekrana yazdirilir. Bu, stokta olmayan bir iiriin

i¢in alternatif segeneklerin nasil degerlendirilebilecegini gosterir.

Bu degerlendirme siirecinde, eger tahmin edilen model veya alternatif modellerden
biri stokta mevcut degilse, yani stok miktari sifir ise, bu durum isletme i¢in 6nemli bir
bilgidir. Stokta mevcut olmayan {irlinler i¢in, sistem "Stokta uygun alternatif
bulunamadi." mesajin1 vererek, isletmenin talep edilen {iriiniin mevcut olmadigina dair
bilgilendirilmesini saglar. Bu, isletmenin alternatif iirlin 6nerileri sunmas1 veya stok

yonetimini gozden gegirmesi i¢in bir firsat sunar.

Bu gelistirme, stokta uygun bir alternatifin bulunamadigr durumlar i¢in isletmeyi

uyarir. Stokta mevcut olmayan bir {irlinlin tespit edilmesi, isletmenin stok yonetimi
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stratejilerini yeniden degerlendirmesine ve miisteri taleplerini karsilamak i¢in gerekli
Onlemleri almasina olanak tanir. Bu durum, ayni zamanda, igletmenin tedarik zinciri
yOnetimini optimize etmesi ve miisteri memnuniyetini artirict adimlar atmasi i¢in bir

tesvik olusturur.

Sonug olarak, bu siire¢, makine 6grenimi modelinin sadece {iriin tahminleri yapmakla
kalmayip, ayn1 zamanda igletmenin stok durumunu etkin bir sekilde yonetmesine ve
miisteri taleplerine daha hizli ve etkili bir sekilde yanit vermesine yardimci oldugunu
gosterir. Stokta mevcut olmayan iirlinler i¢in yapilan uyarilar, isletmenin operasyonel

verimliligini ve miisteri hizmeti kalitesini artirmasina katkida bulunur.

4.5 Model Degerlendirme ve Validasyon

Modelin performansi, test seti iizerindeki dogruluk skoru ile degerlendirilmistir.
Ayrica, modelin genellestirme kabiliyetini ve kararliligin1 degerlendirmek icin 5 kath
capraz dogrulama yontemi kullanilmistir. Capraz dogrulama, modelin farkli veri alt
kiimeleri tizerinde nasil performans gdsterdigini gostererek, modelin egitim setine asiri

uyum saglama riskini azaltmaktadir.

Karigiklik matrisi ve siniflandirma raporu, modelin sinif bazinda performansini detayli
bir sekilde analiz etmek i¢in kullanilmistir. Bu analizler, modelin her bir sinifi ne kadar
dogru siniflandirdigini, hangi siniflar arasinda karigikliklarin oldugunu ve modelin
hassasiyet, geri c¢agirma, F1 skoru gibi onemli metriklerle nasil performans

gosterdigini ortaya koymaktadir.

4.5.1 Capraz dogrulama

Modelin genellestirme kabiliyetini ve kararliligini kapsamli bir sekilde test etmek

amaciyla 5 kath ¢apraz dogrulama yontemi uygulanmaistir.

[Ik adimda, 6lgeklendirilmis 6zelliklerden olusan X _train scaled ve hedef degisken
y_train veri seti, 5 esit boyutta alt kiimeye boliinmiistiir. Bu boliinme islemi, her bir alt
kiimenin model tarafindan hem egitim hem de test amacli kullanilabilmesi icin rastgele

bir sekilde gerceklestirilmistir.

Her bir iterasyonda, 5 alt kiimeden biri test seti olarak ayrilmis, kalan 4 alt kiime ise
modelin egitimi i¢in kullanilmistir. Bu islem, her bir alt kiimenin tam olarak bir kez

test seti olarak kullanilacagi sekilde 5 kez tekrarlanmistir. Her tekrarda, Rastgele
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Ormanlar modeli egitim seti ilizerinde egitilmis ve ayrilan test seti iizerindeki

performansi degerlendirilmistir.

Her bir iterasyondaki test seti tizerindeki performans skoru kaydedilmis ve bu skorlar,
modelin farkli veri alt kiimeleri tizerindeki genel performansinin bir géstergesi olarak

kullantlmistir.

Bu c¢alismanin uygulama béliimiinde elde edilen sonuglar, modelin siniflandirma
problemi iizerindeki etkinligini gdstermektedir. Oncelikle, modelin test seti iizerindeki
dogruluk skoru %90.12 olarak hesaplanmistir. Bu skor, modelin test verileri tizerinde
yaptig1 tahminlerin yiiksek bir yilizdesinin dogru oldugunu gostermektedir ve modelin

genel performansinin giiglii olduguna isaret etmektedir.

Daha detayl1 bir degerlendirme i¢in uygulanan 5 kath ¢apraz dogrulama yontemi,
modelin farkli veri alt kiimeleri iizerindeki performansin1 daha kapsamli bir sekilde
test edilmesine olanak tanimustir. Sekil 4.4’te capraz dogrulama skorlar1 sirasiyla
%90.116, %90.262, %91.206, %89.753, ve %89.826 olarak elde edilmistir. Bu skorlar,
modelin farkli veri alt kiimeleri lizerinde tutarh ve yiiksek bir performans sergiledigini

gostermektedir.

Elde edilen ¢capraz dogrulama skorlarinin ortalamasi %90.23 olarak hesaplanmistir. Bu
ortalama skor, modelin genel olarak yiiksek bir genellestirme kabiliyetine sahip
oldugunu ve farkli veri dagilimlarina iyi bir sekilde uyum saglayabildigini
gostermektedir. Skorlarin nispeten dar bir aralikta olmasi, modelin kararli oldugunu
ve farkli veri setleri lizerinde tutarli bir sekilde yiiksek performans sergileyebilecegini

isaret etmektedir.

Bu sonuglar, gelistirilen Rastgele Orman modelinin, ele alinan siniflandirma problemi
icin etkili ve glivenilir bir ¢6ziim sundugunu gostermektedir. Modelin yiiksek dogruluk
skoru ve c¢apraz dogrulama sonuglari, modelin pratik uygulamalarda basarili bir
sekilde kullanilabilecegini ve farkli veri setleri ilizerinde iyi bir genellestirme
performansi gosterebilecegini One siirmektedir. Bu bulgular, modelin daha ileri
analizler ve optimizasyonlar i¢in saglam bir temel olusturdugunu ve gercek veriler

tizerindeki potansiyel uygulamalari i¢in umut verici oldugunu gostermektedir.
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Dogruluk Skoru

T T T T T T T T
0.898 0.900 0.902 0.904 0.906 0.908 0.910 0.912
Random Forest Modeli

Sekil 4.4: Capraz dogrulama skoru.
4.5.2 Kanisiklik matrisi ve siniflandirma raporu

Karigiklik matrisi ve siniflandirma raporu, modelin siniflandirma performansinin
derinlemesine incelenmesinde kullanilan iki temel aragtir. Bu ¢alismada elde edilen
karisiklik matrisi ve siniflandirma raporu, modelin her bir sinifi ne kadar dogru tahmin

ettigini ve hatali tahminlerin detaylarini gostermektedir.

Sekil 4.5’te gosterilen karigiklik matrisi, modelin tahminlerinin gergek degerlerle
karsilastirilmasiyla olusturulmustur. Matrisin satirlar1 gergek siniflari, siitunlart ise
modelin tahmin ettigi siniflar1 temsil etmektedir. Diyagonal iizerindeki degerler dogru
tahminleri, diger hiicreler ise ¢esitli tiirdeki hatali tahminleri (yanlis pozitifler ve yanlis
negatifler) gostermektedir. Bu ¢alismada elde edilen karisiklik matrisi, modelin cogu
smifi yiiksek dogrulukla tahmin ettigini, ancak bazi siniflar arasinda karisikliklarin
oldugunu gostermektedir. Bu karisikliklarin analizi, modelin iyilestirilmesi igin

potansiyel alanlarin belirlenmesine yardimci olmustur.

Ornegin, 0 numarali sinifta model 44 dogru tahmin yapmus ve 8 yanlis pozitif tahminde
bulunmustur. 2, 3, 4 ve 5 numarali siniflar i¢in model tiim tahminleri dogru yapmustir,
bu siniflarda yanlis pozitif veya yanlis negatif gézlenmemistir. Bu durum, modelin bu

siniflart miikemmel bir sekilde siniflandirdigini gésterir.

Diger yandan, 24 numarali sinif icin model 21 dogru tahmin yapmis ve 12 yanlis

negatif (yanlig olarak negatif siniflandirilmig) tahminde bulunmustur, bu da modelin
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bu simiftaki ornekleri yeterince iyi siniflandiramadigini gosterir. Bu durum, modelin

bu sinifta gerceklestirdigi tahminlerin daha iyilestirilmesi gerektigine isaret eder.

Sekil 4.5’te olusan matris, modelin bazi siniflar i¢in iyilestirme ihtiyaci oldugunu

acikca ortaya koyar. Modelin performansini artirmak i¢in, daha fazla veri toplama,

0zellik miithendisligi veya model hiper parametrelerinin ayarlanmasi gibi stratejiler

gelistirilebilir. Ozellikle yanhs negatif ve yanls pozitif degerleri yiiksek olan siniflar

tizerinde odaklanarak, bu siniflarin dogru bir sekilde siniflandirilmasi i¢in ek adimlar

atilabilir. Bu analizler, spesifik siniflarda model performansini artirmak i¢in alinacak

eylemleri belirleme noktasinda degerli i¢gdriiler sunmaktadir.
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Sekil 4.5

Cizelge 4.9°da olusturulan siniflandirma raporu, modelin her bir sinif i¢in hesaplanan

hassasiyet (precision), duyarlilik (recall), ve F1 skoru gibi 6nemli metrikleri

igcermektedir. Hassasiyet, modelin bir sinifi pozitif olarak tahmin ettiginde ne kadar

siklikla dogru oldugunu gdsterirken, geri ¢agirma modelin gercek pozitifleri ne kadar

1yi tespit ettigini gostermektedir. F1 skoru ise hassasiyet ve geri cagirmanin dengeli
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bir ol¢iisiidiir. Bu calismada elde edilen siniflandirma raporu, modelin ¢ogu sinifta
yiiksek hassasiyet ve geri ¢agirma degerlerine ulastigini gostermektedir. Ancak, bazi
siiflarin diisiik geri cagirma veya hassasiyet skorlarina sahip oldugu goriilmiistiir, bu

da bu smiflarin model tarafindan daha zor ayirt edildigini gostermektedir.

Cizelge 4.9: Siniflandirma raporu

Precision Recall F1- score support
0 0.90 0.85 0.87 52
1 0.74 0.74 0.74 43
2 1.00 1.00 1.00 42
3 1.00 1.00 1.00 47
4 1.00 1.00 1.00 39
5 1.00 1.00 1.00 44
6 1.00 1.00 1.00 35
7 0.95 0.97 0.96 36
8 0.87 0.90 0.88 51
9 1.00 1.00 1.00 41
10 0.74 0.67 0.70 42
11 0.55 0.46 0.50 37
12 0.39 0.48 0.43 27
13 1.00 1.00 1.00 31
14 1.00 1.00 1.00 39
15 0.67 0.74 0.70 38
16 1.00 1.00 1.00 36
17 1.00 1.00 1.00 27
18 1.00 1.00 1.00 48
19 1.00 1.00 1.00 46
20 1.00 1.00 1.00 35
21 1.00 1.00 1.00 35
22 1.00 1.00 1.00 41
23 1.00 1.00 1.00 35
24 0.38 0.64 0.47 33
25 1.00 1.00 1.00 36
26 1.00 0.98 0.99 43
27 0.98 1.00 0.99 47
28 1.00 1.00 1.00 37
29 1.00 1.00 1.00 49
30 0.40 0.49 0.44 37
31 1.00 1.00 1.00 45
32 0.51 0.43 0.47 47
33 1.00 1.00 1.00 20
34 1.00 1.00 1.00 31
35 1.00 1.00 1.00 33
36 1.00 1.00 1.00 43
37 1.00 1.00 1.00 49
38 1.00 1.00 1.00 37
39 1.00 1.00 1.00 39
40 0.98 0.98 0.98 51
41 0.64 0.38 0.47 56
42 1.00 1.00 1.00 40
Accuracy 0.90 1.720
Macro avg 0.90 0.90 0.90 1720
Weighted avg 0.90 0.90 0.90 1720
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Her simif icin hassasiyet (precision), duyarlilik (recall) ve F1 skoru incelendiginde,
modelin ¢ogu smifta milkemmel performans sergiledigi; yiliksek hassasiyet, geri
cagirma ve F1 skorlarma ulastig1 goriilmektedir. Ornegin, smiflar 2'den 6'ya ve 13'ten
23'e kadar olan smiflar icin hem hassasiyet hem de geri ¢agirma %100'diir, bu da
modelin bu smiflardaki Ornekleri miikkemmel bir sekilde smiflandirdigini

gostermektedir.

Smif 0, 0.90 hassasiyet ve 0.85 geri ¢agirma ile oldukga iyi performans gostermis,
ancak bazi yanlis negatiflerin olduguna isaret etmektedir. Benzer sekilde, siif 8 icin
de hassasiyet ve geri cagirma oranlart yiiksektir (%0.87 ve %0.90), bu da modelin bu

smiftaki 6rnekleri nispeten dogru bir sekilde siniflandirdigini gosterir.

Buna karsilik, sinif 11, 12 ve 24 i¢in hem hassasiyet hem de geri ¢agirma degerleri
nispeten diisiiktiir. Ozellikle sinif 24 i¢in hassasiyet %38, geri ¢agirma ise %64'tiir, bu
da modelin bu smifa ait bircok O6rnegi yanlis negatif olarak siniflandirdigini ve
hassasiyetin diisiik oldugunu gostermektedir. Bu durum, modelin bu siniflardaki
ornekleri dogru bir sekilde siniflandirmakta zorlandigini ve iyilestirme gerektigini

belirtir.

Genel olarak, modelin dogrulugu %90 olarak rapor edilmistir, bu da modelin toplamda
yuksek bir basar1 oranina sahip oldugunu gosterir. Makro ve agirlikli ortalama skorlar
da %90'dir, bu da modelin tiim smiflar iizerinde dengeli bir performansa sahip
oldugunu ve tiim smiflarin model performansina esit agirlikta katkida bulundugunu

gosterir.

4.7 Kullanic1 Tekliflendirme Arayiizii

Calismadan elde edilen model ve veriler dogrultusunda baski ¢ogaltma endiistrisine
0zel dinamik tekliflendirme ve cihaz yonetimi stratejilerinin uygulanabilmesi i¢in bir
kullanic1 arayiizii tasarlanmigtir. Tasarlanan kullanici arayiizii, kullanicilara
ozellestirilmis teklifler sunarken, ayni zamanda miisteri ihtiyaclarina ve piyasa
dinamiklerine uygun sekilde en uygun cihaz se¢imlerini yapabilmelerine olanak tanir.
Sekil 4.6’da gosterilen arayliz sade ve anlasilir bir tasarima sahiptir ve firmalara

kullanic1 dostu bir deneyim sunmay1 hedefler.
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Arayiiziin calisma mekanizmasi, miisterinin temel veri girisinden baglayarak, makine
Ogrenimi destekli model se¢imi ve dinamik fiyatlandirma siire¢lerini kapsayan bir dizi

islemi igerir.

Yeni Musteri Talebi
Modeli Belirle

Teklif Olugtur

Sekil 4.6: Kullanici tekliflendirme araytizii.

[lk adimda miisteri, firmanin web sitesi iizerinden gelistirilen teklif talep formunu
kullanarak isletme adu, iletisim bilgileri, baski tercihleri (MFP, Renkli / Renksiz, A3
/A4 vs.) gibi cesitli parametreleri girer. Bu veriler, daha sonra islem ve analiz i¢in

arayiize iletilir.

Miisterinin girdigi veriler dogrultusunda uygun model se¢imi i¢in tercih edilen makine
Ogrenimi algoritmast devreye girer. Model, stok durumunu, cihaz 6zelliklerini ve
misteri ihtiyaglarin1 degerlendirerek en uygun cihazi ve alternatifleri onerir. Fiyat
teklifleri, cihazin satin alma maliyeti, diger ek maliyetler, kullanim siiresi ve stok

durumu gibi dinamik parametrelere dayanarak hesaplanir.

Hesaplanan teklif, kullanic1 arayiiziine geri dondiiriilerek firmanin ya da satis
temsilcisinin incelemesine sunulur. Yetkili kisi teklifi inceleyebilir, kabul edebilir

veya revizyon gergeklestirebilir.

Her teklif otomatik olarak kaydedilir, boylece firma yetkilileri tarih bilgisiyle birlikte

geemis teklifleri goriintiileyebilir ve degerlendirebilir. Ayni1 zamanda, miisteri iliskileri
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yonetim sistemiyle (CRM) entegrasyon sayesinde, isletmeler miisteri etkilesimlerini
ve tercihlerini takip ederek gelecekteki teklifler icin veri tabanli stratejiler

gelistirebilir. Sekil 4.7°de stire¢ akis1 detaylandirilmastir.

Musteri Veri Girisi —> Talebin Aray(z Tarafindan Alinmasi —> Model Belirlenmesi

Stok Kontrol( ve Alternatif Model
Secimi

Fiyatlandirma

Teklifin Olusturulmasi

Sisteme Teklifin Kaydedilmesi

Sekil 4.7: Kullanici tekliflendirme akis semasi.

Arayliz, Flask web cer¢evesi kullanilarak Python programlama dili ile gelistirilmistir.
Kullanici arayiizii, HTML, CSS ve JavaScript ile zenginlestirilmis, dinamik igerikler
icin AJAX ve jQuery kullanilmigtir. Sunucu tarafi islemler, veri isleme ve cihaz se¢imi

icin optimize edilmis Python scriptlerini igerir.

4.7.1 Teklif dokiimaninin olusturulmasi

Bu agamada, API aracilifiyla miisteri bilgilerinin nasil elde edildigi, bu bilgilerin
ozellestirilmis bir Excel sablonu ile nasil entegre edildigi ve sonugta nasil profesyonel

bir teklif dokiimaninin olusturuldugu detayli olarak incelenmistir.

[lk olarak, belirlenen API endpoint'ine ydnelik bir HTTP GET istegi gergeklestirilmis
ve miisteriye ait temel bilgiler iceren JSON formatinda bir yanit alinmistir. Bu veriler,
gelistirilen bir dizi veri dogrulama ve isleme mekanizmasi araciligiyla sisteme
basariyla entegre edilmistir. Alinan miisteri bilgileri, teklif dokiimaninin temel yapisin
belirleyen ve oOnceden hazirlanmis olan teklif sablonuna yerlestirilmistir. Bu
entegrasyon siirecinde, miisteri bilgileri ve teklif detaylar1 dikkatlice sablonun ilgili

alanlarina entegre edilmis ve dokiiman miisteriye 6zgii bilgilerle kisisellestirilmistir.
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Tim gerekli bilgilerin ve hesaplamalarin teklif gsablonuna basariyla entegre
edilmesiyle, Sekil 4.3’te gosterilen teklif dokiimani hazirlanmistir. Dokiiman,
miisteriye sunulmak {lizere elektronik posta yoluyla veya diger dijital kanallar

araciligiyla iletilebilir hale getirilmistir.

kopitek’ Canon

Miigteri: Kopitek Kopyalama Sistemleri LTD. ilgili: Deniz Simsek
Tel: 0532300000000 Tarih: 25.03.2024
Mail: deniz.simsek@kopi tek.com tr

Konu: Cihaz Fiyat Teklifi

Saym Y etkili,
Talebinize istinaden en uygun makine modeli ve kiralama altematifleri agagidaki tabloda sunulmustur.
Geri doniiglerinizi bekler, ivi calismalar dileriz.

Makine Modeli 36 Ay 48 Ay 60 Ay
MF645Cx/643Cdw/641Cw € 28,36 € 29,70 € 3193
***Yukanda verilen fiyatlara KDV dahil

degildir.

##+Fivat Gecedilik Stiresi: 3 i5giimi.

Sekil 4.8: Olusturulan teklif gorseli.
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4.8 Gergek Veri Uygulamasi

Bu boliimde, son olarak tasarlanan kullanici tekliflendirme arayiiziiniin gercek diinya
verileriyle nasil test edildigi adim adim agiklanmistir. Aslan Hukuk Biirosu firmasi
adina yapilan deneme teklif olusturma islemi, sistemin pratikteki isleyisi ve karar
destek kapasitesini gozler éniine sermektedir. Ilk adimda, "Aslan Hukuk Biirosu"

adina firma yetkilisi, arayliz lizerinde yer alan formu dikkatlice doldurmustur.

Teklif Talep Formu

Firma Unvan

Aslan Hukuk Barosu

Yetkili ismi

Akin Aslan Tarhan

Email

aslan@aslanhukuk.com.tr

Telefon Numarasi

053 2x000xxxX

Firma Lokasyonu:
Istanbul N7

Coklu Lokasyon:

Evet
o Hayir
Sektor:

Hunuk ~

Cahisan Sayist:
50-100 Calisan N2
Baski Tura:
(@ Renkli & Siyah/Beyaz
Yalmzca Siyah/Beyaz
Kagit Tara:
A3 & A4
o Yalmzca A4
Diger
Baski Hacmi
5000

Cihaz Tura

O wmFP

SFP

Sekil 4.9: Uygulama teklif talep formu.
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Sekil 4.9°daki teklif talep formu, sirketin iletisim bilgilerinden baslayarak, baski

ihtiyaclaria 6zgii spesifikasyonlar1 icermektedir.

Girilen miisteri bilgileri sistem tarafindan alindiktan sonra, arka plan islemleri i¢in API
ile entegre edilmistir. RESTful API aracilifiyla Kopitek'in cihaz envanterine
baglanarak, belirlenen modelin maliyeti, stok durumu ve alternatif cihaz secenekleri

gibi 6nemli veriler dinamik bir sekilde elde edilmistir.

API'den temin edilen verilerle beslenen sistem, 3 farkli kiralama donemi igin ¢esitli

fiyatlandirma senaryolar1 liretmistir.

Misteri Verisi:

id: 25

companyname: Aslan Hukuk Birosu
contact: Akin Aslan Tarhan

mail: aslan@aslanhukuk.com.tr
phone: 0532xx000xx

location: istanbul

multiplelocation: 1

sector: Hukuk
Yeni Musteri Talebi

employee: 3
intype: 1
Modeli Belirle printype R
papersize: 1
Teklif Olustur volume: 5000
mfp: 0

Test érnedi 0: 2. en uygun model iR-ADV DX C357i, Alis Fiyati: 1363.6363636363637 , Stok: 5
ilk tercih stokta olmadigi icin stokta bulunan en uygun alternatife gegildi.

36 ay icin sehir ici aylik kira bedeli: 16.69 Euro

48 ay icin sehir i¢i aylik kira bedeli: 19.35 Euro

60 ay icin sehir ici aylik kira bedeli: 22.29 Euro

Teklif kaydedildi: Aslan Hukuk Birosu_iR-ADV DX C357i_2024-05-13 xIsx

Sekil 4.10: Uygulama arayiiz formu.

Hesaplama modeli, piyasa kosullarin1 ve stok verilerini analiz ederek, miisteriye en
uygun kira tekliflerini belirlemistir. Her bir teklif, cihaz, kurulum ve isletme
maliyetlerinin analizine dayanarak hesaplanmistir. Hesaplanan kira bedelleri, dnerilen
cthaz modeliyle beraber Sekil 4.10°da gosterilen arayiiz lizerinden kullaniciya
sunulmustur. Sistem, 36 aylik, 48 aylik ve 60 aylik kira donemleri i¢in detayl fiyat
tekliflerini iceren bir rapor hazirlamistir. Sekil 4.11°de 6rnegi gosterilen teklifler, hem
arayiiz iizerinden miisterinin incelemesine agilmis hem de Firma Ismi, Model ve Tarih

bilgilerini icerecek sekilde adlandirilarak dokiiman olarak kaydedilmistir.
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kopitek’ Canon

Miisteri:  Aslan Hukuk Biirosu lgili: Akin Aslan Tarhan
Tel: 053 Dooooood Tarih: 13.05.2024
Mail: aslan@aslanhulok com. br

Konu: Cihaz Fiyat Teklifi

Saymn Yethili,
Talebinize istinaden en uygun makine modeli ve kiralama altematifleri agagidaki tabloda sunulmugtur
Geri doniisleninizi bekler, ivi gahgmalar dileriz.

Makine Modeli 36 Ay 48 Ay 60 Ay
iR-ADV DX C357i £ 16,69 £ 19,35 £ 22,29
F#¥ W yleanda verilen fivatlara KDV

dihil degildir.

*#3Fvat Geperlilik Siresi: 3 i3 gini.

o
=

i
-

Sekil 4.11: Uygulama cihaz teklifi.

Bu siire¢, Kopitek Kopitek Kopyalama Sistemleri Ltd. $ti. sirketine saglanan gercek
veri tabanli teklif olusturma sisteminin sadece miisteri memnuniyetini artirmakla
kalmayip, ayn1 zamanda sirketin operasyonel verimliligini arttirmada nasil kritik bir

rol oynadigini gostermistir.
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5. SONUC VE ONERILER

5.1. Tezin Ana Bulgularinin Ozeti

Tezin kapsaminda gelistirilen model, baski ¢ogaltma endiistrisine yonelik karmagik
miisteri tekliflendirme ve cihaz yonetimi siireglerini yeniden sekillendiren yenilik¢i bir
yaklagim sunmaktadir. Miisteri tercihleri ve ihtiyaglarina odaklanan bu model, derin
veri analizi ve kullanict davranist modellemesini entegre ederek, ozellestirilmis
tekliflerin hazirlanmasini ve cihaz yonetiminin etkinlestirilmesini saglamaktadir. Bu
entegrasyon sayesinde miisteri memnuniyetinde Onemli bir artis saglanmis ve
operasyonel miikemmellik i¢cin gerekli dinamik siire¢ optimizasyonu miimkiin hale
gelmistir. Model, sektore 6zgii cihaz se¢im kriterlerini derinlemesine analiz ederek,
baski endiistrisinin ihtiyag duydugu oOzellestirmeyi ve verimlilik artisim
desteklemektedir.

Modelin gelistirilmesi siirecinde makine 6grenimi teknolojilerinin entegrasyonu kritik
bir oneme sahiptir. Bu teknolojiler, veri isleme kapasitesini 6nemli 6l¢iide artirarak,
modelin hizli ve dogru teklifler liretmesini saglayacak hesaplama giiclinii sunmustur.
Algoritmalarin ve veri isleme tekniklerinin bir araya gelmesi, mevcut ve potansiyel
miisteri verilerini derinlemesine analiz etme ve 1is siireclerindeki performans: ve
etkinligi artirma imkanm1 sunmustur. Sistem, veriye dayali karar alma siireglerini
destekleyerek, baski cogaltma endiistrisine Ozgii stratejik kararlarin Ongortisel
analizlerle alinmasina olanak tanimistir. Modelin analizi, baz1 6zniteliklerin teklif
olusturma ve cihaz se¢imi lizerinde digerlerine kiyasla daha fazla etkiye sahip
oldugunu gostermistir. Bu Oznitelikler arasinda miisterinin gegmis satin alma
davraniglari, baski hacmi, tercih edilen cihaz Ozellikleri ve makroekonomik
gostergeler yer almaktadir. Modelin i¢gdriileri, firmalarin miisteri ihtiyaglarini daha
iyi anlamalarma ve pazar dinamiklerine uyum saglamalarina yardimc1 olmaktadir.
Model, veri setinin %80'1 ile egitilmis ve kalan %20'si ile test edilmistir. Egitim
siirecinde modelin dogrulugu ve genellestirme kabiliyeti ¢esitli performans metrikleri
ile degerlendirilmistir. Modelin test seti iizerindeki dogruluk orani, miisteri

tekliflerinin ve cihaz yonetimi stratejilerinin tahmininde %90.23 olarak belirlenmistir.
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Bu yiiksek dogruluk orani, modelin endiistriye 6zgii senaryolarda giivenilir tahminler
yapabileceginin bir gostergesidir.

Modelin basarisi, baski ¢ogaltma endiistrisinde makine 6grenimi ve karar destek
sistemlerinin uygulanabilirligini géstermektedir. Model, endiistriye 6zgii zorluklar1 ve
ihtiyaglar karsilayacak sekilde tasarlanmis olup, dinamik fiyatlandirma stratejileri,
misteri davranig analizi ve piyasa kosullarina uyum gibi 6nemli faktorleri dikkate
almaktadir. Gelistirilen sistem, firmalarin rekabet avantaji elde etmesini, miisteri
iliskilerini giiglendirmesini ve piyasa degisikliklerine hizla adapte olmasini saglayacak
sekilde tasarlanmistir. Bu yenilik¢i yaklasim, baski ¢ogaltma endiistrisinin dijital
doniigiimiine katkida bulunarak, sektdrdeki firmalarin karar alma siireglerini verimli

ve etkili bir sekilde yonlendirmelerine yardimci olmaktadir.

5.2. Teorik ve Pratik Katkilar

Arastirmanin, baski ¢ogaltma endiistrisine yonelik teorik ve pratik katkilari, sektordeki
mevcut paradigmanin yeniden sekillendirilmesine Onemli Olgliide etki etmistir.
Arastirma, yapay zeka ve makine Ogrenimi teknolojilerinin baski c¢ogaltma
endiistrisindeki karar destek sistemlerine entegrasyonunu derinlemesine inceler. Bu,
literatlirde bu teknolojilerin sektorel entegrasyonuna yonelik énemli bir katkidir ve
diger arastirmacilara metodolojik bir temel saglar.

Arastirma, miisteriye 6zgii tekliflendirme ve cihaz ydnetimi siireglerinde yapay
zekanin ve makine 6greniminin roliinii teorik olarak ele almakta ve bu teknolojilerin
karar destek sistemlerine entegrasyonunu detaylandirmaktadir.

Model, miisteri ihtiyaclarinin dogru tespit edilmesi ve buna yonelik tekliflerin
optimize edilmesi siirecinde yenilik¢i yontemler dnermektedir. Bu yontemler, cihaz
yonetimi stratejilerinin verimliligini artirmak ve karar verme siireclerini gelistirmek
i¢in kritik bir temel teskil etmektedir.

Pratik uygulamalarda, modelin entegrasyonu ile cihaz se¢imi ve fiyatlandirma
stratejilerinde 6nemli bir doniisiim yasanmistir. Model, kullanici dostu araytizii ve hizli
geri doniis yetenegi ile sektor profesyonellerine zaman ve maliyet agisindan avantajlar
sunmaktadir.

Modelin baski ¢ogaltma endiistrisi lizerindeki uzun vadeli etkileri hem operasyonel
verimlilikte hem de stratejik planlama kapasitesinde onemli iyilestirmeler saglama

potansiyeline sahiptir. Ozellikle, miisteriye 6zgii tekliflerin ve cihaz se¢imlerinin
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optimize edilmesi, endiistrinin rekabet¢i dogasinda firmalara 6nemli bir avantaj

saglayacaktir.

Yapay zekd ve makine 6grenimi teknolojilerinin entegrasyonu ile saglanan veriye

dayali karar verme siirecleri, endiistrinin gelecekteki yoniinii sekillendirecek ve daha

stirdiiriilebilir is modellerinin ortaya ¢ikmasina zemin hazirlayacaktir.

5.3. Limitasyonlar ve Gelecek Arastirmalar icin Oneriler:

5.3.1. Limitasyonlar

a)

b)

d)

Veri Setinin Temsiliyeti: Kullanilan veri seti, belirli bir piyasa segmenti ve zaman
dilimine 6zgiidiir. Farkli cografi bolgeler, sektorler veya zaman dilimleri igin
modelin dogrulugu ve genelleyiciligi sinirlt olabilir. Veri setinin c¢esitliligini
artirarak ve farkli piyasalardan veriler ekleyerek bu sinirlamay1 agsmak miimkiin
olabilir.

Model Se¢imi ve Optimizasyon: Rastgele Orman algoritmasi secilmis olmasina
ragmen, bu modelin karmagiklig1 ve yliksek boyutlu veri setlerinde yavas ¢alisma
egilimi gibi smirlamalar1 bulunmaktadir. Model se¢imi ve hiperparametre
optimizasyonu konusunda daha kapsamli bir arastirma yapilabilir. Ayrica, model
karsilastirmasi i¢in ¢capraz dogrulama teknikleri kullanilabilir.

Veri On Isleme ve Oznitelik Miihendisligi: Betik, kategorik verileri sayisal
degerlere doniistiirme ve Ozellik ol¢eklendirme gibi temel veri 6n isleme
adimlarini icermektedir. Ancak, daha gelismis 6znitelik miihendisligi teknikleri ve
veri temizleme islemleri modelin performansini iyilestirebilir. Ornegin, eksik
verilerin doldurulmasi, aykir1 degerlerin ele alinmasi ve Oznitelik secimi
tekniklerinin uygulanmasi faydali olabilir.

Dinamik Piyasa Kosullarina Adaptasyon: Model, statik bir veri seti lizerine
kurulmus ve piyasa dinamiklerinin zaman igindeki degisimini hesaba
katmamaktadir. Modelin diizenli olarak giincellenmesi veya online Ogrenme
algoritmalarinin  kullanilmasi, modelin zaman i¢inde degisen kosullara
adaptasyonunu saglayabilir.

API Baglantis1 ve Veri Entegrasyonu: Betik, belirli bir API'den veri ¢cekmekte ve
bu verileri islemektedir. Ancak, API'nin yanit siiresi, gilivenilirligi veya

formatindaki degisiklikler is akisini etkileyebilir. API ile entegrasyonu daha
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saglam hale getirmek i¢in hata yonetimi ve veri formati validasyonlar1 eklenmesi

gerekebilir.

5.3.2. Gelecek arastirmalar icin oneriler

a)

b)

d)

Veri Setinin Genisletilmesi: Gelecek arastirmalar, modelin genelleyici kabiliyetini
ve dayanikliligini artirmak i¢in g¢esitli cografyalar ve zaman araliklarindan elde
edilen verilerle veri setini genigletmeye odaklanmalidir. Bu, modelin farkli piyasa
dinamiklerine ve trendlere daha iyi adapte olmasini saglayacak ve bdylece
tahminlerin dogrulugunu artiracaktir.

Sezonsallik Analizi: Gelecek ¢alismalarda sezonsalligin dikkate alinmasi, tahmin
modellerinin dogrulugunu artirmak ve veri analiti§i projelerinin basarisini
yiikseltmek ic¢in kritiktir. Finansal piyasalar, belirli donemlerde mevsimsel
dalgalanmalar gosterebilir. Sezonsallik analizi, yatirim stratejilerinin ve risk
yonetiminin gelistirilmesine katkida bulunabilir.

Model Segmentasyonu: Gelecek galigmalar, segmentasyon yontemlerinin daha
genis bir yelpazede uygulanmasini ve bu yontemlerin farkli veri setleri ve
uygulama alanlarindaki etkilerinin incelenmesini igerebilir. Bu sayede, makine
ogrenimi modellerinin dogrulugu, giivenilirligi ve yorumlanabilirligi artirilarak,
daha etkili ve verimli karar destek sistemleri gelistirilebilir.

Yeni Makine Ogrenimi Modellerinin Kesfi: Arastirmacilar, modelin performansini
artirmak ve daha karmasik veri iliskilerini ¢6ziimlemek icin derin 6grenme,
takviyeli 6grenme gibi gelismis makine 6grenimi tekniklerini kesfetmeye tesvik
edilmelidir. Bu yeni yaklasimlar, modelin mevcut sinirlarin1 agsmasina ve daha
zorlu veri setlerinde bile yiiksek tahmin basaris1 gostermesine olanak taniyabilir.
Dinamik Model Giincellemeleri: Modelin piyasa kosullarindaki ani degisikliklere
hizla adapte olabilmesi i¢in dinamik modelleme stratejilerinin gelistirilmesi
onemlidir. Bu, modelin zaman i¢inde degisen veri paternlerine uyum saglamasini
saglayarak, sistemlerin uzun vadeli etkinligini ve glivenilirligini koruyacaktir.
Uyarlamali ve Ogrenen Sistemlerin Gelistirilmesi: Arastirmalar, piyasa kosullari
ve kullanici davranislarindaki degisikliklere gercek zamanli olarak uyum
saglayabilen, kendini siirekli olarak giincelleyebilen ve Ogrenebilen sistemler
lizerine yogunlagabilir. Bu, 6zellikle hizli degisen endiistrilerde modelin uzun

vadeli etkinligini artiracaktir.
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g) Benzetim ve Senaryo Analizi: Model, farkli senaryolar altinda benzetimler
yapmak icin kullanilabilir. Bu, 6zellikle belirsizliklerin yiiksek oldugu durumlarda,

risk yonetimi ve stratejik planlama i¢in degerli i¢goriiler sunabilir.
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EK A: Model Kaynak Kodu

import pandas as pd

import numpy as np

import requests

import openpyxl

import matplotlib.pyplot as plt

from openpyxl import load workbook

from openpyxl.styles import PatternFill

from sklearn.model selection import train_test split

from sklearn.ensemble import RandomForestClassifier

from sklearn.metrics import accuracy score

from sklearn.preprocessing import LabelEncoder, StandardScaler

from sklearn.metrics import roc_curve, auc

import pandas as pd

from reportlab.lib.pagesizes import letter

from reportlab.pdfgen import canvas

from datetime import datetime

print("Veri seti yiikleniyor...")

data = pd.read_excel('C:/Users/deniz.simsek/Desktop/Machine Data Tem?2.x1sx")

print("flk 5 satir:")

print(data.head())

print("\nKategorik veriler sayisal verilere doniistiiriiliiyor...")

label _encoders = {}

for column in data.select_dtypes(include=['object']).columns:
print(f" {column} siitunu doniistiiriiliiyor...")

le = LabelEncoder()
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data[column] = le.fit_transform(data[column])
label encoders[column] = le

X = data.drop('Model', axis=1)

y = data['Model']

print("\nVeri seti egitim ve test setlerine ayriliyor...")

X train, X test, y train, y test = train test split(X, 'y, test size=0.2,

random_state=42)

print("\nOzellikler dl¢eklendiriliyor...")

scaler = StandardScaler()

X train_scaled = scaler.fit_transform(X_train)

X test scaled = scaler.transform(X _test)

print("\nModel egitiliyor...")

rf = RandomForestClassifier(n_estimators=100, random_state=42)

rf.fit(X _train_scaled, y train)

print("\nTest seti lizerinde tahmin yapiliyor...")

y_pred = rf.predict(X_test scaled)

accuracy = accuracy_score(y_test, y pred)

print(f"\nModel Dogrulugu: {accuracy:.4f}")

print("\nAPI'den veriler yiikleniyor...")

response = requests.get(‘http://api2.kopitek.com.tr:808 1/api/customers/")

test data = response.json() # API'den gelen ilk miisteri verisini al

df = pd.DataFrame([test data])

df model = df[['location’, 'sector’, 'employee’, 'printype', 'papersize’, 'volume', 'mfp']]
print("\nTest verisindeki kategorik veriler sayisal verilere doniistiiriiliiyor...")
for column in df model.columns:

if column in label encoders:
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print(f" {column} siitunu doniistiiriiliiyor...")

df model[column] = label encoders[column].transform(df model[column])

print("\nTest verisi 6zellikleri 6l¢eklendiriliyor...")

test data scaled = scaler.transform(df model)

print("\nTest verisi lizerinde tahmin yapiliyor...")

test_predictions = rf.predict(test_data_scaled)

print("\nTest verisi tahminleri:")

print(test_predictions)

predicted category = label encoders['Model'].inverse transform(test predictions)

print("Tahmin edilen kategoriler:", predicted category)

urunler df = pd.read excel('C:/Users/deniz.simsek/Desktop/urunler.xlsx")

product_row = urunler dffurunler df['Model Ismi'] = predicted category[0]]

if not product_row.empty:

purchase price = product_row['Alis Fiyati'].iloc[0]

print(f"Model Ismi: {predicted category[0]}, Alis Fiyati: {purchase price}")

else:

print(f"Model ismi '{predicted_category[0]}' bulunamada.")

urunler df =pd.read excel('C:/Users/deniz.simsek/Desktop/urunler.xlsx")

y_proba = rf.predict_proba(test data scaled)

top_n_predictions = np.argsort(-y_proba, axis=1)

for 1, probs in enumerate(top_n_predictions):

stokta var = False

for rank, model index in enumerate(probs|[:5]):
model name = label encoders['Model'].inverse transform([model index])[0]
product_row = urunler dffurunler df['Model ismi'] == model name]

if not product_row.empty:
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stok miktari = product_row['Stok'].iloc[0]
if stok miktari > 0:
purchase price = product row['Alis Fiyati'].iloc[0]

print(f"Test 6rnegi {i}: {rank+1}. en uygun model {model name}, Alis

Fiyatt: {purchase price} , Stok: {stok miktari}")
stokta var = True
if rank > 0:

print("[lk tercih stokta olmadig icin stokta bulunan en uygun alternatife

gecildi.")
break
if not stokta var:
print(f'Test 6rnegi {i}: Stokta uygun alternatif bulunamadi.")
kurulum maliyeti =25 # Euro
km_basina_tiiketim = 0.0682 # Euro
bakim_maliyeti_yillik =100  # Euro yillik
enflasyon_orani = 0.25
getiri_orani = 0.25
salvage value =25 # Euro

mesafe df = pd.read_excel('C:/Users/deniz.simsek/Desktop/mesafe.xlsx',

index col=0) # A siitununu indeks olarak kullan

response = requests.get(‘http://api2.kopitek.com.tr:808 1/api/customers/")
test_data_location=response.json()

df = pd.DataFrame([test data location])

lokasyon_df = dff'location']

lokasyon = lokasyon_df.iloc[0] # Get the first location as a string

if lokasyon in mesafe df.columns:

en_yakin mesafe = mesafe df[lokasyon].min()
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en_yakin merkez = mesafe df[lokasyon].idxmin()

print(f"ilgili sehir: {lokasyon}, En yakin merkez: {en yakin merkez}, Mesafe:

{en yakin mesafe} km")

else:
print(f" {lokasyon} i¢in mesafe bilgisi bulunamadi.")

def aylik odeme hesapla(ay sayisi, purchase price):
nominal indirim_orani = (1 + enflasyon orani) * (1 + getiri_orani) - 1
aylik indirim_orani = (1 + nominal indirim_orani) ** (1/12) - 1

toplam_ek maliyet = kurulum_maliyeti + en_yakin mesafe*km_basina_tiikketim +

bakim_maliyeti_yillik * (ay_sayisi/ 12)
toplam_maliyet = purchase price + toplam_ek maliyet

pmt_toplam = toplam_maliyet * aylik indirim_orani/ (1 - (1 +aylik indirim_orani)

** _ay sayisi)
return pmt_toplam
for ay sayisi in [36, 48, 60]:
pmt_toplam = aylik_odeme hesapla(ay_sayisi, purchase price)
print(f"{ay sayisi} ay i¢in sehir i¢i aylik kira bedeli: {pmt toplam:.2f} Euro")
api_url = "http://api2.kopitek.com.tr:808 1/api/customers/"
response = requests.get(api_url)
if response.status_code == 200:
customer_data = response.json()
else:
print("Failed to connect to the API")
company_name = customer_data.get(""companyname")
contact = customer_data.get("contact")
mail = customer_data.get("mail")

phone = customer data.get("phone")
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def write to excel(model, price 36, price 48, price 60):

workbook =

load workbook(filename='C:/Users/deniz.simsek/Desktop//teklif.x1sx")
worksheet = workbook|['Table 1']
worksheet['B8'] = model name
worksheet['D8'] = price 36
worksheet['E8'] = price 48
worksheet['F8'] = price 60
worksheet['C2'] = company name
worksheet['C3'] = phone
worksheet['C4'] = mail
worksheet['F2'] = contact
machine_model = model name
price 36 =aylik odeme hesapla(36, purchase price)
price 48 = aylik odeme hesapla(48, purchase price)
price_ 60 = aylik odeme_hesapla(60, purchase price)
write_to_excel(machine model, price 36, price 48, price 60)
current_date = datetime.now().strftime("%Y-%m-%d")

filename -
f'C:/Users/deniz.simsek/Desktop/{company name} {machine model} {current dat

e} .xlsx'
workbook.save(filename=filename)

print("Values written to Excel successfully.")
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EK B: Giris Formu Kaynak Kodu
<template>
<div class="surface-ground px-4 py-8 md:px-6 1g:px-8">
<Toast />
<div class="p-fluid flex flex-column lg:flex-row">
<ul
class="list-none m-0 p-0 flex flex-row Ig:flex-column justify-content-
evenly md:justify-content-between lg:justify-content-start mb-5 lg:pr-8 1g:mb-0">
<li>
<a v-ripple
class="flex align-items-center cursor-pointer p-3 border-round text-
800 hover:surface-hover transition-duration-150 transition-colors p-ripple">
<i class="pi pi-user md:mr-2"></i>
<span (@click="showPasswordPage()" class="font-medium hidden
md:block">Admin Panel</span>
</a>
</i>
<hul>
<Dialog v-model:visible="visible" modal :style="{ width: 20vw" }"
:breakpoints="{ '1199px": '75vw', '575px": '90vw' } ">
<div style="display: flex; flex-direction: column; align-items: center">
<div style="margin-bottom: 10px">
<InputText v-model="Password" type="text" />
</div>
<div>
<Button label="Enter" @click="visible = false; goAdminPanel()" />
</div>
</div>

</Dialog>

<div class="surface-card shadow-2 border-round flex-auto">
<div class="formbold-main-wrapper">
<div class="formbold-form-wrapper">

<div style="text-align: center; margin-bottom: 20px">
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<img src="http://kopitek.com.tr/images/logo.png" alt="Kopitek
Logo" style="max-width: 100px" />
<hl style="margin-top: 10px">Teklif Talep Formu</h1>
</div>
<form>
<div class="formbold-input-group">
<label for="Firma Unvam" class="formbold-form-label">Firma
Unvani</label>
<input type="text" v-model="company" name="Firma Unvan1"
id="Firma Unvan1"
placeholder="Firma Unvan1" class="formbold-form-input" />
</div>
<div class="formbold-input-group">
<label for="Yetkili Ismi" class="formbold-form-label">Yetkili
Ismi</label>
<input type="text" v-model="contact" name="Yetkili Ismi"
id="Yetkili Ismi"
placeholder="Yetkili Ismi" class="formbold-form-input" />

</div>

<div class="formbold-input-group">
<label for="email" class="formbold-form-label">Email</label>
<input type="email" v-model="mail" name="email" id="email"
placeholder="Yetkili mail adresini giriniz." class="formbold-
form-input" />

</div>

<div class="formbold-input-group">
<label = for="phone"  class="formbold-form-label">Telefon
Numarasi</label>
<input type="tel" v-model="phone" name="phone" id="phone"
placeholder="Telefon numarasini giriniz." class="formbold-
form-input" />

</div>

111



<div class="formbold-input-group">
<label class="formbold-form-label">Firma Lokasyonu:</label>
<select  class="formbold-form-select" v-model="location"
name="location" id="location">
<option value="Adana">Adana</option>
<option value="Adiyaman">Adiyaman</option>
<option value="Afyonkarahisar">Afyonkarahisar</option>
<option value="Agr1">Agri</option>
<option value="Amasya">Amasya</option>
<option value="Ankara">Ankara</option>
<option value="Antalya">Antalya</option>
<option value="Artvin">Artvin</option>
<option value="Aydin">Aydin</option>
<option value="Balikesir">Balikesir</option>
<option value="Bilecik">Bilecik</option>
<option value="Bing6l">Bingol</option>
<option value="Bitlis">Bitlis</option>
<option value="Bolu">Bolu</option>
<option value="Burdur">Burdur</option>
<option value="Bursa">Bursa</option>
<option value="Canakkale">Canakkale</option>
<option value="Cankir1">Cankiri</option>
<option value="Corum">Corum</option>
<option value="Denizli">Denizli</option>
<option value="Diyarbakir'">Diyarbakir</option>
<option value="Edirne">Edirne</option>
<option value="Elaz1">Elazig</option>
<option value="Erzincan">Erzincan</option>
<option value="Erzurum">Erzurum</option>
<option value="Eskisehir">Eskisehir</option>
<option value="Gaziantep">Gaziantep</option>
<option value="Giresun">Giresun</option>

<option value="Gilimiishane">Glimiishane</option>
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<option value="Hakkari">Hakkari</option>
<option value="Hatay">Hatay</option>
<option value="Isparta">Isparta</option>
<option value="Mersin">Mersin</option>
<option value="Istanbul">Istanbul</option>
<option value="Izmir">Izmir</option>
<option value="Kars">Kars</option>

<option value="Kastamonu'">Kastamonu</option>
<option value="Kayseri">Kayseri</option>
<option value="Kirklareli">Kirklareli</option>
<option value="Kirsehir">Kirsehir</option>
<option value="Kocaeli">Kocaeli</option>
<option value="Konya">Konya</option>
<option value="Kiitahya">Kiitahya</option>
<option value="Malatya'">Malatya</option>
<option value="Manisa">Manisa</option>
<option value="Kahramanmaras">Kahramanmaras</option>
<option value="Mardin">Mardin</option>
<option value="Mugla">Mugla</option>
<option value="Mus">Mus</option>

<option value="Nevsehir">Nevsehir</option>
<option value="Nigde">Nigde</option>
<option value="Ordu">Ordu</option>
<option value="Rize">Rize</option>

<option value="Sakarya">Sakarya</option>
<option value="Samsun">Samsun</option>
<option value="Siirt">Siirt</option>

<option value="Sinop">Sinop</option>
<option value="Sivas">Sivas</option>
<option value="Tekirdag">Tekirdag</option>
<option value="Tokat">Tokat</option>
<option value="Trabzon">Trabzon</option>
<option value="Tunceli">Tunceli</option>

<option value="Sanlurfa">Sanlhurfa</option>
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<option value="Usak">Usak</option>
<option value="Van">Van</option>
<option value="Y ozgat">Y ozgat</option>
<option value="Zonguldak">Zonguldak</option>
<option value="Aksaray">Aksaray</option>
<option value="Bayburt">Bayburt</option>
<option value="Karaman">Karaman</option>
<option value="Kirikkale">Kirikkale</option>
<option value="Batman">Batman</option>
<option value="S1rnak">Sirnak</option>
<option value="Bartin">Bartin</option>
<option value="Ardahan">Ardahan</option>
<option value="Igdir">Igdir</option>
<option value="Yalova">Yalova</option>
<option value="Karabiik">Karabiik</option>
<option value="Kilis">Kilis</option>
<option value="Osmaniye">0Osmaniye</option>
<option value="Diizce">Diizce</option>
</select>

</div>

<div class="formbold-input-radio-wrapper">
<label class="formbold-form-label">Coklu Lokasyon:</label>
<div class="formbold-radio-flex">
<label class="formbold-radio-label"
for="multipleLocationsYes'">
<input type="radio" v-model="multipleLocations"

name="multipleLocations"
id="multipleLocationsYes" value="1" class="formbold-
input-radio" />
Evet
<span class="formbold-radio-checkmark"></span>

</label>
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<label class="formbold-radio-label"
for="multipleLocationsNo">

<input type="radio" v-model="multipleLocations"

name="multipleLocations"
id="multipleLocationsNo" value="0" class="formbold-
input-radio" />
Hayir
<span class="formbold-radio-checkmark"></span>
</label>

</div>

</div>

<div class="formbold-input-group">
<label class="formbold-form-label">Sektor:</label>
<select v-model="sector" class="formbold-form-select"

—_n

name="sector" id="sector">
<!-- Sektorler Eklenecek -->
<option value="Finans">Finans</option>
<option value="Imalat">Imalat</option>
<option value="Hukuk">Hukuk</option>
<option value="Saglik">Saglik</option>
<option value="Egitim">Egitim</option>
<option value="Kamu'">Kamu</option>
<option value="Perakende">Perakende</option>
<option value="Bilgi Teknolojileri">Bilgi
Teknolojileri</option>
<option value="Gayrimenkul">Gayrimenkul</option>
<option value="Diger">Diger</option>
</select>
</div>
<div class="formbold-input-group">
<label class="formbold-form-label">Calisan Sayisi:</label>
<select v-model="employeeCount" class="formbold-form-select"

name="employeeCount"
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id="employeeCount">

<option value="1">1-20 Calisan</option>

<option value="2">20-50 Calisan</option>

<option value="3">50-100 Calisan</option>

<option value="4">100+ Calisan</option>
</select>

</div>

<div class="formbold-input-radio-wrapper">
<label class="formbold-form-label">Baski Tirii:</label>
<div class="formbold-radio-flex">

<label class="formbold-radio-label" for="printTypeColor">

N "

<input v-model="prinType" type="radio" name="printType"
id="printTypeColor"
value="1" class="formbold-input-radio" />
Renkli & Siyah/Beyaz
<span class="formbold-radio-checkmark"></span>
</label>
<label class="formbold-radio-label"
for="printTypeOnlyBW">

N ] '

<input v-model="prinType" type="radio" name="printType'
1d="printTypeOnlyBW"

value="2" class="formbold-input-radio" />

Yalnizca Siyah/Beyaz
<span class="formbold-radio-checkmark"></span>
</label>
</div>
</div>

<div class="formbold-input-radio-wrapper">
<label class="formbold-form-label">Kagit Tiirii:</label>
<div class="formbold-radio-flex">

<label class="formbold-radio-label" for="paperTypeA3">
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<input v-model="paperType" type="radio"
name="paperType" id="paperTypeA3" value="1"
class="formbold-input-radio" />
A3 & A4
<span class="formbold-radio-checkmark"></span>
</label>
<label class="formbold-radio-label" for="paperTypeOnlyA4">
<input v-model="paperType" type="radio"

"

name="paperType" id="paperTypeOnlyA4"
value="2" class="formbold-input-radio" />
Yalnizca A4
<span class="formbold-radio-checkmark"></span>
</label>
<label class="formbold-radio-label" for="other">
<input v-model="paperType" type="radio"

_n

name="paperType" id="other" value="3"
class="formbold-input-radio" />
Diger
<span class="formbold-radio-checkmark"></span>
</label>
</div>
</div>
<div class="formbold-input-group">
<label for="phone" class="formbold-form-label">Bask1
Hacmi</label>
<input  type="tel" v-model="volume" name="volume"
1d="volume"
placeholder="Aylik Baski Hacminizi Giriniz"
class="formbold-form-input" />
</div>
<div class="formbold-input-radio-wrapper">
<label class="formbold-form-label">Cihaz Tiirii</label>
<div class="formbold-radio-flex">

<label class="formbold-radio-label" for="mfp">

117



<input v-model="mfp" type="radio" name="paperType"
id="paperTypeA3" value="1"
class="formbold-input-radio" />
MFP
<span class="formbold-radio-checkmark"></span>
</label>
<label class="formbold-radio-label" for="sfp">

<input v-model="mfp" type="radio" name="paperType"
id="paperTypeOnlyA4" value="2"

class="formbold-input-radio" />

SFP
<span class="formbold-radio-checkmark"></span>
</label>
</div>
</div>
<button @click="submit()" class="formbold-

btn">Gonder</button>
</form>
</div>
</div>
</div>
</div>
</div>

</template>

<script>

import axios from 'axios";

export default {

data() {
return {

Password: ",
visible: false,
company: ",

contact: ",
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mail: ",
phone: ",
location: ",
multipleLocations: ",
sector: ",
employeeCount: ",
prinType: ",
paperType: ",
volume: ",
mfp: "
}3
}s
methods: {
goAdminPanel() {
if (this.Password == '5224") {
this.$router.push('/admin’);
} else {
this.$toast.add({ severity: 'error’, summary: 'Hata', detail: 'Sifre Yanls !',

life: 3000 });

this.Password =";

¥
showPasswordPage() {

this.visible = true;
}s
submit() {
var self = this;
const apiGet = axios.create({
baseURL: ™",
headers: {

// 'Authorization': 'bearer ' + token

1)
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apiGet

.post("http://api2.kopitek.com.tr:808 1 /api/customers’, {
companyname: self.company,
contact: self.contact,
mail: self.mail,
phone: self.phone,
location: self.location,
multiplelocation: self.multipleLocations,
sector: self.sector,
employee: self.employeeCount,
printype: self.prinType,
papersize: self.paperType,
volume: self.volume,
mfp: self.mfp

1)

.then(() => {
alert('Form gonderildi');

1)

.catch(function (error) {
if (error.response) {

console.log(error.response.data);
console.log(error.response.status);

console.log(error.response.headers);

1

}
¥

</script>

<style>

@import
url('https://fonts.googleapis.com/css2 ?family=Inter:wght@400;500;600;700&display

=swap');
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.formbold-main-wrapper {

display: flex;
align-items: center;
justify-content: center;
padding: 48px;

}

.formbold-form-wrapper {

margin: 0 auto;
max-width: 570px;
width: 100%;
background: white;
padding: 40px;

b

.formbold-input-group {
margin-bottom: 18px;

b

.formbold-form-select,

formbold-form-input {
width: 100%;
padding: 12px 22px;

border-radius: 5px;

border: 1px solid #dde3ec;

background: #f{fffff;
font-size: 16px;
color: #536387;
outline: none;

resize: none;

}

.formbold-input-radio-wrapper {

margin-bottom: 25px;
h
.formbold-radio-flex {
display: flex;

flex-direction: column;
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gap: 15px;

}

.formbold-radio-label {
font-size: 14px;
line-height: 24px;
color: #07074d;
position: relative;
padding-left: 25px;
cursor: pointer;
-webkit-user-select: none;
-moz-user-select: none;
-ms-user-select: none;
user-select: none;

b

.formbold-input-radio {
position: absolute;
opacity: 0;
cursor: pointer;

}

.formbold-radio-checkmark {
position: absolute;
top: -1px;
left: 0;
height: 18px;
width: 18px;
background-color: #ffftf;
border: 1px solid #dde3ec;
border-radius: 50%;

}

.formbold-radio-label .formbold-input-radio:checked~.formbold-radio-checkmark {
background-color: #6a64f1;

}

formbold-radio-checkmark:after {

content: ";
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position: absolute;
display: none;
h
.formbold-radio-label .formbold-input-radio:checked~.formbold-radio-
checkmark:after {
display: block;
h
.formbold-radio-label .formbold-radio-checkmark:after {
top: 50%;
left: 50%;
width: 10px;
height: 10px;
border-radius: 50%;
background: #f{fffff;
transform: translate(-50%, -50%);
b
.formbold-form-input::placeholder {
color: #536387;
b
.formbold-form-input:focus {
border-color: #6a64f1;
box-shadow: Opx 3px 8px rgba(0, 0, 0, 0.05);
b
.formbold-form-label {
color: #07074d;
font-size: 14px;
line-height: 24px;
display: block;
margin-bottom: 10px;
h
.formbold-btn {
text-align: center;
width: 100%;

font-size: 16px;
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border-radius: 5px;
padding: 14px 25px;
border: none;
font-weight: 500;
background-color: #6a64fl;
color: white;
cursor: pointer;
margin-top: 25px;
b
.formbold-btn:hover {
box-shadow: Opx 3px 8px rgba(0, 0, 0, 0.05);
}</style>
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EK C: API Kaynak Kodu
const sql = require("mssql");
const config = {
user: "sa",
password: "0SB8@C1#%3U4"2V",
server: "213.128.67.70",
database: "Tez",
options: {
trustedconnection: true,
enableArithAbort: true,
instancename: "MSSQLEXPRESS",
}s
port: 1433,
s
const connectionPool = new sql.ConnectionPool(config);
async function getCustomers() {
try {
await connectionPool.connect();
const customers = await connectionPool
.request()
.query("SELECT * FROM Customers");
return customers.recordset;
} catch (error) {
console.error(error);

throw new Error("Bir hata olustu: " + error.message);

h
h
async function getCustomer(id) {
try {
await connectionPool.connect();
const customer = await connectionPool
.request()
.nput("id", sql.Int, id)
.query("SELECT * FROM dbo.Customers WHERE id = @id");
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return customer.recordset;
} catch (error) {
console.error(error);

throw new Error("Bir hata olustu: " + error.message);

}
}
async function addCustomer(customerData) {
try {
await connectionPool.connect();
const result = await connectionPool
.request()
.Anput("companyname", sql.NVarChar(100), customerData.companyname)
.nput("contact", sql.NVarChar(50), customerData.contact)
Anput("mail", sql.NVarChar(50), customerData.mail)
.nput("phone", sql.NVarChar(20), customerData.phone)
.nput("location", sql.NVarChar(20), customerData.location)
Anput("multiplelocation”, sql.Bit, customerData.multiplelocation)
Anput("sector”, sql.NVarChar(50), customerData.sector)
nput("employee", sql.Smalllnt, customerData.employee)
Anput("printype", sql.Smalllnt, customerData.printype)
Anput("papersize", sql.Smalllnt, customerData.papersize)
.query(

"INSERT INTO Customers (companyname, contact, mail, phone, location,
multiplelocation, sector, employee, printype, papersize) VALUES (@companyname,
@contact, @mail, @phone, @location, @multiplelocation, @sector, @employee,
@printype, @papersize)"

);
return result.recordset;
} catch (error) {
console.error(error);

throw new Error("Bir hata olustu: " + error.message);

}
b

async function updateCustomer(customerData) {
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try {

await connectionPool.connect();

const result = await connectionPool
.request()
.Anput("id", sql.Int, customerData.id)
.Anput("companyname", sql.NVarChar(100), customerData.companyname)
.Anput("contact", sql.NVarChar(50), customerData.contact)
Anput("mail", sql.NVarChar(50), customerData.mail)
.Anput("phone", sql.NVarChar(20), customerData.phone)
.input("location", sql.NVarChar(20), customerData.location)
Anput("multiplelocation", sql.Bit, customerData.multiplelocation)
Anput("sector", sql.NVarChar(50), customerData.sector)
.A1nput("employee", sql.Smalllnt, customerData.employee)
.Anput("printype", sql.Smalllnt, customerData.printype)
.Anput("papersize", sql.Smalllnt, customerData.papersize)
.query(

"UPDATE Customers SET companyname = (@companyname, contact =
@contact, mail = @mail, phone = @phone, location = @location, multiplelocation =
@multiplelocation, sector = @sector, employee = @employee, printype = @printype,
papersize = @papersize WHERE id = @id"

);
return result.recordset;
} catch (error) {
console.error(error);

throw new Error("Bir hata olustu: " + error.message);

h
h
async function deleteCustomer(id) {
try {
await connectionPool.connect();
const result = await connectionPool
.request()
.nput("id", sql.Int, id)
.query("DELETE FROM Customers WHERE id = @id");
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return result.recordset;
} catch (error) {
console.error(error);

throw new Error("Bir hata olustu: " + error.message);

}
}

module.exports = {
getCustomers,
getCustomer,
addCustomer,
updateCustomer,

deleteCustomer,

55
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EK D: Validasyon Kaynak Kodu

import pandas as pd

from sklearn.model selection import train_test split, cross_val score

from sklearn.ensemble import RandomForestClassifier

from sklearn.metrics import accuracy_score, confusion_matrix, classification_report

from sklearn.preprocessing import LabelEncoder, StandardScaler
import matplotlib.pyplot as plt
import seaborn as sns
import numpy as np
data_path ='C:/Users/deniz.simsek/Desktop/Machine Data.xlsx'
data = pd.read_excel(data_path)
label encoders = {}
for column in data.select dtypes(include=['object']).columns:
le = LabelEncoder()
data[column] = le.fit_transform(data[column])
label encoders[column] = le
X = data.drop('"Model', axis=1)
y = data['Model']

X train, X test, y train, y test = train test split(X, vy,

random_state=42)

scaler = StandardScaler()

X train_scaled = scaler.fit_transform(X _train)

X test_scaled = scaler.transform(X_test)

rf = RandomForestClassifier(n_estimators=100, random_state=42)
rf.fit(X train_scaled, y train)

y_pred = rf.predict(X_test scaled)
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accuracy = accuracy_score(y_test, y pred)
print(f'"Model Dogrulugu: {accuracy:.4f}")

cv_scores = cross_val score(rf, X train scaled, y train, cv=5) # 5 katli capraz

dogrulama
print(f"\nCapraz Dogrulama Skorlari: {cv_scores}")
print(f'Ortalama Capraz Dogrulama Skoru: {np.mean(cv_scores)}")
conf mat = confusion_matrix(y test, y pred)
print(f"\nKarisiklik Matrisi:\n{conf mat}\n")
print("Siiflandirma Raporu:")
print(classification_report(y_test, y pred))
feature_importances = rf.feature_importances
indices = np.argsort(feature _importances)[-5:]
print("\nEn 6nemli 5 6zellik ve 6nem dereceleri:")
for 1 in indices:

print(f"{X.columns[i]}: {feature importances[i]:.4f}")
plt.figure(figsize=(10, 6))
sns.boxplot(cv_scores)
plt.title("Capraz Dogrulama Skorlar1')
plt.xlabel('Random Forest Modeli')
plt.ylabel('Dogruluk Skoru')
plt.show()
plt.figure(figsize=(10, 8))
sns.heatmap(conf mat, annot=True, fmt="d", cmap="Blues")
plt.title('Karisiklik Matrisi')
plt.xlabel('Tahmin Edilen Etiketler')

plt.ylabel('Gergek Etiketler')
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plt.show()

plt.figure(figsize=(10, 8))

sorted idx = np.argsort(feature importances)

plt.barh(range(X.shape[1]), feature importances[sorted idx], align='center")
plt.yticks(range(X.shape[ 1]), X.columns[sorted idx])

plt.xlabel('Ozellik Onemi')

plt.title('Model Ozelliklerinin Onemi')

plt.show()
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EK E: Kullanici Arayiizii Tasarim Kodu

from PySide6 import QtCore, QtGui, QtWidgets

class Ui Form(object):

def setupUi(self, Form):

Form.setObjectName("Form")
Form.resize(373, 288)
self.gridLayout 2 = QtWidgets.QGridLayout(Form)
self.gridLayout 2.setObjectName("gridLayout 2")
self.gridLayout = QtWidgets.QGridLayout()
self.gridLayout.setObjectName("gridLayout")
self.horizontalLayout = QtWidgets.QHBoxLayout()
self.horizontalLayout.setObjectName("horizontal Layout")
self.verticalLayout = QtWidgets.QVBoxLayout()
self.verticalLayout.setObjectName("verticalLayout")

spacerltem = QtWidgets.QSpacerltem(20, 40,
QtWidgets.QSizePolicy. Minimum, QtWidgets.QSizePolicy.Expanding)

self.verticalLayout.addItem(spacerltem)

self.pushButton musteriTalebi = QtWidgets.QPushButton(Form)
self.pushButton musteriTalebi.setObjectName("pushButton musteriTalebi")
self.verticalLayout.addWidget(self.pushButton musteriTalebi)
self.pushButton _modelBelirle = QtWidgets.QPushButton(Form)
self.pushButton modelBelirle.setObjectName("pushButton _modelBelirle")
self.verticalLayout.addWidget(self.pushButton modelBelirle)
self.pushButton_teklifVer = QtWidgets.QPushButton(Form)
self.pushButton_teklifVer.setObjectName("pushButton_teklifVer")

self.verticalLayout.addWidget(self.pushButton_teklifVer)
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spacerltem1 = QtWidgets.QSpacerltem(20, 40,
QtWidgets.QSizePolicy. Minimum, QtWidgets.QSizePolicy.Expanding)

self.verticalLayout.addItem(spacerltem])
self.horizontalLayout.addLayout(self.verticalLayout)
self.gridLayout.addLayout(self.horizontalLayout, 0, 0, 1, 1)
self.verticalLayout 2 = QtWidgets.QVBoxLayout()
self.verticalLayout 2.setObjectName("verticalLayout 2")
self.textBrowser log = QtWidgets.QTextBrowser(Form)
self.textBrowser log.setObjectName("textBrowser log")
self.verticalLayout 2.addWidget(self.textBrowser log)
self.gridLayout.addLayout(self.verticalLayout 2,0, 1,1, 1)
self.gridLayout 2.addLayout(self.gridLayout, 0, 0, 1, 1)

self.retranslateUi(Form)
self.pushButton musteriTalebi.clicked.connect(Form.pushButton musteriTalebi_clic
ked) # type: ignore
self.pushButton_modelBelirle.clicked.connect(Form.pushButton_modeliBelirle clic

ked) # type: ignore

self.pushButton_teklifVer.clicked.connect(Form.pushButton_teklifVer clicked)
# type: ignore

QtCore.QMetaObject.connectSlotsByName(Form)
def retranslateUi(self, Form):

_translate = QtCore.QCoreApplication.translate

Form.setWindowTitle(_translate("Form", "Form"))

self.pushButton musteriTalebi.setText(_translate("Form", "Yeni Miisteri Talebi

")

self.pushButton _modelBelirle.setText(_translate("Form", "Modeli Belirle"))

self.pushButton_teklifVer.setText( translate("Form", "Teklif Olustur"))
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self.textBrowser log.setHtml(_translate("Form", "<IDOCTYPE HTML
PUBLIC \"-/W3C//DTD HTML 4.0/EN\" \"http://www.w3.org/TR/REC-
html140/strict.dtd\">\n"

"<htmI><head><meta name=\"qrichtext\" content=\"1\" /><meta charset=\"utf-8\"

/><style type=\"text/css\">\n"

"p, li { white-space: pre-wrap; }\n"

"hr { height: 1px; border-width: 0; }\n"
"li.unchecked::marker { content: \"\\2610\"; }\n"
"li.checked::marker { content: \"\\2612\"; }\n"

"</style></head><body style=\" font-family:\'Segoe UI\'; font-size:9pt; font-
weight:400; font-style:normal;\">\n"

"<p style=\"-qt-paragraph-type:empty; margin-top:0px; margin-bottom:0px; margin-
left:0px; margin-right:0px; -qt-block-indent:0; text-indent:Opx;\"><br
/></p></body></htmI>"))
if name ==" main "
import sys
app = QtWidgets.QApplication(sys.argv)
Form = QtWidgets.QWidget()
ui = Ui_Form()
ui.setupUi(Form)

Form.show()

sys.exit(app.exec ())
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