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OZET

RUZGAR HIZI TAHMINLEMESINDE iKINCIL AYRISTIRMALI VE DALGACIK SINiR
AGI TEMELLI YENI BiR HiBRIT YAKLASIM

Senkal, Serkan
Doktora, Mekatronik Miihendisligi Ana Bilim Dali
Tez Damismani: Dog. Dr. Cem Emeksiz
Mayis 2024, xix + 142 sayfa

Enerji tiikketimi ile kiiresellesme, kentlesme, enerji politikalart ve ekonomik biiyiime
gibi ¢esitli faktorler arasindaki iliskiyi iceren calismalarla literatiirde siklikla karsilagilmaktadir.
Bu iliski, siirdiiriilebilir enerji sistemlerine ulagsmak icin politika ve stratejilerin 6nemini
vurgular. Yenilenebilir enerji kaynaklar1 ¢evresel faydalar sunar, karbon ayak izini azaltir ve
enerji glivenligi ve bagimsizlig1 saglar. Ancak yenilenebilir enerjiye gecis maliyetli olabilir ve
jeopolitik riskler de tedarik zincirlerini ve dagitimi etkileyebilir. Bu zorluklar1 asmak i¢in

yenilenebilir enerji kaynaklarinin c¢esitlendirilmesi ve bolgesel is birligi biiyiik 6nem tasir.

Yenilenebilir enerji, toplum ve ¢evre i¢in bircok fayda saglayan siirdiiriilebilir bir enerji
kaynagidir. Iklim degisikligine katkida bulunan sera gazi emisyonlarini azaltir, halk sagligim
tyilestirir, su kirliligini azaltir, ekosistemleri korur ve siirdiiriilebilir kaynak kullanimini tesvik
eder. Ayrica sirdiiriilebilir kalkinmayi1 destekler ve enerji sektoriinde inovasyon ve
aragtirmalart ilerletir. Yenilenebilir enerji teknolojileri, tesis verimliligini artirir ve diisiik

karbonlu teknolojilerde bir trend olarak 6ne ¢ikar.

Riizgar enerjisinin anlasilmast ve kullanilmasinda, riizgar hiz1 6nemli bir faktordiir.
Riizgar tiirbinlerinin verimli g¢aligmasi, hava tahmini, iklim modellemesi ve a¢ik deniz

operasyonlar1 i¢in dogru riizgar hizi tahmini 6nemlidir.

Riizgar hiz1 tahmini i¢in sinir aglar1 yaygin olarak kullanilir ¢iinkii karmasik dogrusal
olmayan iligkileri yakalama yetenekleri vardir. Birden fazla modelden elde edilen tahminleri
birlestiren hibrit yaklagimlar da umut vericidir. Degisken mod ayristirmast (VMD) ve topluluk
ampirik mod ayristirmas1 (EEMD) gibi ayristirma tekniklerinin riizgar hiz1 tahmininde 6nemli
oldugu kanitlanmistir. Dalgacik sinir aglari (WNN'ler), aktivasyon islevi olarak dalgaciklari
kullanarak sinir aglarmin farkli giris verisi Ozelliklerini yakalamasina ve performansini
artirmasina olanak tanir. Riizgar hiz1 tahmini i¢cin WNN'lere dogrudan referans olmamasina

ragmen, mevcut ¢aligmalar riizgar hiz1 tahmin dogrulugunu artirmak ig¢in farkli sinir agi



mimarilerini dalgacik ayristirma teknikleriyle birlestirme potansiyelini gostermektedir.
Calismamizda, ¢ok kisa vadeli riizgar hiz1 tahmininde basarimi yiiksek olacak sekilde, ikincil
ayristirmal1 ve dalgacik sinir ag1 ile olusturulmus bir hibrit model 6nerisinde bulunduk. Bu
oneri dogrultusunda, popiiler olarak kullanilan dort adet ayristirma modeli ile ikili olarak on alt1
adet ayristirma cifti ve {i¢ tanesi yapay sinir ag1 aktivasyon fonksiyonu, on ii¢ tanesi dalgacik
aktivasyon fonksiyonu olacak sekilde toplam on alt1 aktivasyon fonksiyonu ile 256 adet hibrit
model olusturulmustur. Bu modeller ile dort mevsimin orta aylari i¢in simiilasyonlar yapilmas,
ardindan bu dort ayin sonuglar1 dogrultusunda basarimi yiiksek olan 48 model ile yilin diger
sekiz ay1 simiile edilmistir. Buldugumuz sonuglar, Ampirik Mod Ayristirmasi tiirevi olan
CEEMDAN yontemi ile Degisken Mod Ayristirma yonetimi (VMD) ile olusturulan ikili
ayristirma modelinin, SLOG2 dalgacik aktivasyon fonksiyonu sinir ag1 ile olusturulan hibrit

tahmin modelinin yiiksek basarimli tahminler gerceklestirdigi dogrultusundadar.

Anahtar Kelimeler: Riizgar Hiz1 Tahmini, Veri Ayristirma, Yapay Sinir Ag1, Dalgacik Sinir
Ag1



ABSTRACT

A NEW HYBRID APPROACH TO WIND SPEED FORECASTING BASED ON
TWO-STAGE DECOMPOSITION AND WAVELET NEURAL NETWORK

Senkal, Serkan
Doctorate Thesis, Division of Mechatronics Engineering
Advisor: Assoc. Prof. Dr. Cem Emeksiz
May 2024, xix + 142 pages

The literature is frequently encountered with studies on the relationship between energy
consumption and various factors such as globalisation, urbanisation, energy policies and
economic growth. This relationship emphasises the importance of policies and strategies for
sustainable energy systems. Renewable energy sources offer environmental benefits, reduce
carbon footprint and provide energy security and independence. However, the transition to
renewable energy can be costly and geopolitical risks can also affect supply chains and
distribution. Diversifying renewable energy sources and regional cooperation are crucial to

overcome these challenges.

Renewable energy is a sustainable energy source with many benefits for society and the
environment. It reduces greenhouse gas emissions contributing to climate change, improves
public health, reduces water pollution, protects ecosystems, and promotes sustainable resource
utilization. It also supports sustainable development and advances innovation and research in
the energy sector. Renewable energy technologies improve plant efficiency and are a trend in
low-carbon technologies.

Wind speed is an important factor in understanding and utilizing wind energy. Accurate
wind speed prediction is important for the efficient operation of wind turbines, weather

forecasting, climate modelling and offshore operations.

Neural networks are widely used for wind speed prediction because they can capture
complex nonlinear relationships. Hybrid approaches that combine predictions from multiple
models are also promising. Decomposition techniques such as variable mode decomposition
(VMD) and ensemble empirical mode decomposition (EEMD) have proven to be important in
wind speed prediction. Wavelet neural networks (WNNSs) utilize wavelets as the activation
function, allowing neural networks to capture different input data characteristics and improve

performance. Although there is no direct reference to WNNs for wind speed prediction, existing



studies show the potential of combining different neural network architectures with wavelet
decomposition techniques to improve wind speed prediction accuracy. Our study proposes a
hybrid model with secondary decomposition and a wavelet neural network for very short-term
wind speed forecasting. In line with this proposal, 256 hybrid models are created with sixteen
decomposition pairs in pairs with four popularly used decomposition models and sixteen
activation functions, three of which are neural network activation functions and thirteen of
which are wavelet activation functions. With these models, simulations were viibritvir the
middle months of the four seasons, and then the other eight months of the year were simulated
with 48 models with high performance in line with the results of these four months. Our results
viibr that the CEEMDAN method, which is a derivative of the Empirical Mode Decomposition,
the binary decomposition model created with the Variable Mode Decomposition management
(VMD), and the hybrid forecasting model created with the SLOG2 wavelet activation function

neural network perform high-performance forecasts.

Keywords: Wind Speed Prediction, Data Decomposition, Artificial Neural Network, Wavelet

Neural Network
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TESEKKUR

Bu tez ¢alismasi, Degerli Danismanim Sayin Dog. Dr. Cem EMEKSIZ’in titiz rehberligi ve
degerli katkilar1 olmadan gerceklesemezdi. Kendisinin bilgeligi, sabr1 ve destekleri, bu
calismanin her asamasinda beni aydinlatarak, yonlendirerek ve cesaretlendirerek yol almama

yardimci oldu.

Tez izleme ve Tez Savunma Jiirilerinde yer alan degerli hocalarima da en igten tesekkiirlerimi
sunmak isterim. Degerli yorumlar1 ve elestirileri, bu ¢alismanin kalitesini artirmak i¢in 6nemli

katkilar sagladi.

Ayrica, sevgili esim ve kizlarima da tez siirecimde gosterdikleri sabir ve destek igin

minnettarim. Onlarin sabirlt ve anlayisl tutumu, bu zorlu stireci daha da anlamli ve giiglii kildi.

Son olarak, tiim destekleriyle beni cesaretlendiren aileme ve sevdiklerime tesekkiir ederim.
Onlarin sevgisi ve destegi, her zaman benim i¢in en bilyiik motivasyon kaynagi oldu ve olmaya

devam edecektir.
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1. GIRIS

Enerji tiikketimi, kiiresel kalkinma ve siirdiiriilebilirligin 6nemli bir unsurudur. Bir¢ok caligsma
enerji tikketimi ile kiiresellesme, kentlesme, enerji politikalar1 ve ekonomik biiyiime gibi ¢esitli

faktorler arasindaki iliskiyi aragtirmistir.

Shahbaz ve ark. (2021) tarafindan yapilan bir calisma, kiiresellesme ile enerji tiikketimi
arasindaki nedensel iliskiyi en {ist ve en alt kiiresellesmis ekonomilerde arastirmistir. Zamanla
degisen Granger nedensellik testlerini kullanan c¢alisma, kiiresellesme ve enerji tiiketimi
arasindaki dinamik nedensellik iliskisinin zamanla degistigini bulmustur. Kiiresellesmedeki
pozitif ve negatif soklar enerji tilketimini pozitif ve negatif olarak etkilemektedir. Bu ¢aligma,

kiiresellesmenin enerji tiikketimindeki tesvik edici roliinii vurgulamaktadir.

Zhao ve Qamruzzaman (2022) tarafindan yapilan bir baska ¢alisma, Kusak ve Yol iilkelerindeki
enerji tiiketiminde kentlesme, is¢i dovizleri ve kiiresellesmenin roliinii incelemistir. Calisma,
kiiresellesme ile enerji tiikketimi arasinda negatif ve istatistiksel olarak anlamli bir iligki
bulmustur. Kiiresellesmenin enerji tiikketimi iizerinde heterojen etkileri oldugunu ve siyasi,
ekonomik ve sosyal kiiresellesmenin enerji tiiketimini farkli sekillerde etkiledigini 6ne

surmektedir.

Chen ve ark. (2022), Asya-Pasifik’teki gelismekte olan ekonomilerin enerji doniisiimiinde
enerji politikalarinin heterojen roliine odaklanmistir. Calisma, yasa, diizenleme ve strateji
politikalarinin enerji gecisi tizerindeki olumlu etkilerini vurgulamaktadir. Stratejiler, enerji
dontisiimiinii kolaylastirmada yasa ve yoOnetmeliklerden nispeten daha onemlidir. Caligma,
stirdiiriilebilir enerji sistemlerine ulagmak i¢in iyi tasarlanmis enerji politikalarinin, hedeflenen

stratejilerin ve diizenlemelerin 6nemini vurgulamaktadir.

Lawrence ve ark. (2013), 1980’den 2010’a kadar enerji tiiketimindeki kiiresel esitsizligi
incelemistir. Caligma, kisi bagina enerji tikketimindeki kiiresel esitsizligi karakterize etmekte ve
enerji tiiketimi i¢in Ustel bir olasilik dagilimi1 6nermektedir. Calisma, enerji tiikketiminde zengin

ve fakir tlilkeler arasindaki kiiresel esitsizligi vurgulamaktadir.



Martinho (2018), kiiresel enerji liretimi ve tiiketimini yakinsama teorisi perspektifinden analiz
etmistir. Calisma, mutlak ve kosullu yakinsamanin neoklasik ve ig¢sel biiylime teorilerini
arastirmakta ve kiiresel enerji arz1 ve talebiyle iligkili degiskenlerde sigma yakinsamasina dair
kanitlar bulmustur. Calisma, yenilenebilir enerji kaynaklarini tesvik etmek icin farkli karar alma

diizeylerinde 6zellestirilmis politikalar nermektedir.

Koengkan (2017), Latin Amerika ve Karayip iilkelerinde kiiresellesmenin birincil enerji
tikketimi lizerindeki etkisini arastirmistir. Calisma, kiiresellesme ile birincil enerji tiikketimi
arasindaki pozitif iliskiyi dogrulamakta ve bunu toplam faktér verimliliginin ve ekonomik
biiyiimenin artmasina baglamaktadir. Ekonomik biiylimenin enerji talebini artirmadaki roliinii

vurgulamaktadir.

Meng ve ark. (2020), tedarik zinciri boyunca kiiresel enerji tiiketimine yapilan esitsiz katkiy1
tartismistir. Calisma, tiiketime dayali enerji tiiketimine en biiylik katkiy1 yapan sektor olarak
hizmet sektoriiniin roliinii vurgulamistir. Ayrica, enerji tiikketiminin hesaplanmasinda enerji

tilketimi ve uluslararasi ticaretin etkilesiminin dikkate alinmasinin 6nemini vurgulamistir.

Yavuz ve ark. (2022) kiiresellesmenin, Yyiikselen ve biiyiimede 6ncii ekonomilerde enerji
tilketimi tiizerindeki etkilerini incelemistir. Calisma, kiiresellesmenin enerji tiiketimini
artirdigini bulmakta ve ekonomik biiylime, kentlesme ve kamu harcamalarindaki degisikliklerin

enerji tiiketimi lizerindeki etkilerini tanimlamaktadir.

Shahbaz ve ark. (2017) gelismis ekonomilerde kiiresellesme, ekonomik biiyliime ve enerji
tilketimi arasindaki nedensel iliskiyi aragtirmigtir. Calisma, kiiresellesmenin ¢ogu iilkede enerji
tilketimini artirdigini ortaya koymakta ve siirdiiriilebilir ekonomik kalkinma ig¢in enerjinin

verimli bir sekilde kullanilmasina yonelik politika yonergeleri sunmaktadir.

Lang ve Gregory (2019), kiiresel 1sinmanin neden oldugu enerji tiiketimindeki degisimin
ekonomik etkilerini analiz etmistir. Caligma, kiiresel 1sinmay1 azaltmaya yonelik politikalarin
kiiresel ekonomiye zarar verebilecegini 6ne siirmektedir. Ampirik verilere dayanarak enerji etki

fonksiyonlarinin degistirilmesi ve yeniden kalibre edilmesi gerektigini vurgulamaktadir.



Bu calismalar gostermektedir ki enerji tiiketimi ile kiiresellesme, kentlesme, enerji politikalar
ve ekonomik biiylime gibi ¢esitli faktorler arasindaki iliskiye dair i¢ gorii saglamaktadir. Bu
iliskinin karmasik ve heterojen yapisinin altin1 ¢izmekte ve siirdiiriilebilir enerji sistemlerine

ulagmak i¢in iyi tasarlanmig politika ve stratejilerin 6nemini vurgulamaktadir.

Enerji kaynaklar1 kokenlerine ve ozelliklerine gore smiflandirilir. Enerji kaynaklarimin

siniflandirilmasi tipik olarak yenilenebilir ve yenilenemeyen kaynaklar igerir.

Yenilenebilir enerji kaynaklart dogal olarak yenilenen ve ¢evre iizerinde en az etkiye sahip olan
kaynaklardir. Bu kaynaklar arasinda giines enerjisi, riizgar enerjisi, hidroelektrik enerji,
biyokiitle ve jeotermal enerji yer almaktadir. Giines enerjisi, fotovoltaik hiicreler veya solar
termal sistemler gibi teknolojiler aracilifiyla giines 1s1gmin  kullanilabilir enerjiye
dontistiiriilmesini ifade eder. Riizgar enerjisi, riizgar tiirbinlerini kullanarak elektrik tiretmek
icin riizgarin giiclinden yararlanir. Hidroelektrik enerji, elektrik iiretmek icin akan veya diisen
suyun enerjisini kullanir. Biyokiitle enerjisi bitkiler, tarimsal atiklar ve odun gibi organik
maddelerden elde edilir. Jeotermal enerji, elektrik liretmek veya 1sitma ve sogutma saglamak

icin Diinya’nin ¢ekirdeginden gelen 1s1y1 kullanir.

Ote yandan, yenilenemeyen enerji kaynaklar1 smirlidir ve insan émrii iginde yenilenemez. Bu
kaynaklar komiir, petrol ve dogal gaz gibi fosil yakitlar igerir. Fosil yakitlar, milyonlarca yil
boyunca jeolojik siireglerden gegen eski bitki ve hayvan kalintilarindan olusur. Enerji agiga
¢ikarmak icin yakilirlar ve elektrik liretimi, ulasim ve endiistriyel siiregler i¢in birincil enerji
kaynaklaridir. Ancak fosil yakitlarin yanmasi sera gazi salinimina neden olarak iklim

degisikligine ve hava kirliligine katkida bulunur.

Enerji kaynaklarinin yenilenebilir ve yenilenemez olarak siniflandirilmasi, ¢cevresel etkilerinin,
stirdiiriilebilirliklerinin ve uzun vadeli kullanilabilirliklerinin anlasilmasi agisindan énemlidir.
Yenilenebilir enerji kaynaklar1 daha temiz ve siirdiiriilebilir bir enerji gelecegi i¢in potansiyel

sunarken, yenilenemeyen kaynaklar ¢cevresel kaygilar ve sinirli kullanilabilirlik ile iliskilidir.



Yenilenebilir enerjinin baglica avantajlari sunlardir:

7. Cevresel Faydalar: Yenilenebilir enerji kaynaklari ¢ok az sera gazi emisyonu liretir veya

hi¢ iiretmez, hava kirliligini azaltir ve iklim degisikligini hafifletir. Fosil yakitlara
kiyasla daha diigiik karbon ayak izine sahiptirler, ekosistemlerin korunmasina ve

biyogesitliligin korunmasina yardimect olurlar.

Yenilenebilir enerji, karbon ayak izinin azaltilmasi, ekosistemlerin korunmasi ve
biyogesitliligin muhafaza edilmesi acgisindan biiyiik 6nem tasimaktadir. Iste kanitlarla

desteklenen bazi dnemli noktalar:

a. Karbon Ayak izi Azaltimi: Fosil yakitlarin aksine, yenilenebilir enerji kaynaklari isletme
sirasinda ¢ok az sera gazi emisyonu lretir veya hi¢ iiretmez. Bu da enerji iiretimiyle iligkili
karbon ayak izini 6nemli 6l¢iide azaltir (Scherer ve Pfister, 2016). Ulkeler yenilenebilir enerjiye
gecis yaparak iklim degisikligini hafifletme ve genel karbon emisyonlarini azaltma konusunda

onemli ilerleme kaydedebilirler (Holmatov ve Hoekstra, 2020).

b. Ekosistemlerin Korunmasi: Yenilenebilir enerji projeleri, uygun sekilde planlanip
uygulandiginda, habitat tahribatin1 ve geleneksel enerji kaynaklariyla iligkili biyogesitlilik
kaybim1 en aza indirebilir (Scherer ve Pfister, 2016). Genellikle arazi temizligini ve
ekosistemlerin bozulmasini igeren fosil yakit ¢ikariminin aksine, yenilenebilir enerji projeleri

dogal habitatlarla bir arada var olabilir ve biyolojik ¢esitliligin korunmasini destekleyebilir.

c. Biyolojik Cesitliligin Korunmasi: Yenilenebilir enerji teknolojilerinin biyogesitlilik
tizerindeki etkisi, fosil yakit ¢ikarma ve yakmaya kiyasla daha diisiiktiir. Fosil yakitlara olan
talebi azaltarak yenilenebilir enerji, c¢esitli bitki ve hayvan tiirlerinin hayatta kalmasi i¢in ¢ok
onemli olan ekosistemlerin ve habitatlarin korunmasma yardimci olur. Bu durum,

biyogesitlilige yonelik artan tehditler ve habitat kaybi karsisinda 6zellikle 6nemlidir.

d. Siirdiiriilebilir Kaynak Kullanimi: Giines, riizgar ve hidroelektrik enerji gibi yenilenebilir
enerji kaynaklari, dogal olarak yenilenen kaynaklardan yararlanir. Cikarilmasi gereken sonlu

fosil yakitlarin aksine, yenilenebilir enerji dogal kaynaklarin korunmasina ve kaynak ¢ikarma



ile iliskili cevresel bozulmanin azaltilmasina yardimci olur. Bu siirdiiriilebilir kaynak kullanimi,

ekosistemlerin ve biyolojik ¢esitliligin uzun vadede korunmasina katkida bulunur.

e. Cevresel Etkilerin Azaltilmasi: Yenilenebilir enerji teknolojileri, geleneksel enerji
kaynaklarina gore daha diisiik cevresel etkilere sahiptir. Ornegin hidroelektrik, fosil yakit bazl
enerji santrallerine gore daha diisiik biyojenik karbon ayak izine sahiptir (Scherer ve Pfister,
2016). Giines enerjisiyle calisan elektrikli araclar, benzinle ¢alisan geleneksel araglara kiyasla
kilometre basma daha kii¢iik ¢evresel ayak izine sahiptir (Holmatov ve Hoekstra, 2020).
Toplumlar yenilenebilir enerjiyi benimseyerek ¢evresel ayak izlerini azaltabilir, ekosistemler

ve biyogesitlilik tizerindeki olumsuz etkileri en aza indirebilir.

Bu noktalar, yenilenebilir enerjinin karbon emisyonlarinin azaltilmasi, ekosistemlerin
korunmast ve biyolojik ¢esitliligin muhafaza edilmesindeki Onemini vurgulamaktadir.
Toplumlar, yenilenebilir enerji kaynaklarina gegis yaparak daha stirdiiriilebilir ve ¢evre dostu

bir gelecege katkida bulunabilirler.

7. Enerji Glivenligi ve Bagimsizligi: Yenilenebilir enerji kaynaklari bol miktarda bulunur

ve yaygin olarak dagitilir, ithal fosil yakitlara bagimliligi azaltir. Bu da enerji
giivenligini artirir ve fiyat dalgalanmalarina ve jeopolitik gerilimlere kars1 kirilganligi

azaltir.

Enerji giivenligi, bir lilkenin veya bolgenin ihtiyaglarini karsilamak i¢in enerji kaynaklariin
mevcudiyetini ve glivenilirligini ifade eder (Alsagr ve Hemmen, 2021). Yenilenebilir enerji
baglaminda enerji giivenligi, fosil yakitlara olan bagimlilig1 azaltmak ve fiyat dalgalanmalari
ile jeopolitik gerilimlere kars1 kirilganligi azaltmak ic¢in yenilenebilir enerji kaynaklarinin

istikrarli ve tutarl bir sekilde tedarik edilmesini igerir.

Yenilenebilir enerjideki fiyat dalgalanmalari, teknoloji maliyetlerindeki degisiklikler, hiikiimet
politikalar1 ve piyasa dinamikleri gibi cesitli faktorlerden etkilenebilir (Alsagr ve Hemmen,
2021). Yenilenebilir enerji kaynaklarmma gecis, yenilenebilir enerjinin toplam maliyetini
etkileyebilecek altyap1 ve teknolojiye onemli yatirnmlar gerektirmektedir. Bununla birlikte,

yenilenebilir enerji teknolojileri ilerlemeye ve Ol¢eklenmeye devam ettikge, maliyetlerin



diismesi ve yenilenebilir enerjiyi geleneksel fosil yakitlarla daha rekabet¢i hale getirmesi

beklenmektedir (Alsagr ve Hemmen, 2021).

Jeopolitik gerilimlere karsi kirilganlik, yenilenebilir enerji baglaminda dikkate alinmasi
gereken bir diger 6nemli husustur. Catigmalar, ticari anlagsmazliklar ve siyasi istikrarsizlik gibi
jeopolitik riskler, yenilenebilir enerji kaynaklarinin tedarik zincirlerini ve dagitimini sekteye
ugratabilir (Flouros ve ark., 2022). Ornegin, yenilenebilir enerji teknolojileri icin gerekli olan
kritik mineral ve malzemelerin mevcudiyeti jeopolitik gerilimlerden etkilenebilir ve potansiyel
olarak arz kithgna ve fiyat dalgalanmalarina yol agabilir (Flouros ve ark., 2022). Ayrica,
jeopolitik faktorler yenilenebilir enerji projeleri igin yatirim ortamini etkileyerek yenilenebilir

enerji sektoriiniin genel biiyiimesini ve gelisimini etkileyebilir (Flouros ve ark., 2022).

Bu zorluklarin iistesinden gelmek icin yenilenebilir enerji kaynaklarini gesitlendirmek ve
bolgesel is birligi ve ortak calismay1 gelistirmek cok onemlidir (Alsagr ve Hemmen, 2021).
Ulkeler yenilenebilir enerji karisimimi cesitlendirerek tek bir enerji kaynagina bagimlilig
azaltabilir ve fiyat dalgalanmalar1 ve jeopolitik gerilimlerle iligkili riskleri hafifletebilir.
Bolgesel is birligi ayn1 zamanda kaynaklarin, uzmanligin ve altyapinin paylasilmasina yardimci
olarak daha giivenli ve direncli bir yenilenebilir enerji sistemi saglayabilir (Alsagr ve Hemmen,

2021).

Yenilenebilir enerji baglaminda enerji giivenligi, fiyat dalgalanmalar ve jeopolitik gerilimlerle
iligkili riskleri azaltirken yenilenebilir enerji kaynaklarinin istikrarli ve giivenilir bir sekilde
tedarik edilmesini igerir. Enerji kaynaklarinin g¢esitlendirilmesi ve bolgesel is birligi,

yenilenebilir enerji sektoriinde enerji giivenligini artirmak i¢in kilit stratejilerdir.

7. Ekonomik Biiyiime ve is Yaratma: Yenilenebilir enerji sektorii ekonomik bilyiimeyi

tesvik etme ve istihdam yaratma potansiyeline sahiptir. Yenilenebilir enerji projelerine
yapilan yatirimlar yerel ekonomik kalkinmay1 destekleyebilir, 6zel yatirimlari ¢ekebilir

ve ¢esitli beceri diizeylerinde ¢ok ¢esitli istthdam firsatlar1 yaratabilir.

Yenilenebilir enerjinin ekonomik biiylimeyi tesvik etme ve istihdam yaratma potansiyeli
oldugu cesitli calismalarla kanitlanmistir. Ntanos ve ark. (2018), 25 Avrupa iilkesini incelemis

ve yenilenebilir enerji tiikketimi ile ekonomik biiylime arasinda, 6zellikle de yiiksek Gayrisafi
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Yurt I¢i Hasila’ya (GSYH) sahip iilkelerde pozitif bir korelasyon bulmustur. Calismada,
yenilenebilir enerji kaynaklar1 tiiketimi, kisi basma diisen GSYH, gayrisafi sabit sermaye
olusumu ve isgiicli arasindaki iliskiyi belirlemek i¢in tanimlayici istatistikler, kiime analizi ve
otoregresif dagitilmis gecikme (ARDL, Autoregressive Distributed Lag Bound Test) gibi
istatistiksel analiz teknikleri kullanilmistir. Sonuglar, yenilenebilir enerji tiikketiminin uzun

vadede ekonomik biiytime ile iligkili oldugunu gostermektedir.

Kumar ve Majid (2020), Hindistan’daki yenilenebilir enerji sektoriine odaklanmis ve sektoriin
karsilastig1 ¢esitli engelleri tespit etmistir. Yenilenebilir enerji teknolojilerinin gelisimini tesvik
etmek icin belirli stratejilerin yani sira itme politikalart ve ¢ekme mekanizmalarinin bir
kombinasyonunu Onermislerdir. Bu stratejiler arasinda teknolojik ilerlemeler, diizenleyici
politikalar, vergi indirimleri, arastirma ve gelistirme cabalar1 ve verimlilik artirimlar1 yer
almaktadir. Yazarlar ayrica, vasifsiz isciler, teknisyenler ve miiteahhitler i¢in istthdam
yaratmak amaciyla yenilenebilir enerji sektdriindeki yatirim firsatlarinin tesvik edilmesinin

Onemini de tartigmstir.

Ahmed ve Shimada (2019), yiikselen ve gelismekte olan ekonomilerde yenilenebilir enerji
projelerinin basarili bir sekilde uygulanmasi i¢in uygun bir politika paketinin benimsenmesinin
Oonemini vurgulamistir. Siibvansiyonlar, yenilenebilir portfoy standartlari, diisiik faizli krediler,
yesil sertifikalar ve tarife garantileri gibi ¢esitli yenilenebilir enerji politikalarinin altini
¢izmiglerdir. Bu politikalar, teknoloji kurulumunun ilk maliyetini azaltmay1, yenilenebilir enerji
tiretimini tesvik etmeyi ve yenilenebilir kaynaklardan tiretilen elektrik i¢in garantili bir fiyat
saglamay1 amacglamaktadir. Yazarlar, yenilenebilir enerji tiiketiminin bu ekonomilerde
stirdiirtilebilir ekonomik kalkinmaya katkida bulundugunu 6ne stiren bir geri besleme hipotezini

destekleyen kanitlar bulmuslardir.

Referanslar yenilenebilir enerjinin ekonomik biiyiimeyi tesvik etme ve istthdam yaratma
potansiyeline sahip olduguna dair kanitlar sunmaktadir. Calismalar, 6zellikle yliksek GSYH’ye
sahip iilkelerde yenilenebilir enerji tiiketimi ile ekonomik biiylime arasindaki pozitif
korelasyonu vurgulamaktadir. Ayrica, yenilenebilir enerji sektoriinde yatirim firsatlarini tegvik
etmek i¢in uygun politika ve stratejilerin uygulanmasinin énemini vurgulamaktadirlar; bu da

istthdam yaratilmasina ve siirdiirtilebilir ekonomik kalkinmaya yol agabilir.



4. Maliyet Rekabetciligi: Yenilenebilir enerji teknolojilerinin maliyeti son yillarda hizla

diismekte ve fosil yakitlarla maliyet acisindan giderek daha rekabetci hale gelmektedir. Glines
ve rlizgar gibi yenilenebilir enerji kaynaklar1 birgok bolgede sebeke paritesine ulagsmustir, yani

geleneksel kaynaklara benzer veya daha diisiik maliyetle elektrik tiretebilirler.

Fosil yakitlara kiyasla yenilenebilir enerji teknolojilerinin maliyetinin rekabet edebilirligi, daha
stirdiiriilebilir bir enerji sistemine gegiste biiyiik ilgi goren bir konudur. Bir¢ok c¢alisma bu
konuyu incelemis ve yenilenebilir enerji teknolojilerinin maliyet rekabetgiligini destekleyen

kanitlar bulmustur.

Adlong (2012) tarafindan yapilan bir ¢alisma, yenilenebilir enerji teknolojilerinin hizl
gelisimini ve bunlarin ¢evre egitimcileri tizerindeki etkilerini vurgulamaktadir. Calisma, birgok
yenilenebilir enerji teknolojisinin maliyetlerinin 10-15 yil i¢inde fosil yakitlarla rekabet edebilir
hale gelmesinin beklendigini ve bazi tesislerin halihazirda maliyet agisindan rekabet edebilir
durumda oldugunu belirtmektedir. Bu da yenilenebilir enerji teknolojilerinin giderek daha
uygun maliyetli hale geldigini ve maliyet agisindan fosil yakitlarla rekabet edebilecegini

gostermektedir.

Kalair ve ark. (2020) tarafindan yapilan bir baska ¢alisma, fosil yakitlardan yenilenebilir
enerjiye geciste enerji depolama sistemlerinin roliinii tartismaktadir. Calisma, enerji depolama
cthazlarimin giines ve riizgar gibi yenilenebilir enerji kaynaklariin kesintili dogasin1 hesaba
katabilecegini vurgulamaktadir. Bu durum, enerji depolama sistemlerinin entegre edilmesinin,
yenilenebilir enerji teknolojilerinin kesintili yapisin1 ele alarak ve giivenilir bir enerji arzi

saglayarak bu teknolojilerin rekabet giiciinii artirabilecegine isaret etmektedir.

Ayrica, Khaw ve Ni (2021) tarafindan yapilan ¢alisma, gelismekte olan Asya tilkelerinde fosil
yakit fiyatlari, karbondioksit emisyonlar1 ve yenilenebilir enerji kapasitesi arasindaki iligkiyi
incelemektedir. Calisma, yenilenebilir enerji kapasitesinin karbondioksit emisyonlarinin
azaltilmasi tizerindeki olumlu etkisine dair kanitlar sunmaktadir. Bu durum, yenilenebilir enerji
teknolojilerinin fosil yakitlarla potansiyel olarak maliyet agisindan rekabet edebilirken ¢evresel

faydalar da sunabilecegini gostermektedir.



Cok sayida c¢alisma yenilenebilir enerji teknolojilerinin fosil yakitlarla maliyet acisindan
giderek daha rekabetci hale geldigi fikrini desteklemektedir. Bu teknolojilerin hizli gelisimi ve
enerji depolama sistemlerindeki ilerlemeler, maliyet rekabetciligine katkida bulunmaktadir.
Yenilenebilir enerji teknolojileri gelismeye ve 6l¢eklenmeye devam ettikge, fosil yakitlara karsi

uygulanabilir ve ekonomik agidan rekabet¢i bir alternatif sunma potansiyeline sahiptir.

5. Enerji Cesitliligi ve Esneklik: Enerji karistminin yenilenebilir kaynaklarla c¢esitlendirilmesi,

tek bir enerji kaynagina olan bagimlilig1 azaltarak enerji direncini ve istikrarini artirir. Cat1 iistii
giines panelleri gibi dagitilmis yenilenebilir enerji sistemleri, yaygin elektrik kesintisi riskini

azaltarak sebeke direncini de artirabilir.

Yenilenebilir enerji, tek bir enerji kaynagina bagimlilig1 azaltarak enerji direncini ve istikrarini
artirmada ¢ok 6nemlidir. Bu, enerji sistemlerinin adaptif kapasitesini ve direncini artiran enerji

kaynaklarinin ¢esitlendirilmesi yoluyla elde edilir (Molyneaux ve ark., 2016).

Enerji sistemlerinde esneklik, artiklik ve ¢esitlilik gibi parametrelerle dlgiiliir. Bu parametreler
mevcut oldugunda, esneklik artar ve ekonomik istikrar artar (Molyneaux ve ark., 2016). Giines
fotovoltaik ve riizgar enerjisi gibi yenilenebilir enerji kaynaklarmin kullanilmasi, enerji
karisiminin ¢esitlendirilmesine katkida bulunarak fosil yakitlara olan bagimlilig1 azaltmakta ve

genel enerji sisteminin dayanikliligini artirmaktadir (Pagliaro, 2019).

Yenilenebilir enerjinin esneklik ve istikrar agisindan faydalari, enerji kaynaklarinin
cesitlendirilmesiyle sinirli degildir. Yenilenebilir enerji 9ibrit sistemlerinin (REHS, Renewable
energy hybrid system) esnekligini 6l¢mek ve paraya ¢evirmek i¢in bir metodoloji dnermektedir
(Anderson ve ark., 2018). Calismalari, geleneksel yedek dizel jeneratorler yerine REHS nin
uygulanmasinin kesinti beka kabiliyetini 6nemli 6l¢iide artirabilecegini ve katma deger
saglayabilecegini gdstermektedir. Ornegin, New York’taki binalar iizerinde yapilan bir vaka
calismasinda, REHS nin uygulanmasi, kesintiden kurtulma miktarini iki katina ¢ikarmis ve
781.200 $ katma deger saglamistir (Anderson ve ark., 2018). Bu durum, yenilenebilir enerjinin

dayaniklilik agisindan potansiyel ekonomik faydalarini vurgulamaktadir.

Ayrica, geleneksel baz yiik santrallerine kiyasla yenilenebilir {iretimin dagitik yapisi, enerji

sisteminin dayanikliligina katkida bulunmaktadir (Anderson ve ark., 2018). Yenilenebilir
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enerjinin merkezi olmayan yapisi, tek bir konumdaki kesintilere kars1 kirilganligr azalttig1 i¢in

daha esnek ve saglam bir enerji altyapisi saglar.

Yenilenebilir enerjiyi elestirenler, giines 15181 ve riizgarin kesintili olmasinin enerji liretimini
planlamada ve talebi karsilamada zorluklar yarattigin1 savunmaktadir. Ancak teknolojideki ve
endistriyel ilerlemedeki gelismeler bu endiseleri gidermistir. Kamu 6lgeginde glines ve riizgar
enerjisi tiretimi, geleneksel termoelektrik enerji iiretimiyle rekabet edebilir hale gelmistir ve
enerji depolama sistemlerinin gelistirilmesiyle kesinti sorunu hafifletilmektedir (Pagliaro,
2019).

Yenilenebilir enerji, tek bir enerji kaynagina bagimlilig1 azaltarak enerji direncini ve istikrarini
artirmada hayati 6nem tagimaktadir. Yenilenebilir enerjinin yayginlastirilmasi yoluyla enerji
kaynaklarinin cesitlendirilmesi, enerji sistemlerinin uyum kapasitesini ve dayanikliligini
artirmaktadir. Ayrica, yenilenebilir enerji liretiminin dagitik yapisi ve teknolojideki ilerlemeler
enerji sisteminin genel dayanikliligina katkida bulunmaktadir. Yenilenebilir enerjinin
dayaniklilik agisindan ekonomik faydalari da yenilenebilir enerji 10ibrit sistemleri tarafindan
saglanan dayanikliligin 6l¢iilmesi ve parasallastirilmasiyla ortaya konmustur. Genel olarak

yenilenebilir enerji, daha direngli ve istikrarli bir enerji geleceginin insasinda kilit bir bilesendir.

6. Saglik Faydalari: Yenilenebilir enerji kaynaklarinin kullanim1 hava ve su kirliligini azaltarak

halk saglig1 sonuglariin iyilesmesini saglar. Yenilenebilir kaynaklar, fosil yakitlarin yanmasini
temiz enerji ile degistirerek solunum yolu hastaliklarini, kardiyovaskiiler sorunlar ve kirlilikle

iligkili diger saglik sorunlarini azaltmaya yardimei olur.

Yenilenebilir enerji, halk sagligini iyilestiren ve kirlilikle ilgili saglik sorunlarini azaltan ¢ok

sayida ¢evresel faydaya sahiptir. Iste kanitlarla desteklenen bazi énemli noktalar:

a. Hava Kirliliginin Azaltilmasi: Yenilenebilir enerji kaynaklar1 fosil yakitlar1 yakmadan
elektrik tireterek stilfiir dioksit, nitrojen oksitler ve partikiil madde gibi hava kirleticilerin
emisyonunu 6nemli 6l¢lide azaltir. Bu kirleticiler solunum yolu hastaliklarina, kardiyovaskiiler

sorunlara ve diger saglik sorunlarina neden olmaktadir (Amk ve Ms, 2021).
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b. Sera Gaz1 Emisyonlarinin Azaltilmasi: Yenilenebilir enerji teknolojileri, atmosfere 6nemli
miktarda karbondioksit gibi sera gazlar1 salmadan elektrik tiretir. Yenilenebilir enerji, sera gazi
emisyonlarini azaltarak, 1siya baglh hastaliklar, vektor kaynakli hastaliklarda artig, gida ve su
kaynakli hastaliklar gibi olumsuz saglik etkileri olan iklim degisikliginin azaltilmasina

yardimci olur (Gallagher ve Holloway, 2020).

c. I¢ Mekan Hava Kalitesinin Iyilestirilmesi: Geleneksel biyokiitle yakitlarinin yemek pisirme
ve 1sinma i¢in yaygin olarak kullanildig1 gelismekte olan iilkelerde, biyogaz veya gelistirilmis
ocaklar gibi daha temiz ve daha verimli yenilenebilir enerji kaynaklarina gegis, i¢ mekan hava
kalitesini onemli Ol¢tlide artirabilir. Bu da 6zellikle i¢ mekan hava kirliligine en ¢ok maruz kalan

kadinlar ve ¢ocuklar arasinda solunum yolu hastaliklari riskini azaltir (Senyapar, 2023).

d. Su Kirliliginde Azalma: Giines ve riizgar enerjisi gibi yenilenebilir enerji teknolojileri,
sogutma i¢in suya ihtiya¢ duyan geleneksel enerji santrallerinin aksine, elektrik {iretimi i¢in
suya ihtiya¢ duymaz. Su kullamimin1 azaltarak yenilenebilir enerji, su kaynaklarinin
korunmasina yardimci olur ve sogutma suyu ve atik su desarji yoluyla su kiitlelerinin

kirlenmesini azaltir (Giiney, 2019).

e. Ekosistemlerin ve Biyogesitliligin Korunmasi: Uygun sekilde planlandiginda ve
uygulandiginda, yenilenebilir enerji projeleri habitat tahribatini ve geleneksel enerji
kaynaklariyla iliskili biyolojik ¢esitlilik kaybini en aza indirebilir. Yenilenebilir enerji,
madencilik ve sondaj gibi arazi yogun faaliyetlere olan ihtiyaci azaltarak ekosistemlerin ve

bunlara bagli olan tiirlerin korunmasina yardimer olur (Giiney, 2019).

Sonter ve ark. (2020), yenilenebilir enerji liretimi nedeniyle madenciligin biyocesitlilige
yonelik tehditlerinin potansiyel olarak kdétiilesmesine odaklanmistir. Diinya kara yiizeyinin 50
milyon km2 ‘sini etkileyen bir¢ok madencilik alaninin yenilenebilir enerji {iretimi igin gerekli
malzemeleri hedefledigini tespit etmiglerdir. Bu madencilik alanlar1 genellikle korunan alanlar,
kilit biyocesitlilik alanlar1 ve kalan vahsi dogayla 6rtiismektedir. Stratejik planlama yapilmadigi
takdirde, yenilenebilir enerji tiretimiyle baglantili olarak biyogesitlilige yonelik madencilik

tehditleri, fosil yakit kullaniminin azaltilmasiyla hafifletilen tehditleri asabilir.
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f. Siirdiirtilebilir Kaynak Kullanimi: Giines, riizgar ve hidroelektrik enerji gibi yenilenebilir
enerji kaynaklari, dogal olarak yenilenen kaynaklardan yararlanir. Siirli olan ve ¢ikarilmasi
gereken fosil yakitlarin aksine, yenilenebilir enerji dogal kaynaklarin korunmasina ve kaynak

¢ikarma ile iliskili ¢evresel bozulmanin azaltilmasina yardimci olur (Giiney, 2019).

g. Sirdiriilebilir Kalkinmanin Tesvik Edilmesi: Yenilenebilir enerjinin benimsenmesi,
ozellikle kirsal ve uzak bolgelerde temiz ve uygun fiyatli enerjiye erisim saglayarak
siirdiiriilebilir kalkinmaya katkida bulunur. Giivenilir elektrige erisim saglik hizmetlerini
tyilestirir, egitimi kolaylastirir ve ekonomik faaliyetleri destekleyerek yasam kosullarini ve

genel refahi iyilestirir (Liu ve Zhong, 2022).

Yenilenebilir enerjinin bu g¢evresel faydalari, solunum yolu hastaliklari, kardiyovaskiiler
sorunlar ve kirlilikle ilgili diger saglik sorunlarimin azaltilmasindaki onemli roliinii
vurgulamaktadir. Toplumlar, yenilenebilir enerji kaynaklarina gec¢is yaparak halk sagligi
sonugclarini iyilestirebilir, iklim degisikligini hafifletebilir ve daha siirdiiriilebilir ve direngli bir

gelecek yaratabilir.

7. Teknolojik Yenilik ve Arastirma: Yenilenebilir enerji teknolojilerinin gelistirilmesi ve

yayginlastirilmasi, enerji sektoriinde inovasyonu ve arastirmayi tesvik eder. Bu da enerji
depolama, sebeke entegrasyonu ve diger alanlarda ilerlemelere yol agarak sadece yenilenebilir

enerji sektoriine degil ekonominin diger sektorlerine de fayda saglayabilir.

Yenilenebilir enerji teknolojilerinin gelistirilmesi ve yayginlagtirilmasi, enerji sektoriindeki
inovasyon ve arastirmalar1 onemli Sl¢iide etkilemistir. Cesitli ¢calismalar bu iliskiyi arastirmis

ve bu etkinin ¢esitli yonlerine iligkin i¢ goriiler saglamistir.

Khan ve Su (2022) tarafindan yapilan bir ¢alisma, teknolojik yenilik ile yenilenebilir enerjiye
gecis arasindaki tamamlayicilifi  incelemektedir. Yazarlar, yenilenebilir enerjinin
genislemesinin, yenilik¢i yenilenebilir projeler icin siibvansiyonlari azaltan finansal kriz
tarafindan  engellendigini  vurgulamaktadir. Bununla birlikte, yenilenebilir enerji
teknolojilerinin tesis verimliligini ve tutarli iretimi artirdigini da belirtiyorlar. Fosil enerjiden
daha pahali olmasina ragmen, diisiik karbonlu teknolojilerde ytikselen bir egilim s6z konusudur

ve bu da yenilenebilir enerji sektoriinde inovasyona odaklanildigin1 géstermektedir.
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Xing ve ark. (2023) tarafindan yapilan bir bagka ¢alisma, stirdiiriilebilir yenilenebilir enerji
gelistirme politikalar1 ve teknolojik inovasyona odaklanmaktadir. Yazarlar, yenilenebilir enerji
gelisimi ile teknolojik yenilik arasinda pozitif bir iliski bulmuslardir. Bu iliskinin farkh
iilkelerde ve iilke gruplarinda gozlemlendigini vurgulamaktadirlar. Bu durum, yenilenebilir
enerji teknolojilerinin gelistirilmesi ve yaygimlastirilmasinin enerji  sektoriinde kiiresel

inovasyonu tesvik ettigini gdstermektedir.

Li ve ark. (2021), kiiresel yenilenebilir enerji inovasyon sistemlerindeki bilgi akislarini
arastirmistir. Farkli yenilenebilir enerji teknolojisi inovasyon sistemlerinden gelen bilgiyi
birlestirmek i¢in teknolojik ve cografi mesafeler arasinda koprii kurmanin O6nemini
vurgulamaktadirlar. Yazarlar, yenilenebilir enerji teknolojilerinin karmasik oldugunu ve ¢esitli
teknolojilerden bilgi girdisi gerektirdigini savunmaktadir. Ayrica, yenilenebilir enerji
teknolojilerindeki bilginin tilkeler arasinda esit olmayan dagilimini vurgulayarak uluslararasi

bilgi akisinin 6neminin altin1 ¢izmektedirler.

Ayrica, dogrudan yabanci yatirmmin (DYY) yenilenebilir enerji teknolojisi yayilimi iizerindeki
etkisi (Liu ve ark., 2016) tarafindan yapilan bir calismada incelenmistir. Yazarlar, teknoloji
yaylliminda teknoloji O6zlimseme kapasitesinin ve marka etkisinin ¢ok onemli oldugunu
bulmuslardir. Uriin, siire¢ ve organizasyonel inovasyonun Cin’in enerji endiistrisi performansi
tizerindeki etkilerini degerlendirerek, DY Y ’nin yenilenebilir enerji teknolojisi yayilimindaki

olumlu etkilerini vurgulamaktadirlar.

Sonug olarak, yenilenebilir enerji teknolojilerinin gelistirilmesi ve yayginlastirilmasi, enerji
sektoriindeki inovasyon ve arastirmalart onemli 6l¢iide etkilemistir. Bu etkiler arasinda tesis
verimliligindeki iyilesmeler, istikrarli iiretim ve kiiresel olarak teknolojik yeniligin tesvik
edilmesi yer almaktadir. Ayrica, teknolojik ve cografi mesafenin kapatilmasi ve teknoloji
yayiliminda DYY 'nin rolii, yenilenebilir enerji inovasyon sisteminde 6nemli faktorler olarak

tanimlanmaistir.

Bu avantajlar, cevresel zorluklarin ele alinmasinda, siirdiiriilebilir kalkinmanin tesvik
edilmesinde ve daha esnek ve adil bir enerji sistemi olusturulmasinda yenilenebilir enerjinin

Oonemini vurgulamaktadir.
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Hazirlamis oldugumuz tez calismamizda, ¢ok kisa vadeli riizgar hizi tahmininde basarimi
yiiksek olacak sekilde, ikincil ayristirmali ve dalgacik sinir ag1 ile olusturulmus bir 14ibrit
model Onerisinde bulunduk. Bu o6neri dogrultusunda, popiiler olarak kullanilan dort adet
ayristirma modeli ile ikili olarak on alt1 adet ayristirma ¢ifti ve {i¢ tanesi yapay sinir ag1
aktivasyon fonksiyonu, on {i¢ tanesi dalgacik aktivasyon fonksiyonu olacak sekilde toplam on
alt1 aktivasyon fonksiyonu ile 256 adet hibrit model olusturulmustur. Bu modeller ile dort
mevsimin orta aylar1 i¢in simiilasyonlar yapilmis, ardindan bu dort ayin sonuglari
dogrultusunda basarimi yiiksek olan 48 model ile yilin diger sekiz ay1 simiile edilmistir.
Buldugumuz sonuglar, Ampirik Mod Ayristirmast tiirevi olan CEEMDAN yontemi ile
Degisken Mod Ayristirma yonetimi (VMD) ile olusturulan ikili ayristirma modelinin, SLOG2
dalgacik aktivasyon fonksiyonu sinir agi ile olusturulan hibrit tahmin modelinin yiiksek

basarimli tahminler gerceklestirdigi dogrultusundadir.

Tezimizin bir sonraki boliimii olan “Kuramsal Temeller”de, ¢alismamizda bilimsel temeli olan
riizgar hiz1 ve giicli arasindaki iligki ve riizgar hizi tahmininin 6nemi {izerinde durulmustur.
Riizgar hizi tahmininde kullanilan baglica yontemler hakkinda bilgilendirmeler yapilmistir.
Ayrica, hibrit model 6nerimizde kullanmis oldugumuz yontemler hakkinda kuramsal bilgiler

verilmigtir.
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2. KURAMSAL TEMELLER

2.1. Riizgar Hiz1 ve Riizgar Giicii Arasindaki fliski

Riizgar hiz1 ve riizgar giicli arasindaki iliski, riizgar enerjisinin anlagilmasi ve kullanilmasinda
cok onemli bir faktordiir. Riizgar hiz, riizgar tiirbinleri tarafindan tiretilebilecek gili¢ miktarini

dogrudan etkiler.

Wanninkhof’a (1992) gore, riizgar hiz1 ile okyanus tizerindeki gaz transferi arasinda ikinci
dereceden bir iligski vardir. Bu referans gaz aligverisine odaklansa da, riizgar hiz1 ve diger
atmosferik siiregler arasindaki iliski hakkinda fikir vermektedir. Yazar, okyanus iizerindeki
riizgar hiz1 dagilimlarinin genellikle Weibull dagilim fonksiyonlar1 olarak ifade edildigini ve
izotropik riizgarlar icin Weibull dagiliminin bir ¢dziimiiniin Rayleigh olasilik dagilim
fonksiyonu oldugunu belirtmektedir. Bu, riizgar hizinin olasilik dagilim fonksiyonlari
kullanilarak modellenebilecegini ve bunun riizgar giiciinii tahmin etmede yararl olabilecegini

gostermektedir.

Wang ve ark. (2020), bulut modeline dayal riizgar giicii i¢in bir tahmin yontemi 6nermistir.
Riizgar hizi ve gilicii olasihik dagilimlarimin diizensiz ve belirsiz olabileceginden
bahsetmektedirler. Bunu ele almak i¢in, tepe noktasini giincellemek ve modelin saglamligini
artirmak i¢in L2 norm teorisini tanitmiglardir. Bu, riizgar hizinin olasilik dagilimini analiz
ederek riizgar giiclinlin tahmin edilebilecegini gdstermektedir. Yazarlar ayrica riizgar giicii
tahmini i¢in destek vektdr makineleri ve Bayesian 6grenme modellerinin kullanimindan

bahsederek riizgar hiz1 ve riizgar giicli arasindaki iliskiyi daha da vurgulamistir.

Wang ve ark. (2020) tarafindan yapilan bir baska c¢alismada, riizgar hizi zaman kaymasi
ozellikleri icin bir degerlendirme yontemi onerilmistir. Yazarlar, riizgar hiz1 dizileri arasindaki
zamansal iligkiyi ve hiz degisimini niceliksel olarak tanimlamanin 6nemini vurgulamistir.
Zaman kaymasi 6zelliklerini 6lgmek igin gecikme siiresi ve bozulma hiz1 gibi degerlendirme
indeksleri sunarlar. Bu, riizgar hiz1 degisimlerinin riizgar enerjisi liretiminin zamanlamasini ve

stiresini etkileyebilecegini gostermektedir.

Genel olarak, referanslar riizgar hizi ve rilizgar giiclinlin yakindan iliskili oldugunu

gostermektedir. Riizgar hizi, olasilik dagilim fonksiyonlari kullanilarak modellenebilir ve
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rlizgar hizindaki degisimler, riizgar tlirbinleri tarafindan {iretilen giliciin zamanlamasini ve
miktarini etkileyebilir. Riizgar hiz1 ve riizgar giicii arasindaki iliskiyi anlamak, riizgar enerjisi

sistemlerini optimize etmek ve gii¢ ¢ikisini tahmin etmek i¢in ¢ok dnemlidir.

2.2. Riizgar Hiz1 Tahmininde Dogrulugun Onemi

Riizgar hizinin dogru tahmin edilmesi birka¢ nedenden dolay1 énemlidir. Ilk olarak, dogru
riizgar hiz1 tahmini riizgar tiirbinlerinin verimli ¢alismasi i¢in ¢ok dnemlidir. Riizgar tlirbinleri
belirli bir riizgar hiz1 araliginda en iyi sekilde calisacak sekilde tasarlanmistir. Riizgar hizi
oldugundan fazla tahmin edilirse, tiirbin asir1 yiiklere maruz kalabilir, bu da potansiyel hasara
veya kullanim dmriiniin kisalmasina yol agabilir. Ote yandan, riizgar hiz1 diisiik tahmin edilirse,
tiirbin istenen ¢iktiy1 karsilamak icin yeterli giic liretemeyebilir. Bu nedenle, dogru riizgar hizi
tahmini, riizgar tiirbinlerinin optimum aralikta ¢alismasini saglayarak enerji liretimini en {ist

diizeye ¢ikarir ve potansiyel hasar1 en aza indirir (Jstergaard ve ark., 2007).

Ikinci olarak, dogru riizgar hiz1 tahmini hava tahmini ve iklim modellemesi icin gereklidir.
Riizgar hiz1, bulut olusumu, yagis ve sicaklik dagilimi gibi cesitli atmosferik siirecleri etkiledigi
icin hava tahmin modellerinde O6nemli bir parametredir. Dogru riizgar hizi tahmini,
meteorologlarin hava durumu modelleri hakkinda daha kesin tahminler yapmasina olanak tanir;
bu da tarim, havacilik ve afete hazirlik gibi ¢esitli uygulamalar i¢in ¢cok onemlidir. Ayrica,
dogru riizgar hiz1 verileri, arastirmacilarin uzun vadeli iklim egilimlerini ve degiskenligini
anlamalarina ve tahmin etmelerine yardimet oldugu i¢in iklim modellemesi i¢in gereklidir

(Shimada ve Ohsawa, 2011).

Ayrica, dogru riizgar hizi tahmini, acik deniz riizgar ciftlikleri ve agik deniz petrol ve gaz arama
gibi agik deniz operasyonlari i¢in 6nemlidir. Acik deniz ortamlari, karadaki konumlara kiyasla
daha zorlu ve karmagik riizgar kosullar1 ile karakterize edilir. Dogru riizgar hiz1 tahmini, agik
deniz riizgar tiirbinlerinin tasarimi ve isletimi i¢in gereklidir, yapisal biitiinliiklerini ve optimum
performanslarini saglar. A¢ik deniz petrol ve gaz operasyonlar1 s6z konusu oldugunda, dogru
rlizgar hiz1 tahmini, sondaj kulelerinin konumlandirilmas: ve asir1 hava olaylariyla iligkili
potansiyel risklerin degerlendirilmesi gibi giivenlik hususlar1 i¢in ¢ok énemlidir (Shimada ve

Ohsawa, 2011).
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Sonu¢ olarak, dogru rlizgar hizi tahmini, riizgar tilirbini isletimi, hava tahmini, iklim
modellemesi ve agik deniz operasyonlar1 dahil olmak tizere ¢esitli uygulamalar i¢in 6nemlidir.
Riizgar tiirbinlerinin verimli ve giivenli ¢alismasini saglar, hava tahminlerini iyilestirir, iklim
modellemesini gelistirir ve acik deniz faaliyetlerini destekler. Bu nedenle, dogru riizgar hizi
tahmini enerji liretimini optimize etmek, giivenligi artirmak ve atmosferin bilimsel anlayigini

ilerletmek i¢in gereklidir (@stergaard ve ark., 2007; Shimada ve Ohsawa, 2011).

2.3. Riizgar Hiz1i Tahmininde Kullanilan Yontemler

Tahmin yonteminin se¢iminin mevcut veriler, hesaplama kaynaklari, tahmin ufku ve
uygulamanin 6zel gereksinimleri dahil olmak tizere ¢esitli faktorlere bagli oldugunu belirtmek
Oonemlidir. Arastirmacilar ve tahminciler, miimkiin olan en iyi kisa vadeli riizgar hiz1

tahminlerini elde etmek i¢in genellikle bu yontemlerin bir kombinasyonunu kullanirlar.

e Sayisal Hava Tahmini (NWP, Numerical Weather Prediction)
e Istatistiksel Yontemler

e Makine Ogrenimi

e Topluluk Yontemleri

e Hibrit Yaklasimlar

2.3.1. Sayisal Hava Tahmini

Riizgar hiz1 tahmini, yenilenebilir enerji iiretimi, hava tahmini ve bina tasarimi gibi ¢esitli
alanlarda ¢ok onemli bir husustur. Riizgar hizinin dogru tahmini arazi, engeller, sicaklik ve
basing gibi fiziksel faktorlerin dikkate alinmasini gerektirir. Bu zorlugun iistesinden gelmek

icin ¢esitli yaklasimlar onerilmistir.

Bu yaklasimlardan biri, Ostergaard ve ark. (2007) tarafindan, etkin riizgar hizi i¢in 6nerilmis
bir tahmin yontemdir. Enerji tiretimini en iist diizeye ¢ikarmak i¢in riizgar tiirbinlerinin egim
acisini optimize etmeye odaklanmiglardir. Riizgar hiz1 ve tiirbin 6zellikleri gibi faktorleri goz
onilinde bulundurarak, etkin riizgar hizin1 tahmin etmek igin matematiksel bir optimizasyon
modeli gelistirmislerdir. Bu yaklagim, riizgar hizi1 tahminine dayali olarak riizgar tiirbini

performansinin optimize edilmesine yonelik i¢goriiler saglamaktadir.
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Bu yaklagimlardan biri, (Chen ve ark., 2018) tarafindan gdsterildigi gibi derin 6grenme
tekniklerinin kullanilmasidir. Riizgar hizin1 tahmin etmek igin evrisimsel sinir aglarini
(CNN'ler) ve ¢ok katmanli bir algilayiciyr (MLP, Multi-Layer Perceptron) entegre eden birlesik
bir ¢ergeve Onermektedirler. CNN'ler uzamsal Ozellikleri ¢ikarirken, MLP bu 6zellikler
arasindaki zamansal bagimliliklart yakalar. Hem mekansal hem de zamansal yonleri dikkate

alarak, modelleri dogru riizgar hizi tahminine ulagsmaktadir.

Bir bagka yaklagim da (Winstral ve ark., 2009) tarafindan tartisildig1 gibi, riizgar hizlarinin
heterojen arazi lizerindeki dagilimini igerir. Dag manzaralar1 iizerinde riizgarin yiiksek
mekansal degiskenligini vurgulamaktadirlar, bu da kiitle ve enerji akiglarinda giiglii gradyanlar
yaratabilir. Bu degiskenligi yakalamak igin, riizgar modellerini belirleyen karmasik siiregleri
hesaba katan dagitilmis bir riizgar modeli gelistirmislerdir. Gelistirdikleri model, riizgar
varyansini agiklamada ve sahalar arasindaki riizgar hiz1 farkliliklarin1 yakalamada umut verici

sonuglar ortaya koymaktadir.

Buna ek olarak, (Chen ve ark., 2018) tarafindan gosterildigi gibi derin 6grenme tekniklerinin
kullanilmasidir. Riizgar hizin1 tahmin etmek i¢in evrisimsel sinir aglarin1 (CNN'ler) ve ¢ok
katmanli bir algilayiciy1 (MLP, Multi-Layer Perceptron) entegre eden birlesik bir gergeve
onermislerdir. CNN'ler uzamsal 6zellikleri ¢ikarirken, MLP bu 6zellikler arasindaki zamansal
bagimliliklari yakalar. Hem mekansal hem de zamansal yonleri dikkate alarak, modelleri dogru

rliizgar hiz1 tahminine ulasmistir.

Genel olarak, bu referanslar arazi, engeller, sicaklik ve basing gibi fiziksel faktorleri goz 6niinde
bulundurarak riizgar hizin1 tahmin etmek icin farkli yaklagimlari vurgulamaktadir. Derin
ogrenme teknikleri, dagitik riizgar modelleri ve matematiksel optimizasyon modellerinin
kullanimi, ¢esitli uygulamalarda dogru riizgar hiz1 tahminine katkida bulunur. Arastirmacilar
ve uygulayicilar, bu faktorleri riizgar hizi tahmin modellerine dahil ederek riizgar enerjisi

tiretimi, hava tahmini ve bina tasariminin verimliligini ve giivenilirligini artirabilirler.

Verilen referanslara dayanarak, arazi, engeller, sicaklik ve basing gibi fiziksel faktorleri
kullanarak riizgar hiz1 tahmini i¢in bazi ilgili yontemler asagida verilmistir. Winstral ve ark.
(2009), heterojen arazi iizerinde riizgar hizlarin1 dagitmak igin etkili bir yontem Onermistir.

Calisma, dag manzaralar1 {izerindeki riizgarin yiliksek mekansal degiskenligini ve bunun kar
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dagilimi1 tizerindeki etkisini yakalamaya odaklanmistir. Yazarlar, tiim riizgar degiskenligini
yakalamak i¢in bir riizgar sensorleri ag1 kullanmis ve mevcut sensor verilerine dayanarak farkli
konumlardaki riizgar hizlarimi tahmin etmek i¢in modeller gelistirmistir (Winstral ve ark.,

2009).

Knudsen ve ark. (2011), bir riizgar ciftligindeki tiirbin konumlarinda riizgar hizi i¢in tahmin
modelleri gelistirmistir. Calisma, bir riizgar ¢iftligindeki tlirbinler ve riizgar alan1 arasindaki
iliskiyi anlamay1 amaclamistir. Yazarlar, riizgar tiirbinlerinde yorgunluk ve iiretim arasindaki
dengeyi optimize etmek i¢in ¢ok dnemli olan rotor diski tizerindeki etkili riizgar hizin1 (EWS,
Effective Wind Speed) tahmin etmek igin farkli modeller arastirmislardir (Knudsen ve ark.,
2011).

Ingenhorst ve arkadaslar1 (2021), karmasik araziler izerindeki uzamsal riizgar hiz1 dagiliminin
havadan 6l¢limii i¢in bir yontem sunmustur. Calisma, karmasik arazi tizerindeki riizgar hizlarini
aragtirmak i¢in hesaplamali akiskanlar dinamigi (CFD, Computational Fluid Dynamics)
simiilasyonlarin1  kullanmaya odaklanmistir. Yazarlar, CFD simiilasyonlariyla iligkili
zorluklarin ve belirsizliklerin altin1 ¢izmis ve dogru saha degerlendirmesi igin kapsamli

Olctimlerin 6nemini vurgulamistir (Ingenhorst ve ark., 2021).

Ostergaard ve arkadaslar1 (2007) etkili riizgar hizinin tahmini i¢in bir yontem Onermistir.
Caligsma, riizgar tiirbini kontrol algoritmalari i¢in ¢ok dnemli bir parametre olan etkin riizgar
hizim1 tahmin etmeyi amaglamistir. Yazarlar, rotor hizin1 ve aerodinamik torku tahmin etmek
i¢in birlesik bir durum ve girdi gozlemcisi gelistirmis ve bunlar daha sonra etkin riizgar hizini

hesaplamak i¢in kullanilmistir (@Dstergaard ve ark., 2007).

Bu referanslar, arazi, engeller, sicaklik ve basing gibi fiziksel faktorleri g6z Oniinde
bulundurarak riizgar hizi tahmini i¢in ¢esitli yontemler hakkinda fikir vermektedir. Bu
yontemler, riizgarin mekansal degiskenligini yakalamayi, tiirbinler ve riizgar alani arasindaki
iliskiyi anlamay1 ve riizgar tlirbini kontrolii ve optimizasyonu i¢in etkili riizgar hizin1 tahmin

etmeyi amaglamaktadir.

Sayisal Hava Tahmini riizgar hiz1 tahmini i¢in fiziksel bir yaklagimdir. Riizgar hiz1 tahmini,

meteoroloji ve hava tahmininde ¢ok onemli bir husustur. NWP modelleri riizgar hizlarini
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tahmin etmek i¢in yaygin olarak kullanilir, ancak dogruluklar: degisebilir. NWP modellerinden
elde edilen rlizgar hizlarimi uydu gozlemleri ile karsilastirmak ve NWP riizgar hizi

tahminlerinin dogrulugunu artirmak igin ¢esitli calismalar yapilmistir.

Wallcraft ve ark. (2009) tarafindan yapilan bir ¢alismada, kiiresel okyanus iizerinde uydulardan
ve NWP iirlinlerinden elde edilen aylik ortalama 10 m riizgar hizlar1 karsilastirilmistir. Calisma,
NWP {iriinlerinin standart analiz donemi boyunca uydu riizgarlarina gore neredeyse miikemmel
beceriye sahip oldugunu bulmustur. Bu da NWP modellerinin okyanus tizerindeki riizgar

hizlarma iliskin dogru tahminler saglayabilecegini gostermektedir.

Bununla birlikte, NWP modelleri genellikle ¢oziilmemis orografinin etkilerini parametrize
eder, bu da ozellikle yiiksek zeminli alanlarda riizgar hiz1 tahminlerinde yanligliklara yol agar.
Howard ve Clark (2007), gézlemlenen ve modellenen riizgar hizlarini uzlastirmak igin NWP
rlizgar hiz1 tahminlerini diizeltmek ve 6l¢ek kiiciiltmek i¢in bir yontem 6nermistir. Bu yontem,
yapay olarak artan yiizey gerilimini ve c¢oziilmemis zirveler iizerindeki hizlanma igin
modelleme eksikligini ele almaktadir. Bu yaklagim, goézlemlenen riizgar hizlarim1 da dahil
ederek, karmasik arazilere sahip bolgelerde NWP riizgar hizi tahminlerinin dogrulugunu

artirabilir.

NWP modellerinin uydu gozlemleri ile karsilastirilmasina ek olarak, olasiliksal riizgar hizi
tahminleri, NWP tahminleri topluluguna dayali olarak olusturulabilir. Eide ve ark. (2017),
rliizgar hiz1 ve yoniini kullanarak riizgar hizi toplulugu tahminleri i¢in bir Bayesian Model
Ortalamasi yaklagimi gelistirmistir. Bu yaklasim, riizgar hizina ek olarak birden fazla NWP
degiskenini dikkate alir ve bu da topluluk tahminlerinin kalibrasyonunu iyilestirebilir. Ek NWP

degiskenlerinin dahil edilmesiyle, riizgar hizi topluluk tahminlerinin dogrulugu artirilabilir.

Kara ve ark. (2008) tarafindan yapilan bir baska ¢alisma, kiiresel okyanus iizerinde kara-deniz
siirlarina yakin 10 m riizgar hizlarinin dogruluguna odaklanmigtir. Calismada iic NWP
merkezinden ve iki uydu tabanh iirlinden elde edilen riizgarlar analiz edilmistir. Analiz
sonuclari, bu bolgelerdeki 10 m riizgar hizlarinin giivenilirligine iliskin bilgiler saglamistir. Bu

bilgi, kara-deniz sinirlarina yakin NWP riizgar hizi tahminlerinin dogrulugunu artirabilir.
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Sonug olarak, NWP modelleri ile riizgar hizi tahminlerinin dogrulugunu degerlendirmek ve
gelistirmek i¢in c¢esitli caligmalar yapilmistir. Bu calismalar NWP riizgar hizlarimi uydu
gozlemleriyle karsilastirmis, NWP riizgar hiz1 tahminlerini diizeltmek ve 6l¢ek kiigiiltmek icin
yontemler dnermis, topluluk NWP tahminlerini kullanarak olasiliksal riizgar hizi tahminleri
gelistirmis ve kara-deniz sinirlarina yakin NWP riizgar hizlarinin dogrulugunu analiz etmistir.
Meteorologlar ve hava tahmincileri bu ¢alismalardan elde edilen bulgular birlestirerek NWP

modelleri ile riizgar hizi tahminlerinin dogrulugunu artirabilirler.

Riizgar hizi tahmini genellikle verileri analiz etmek ve yorumlamak ig¢in istatistiksel
yontemlerin kullanilmasini igerir. Birgok ¢alismada riizgar hizi tahmin dogrulugunu artirmak

icin farkl istatistiksel yaklagimlar aragtirilmistir.

Gilbert (1988) tarafindan yapilan bir ¢aligmada riizgar hizi tahmini i¢in istatistiksel yontemlerin
kullanimi tartisilmistir. Makalede, riizgar hizi tahminine uygulanabilecek lognormal dagilim
gibi asimetrik istatistiksel dagilimlarin kullanilmasindan bahsedilmektedir. Makale, logaritmik
veya karekok dontisiimleri kullanarak saga carpik dagilimlarin yaklasik Gauss dagilimlarina
dontlisiimiinii  vurgulamaktadir. Bu yaklasim, riizgar hizi verilerini normallestirmeye ve

istatistiksel modellerin dogrulugunu artirmaya yardimci olabilir.

Thorarinsdottir ve Gneiting (2009) tarafindan yapilan bir baska c¢alismada, riizgar hizi i¢in
topluluk model ¢ikt1 istatistikleri (EMOS, Ensemble Model Output Statistic) adi verilen
olasiliksal bir tahmin yontemi tamtilmistir. Calisma, degisken varyansh sensor regresyonu
(Tobit) kullanarak topluluk sistemlerindeki kalibrasyon ve sapma sorununu ele almaktadir. Bu
yaklagim, riizgar hiz1 tahminleri i¢in dinamik topluluklar1 sonradan islemek icin topluluktan
tiretilen konum ve yayilmayi icerir. EMOS yontemi, Kuzey Amerika Pasifik Kuzeybatist
tizerindeki maksimum riizgar hizinin 48 saat ileriye doniik tahminlerine uygulanmis ve riizgar

hiz1 tahminlerinin dogrulugunu artirmadaki etkinligini gostermistir.

Kernel yogunluk tahmininde, El-Dakkak ve ark. (2019) riizgar hiz1 kernel yogunluk tahmininde
bant genisligi se¢imi i¢in kombinasyonel bir yontem onermektedir. Bant genisligi secimi,
tahmin edilen yogunluk fonksiyonunun diizgiinliigiinii belirledigi i¢in kernel yogunluk

tahmininde kritik bir adimdir. Calisma, tahmin dogrulugunu optimize etmek i¢in birden fazla

21



bant genisligini birlestiren yeni bir yaklasim sunmaktadir. Bu yontem, kernel yogunluk tahmin

teknikleri kullanilarak riizgar hiz1 tahmininin hassasiyetini artirabilir.

Sonug olarak, istatistiksel yontemler riizgar hizi tahmininde 6nemli bir rol oynamaktadir.
Lognormal dagilim gibi asimetrik istatistiksel dagilimlarin kullanilmasi, riizgar hiz1 verilerinin
normallestirilmesine yardimci olabilir. EMOS gibi olasiliksal tahmin yontemleri, topluluk
riizgar hizi tahminlerinin kalibrasyonunu ve yanliligimi iyilestirebilir. Ek olarak, c¢ekirdek
yogunluk tahmininde bant genisligi se¢imi i¢in kombinatoryal yaklasim, bu teknigi kullanarak

riizgar hiz1 tahmininin dogrulugunu artirabilir.

2.3.2. lstatistiksel Yontemler

Gelecekteki rlizgar hizlarmi tahmin etmek igin otoregresif entegre hareketli ortalamalar
(ARIMA, Autoregressive Integrated Moving Averages), tstel diizlestirme ve regresyon

modelleri dahil olmak tizere ¢esitli modeller kullanilabilir.

ARIMA modelleri riizgar hiz1 tahmininde yaygin olarak kullanilmaktadir. Elsaraiti ve Merabet
(2021) tarafindan yapilan karsilagtirmali bir analiz, ARIMA modelinin kisa vadeli riizgar hiz1
tahmini i¢in etkili oldugunu bulmustur. Calisma, gercek zamanl serileri ARIMA modelinin
tahminleri ile karsilastirmis ve en az hataya sahip modeli se¢mistir. Yazarlar, ARIMA

modelinin kisa vadeli riizgar hiz1 tahmini i¢in uygun oldugu sonucuna varmiglardir.

ARIMA'ya ek olarak, Hussin ve ark. (2021) tarafindan yapilan caligmada, Malezya
Yarimadasi'nda gelecekteki riizgar hizin1 tahmin etmek igin ARIMA modeli uygulanmistir.
Yazarlar, 18 meteoroloji istasyonundan alinan riizgar hizi verilerini kullanmis ve ARIMA
modelinin ii¢ istasyona 1yi uyum sagladigini bulmuslardir. Seri otokorelasyonu kontrol etmek
icin Ljung-Box testi ve artiklarda Otoregresif Kosullu Degisen Varyans (ARCH,
Autoregressive Conditional Heteroscedasticity) etkisinin varligini arastirmak i¢in Engle'in
Lagrange Carpani (LM, Lagrange Multiplie) testi kullanilmistir. Yazarlar, kalan istasyonlar i¢in
giinliik riizgar hiz1 serisinin dogrusal olmayan Ozelliklerini yakalayan ARIMA-GARCH
(Generalized AutoRegressive Conditional Heteroskedasticity, Genellestirilmis Oto Regresif

Kosullu Degisen Varyans) modelini kullanmiglardir.
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Ustel diizeltme, riizgar hiz1 tahmini igin kullanilabilecek bir baska yaklasimdir. Ancak, verilen
referanslarin  higbiri rlizgar hizi tahmininde iistel diizeltme uygulamasim1i 6zel olarak

tartismamaktadir.

Regresyon modelleri de rlizgar hizi tahmini i¢in kullanilabilir. Ancak, verilen referanslarin

hicbiri dogrudan regresyon modellerinin kullanimini ele almamaktadir.

Gelecekteki riizgar hizlarii tahmin etmek igin, otoregresif (AR, Auto-Regressive), otoregresif
hareketli ortalama (ARMA, Auto Regressive Moving Average), otoregresif entegre hareketli
ortalama (ARIMA, Auto-Regressive Integrated Moving Average), iistel diizlestirme ve

regresyon modelleri dahil olmak {izere ¢esitli modeller kullanilabilir.

Otoregresif (AR) model, gelecekteki degerleri tahmin etmek i¢in tahmin edilen degiskenin
geemis gbzlemlerini kullanan bir zaman serisi modelidir. Degiskenin gelecekteki degerlerinin
geemisteki Oneminin dogrusal bir kombinasyonu oldugunu varsayar. AR modeli jeoloji,
biyoloji ve bilgisayar bilimleri gibi ¢esitli alanlarda yaygin olarak kullanilmaktadir (Kendall,
1971). Otoregresif hareketli ortalama (ARMA) modeli, zaman serisi verilerindeki otoregresif
ve hareketli ortalama modellerini yakalamak icin otoregresif ve hareketli ortalama bilesenlerini
birlestirir. Meteorolojide riizgar hiz1 tahmini igin kullanilmigtir (Kendall, 1971). Otoregresif
entegre hareketli ortalama (ARIMA) modeli, zaman serisini duragan hale getirmek icin
farklilastirmay1 iceren ARMA modelinin bir uzantisidir. Riizgar hizi tahmininde yaygin olarak
kullanilmaktadir (Kendall, 1971). ARIMA modeli kisa vadeli riizgar hizimi etkili bir sekilde
tahmin eder (Kendall, 1971).

Ustel diizlestirme, ge¢mis gozlemlere iistel olarak azalan agirliklar atayan bir zaman serisi
tahmin yontemidir. Jeoloji de dahil olmak iizere ¢esitli alanlarda yaygin olarak kullanilmaktadir
(Billah ve ark., 2006). Akaike'nin bilgi kriterine dayanan bilgi kriteri yaklasimi, otomatik
yontem se¢imi i¢in iyi bir temel saglar (Billah ve ark., 2006).

Regresyon modelleri riizgar hizi tahmini i¢in de kullanilabilir. Olasiliksal riizgar hiz1 tahmini
i¢in homojen olmayan regresyon modelleri karsilastirilmistir (Lerch ve Thorarinsdottir, 2013).
Caligmalar olasiliksal tahmine odaklansa da, regresyon modellerinin riizgar hizi tahmininde

uygulanabilecegini gostermektedir (Lerch ve Thorarinsdottir, 2013).
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Sonug olarak, AR, ARIMA, iistel diizlestirme ve regresyon modelleri riizgar hizi tahmininde
yaygin olarak kullanilmakta ve etkili olmaktadir. ARMA modeli de meteorolojide
kullanilmistir. ARIMA-GARCH modeli, riizgar hizi serilerinin dogrusal olmayan 6zelliklerini
yakalayabilir. Ustel diizlestirme ve regresyon modelleri verilen referanslarda acikca
tartisilmamistir. Bu modeller, riizgar hiz1 verilerindeki oOriintiileri ve egilimleri yakalamak i¢in
farkl1 yaklagimlar saglar ve etkinlikleri belirli uygulama ve veri kiimesine bagli olarak

degisebilir.

2.3.3. Makine Ogrenimi

Kisa vadeli riizgar hiz1 tahmini, riizgar tiirbini sahasi fizibilitesinin degerlendirilmesinde ¢ok
onemlidir (Blanchard ve Samanta, 2019). Yapay sinir aglar1 (YSA), karmasik dogrusal olmayan
iligkileri yakalama yetenekleri nedeniyle riizgar hizit tahmini i¢in yaygin olarak

kullanilmaktadir (Blanchard ve Samanta, 2019).

Bir ¢caligmada, yenilenebilir enerji sistemlerinde riizgar hizi tahmini i¢in akillt bir topluluk sinir
ag1 modeli dnerilmistir (Ranganayaki ve Deepa, 2016). Bu model, riizgar hizin1 tahmin etmek
icin ¢ok katmanli algilayici, ¢ok katmanli uyarlanabilir dogrusal noron (Madaline, Multilayer
Adaptive Linear Neuron), geri yayilimli sinir agi (BPN, Backpropagation Neural Network) ve
olasiliksal sinir ag1 (PNN, Probabilistic Neural Network) dahil olmak iizere birden fazla YSA
modeli kullanmistir. Bu modellerden tahmin edilen degerlerin ortalamasi alinarak, akilli
topluluk sinir modeli minimum hata ile riizgar hiz1 tahmininde daha iyi dogruluk elde etmistir

(Ranganayaki ve Deepa, 2016).

Bagska bir calisma, riizgar hiz1 tahmini i¢in bir YSA'daki en uygun gizli katman ve néron sayisini
belirlemeye odaklanmistir (Rachmatullah ve ark., 2021). Yazarlar, YSA modelinin
performansina dayali olarak en uygun gizli katman ve noéron sayisin1 belirlemek i¢in kiime
analizini kullanmistir. Bu yaklasim, gizli néronlarin rastgele seciminden kaynaklanan asir

uyum veya yetersiz uyum sorunlarinin onlenmesine yardimer olur (Rachmatullah ve ark.,

2021).

Ayrica, bir ¢alismada YSA'lar kullanilarak riizgar hizi tahmini aragtirilmis ve iki YSA c¢esidi

karsilastirilmistir: dogrusal olmayan otoregresif sinir aglar1 ve dissal girdili dogrusal olmayan
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otoregresif sinir aglart (Blanchard ve Samanta, 2019). Yazarlar, Amerika Birlesik
Devletleri'ndeki dort lokasyondan alinan bir yillik saatlik hava durumu verilerini kullanarak bu
aglar egitmis, dogrulamis ve test etmistir. Sonuglar, riizgar tlirbini saha degerlendirmesi i¢in

rliizgar hizin1 tahmin etmede YSA'larin etkinligini gostermistir (Blanchard ve Samanta, 2019).

Ozetle, YSA'lar yenilenebilir enerji sistemleri igin riizgar hizi tahmininde basartyla
uygulanmigtir. Topluluk modellerinin kullanimi ve optimum gizli katmanlarin ve néronlarin
belirlenmesi, gelismis dogruluga katkida bulunur ve asir1 uyum veya yetersiz uyum sorunlarini
onler. Bu yaklagimlar, riizgar tiirbini sahalarinin fizibilitesini degerlendirmek icin gerekli olan

rliizgar hiz1 tahminlerinin giivenilirligini artirmaktadir.

Kisa vadeli riizgar hiz1 tahmini, riizgar tiirbini saha degerlendirmesi ve yenilenebilir enerji
sistemleri de dahil olmak iizere ¢esitli uygulamalarda ¢ok 6nemlidir. Yapay sinir aglar1 (YSA),
karmagik dogrusal olmayan iliskileri yakaladiklar1 i¢in riizgar hiz1 tahmininde yaygin olarak

kullanilmaktadir (Luo ve ark., 2018).

Bir galigmada, kisa vadeli rlizgar hiz1 tahmini i¢in genellestirilmis korelasyonlu yi1gilmis bir
asir1 6grenme makinesi (ELM, Extreme Learning Machine) modeli 6nerilmistir (Luo ve ark.,
2018). Bu model, riizgar hizin1 tahmin etmek ic¢in girdi olarak oOnceki ge¢mis verileri
kullanmistir. Yazarlar, modellerinin performansini otoregresif hareketli ortalamalar, destek
vektor makinesi regresyonu ve YSA gibi geleneksel istatistiksel modellerle karsilagtirmistir.
Sonuglar, y1g1lmis ELM modelinin bu geleneksel modellerden daha iyi performans gosterdigini
ortaya koymus ve YSA'larin riizgar hiz1 tahminindeki etkinligini vurgulamistir (Luo ve ark.,

2018).

Bagka bir calisma, derin 6grenme kullanarak riizgar hizi topluluk tahminine odaklanmistir
(Ibrahim ve ark., 2021). Yazarlar, riizgar hiz1 tahmini i¢in y1gilmis otomatik kodlayic1 (SAE,
Stacked Auto-Encoder) ve yigilmis giiriiltii azaltici otomatik kodlayici (SDAE, Stacked
Denoising Auto-Encoder) tabanli bir derin sinir agi (DNN, Deep Neural Network) mimarisi
onermislerdir. Otomatik kodlayicinin denetimsiz 6zellik 6grenme kabiliyeti, etiketsiz riizgar
verilerinden anlamli 6zellikler ¢ikarmak i¢in kullanilmistir. Daha sonra riizgar hizi tahmini igin
denetimli bir regresyon katmani kullanilmistir. Calisma, DNN modelinin riizgar hiz1 toplulugu

tahminindeki etkinligini gostermistir (Ibrahim ve ark., 2021).
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Ayrica, bir ¢aligmada riizgar hizi tahmini i¢in yapay sinir aglari, destek vektor regresyonu ve
rastgele orman dahil olmak iizere makine 6grenimi algoritmalarinin kullanimi arastirilmistir
(Brahimi, 2019). Yazarlar, ge¢mis riizgar hizi verilerini kullanarak bu algoritmalarin
performansini karsilagtirmistir. Sonuglar, yapay sinir aginin riizgar hiz1 tahmininde en ytiksek
dogrulugu elde ettigini gostermis ve bu alandaki yapay zeka tabanl tekniklerin potansiyelini

daha da vurgulamistir (Brahimi, 2019).

Ayrica, Iran'm Tahran kentinde yapilan bir ¢alismada, YSA'lar kullanilarak kisa vadeli riizgar
hizt tahmini arastirilmistir (Fazelpour ve ark., 2016). Yazarlar, YSA modellerinin
performansini otoregresif entegre hareketli ortalama ve destek vektor regresyonu dahil olmak
tizere diger yontemlerle karsilastirmistir. Sonuglar, pargacik siirlisii optimizasyonu
hibridizasyonuna sahip YSA modelinin en diisiik kok ortalama kare hata ve ortalama kare hata
degerlerini elde ettigini ve riizgar hizi tahmininde {istiin performans gosterdigini ortaya

koymustur (Fazelpour ve ark., 2016).

Ozetle, YSA'lar kisa vadeli riizgar hizi tahmininde basariyla uygulanmistir. Yigilmis ELM
modellerinin kullanilmasi, otomatik kodlayicilarla derin 6grenme mimarileri ve optimizasyon
algoritmalariyla hibridizasyon, dogrulugun artmasina ve geleneksel istatistiksel modellerden
daha 1iyi1 performans gostermesine katkida bulunur. Bu yaklagimlar, riizgar enerjisi
sistemlerindeki c¢esitli uygulamalar i¢in ¢ok Onemli olan riizgar hizi tahminlerinin

giivenilirligini artirmaktadir.

Saglanan referanslara dayanarak, burada riizgar hiz1 tahmininde topluluk yaklagimlarinin bir
sentezi bulunmaktadir:

Topluluk yontemleri, tek modellere kiyasla tahmin performansini artirmak icin riizgar hizi
tahmininde yaygin olarak kullanilmaktadir. Bu yontemler, daha dogru ve giivenilir bir tahmin
olusturmak i¢in birden fazla modelin tahminlerini birlestirir. Yaygin bir yaklagim, ayn1 modeli
farkli konfigiirasyonlarla ¢alistirarak veya baska modelleri birlikte kullanarak bir topluluk

olusturmaktir (Deppe ve ark., 2013).

Riizgar hizi tahmininde, topluluk yontemleri cesitli teknikler kullanilarak uygulanmistir.
Ornegin, Hava Arastirma ve Tahmin Modeli (WRF, Weather Research and Forecasting), farkli
gezegensel sinir tabaka (PBL, Planetary Boundary Layer) semalar1 ile simiilasyonlar
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calistirarak bir topluluk olusturmak i¢in kullanilmistir (Deppe ve ark., 2013). Bu durumda
topluluk iiyeleri riizgar hiz1 tahminlerinde ¢ok az yayilma gostermis ve bu da gelismis dogruluk

potansiyeline isaret etmistir.

Derin 6grenme teknikleri de riizgar hiz1 topluluk tahmininde kullanilmistir. Bir ¢alisma, riizgar
hiz1 tahmini i¢in y1gilmis otomatik kodlayicilara ve giiriiltii azaltici otomatik kodlayicilara
dayali bir derin sinir ag1 (DNN) mimarisi 6nermistir (Ibrahim ve ark., 2021). Bu otomatik
kodlayicilarin denetimsiz 6zellik 6grenme kabiliyeti, etiketsiz rlizgar verilerinden anlamli
ozellikler ¢ikarmak i¢in kullanilmis ve bu da topluluk tahminlerinin iyilestirilmesine yol

acmustir.

Model tabanli topluluk yaklasimlarina ek olarak, olasiliksal riizgar hizi tahminleri olusturmak
igin istatistiksel yontemler kullanilmistir. Ornegin, bir sayisal hava tahmini (NWP) modelinin
ciktis, yerel olarak kalibre edilmis, olasiliksal riizgar hizi tahminleri saglamak i¢in topluluk
model ¢ikt1 istatistikleri (EMOS, Community Model Output Statistics) kullanilarak sonradan
islenebilir (Scheuerer ve Mboller, 2015). Bu yaklasim, bir topluluk tahmin sisteminin
tahminlerini dikkate alir ve gelecekteki riizgar hizi gozlemleri hakkinda olasiliksal tahminler

yapmak i¢in istatistiksel dagilimlart kullanir.

Ayrica, riizgar hizi tahminini gelistirmek icin topluluk yontemleri diger tekniklerle
birlestirilmistir. Ornegin, veri 6n isleme, gelistirilmis bir cok amagli optimizasyon algoritmast,
hata diizeltme ve dogrusal olmayan bir topluluk stratejisini entegre eden iki agamali bir tahmin
sistemi Onerilmistir (Zhang ve ark., 2019). Bu yaklasim, hata bilgisini kullanmay1, her bir

bilesenin tahmin degerini entegre etmeyi ve tahmin istikrarini iyilestirmeyi amaglamistir.

Genel olarak, riizgar hiz1 tahmininde topluluk yaklagimlari1 dogruluk ve giivenilirligi artirma
konusunda umut vaat etmektedir. Bu yontemler, birden fazla modelin veya konfigiirasyonun
tahminlerini birlestirerek daha saglam tahminler saglayabilir ve riizgar hiz1 tahminiyle iligkili

belirsizlikleri daha iyi yakalayabilir.

Riizgar hiz1 tahminine yonelik hibrit yaklasimlar, tahmin dogrulugunu artirmak i¢in birden
fazla teknigin veya modelin birlestirilmesini igerir. Burada rlizgar hizi tahmininde hibrit

yaklasimlarla ilgili potansiyel referanslarin bir sentezi yer almaktadir:
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Yang ve ark. (2017) tarafindan yapilan ¢alisma, 'ayristirma ve topluluk' stratejisi ile bulanik
zaman serisi tahmin algoritmasini birlestiren hibrit bir tahmin sistemi dnermektedir. Yontem
iki modiilden olusmaktadir: veri 6n isleme ve tahmin. Yazarlar Onerilen hibrit sistemi
istatistiksel, yapay sinir aglar1 ve destek vektor regresyon modelleri ile karsilagtirmaktadir.
Sonuglar, hibrit sistemin 6zellikle giiriiltii ve kararsizliktan etkilenen riizgar hiz1 verileri i¢in

tahmin dogrulugunu ve kararliligini 6nemli 6l¢iide artirdigini gostermektedir.

Eide ve ark. (2017), yayinladiklar1 makalede, riizgar hizi ve yo6nii igin NWP tahminleri
topluluguna dayali olasiliksal riizgar hiz1 tahminleri olusturmaya odaklanmaktadir. Yazarlar,
diger NWP degiskenlerini ve tahmin edilen degiskeni iceren bir Bayesian model ortalamasi
yaklasimi dnermektedir. Calisma, giivenilirligi ve beceriyi artirmak i¢in topluluk tahminlerine

ek degiskenler dahil etme potansiyelini vurgulamaktadir.

Ma ve ark. (2020) yaptiklar1 ¢aligmada, kisa vadeli riizgar hizi tahmini i¢in meta-6grenme
tabanl bir hibrit topluluk yaklasimi sunmaktadir. Onerilen yaklasim, bir meta &grenme
cergevesi kullanarak otoregresif entegre hareketli ortalamalar (ARIMA), uzun kisa siireli bellek
(LSTM, Long Short-Term Memory) ve destek vektor regresyonu (SVR, Support Vector
Regression) dahil olmak iizere birden fazla tahmin modelini birlestirmektedir. Sonuglar, hibrit
topluluk yaklasiminin bireysel modellerden daha iyi performans gdsterdigini ve riizgar hizi

tahmininde daha yiiksek dogruluk elde ettigini gostermektedir.

Nguyen ve Phan (2022) yayinladiklar1 ¢aligmada, saatlik giin dncesi riizgar hiz1 tahmini igin
hibrit bir model 6nermektedir. Model, topluluk ampirik mod ayristirmasi (EEMD, Ensemble
Empirical Mode Decomposition), evrisimsel sinir ag1 (CNN, Convolutional Neural Network),
¢ift yonlii uzun kisa siireli bellek (Bi-LSTM, Bidirectional Long Short Term Memory) ve
genetik algoritma (GA, Genetic Algorithm) optimizasyonunu birlestirmektedir. Sonuglar, hibrit
modelin karsilastirilan diger riizgar hizi tahmin yontemlerinden daha iyi performans

gosterdigini ve riizgar hiz1 tahmininde etkinligini ortaya koydugunu gostermektedir.

Bu referanslar, ayristirma ve topluluk stratejileri, bulanik zaman serileri, Bayesian model
ortalamasi, meta 0grenme ve optimizasyon algoritmalar1 gibi farkl teknikleri birlestiren riizgar

hiz1 tahminindeki hibrit yaklagimlar1 vurgulamaktadir. Bu hibrit modeller, bireysel modellere
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veya geleneksel yontemlere kiyasla riizgar hizi tahmininde gelismis dogruluk ve kararlilik

gostermektedir.

Riizgar hiz1 tahmini, riizgar enerjisi planlamasi ve yonetiminin onemli bir yoniidiir. Riizgar
tiirbinlerinin performansini optimize etmek ve enerji iiretimini en {ist diizeye ¢ikarmak i¢in
riizgar hizinin dogru tahminleri ¢ok 6nemlidir. Riizgar hizi tahmini i¢in ampirik mod ayrigtirma
(EMD, Empirical Mode Decomposition) tabanli yontemler, destek vektor regresyonu (SVR) ve

yapay sinir aglar1 (YSA) dahil olmak iizere ¢esitli yontemler onerilmistir (Ren ve ark., 2015).

Bir calismada, kisa vadeli rlizgar hiz1 tahmini i¢in SVR ve YSA dahil olmak tizere farkli EMD
tabanlt hibrit tahmin yontemleri karsilagtirilmistir. Sonuglar, EMD tabanli hibrit yontemlerin

rliizgar hiz1 tahmininde iyi performans gosterdigini ortaya koymustur (Ren ve ark., 2015).

Bagka bir ¢alisma, riizgar hiz1 tahmini de dahil olmak {izere riizgar enerjisinde SVR'nin genis
uygulama alanmi vurgulamistir. SVR, calisma egrisi analizi, riizgar ciftligi yerlesim
optimizasyonu ve riizgar hizi tahmini gibi riizgar enerjisiyle ilgili ¢esitli problemler icin

kullanilmistir (Castellani ve ark., 2021).

Saatlik riizgar hiz1 ve rilizgar giicii tahmini igin SVR dahil olmak fiizere farkli tahmin
modellerinin kargilagtirildigi bir calismada, SVR'nin dogruluk agisindan iyi performans
gosterdigi bulunmustur. Calisma, modelleri degerlendirmek i¢in ¢apraz dogrulama kullanmig
ve SVR'nin riizgar hizi tahmini i¢in giivenilir bir yontem oldugu sonucuna varmistir (Adnan ve

ark., 2019).

Ayrica, bir ¢alismada pargacik siiriisii optimizasyonu (PSO) ile SVR'ye dayal1 bir riizgar hizi
tahmin modeli 6nerilmistir. Model, YSA ve otoregresif entegre hareketli ortalama (ARIMA)
dahil olmak iizere diger tahmin modelleriyle karsilastirilmis ve sonuglar, SVR-PSO modelinin
dogruluk agisindan diger modellerden daha iyi performans gosterdigini gostermistir. Calisma,
SVR-PSO modelinin riizgar hizi tahmini i¢in umut verici bir yaklasim oldugu sonucuna

varmistir (Wang ve ark., 2020).

Genel olarak, SVR yaygin olarak kullanilmis ve riizgar hizi tahmininde etkili oldugu

kanitlanmistir. Riizgar enerjisi ile ilgili ¢esitli uygulamalarda kullanilmis ve diger tahmin
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modellerine kiyasla iyi performans gostermisti. SVR'min PSO gibi optimizasyon

algoritmalariyla kombinasyonu, riizgar hiz1 tahminindeki dogrulugunu daha da artirir.

Rastgele ormanlar, rlizgar enerjisi alaninda riizgar hizi tahmini i¢in yaygin olarak
kullanilmaktadir. Bir ¢caligmada, riizgar hizina bagl olarak riizgar tiirbini giiriiltlisiinii tahmin
etmek icin rastgele orman regresyonu uygulanmistir (Iannace ve ark., 2019). Model, Pearson
korelasyon katsayisinin (0,981) yiiksek bir degerine ulasarak dogru tahminleri gostermistir
(Iannace ve ark., 2019). Bu, riizgar hizi tahmini i¢in rastgele orman regresyonunun

potansiyelini gostermektedir.

Baska bir ¢alisma, denetimli bir tahmin modeli olarak rastgele ormani kullanan kisa vadeli bir
rizgar hizi tahmin modeli Onermistir (Huang ve ark., 2019). Model, rastgele orman
algoritmasini optimize etmek i¢in veri odakli bir boyut azaltma prosediirii ve agirlikli bir
oylama yontemi icermektedir (Huang ve ark., 2019). Bu yaklasim, diisiik bilgi kaybi ile dogru

riizgar hiz1 tahminleri ile sonu¢lanmigtir (Huang ve ark., 2019).

Buna ek olarak, bir ¢caligma ultra kisa vadeli riizgar giicii tahminine odaklanmis ve bir ELM
modelini optimize etmek i¢in salp siiriisii algoritmasin1 kullanmistir (Tan ve ark., 2020). Bu
calisma ozellikle riizgar enerjisi tahminini ele alsa da, ELM ve optimizasyon algoritmalarinin
kullanimi, riizgar hizi tahmini i¢in rastgele ormanlart diger tekniklerle birlestirme potansiyelini

vurgulamaktadir (Tan ve ark., 2020).

Bu caligmalar toplu olarak rastgele ormanlarin riizgar hizi tahminindeki etkinligini
gostermektedir. Rastgele orman algoritmasi, riizgar enerjisi planlamasi ve yonetimindeki ¢esitli
uygulamalar i¢in ¢ok 6nemli olan riizgar hizin1 dogru bir sekilde tahmin etmede umut vaat

ettigini gostermistir.

Gradyan artirma regresyonu, riizgar enerjisi alaninda riizgar hizi tahmini i¢in yaygin olarak
kullanilmaktadir. Bir ¢alisma, gradyan artirma makineleri hakkinda kapsamli bir egitim
sunmus, teorik yonlerini ve uygulamasinin pratik 6rneklerini tartismistir (Natekin ve Knoll,
2013). Egitim, gradyan artirma modeli tasariminin tiim agamalarini kapsamakta ve model

karmasikliginin ele alinmasina iligkin i¢goriiler saglamaktadir. Caligma ayrica riizgar hizi
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tahmini ic¢in degerli olabilecek {i¢ pratik gradyan artirma uygulamasi 6rnegi sunmaktadir

(Natekin ve Knoll, 2013).

Baska bir ¢alisma, tahmin siirecinde kategorik 6zelliklerin ele alinmasindaki zorluklar1 6zellikle
ele alan bir gradyan artirma g¢ercevesi olan CatBoost'u tanitmistir (Prokhorenkova ve ark.,
2017). CatBoost, karar agaglart lizerinde gradyan artirmaya dayali bir makine &grenimi
yontemidir. Bu ¢alisma kategorik degiskenlere odaklansa da, gradyan artirmanin gesitli veri
tiirlerini islemedeki etkinligini vurgulamaktadir ve genellikle hem sayisal hem de kategorik

degiskenleri igeren riizgar hizi tahmini i¢in uygun olabilir (Prokhorenkova ve ark., 2017).

Bu referanslar, rlizgar hizi tahmini i¢in gradyan artirma regresyonunun potansiyelini ve
etkinligini toplu olarak gostermektedir. Gradyan artirma teknikleri, riizgar enerjisi de dahil
olmak iizere cesitli alanlarda yaygin olarak uygulanmis ve riizgar hizim1 dogru bir sekilde
tahmin etmede umut verici sonuglar gostermistir. Kapsamli egitim ve CatBoost gibi 6zel
cergevelerin gelistirilmesi, riizgar hizi tahmini i¢in gradyan artirmanin yeteneklerini daha da

gelistirmektedir.

2.3.4. Topluluk Yontemleri

Katilimer riizgar hizi tahmini olarak da bilinen topluluk tabanli riizgar hizi tahmini, riizgar
hizlarin1 tahmin etmek icin bir topluluktaki bireylerin kolektif bilgi ve goézlemlerinden
yararlanmay1 icerir. Bu yaklasim, geleneksel riizgar hiz1 ol¢lim altyapisinin smirli veya

erisilemez oldugu alanlarda degerli olabilir.

Bir ¢alisma, rlizgar hizi tahmini i¢in kitle kaynakli kentsel rlizgar verilerinin potansiyelini ve
uygulamasint degerlendirmistir (Droste ve ark., 2020). Calisma, kentsel alanlardaki riizgar
hizlarmi tahmin etmek igin kigisel meteoroloji istasyonlarindan (PWS, Personal Weather
Stations) gelen verileri kullanmaya odaklanmistir. Sonuglar, PWS anemometrelerinin sifira
yakin riizgar hizlarin1 6lgmede sinirlamalar1 olmasina ragmen, genel riizgar hiz1 klimatolojisi
tahmininin tatmin edici oldugunu gdstermistir. Bu durum, kentsel ortamlarda riizgar hizi

tahmini icin kitle kaynakl1 verilerin kullanilma potansiyelini vurgulamaktadir (Droste ve ark.,
2020).
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Katilimer riizgar hizi tahminine 6zel olarak odaklanmamis olsa da, baska bir ¢alisma, olasilik
On bilgisini i¢eren riizgar hizi tahmini i¢in bir SVR yontemi 6nermistir (Chen ve ark., 2014).
Calisma, oOnerilen yontemin bir rlizgar ciftligindeki riizgar hizlarmi tahmin etmedeki
fizibilitesini ve etkinligini gostermistir. Bu durum, SVR veya benzer makine &grenimi
tekniklerinin, topluluk goézlemlerini modele girdi olarak dahil ederek katilimer riizgar hizi

tahmininde uygulanabilecegini gostermektedir (Chen ve ark., 2014).

Ozetle, 6zellikle katilimei riizgar hizi tahminini ele alan sinirl arastirma olmasina ragmen, kitle
kaynakl1 verilerin ve SVR gibi makine 6grenimi tekniklerinin potansiyeli, topluluk tabanli
rliizgar hiz1 tahmininin umut verici bir yaklasim oldugunu gostermektedir. Bir topluluk i¢indeki
bireylerin kolektif go6zlemlerinden yararlanarak, geleneksel Ol¢iim altyapisinin eksik

olabilecegi alanlarda riizgar hizlarini tahmin etmek miimkiindiir.

Topluluk tabanl riizgar hiz1 tahmini, bir topluluk i¢indeki ¢ok sayida bireyden riizgar hizi
verilerini toplamak i¢in kitle kaynak kullaniminin giiciinden yararlanmayi igerir. Bu yaklagim,
saglik arastirmalari Ranard ve ark. (2013) ve meteoroloji (Chen ve ark., 2021) dahil olmak
tizere ¢esitli alanlarda dikkat ¢ekmistir.

Riizgar hiz1 tahmini baglaminda, kitle kaynak kullanimi resmi Sl¢limleri tamamlayan degerli
veriler saglayabilir. Chen ve arkadaslar1 (2021) kitle kaynakl riizgar hiz1 gozlemlerinin kalite
kontrolii ve yanlilik diizeltmesi lizerine bir ¢alisma yiiriitmiistiir. Elde ettikleri sonugclar, kalite
kontrol kontrolleri ve yanlilik ayarlama adimlar1 uygulandiktan sonra kitle kaynakli riizgar hiz1
verilerinin resmi verilerle daha karsilastirilabilir hale geldigini gostermistir. Bu durum, kitle
kaynakli riizgar hiz1 gozlemlerinin ek riizgar gozlemleri gerektiren uygulamalar i¢in degerli bir

kaynak olma potansiyelini gostermektedir.

Chen ve ark. (2021) tarafindan yapilan ¢alismanin odak noktasi kitle kaynakli riizgar hizi
verilerinin kalite kontrolii ve yanlilik ayarlamasi olsa da, topluluk tabanli riizgar hiz1 tahmini
potansiyeli hakkinda fikir vermektedir. Kitle kaynakli verilerin giivenilirligini ve dogrulugunu
saglayarak, riizgar hizim etkili bir sekilde tahmin etmek icin toplulugun kolektif giiciinden

yararlanmak miimkiin hale gelir.
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Kitle kaynak kullanimina ek olarak, sinir aglar1 ve genisletilmis Kalman filtreleri gibi diger
yontemler de riizgar hizi tahmini i¢in aragtirilmistir. Hur (2019), sinir aglar1 ve genisletilmis
Kalman filtreleri kullanarak riizgar tiirbinleri ve ciftliklerindeki faydali degiskenleri tahmin
etmek i¢in bir yaklagim 6nermistir. Bu ¢alismanin odak noktasi 6zellikle topluluk tabanli riizgar
hiz1 tahmini olmasa da, riizgar enerjisi sistemlerinde dogru riizgar hiz1 tahmini i¢in veri

glidiimlii modellerin potansiyelini vurgulamaktadir.

Sonug olarak, kitle kaynak kullanimi1 yoluyla topluluk tabanli riizgar hizi tahmini, riizgar
enerjisi sistemleri i¢in degerli veriler saglama potansiyeline sahiptir. Kalite kontrol kontrolleri
ve yanlilik diizeltme adimlar1 uygulanarak, kitle kaynakli riizgar hiz1 gdzlemleri resmi verilerle
karsilastirilabilir hale getirilebilir. Bu yaklasim, sinir aglari gibi veri odakli modellerle
birlestirildiginde, daha dogru ve giivenilir riizgar hiz1 tahminine katkida bulunabilir ve sonugta

rlizgar enerjisi sistemlerinin verimliligini ve istikrarini artirabilir.

2.3.5. Hibrit Yaklasimlar

Riizgar hiz1 tahmini, riizgar ¢iftliklerinin ve gii¢ sistemlerinin verimli ¢aligmasi ve planlanmasi
icin ¢cok onemli bir gorevdir. Kisa vadeli riizgar hizi tahmininin dogrulugunu artirmak i¢in
arastirmacilar, farkli yontemleri ve algoritmalar1 birlestiren ¢esitli hibrit tahmin teknikleri

Oonermislerdir.

Bu tiir hibrit tekniklerden biri (Kang ve ark., 2017) tarafindan 6nerilen EEMD-LSSVM
modelidir. Bu model, orijinal riizgar hiz1 zaman serisini alt serilere ayirmak i¢in Topluluk
Ampirik Mod Aynistirma (EEMD, Ensemble Empirical Mode Decomposition) kullanir ve
ardindan bu alt serileri tahmin etmek i¢in En Kiigiil Kareler Destek Vektor Makinesi (LSSVM,
Least Square Support Vector Machine) uygular. EEMD ve LSSVM kombinasyonu, kisa vadeli

rlizgar hiz1 tahmininin hassasiyetini artirir.

Bir baska hibrit yaklasim ise dalgacik doniisimiine (WT, Wavelet Transform) dayali bir veri
filtreleme teknigini bulantk ARTMAP (FA, Fuzzy ARTMA) agma dayali bir yumusak
hesaplama modeliyle birlestiren yapidir ve Haque ve ark. (2013) tarafindan sunulmustur. Hibrit
WT + FA modeli, diger mevcut riizgar hizi tahmin yontemlerine kiyasla gelismis tahmin

dogrulugu gostermektedir.
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Tatinati ve Veluvolu (2013), riizgar hiz1 tahmini i¢in ampirik mod ayristirma (EMD) ile
uyarlanabilir yontemleri birlestiren hibrit bir yontem 6nermektedir. Riizgar hiz1 verileri 6nce
EMD kullanilarak igsel mod fonksiyonlarina (IMF, Intrinsic Mode Functions) ayristirilir ve
daha sonra kismi otokorelasyon faktorlerine dayali olarak IMF'leri tahmin etmek igin

uyarlamali yontemler kullanilir.

Buna ek olarak, Xu ve Yang (2020) kisa vadeli riizgar hizi tahmini i¢in EMD ve Coklu Cekirdek
Ogrenme (MKL, Multiple Kernel Learning) tabanli hibrit bir model énermektedir. Bu model,
MKL kullanarak birden fazla tahmin fonksiyonuna uyarlanabilir sekilde agirliklar atar ve bu da

oldukca karmasik sinyaller i¢in riizgar hiz1 tahmininin dogrulugunu artirir.

Ayrica, Zhao ve ark. (2020) kisa vadeli riizgar hizi tahmini i¢in Gauss siireci (GP, Gaussian
Process) ve uyarlanmamis Kalman filtresini (UKF, Unscented Kalman Filter) birlestiren hibrit
bir dogrusal olmayan tahmin yaklagimi onermektedir. Bu yaklasim, riizgar hizinin dinamik

degisimlerini yakalamay1 ve tahmin dogrulugunu artirmayi amacglamaktadir.

Bu hibrit tahmin teknikleri, riizgar hizi tahmininin dogrulugunu artirma potansiyelini
gostermektedir. Farkli yontem ve algoritmalar1 bir araya getiren bu yaklasimlar, tahmin
hassasiyetini artirmak i¢in her bir bilesenin gii¢lii yonlerinden yararlanmaktadir. EEMD,
dalgacik doniisiimii, ampirik mod ayristirma ve coklu c¢ekirdek 6grenme gibi tekniklerin
kullanimi, riizgar hiz1 verilerinin dogrusal olmayan ve duragan olmayan dogasinin etkili bir

sekilde ele alinmasini saglar.

2.4. Veri Ayristirmasi

Veri ayristirma, sinyal isleme, biyoloji ve ¢evre bilimi de dahil olmak iizere cesitli alanlarda
temel bir kavramdir. Karmasik veri setlerini daha kiigiik, daha yonetilebilir bilesenlere ayirmay1
icerir ve daha kolay analiz ve yorumlamay1 kolaylastirir (Cusack ve ark., 2009; Cichocki ve
ark., 2015).

Sinyal isleme alaninda, tensor ayristirmalart gibi veri ayristirma tekniklerinin oldukga degerli
oldugu kanitlanmistir. Tensor ayristirmalari, geleneksel korelasyon ve alt uzay teknikleri, sinyal

ayristirma, dogrusal regresyon, 6zellik ¢ikarma ve simiflandirma gibi yaygin olarak kullanilan
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sinyal isleme paradigmalarinin genellestirilmesini saglar (Cichocki ve ark., 2015). Bu teknikler,
verilerin altinda yatan yap1 ve iligkilerin kapsamli bir sekilde anlagilmasini saglayarak daha

dogru ve verimli analizlere yol agmaktadir.

Biyoloji ve g¢evre bilimi baglaminda, veri ayrigtirma, ¢0p ayrigsma oranlar1 gibi siireglerin
anlasilmasinda ¢ok 6nemli bir rol oynar. Caligmalar, karasal ekosistemlerde 6nemli bir karbon
akisini temsil eden ¢Op ayrigsmasinin, iklim ve ¢Op kalitesi de dahil olmak iizere ¢esitli
faktorlerden etkilendigini gostermistir (Cusack ve ark., 2009). Arastirmacilar, verileri
ayristirarak ve bu faktorlerin géreceli 6nemini analiz ederek, ¢Op ayrisma oranlar1 lizerindeki
kontroller hakkinda bilgi edinebilir ve ekosistem dinamikleri hakkinda tahminlerde

bulunabilirler.

Veri ayristirma teknikleri kimyada karmasik kimyasal sistemleri analiz etmek ve davranislarini
anlamak i¢in kullanilir. Ornegin, karma kiitle spektrometresinde veri ayristirma yontemleri,
karmasik karisimlardan tek tek kiitle spektrumlarini ayirmak ve tanimlamak i¢in kullanilir
(Mohammed ve ark., 2012). Arastirmacilar, verileri ayristirarak tek tek bilesenleri izole ve

analiz edebilir, boylece belirli bilesiklerin ve 6zelliklerinin tanimlanmasini saglayabilir.

Veri ayrigtirma, biyoinformatik ve genomik alanlarindaki biiyiik olgekli biyolojik veri
kiimelerinin analizinde 6nemli bir rol oynamaktadir. Temel bilesen analizi (PCA, Principal
Component Analysis) ve bagimsiz bilesen analizi (ICA, Independent Component Analysis) gibi
teknikler, gen ifadesi verilerinin analizinde veri ayrigtirma igin yaygin olarak kullanilmaktadir
(Mohammed ve ark., 2012). Bu teknikler, arastirmacilarin Oriintiileri tanimlamasina ve
verilerden anlamli 6zellikler ¢cikarmasina olanak taniyarak gen islevi, hastalik mekanizmalari

ve potansiyel iyilestirici hedefler hakkinda i¢ goriiler elde edilmesini saglar.

Ayrica, veri ayristirma konteyner is hacmi tahmini alaninda da 6nemlidir. COVID-19 salgim
baglaminda, asir1 olaylarin liman operasyonlari iizerindeki etkisini analiz etmek i¢in iteratif
kiimiilatif kareler toplam1 (ISCC, Iterative Cumulative Sum of Squares) gibi veri ayristirma
teknikleri kullanilmistir (Huang ve ark., 2022). Arastirmacilar, verileri farkli 6zelliklere
ayristirarak, salgin olayin liman performansinin her bir yoni iizerindeki spesifik etkilerini

degerlendirebilir ve bdylece daha dogru tahmin ve karar alma siireclerine olanak saglayabilir.
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Genel olarak, veri ayristirma, karmasik veri setlerinin analiz edilmesini ve yorumlanmasini
sagladig1 icin ¢esitli alanlarda biiylik 6nem tagimaktadir. Arastirmacilar, verileri daha kiiglik
bilesenlere ayirarak, verilerin altinda yatan yap1 ve iligkiler hakkinda daha derin bir anlayis
kazanabilir, bu da daha dogru tahminler, verimli analizler ve bilingli karar verme siiregleri

saglar.

Veri ayristirma tekniklerinin riizgar hizi tahmini ve tahmininde énemli oldugu kanitlanmastir.
Qu ve ark. (2016) ile Ali ve ark. (2017), bu baglamda veri ayristirmanin Onemini

vurgulamaktadir.

Ali ve ark. (2017), varyasyonel mod ayristirmasina (VMD, Variational Mode Decomposition)
dayali hibrit ¢cok 6lgekli bir riizgar hiz1 tahmin yontemi onermektedir. VMD, ampirik mod
ayristirmasi gibi diger yontemlere kiyasla gelismis dogruluk sunan, veriye uyarlanabilir bir
sinyal ayristirma teknigidir. Yazarlar, riizgar hiz1 verilerini ¢oklu i¢sel dar bant bilesenlerine
ayristirmak i¢in VMD'yi kullanmaktadir, bu da riizgar hizinin tahminini ve 6ngoriistini
kolaylastirmaktadir. Onerilen ydntemin etkinligi, Pakistan'daki birden fazla sahadan elde edilen

biiylik bir riizgar hiz1 veri kiimesi {lizerinde yapilan kapsamli deneylerle gosterilmistir (Ali ve

ark., 2017).

Benzer sekilde, Qu ve ark. (2016) riizgar hiz1 tahmini igcin EEMD meyve sinegi optimizasyon
algoritmast ile birlestiren hibrit bir model sunmustur. EEMD, riizgar hiz1 serileri gibi dogrusal
olmayan ve karmasik sinyal dizilerini ayristirmak icin gelismis ve etkili bir teknolojidir.
Yazarlar, etkili bir tahmin modeli olusturmak i¢in orijinal riizgar hiz1 veri setlerinin 6zelliklerini
kapsamli bir sekilde analiz etmenin ve dikkate almanin 6nemini vurgulamaktadir. EEMD,
ampirik mod ayristirmasinin eksikliklerini gidermekte ve dalgacik ayristirmasi ve Fourier

ayristirmast gibi diger ayristirma yaklasimlarina gore avantajlar sunmaktadir (Qu ve ark.,

2016).

Her iki referans da VMD ve EEMD gibi veri ayristirma tekniklerinin riizgar hizi tahmini ve
Ongoriisiindeki 6nemini vurgulamaktadir. Bu teknikler, riizgar hiz1 verilerinin igsel bilesenlere
aynstirilmasini saglayarak riizgar hizt davranisinin daha dogru analiz edilmesine ve tahmin

edilmesine olanak tanir. Arastirmacilar verileri ayrigtirarak, riizgar hizi degisimlerine katkida
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bulunan kaliplari, egilimleri ve altta yatan yapilar1 belirleyebilir ve sonugta riizgar hiz1 tahmini

ve tahmin modellerinin dogrulugunu artirabilir.

2.5. Dalgacik sinir aglari

Dalgacik sinir aglari (WNN, Wavelet Neural Network), geleneksel sigmoid aktivasyon
fonksiyonu yerine aktivasyon fonksiyonu olarak dalgaciklar1 kullanan bir sinir ag1 tlirtidiir
(Wang ve ark., 2013). WNN'ler ¢esitli uygulamalarda basaril1 bir sekilde uygulanmistir, ancak
uygulamalari i¢in genel bir ¢erceve eksikligi vardir (Alexandridis ve Zapranis, 2013). Son
caligmalarda, arastirmacilar WNN'lerin tip ve biyoloji gibi farkli alanlarda kullanimini

arastirmiglardir.

Bir ¢alisma, veri artirnmi ile yeni bir derin 6grenme yaklasimi kullanarak motor goriintii
sinyallerini smiflandirmaya odaklanmistir (Zhiwen ve ark., 2019). Arastirmacilar, egitim
stirecini iyilestirmek i¢in geleneksel sinir aglarindaki konvoliisyonel katmanlar1 dalgaciklarla
degistirmistir. Deneysel sonuglar, dalgacik sinir aginin mevcut yaklagimlardan daha yiiksek
siniflandirma dogruluklar1 elde ettigini gostermistir. Aragtirmacilar ayrica dalgacik sinir aginin
performansin1 kararli durum gorsel uyarilmis potansiyellerin siniflandirilmasinda da test

etmislerdir.

Bir baska calismada, hedef tehdit degerlendirmesi i¢in bir sinir aginda coklu dalgacik
fonksiyonlarmin kullanilmasi arastirllmistir (Wang ve ark., 2013). Dalgacik sinir ag1, sinir
aglarinin ve dalgacik doniigiimlerinin avantajlarinmi birlestirir. Aktivasyon fonksiyonu olarak
birden fazla dalgacik fonksiyonu kullanarak, ag farkli girdi veri 6zelliklerini yakalayabilir ve

hedef tehdit degerlendirmesindeki performansini artirabilir.

Ekonomi alaninda arastirmacilar, Dow Jones Borsasi Endiistri Endeksi (DJIA, Dow Jones
Industrial Average) endeksi tahmini i¢in otoregresif kesirli entegre hareketli ortalamalari
(ARFIMA, Autoregressive Fractionally Integrated Moving Averages) ve dalgacik sinir aglarini
birlestiren hibrit bir model Onermislerdir (Boubaker ve ark., 2022). Dalgacik sinir agi,
regresyon dogrulugu ve hata tolerans kabiliyeti agisindan avantajlar gostermistir. Hibrit model,
ARFIMA modelini dahil ederek uzun vadeli bagimliliklar1 yakalayabilir ve tahmin

dogrulugunu artirabilir.
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Genel olarak, dalgacik sinir aglar ¢esitli alanlarda ve uygulamalarda umut vaat etmektedir.
Aktivasyon fonksiyonu olarak dalgaciklar1 kullanarak geleneksel sinir aglarma farkli bir
yaklasim sunmaktadirlar. Dalgaciklarin  kullanimi, agin farkli girdi veri Ozelliklerini
yakalamasina ve performansini artirmasina olanak tanir. Bununla birlikte, dalgacik sinir
aglarin1 uygulamak igin genel bir gergeve gelistirmek ve diger alanlardaki potansiyellerini

kesfetmek i¢in daha fazla aragtirmaya ihtiyag vardir.

Riizgar hiz1 zaman serisi verilerinin farkli frekans bilesenlerini ¢ikarmak i¢in ¢aligma, riizgar
hiz1 tahmini i¢in ayrik dalgacik doniisimii (DWT, Discrete Wavelet Transform) ve YSA
birlestiren hibrit bir model 6nermektedir (Berrezzek ve ark., 2019). Riizgar hizi tahmini i¢in
WNN'leri dogrudan uygulayan spesifik ¢alismalar olmamasina ragmen, riizgar hizi tahmin
dogrulugunu artirmak igin dalgacik ayristirma veya dalgacik paket ayristirma teknikleriyle
birlikte uzun kisa siireli bellek (LSTM) ve evrisimli sinir aglart (CNN'ler) gibi diger sinir ag1

mimarilerini kullanan ilgili ¢aligmalar vardir (Fukuoka ve ark., 2018; Zhang ve ark., 2020).

Fukuoka ve ark. (2018), LSTM ve 1D-CNN (One-dimensional Convolutional Neural Network,
Tek Boyutlu Evrisimsel Sinir Ag1) kullanarak bir riizgar hizi tahmin modeli sunmustur. Model,
LSTM kullanarak riizgar hizinin gegmis bilgilerini dikkate almakta ve verilerdeki mekansal
bagimliliklar1 yakalamak i¢in tek boyutlu bir CNN icermektedir. Bu ¢alisma dogrudan bir
dalgacik sinir ag1 kullanmasa da, riizgar hizi tahmini igin farkli sinir ag1 mimarilerini

birlestirmenin etkinligini gostermektedir.

Zhang ve ark. (2020), dalgacik paket ayristirmasi ve asirt makine dgrenmesini birlestiren ¢ok
adiml bir riizgar hiz1 tahmin sistemi 6nermektedir. Odak noktas1 dalgacik paket ayristirmasi ve
asirt makine Ogrenmesi olsa da, ¢alisma, performansini artirmak i¢in dalgacik sinir agina
Lorenz girisiminin eklenmesinden bahsetmektedir. Bu da dalgacik sinir aglarinin riizgar hizi

tahminindeki potansiyelini ortaya koymaktadir.

Berrezzek ve ark. (2019), DWT nin riizgar hizi tahmininde uygulanmasini tartigmaktadir.
Calisma, riizgar hiz1 zaman serisi verilerinin farkli frekans bilesenlerini ¢ikarmak i¢in dalgacik
ayristirmast uygulamakta ve tahmin i¢in bir YSA kullanmaktadir. Dalgacik sinir aglarindan
acik¢a bahsetmemesine ragmen, dalgacik ayrigimini riizgar hizi tahmini i¢in bir 6n isleme adimi

olarak vurgulamaktadir.
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Ozetle, riizgar hizi tahmini igin dalgacik sinir aglarina iliskin dogrudan referanslar
bulunmamakla birlikte, mevcut ¢alismalar riizgar hizi tahmin dogrulugunu artirmak i¢in farkl
sinir ag1 mimarilerini dalgacik ayristirma teknikleriyle birlestirme potansiyelini ortaya
koymaktadir. Dalgacik sinir aglarinin riizgar hizi tahminindeki 6zel uygulamalarini kesfetmek
ve performanslarint diger yaklasimlarla karsilastirmak i¢in daha fazla aragtirmaya ihtiyag

vardir.
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3. MATERYAL VE YONTEM

3.1. Atmosferik verilerin saglanmasi

Tez calismamizin bu safthasinda islenecek olan veri setinin basing, sicaklik, nem ve riizgar hizi
verilerini saglayacak, Tokat Gaziosmanpasa Universitesi Tasliciftlik Kampiisii igerisine
(N40°19'58.73") enlemi ve (E36°29'0.28") boylamina yerlestirilen 6l¢iim istasyonunda yer alan
Ol¢tim diregi Sekil 3.1°de gosterilmektedir.

AIR-X 400W

Anemometre

Ve

Ruzgar yon sensoru

Sekil 3.1. Olgiim Diregi

Olgiim diregi 12 m yiiksekliginde olup iizerinde 2 adet riizgar hiz1 dl¢iim sensérii ve 1 adet
riizgar yonii Ol¢ciim sensorii bulunmaktadir. Basing, sicaklik ve nem sensorleri diregin alt
kismina montaj edilen gii¢ kutusuna yerlestirilmistir (Sekil 3.2). Sensorlerin ihtiyag duydugu
enerji 10 W’lik solar panel ile saglanmaktadir. Ayrica baska ¢alismalarda da kullanilmak tizere

6l¢iim direginin lizerine AIR-X 400W riizgar tilirbini yerlestirilmistir.
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Sekil 3.2. Gii¢ Kutusu

Cografi konuma ait riizgar hizi, basing, sicaklik ve nem verileri 2017 y1li itibariyle 10’ar dakika

araliklar ile kaydedilmeye baslanmis ve halen veri toplanmasina devam edilmektedir.

3.2. Veri Ayristirma Yontemleri

Veri analizi alaninda, veri ayristirma yontemleri karmagsik veri kiimelerinin analiz i¢in daha
basit, daha yonetilebilir parcalara ayrilmasinda 6nemli bir rol oynar. Sinyal isleme, goriintii
analizi ve makine 08renimi gibi ¢esitli alanlarda yaygin olarak kullanilan yontemlerdir. Veri

ayrigtirma yontemleri, arastirmacilarin ve uygulayicilarin karmasik veri kiimelerinden anlaml
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bilgiler ¢ikarmasina olanak tantyan veri analizi alaninda temel araglardir. Her yontemin kendine
Ozgii gliclii yanlar1 ve uygulamalari vardir ve yontem se¢imi veri kiimesinin belirli 6zelliklerine
ve analizin hedeflerine baglidir. Arastirmacilar bir veri ayristirma yontemi secerken verilerinin

o0zelliklerini ve analizlerinin gerekliliklerini dikkatle degerlendirmelidir.

3.2.1. Ampirik Mod Ayristirma (EMD, Empirical Mode Decomposition)

Ampirik Mod Ayristirma (EMD), duragan olmayan ve dogrusal olmayan zaman serisi verilerini
islemek icin kullanilan bir veri analizi yontemidir. Huang ve arkadaslari tarafindan 1990'larin
sonunda bir sinyali icsel Mod Fonksiyonlar1 (IMF) olarak bilinen i¢sel saliim modlarina
uyarlanabilir bir sekilde ayristirmanin bir yolu olarak gelistirilmistir. EMD, sinyal isleme,
finans ve biyomedikal sinyal analizi dahil olmak {izere cesitli alanlarda uygulama alani

bulmustur.

EMD, orijinal sinyalin IMF'ler olarak bilinen igsel salinim modlarinin dogrusal bir
kombinasyonu olarak temsil edildigi gercek diinya sinyallerinin ¢ok 6lgekli ayristirilmasi ve
zaman frekansi analizi i¢in kullanilan veri odakli bir yontemdir (Rehman ve Mandic, 2009).
EMD, riizgar enerjisinin sebekeye entegrasyonu sirasinda gii¢ dalgalanmalarini ele almak i¢in
riizgar hizi tahmininde yaygin olarak uygulanmistir (Zhou, 2023). Bununla birlikte, EMD'nin
dogrudan kullanimi biiyiik giiriiltii ve mod ortligmesi gibi sorunlara yol agabilir (Shen ve ark.,
2023). Riizgar hiz1 sinyallerinin duragan olmamasin azaltmak i¢in, uyarlanabilir giiriiltili
(ICEEMDAN, Improved Complete Ensemble Empirical Mode Decomposition with Adaptive
Noise), bulanik entropi ve varyasyonel mod ayristirma (VMD) ile gelistirilmis tam topluluk
ampirik mod ayristirmaya dayali iki kez ayrigtirmay1 iceren yeni bir yaklagim onerilmistir (Xia
ve Wang, 2022). Ek olarak, riizgar hizi tahmininin dogrulugunu artirmak i¢in hizli bir topluluk

ampirik mod ayristirma modeli gelistirilmistir (Wang, 2021).

Ayrica, EMD veya EEMD modelleri, avantajlar1 ve gelecekteki potansiyel uygulamalari
nedeniyle riizgar hiz1 ve gii¢c tahmini i¢in dikkat cekmistir (Bokde ve ark., 2019). Bayesian Sirt
Regresyonu ile birlikte topluluk ampirik mod ayristirmasinin kullaniminin, karmagsik riizgar
hizi zaman serilerini nispeten daha ilimli, daha diizenli ve istikrarli alt dizilere ayirdigi

gosterilmistir (Yang ve Yang, 2020). Ayrica, ¢ok degiskenli ampirik mod ayrigimi, rastgele
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orman ve ¢ekirdek sirt1 regresyonunu igeren yeni gelistirilen biitiinlestirici bir biyo-esinlenmis
yapay zeka modeli, riizgar hiz1 tahmininde dikkate deger bir performans gostermistir (Tao ve
ark., 2020). Ayrica, tam topluluk ampirik mod ayristirma uyarlanabilir giiriiltii, gecitli
tekrarlayan birim ag1 ve gelistirilmis bir yarasa algoritmasina dayanan birlesik bir model, riizgar

hiz1 tahmininde umut verici sonuglar gostermistir (Liang ve ark., 2020).

Ampirik mod ayristirmanin riizgar enerjisi verilerinin ayristirilmasi ve tahmini igin etkinligi,
yontemin en biiyiik Lyapunov iistel tahmin yontemi ve gri tahmin modeli gibi diger tahmin
teknikleriyle birlikte kullanilmasiyla gosterilmistir (Zhang ve ark., 2019). Ayrica, YSA’larin
VMD ile kombinasyonu, kisa vadeli riizgar hizi tahmini i¢in sunulmus ve bu yaklagimin
potansiyelini gostermistir (Gendeel ve ark., 2018). Ayrica, ampirik mod ayrigtirmasi, riizgar
hiz1 zaman serilerinin rastgeleligini azaltmak ve tahmin dogrulugunu artirmak icin dalgacik
doniisiimii ve varyasyonel mod ayristirmasi gibi diger zaman serisi ayristirma yontemleriyle

birlikte kullanilmistir (Huang ve ark., 2019).

Ampirik mod ayristirmasi ile topluluk ampirik mod ayristirmasi ve tam topluluk ampirik mod
ayrigtirmasi uyarlanabilir giiriiltii gibi EMD varyantlari, riizgar hizi tahmini ve tahmininde
yaygin olarak uygulanmaktadir. Bu yontemler, riizgar hizi sinyallerinin duragan olmamasini

ele almada ve riizgar hiz1 tahmininin dogrulugunu artirmada potansiyel gostermistir.

Ampirik Mod Ayristirma igleminde yer alan temel adimlar sunlardir:
e Ayrnistirma: EMD bir sinyali bir dizi IMF'ye ayristirir. Bir IMF, ayni1 sayida sifir gegisine
ve ekstremaya sahip bir fonksiyon olarak tanimlanir ve yerel maksimum ve minimumlar
tarafindan tanimlanan zarfin ortalama degeri sifirdir. Her bir IMF sinyalin farkli bir

frekans bilesenini temsil eder.

e Eleme Siireci: Ayristirma "eleme" adi verilen bir islemle gergeklestirilir. Eleme
isleminin her bir iterasyonunda sinyalin yerel ortalamas1 hesaplanir ve bu ortalama daha
sonra bir kalint1 elde etmek i¢in orijinal sinyalden ¢ikarilir. Kalinti daha sonra yeni bir
sinyal olarak ele alinir ve elde edilen sinyal bir IMF olma kriterlerini karsilayana kadar

islem tekrarlanir.
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e IMF'lerin ¢ikarilmasi: Eleme islemi, orijinal sinyalden bir dizi IMF ¢ikarmak i¢in
yinelemeli olarak tekrarlanir. Her bir IMF, en yiiksek frekanstan baslayarak en diisiige

dogru sinyalin farkli bir frekans bilesenini yakalar.

e Kalinti: Tiim IMF'ler ¢ikarildiktan sonra elde edilen son kalinti, orijinal sinyalin trendini

veya diisiik frekansl bilesenini temsil eder.

EMD'nin avantajlarindan biri, bir sinyalin yerel 6zelliklerine uyarlanabilir olmasidir, bu da onu
duragan olmayan ve dogrusal olmayan bilesenlere sahip sinyalleri analiz etmek i¢in 6zellikle
yararlt kilar. Bununla birlikte, EMD'nin her zaman benzersiz olmadigini ve ayristirma
sonuclarinin belirli uygulama ve parametre secimlerine gore degisebilecegini belirtmek

onemlidir.

EMD zaman i¢inde genisletilmis ve modifiye edilmistir ve bazi smirlamalar ele almak ve
ayristirma siirecinin saglamligini artirmak icin Ensemble Empirical Mode Decomposition
(EEMD) ve Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
(CEEMDAN) gibi varyasyonlar 6nerilmistir.

3.2.2. Topluluk Ampirik Mod Ayristirma (EEMD, Ensemble Empirical Mode
Decomposition Method)

Topluluk Ampirik Mod Ayristirma (EEMD), orijinal EMD yo6nteminin bir uzantisidir. EMD
ile iligkili baz1 sinirlamalar1 ve zorluklar1 ele almak ic¢in gelistirilmistir ve 6zellikle giirtiltii

varliginda sinyallerin daha kararli ve giivenilir bir sekilde ayristirilmasini saglar.

EEMD'nin arkasindaki ana fikir, standart EMD islemini uygulamadan 6nce sinyale bir beyaz
giiriiltii gergeklesmeleri toplulugu eklemektir. EEMD, giiriiltii ekleyerek, 6zellikle EMD'nin
mod karisimindan muzdarip olabilecegi giiriiltii veya diger veri diizensizlikleri nedeniyle
tutarsiz  sonuglar iretebilecegi durumlarda ayristirmanin  saglamligini  artirmayi

amaclamaktadir.

Topluluk Ampirik Mod Ayristirma yonteminde yer alan temel adimlar sunlardir:
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e Topluluk Olusturma: Bir sinyal toplulugu olusturmak i¢in orijinal sinyale birden fazla
beyaz giiriiltii gergeklesmesi eklenir. Her bir ger¢eklesme, orijinal sinyale bagimsiz ve

ayn1 dagiliml rastgele giiriiltii eklenerek elde edilir.

e Her Topluluk Uyesi i¢in EMD: EMD islemi, topluluktaki her sinyale bagimsiz olarak
uygulanir. Bu, her bir gerceklesme icin bir dizi I¢sel Mod Fonksiyonu (IMF'ler) ile

sonuclanir.

e Mod Ortalamasi Alma: Toplulugun her bir iiyesinden elde edilen IMF'lerin nokta

bazinda ortalamasi alinarak bir dizi topluluk ortalamali IMF olusturulur.

e Nihai Kalint1 Hesaplamasi: Nihai kalinti, her bir gerceklesmeden elde edilen

kalintilarin ortalamasi alinarak elde edilir.

Toplulugun eklenmesi mod karigiminin etkilerini azaltmaya yardimci olur ve ayristirma
stirecinin kararliligin1 artirir. Sinyaldeki i¢sel salinim modlarinin daha tutarlt bir temsilini
saglayarak EEMD'yi duragan olmayan ve giiriiltiilii zaman serisi verilerini analiz etmek i¢in

saglam bir yontem haline getirir.

EEMD, EMD ile ilgili baz1 sorunlar1 ele alirken, topluluk iiyelerinin sayisi ve eklenen
giiriiltiiniin genligi gibi parametrelerin se¢iminin sonuglar1 hala etkileyebilecegini belirtmek
gerekir. Arastirmacilar, farkli uygulamalardaki performansini artirmak i¢in uyarlanabilir
giiriiltli ve diger modifikasyonlarin eklenmesi gibi EEMD yontemindeki varyasyonlar1 ve

tyilestirmeleri kesfetmeye devam etmislerdir.

EEMD, duragan olmayan ve dogrusal olmayan zaman serisi verilerini islemedeki etkinligi
nedeniyle riizgar hizi tahmini ve tahmininde yaygin olarak kullanilmaktadir. EEMD, tahmin
dogrulugunu artirmak i¢in gesitli riizgar hiz1 tahmin modellerinde uygulanan giiriiltii destekli
bir veri analizi yontemidir (Wu ve Huang, 2009; Wang ve ark., 2015; Wang ve ark., 2016; Ren
ve ark., 2016; Zhi ve ark., 2016; Zhang ve ark., 2017; Kang ve ark., 2017; Chen ve ark., 2018;
Lu ve ark., 2018; Huang ve ark., 2018; Huang ve ark., 2018; Sun ve Wang, 2018; Huang ve
ark., 2019; Sun vd, 2019; Yang ve Yang, 2020; Jin ve ark., 2020; Xie ve ark., 2021; Saxena ve
ark., 2021; Wang, 2021; Xia ve Wang, 2022; You ve ark., 2022; Zhu, 2022; Phan ve Tan, 2023;
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Ai ve ark., 2023). EEMD teknigi, altta yatan salinim modlarini yakalamak i¢in orijinal riizgar
hiz1 verilerinin bir dizi IMF'lere ayristirilmasini ve daha sonra bu IMF'leri tahmin etmek i¢in
¢esitli tahmin modellerinin kullanilmasini igerir ve bunlar daha sonra nihai riizgar hizi

tahminini elde etmek i¢in birlestirilir (Huang ve ark., 2018; Huang ve ark., 2019; Zhu, 2022).

Bazi ¢alismalar, riizgar hizi tahmin dogrulugunu artirmak i¢cin EEMD'yi dalgacik doniigiimii,
LSSVM, LSTM, ARIMA, SVR ve meyve sinegi optimizasyon algoritmasi gibi diger
tekniklerle birlestiren hibrit modeller 6nermistir (Wang ve ark., 2016; Zhi ve ark., 2016; Huang
ve ark., 2018; Lu ve ark., 2018; Sun ve ark., 2019; Huang ve ark., 2019; Xia ve Wang, 2022;
You ve ark., 2022; Su ve ark., 2023; Ai ve ark., 2023). Bu hibrit modeller, EEMD'nin duragan
olmama durumunu ele almadaki gii¢lii yonlerinden ve riizgar hiz1 verilerinin farkli yonlerini
yakalamak i¢in diger yontemlerin tamamlayici yeteneklerinden yararlanarak daha saglam ve

dogru tahminlere yol agmaktadir.

Ayrica, EEMD, riizgar hizin1 tahmin etmek icin Kap1 Ozyinelemeli Gegitler (GRU, Gated
Recurrent Units) ve LSTM gibi derin 6grenme modelleriyle birlikte kullanilmis ve EEMD'nin
gelismis tahmin teknikleriyle entegre olma konusundaki ¢ok yonliiliigiinii gdstermistir (Huang
ve ark., 2018; Huang ve ark., 2019; Xie ve ark., 2021; Saxena ve ark., 2021). Ayrica EEMD,
parametre optimizasyon siirecini gelistirmek ve genel tahmin performansini iyilestirmek igin
genetik algoritma, yer¢ekimsel arama algoritmasi (GSA, Gravitational Search Algorithm) ve
guguk kusu arama optimizasyon algoritmasi gibi optimizasyon algoritmalariyla birlestirilmistir

(Zhi ve ark., 2016; Zhang ve ark., 2017; Lu ve ark., 2018; Sun ve ark., 2019).

Literatir EEMD'nin riizgar hizi tahmini ve tahmininde yaygin olarak kullanildigini
gostermekte, hibrit modellere uyarlanabilirligini ve riizgar hizi verilerinin karmasikligini ele

almadaki etkinligini ortaya koymaktadir.

1 Ocak 2020 tarihine ait basing (Sekil 7.8), sicaklik (Sekil 7.9) ve nem (Sekil 7.10) verilerine

ait EEMD ayristirma yontemi gorselleri “Ekler” boliimiinde verilmistir.
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3.2.3. Tamamlayici Topluluk Ampirik Mod Ayristirma (CEEMD, Complementary
Ensemble Empirical Mode Decomposition)

Tamamlayict Topluluk Ampirik Mod Ayristirma (CEEMD), EMD’deki mod karistirma
sorununu ele alan giiriiltii ile gelistirilmis bir veri analizi yontemidir (Yeh ve ark., 2010).
CEEMD, beyin haritalama, kuraklik tahmini, yagis tahmini, yapisal saglik izleme, ariza teshisi
ve titresim tabanli yapisal saglik izleme gibi ¢esitli alanlarda uygulanmistir (Qian ve ark., 2015;
Liu ve ark., 2020; Li ve ark., 2021; Xu ve ark., 2022; Zhang ve ark., 2022; Eltouny ve ark.,
2023). Ayrica endiiksiyon motorlarinin durumunun izlenmesinde ve gaz yalitimli salt
ekipmanlarindaki mekanik kusurlarin belirlenmesinde de kullanilmuistir (Valtierra-Rodriguez
ve ark., 2019; Zhong ve ark., 2020; Bian ve ark., 2020). Yontem, kuraklik tahmini i¢in ARIMA
ve kusur tanimlama igin genetik algoritma gelistirilmis ¢ekirdek bulanik ortalama kiimeleme
gibi diger tekniklerle birlestirilmistir (Zhong ve ark., 2020; Xu ve ark., 2022). CEEMD'nin mod
karistirma problemini etkili bir sekilde ele aldig1 ve orijinal verileri farkli frekanslara sahip daha

duragan sinyallere ayristirdig1 gosterilmistir (Wu ve ark., 2019).

CEEMD ayrica deniz seviyesindeki dogrusal olmayan egilimlerin, ucak ariza oraninin ve ham
petrol fiyatinin tahmininde de kullanilmistir (Tang ve ark., 2015; Zhao ve ark., 2019; Li ve Hou,
2022). Normal deneklerde ve tinnitus hastalarinda kararli durum isitsel uyarilmis alanlarin
c¢ikarilmasinda ve siirtiinme sinyallerinin denoize edilmesinde kullanilmistir (Wang ve ark.,
2015; Li ve ark., 2015). Ayrica, CEEMD hidrolik pompalarda ariza teshisi ve rulmanh
yataklarda ariza tanima i¢in kullanilmistir (Zhao ve ark., 2016; Li ve Ding, 2016). Yontem,
anlik sismik 6zniteliklerin temassiz 6l¢iimii ve tespiti ile sismik verilerdeki spektral desenlerin

tanimlanmasina uygulanmigtir (Kwietniak ve ark., 2016; Huang ve ark., 2017).

Ayrica, CEEMD beyin aglarimin analizinde, deniz yiizeyi sicakliginin tahmininde ve
genellestirilmis  tonik-klonik nobetlerdeki  fonksiyonel merkezlerin tanimlanmasinda
kullanilmistir (Qian ve ark., 2015; Zhang ve ark., 2016; Wu ve ark., 2019). Ayrica konusma
sinyallerinin  giirliltiisiiz islenmesi i¢in konugma tanima alaninda da uygulanmistir
(Kazandeposuu ve Churakov, 2015). Y ontem, farkli uygulamalardaki yeteneklerini gelistirmek
icin Radyal Taban Fonksiyonu Agi (RBFN, Radial Basis Function Network), pargacik siiriisii
optimizasyonu (PSO) ve destek vektor makinesi (SVM) gibi cesitli algoritmalarla
birlestirilmistir (Li ve Ding, 2016; Zhao ve ark., 2019; Liu ve ark., 2020).
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Genel olarak, CEEMD'nin EMD'deki mod karistirma sorunlarini ele almak i¢in ¢ok yonlii ve
etkili bir yontem oldugu kanitlanmistir ve sinyalleri farkli frekans bantlarina sahip igsel salinim

ritimlerine ayristirma yetenegi nedeniyle ¢esitli alanlarda yaygin bir uygulama alan1 bulmustur.

3.2.4. Uyarlanabilir Giiriiltiilii Tam Topluluk Ampirik Mod Ayristirmasi
(CEEMDAN, Complete Ensemble Empirical Mode Decomposition with
Adaptive Noise)

Riizgar hiz1 tahminini gelistirmek i¢in, ¢esitli calismalar EEMD ve Uyarlanabilir Giirtiltili Tam
Topluluk Ampirik Mod Ayristirmasi (CEEMDAN) gibi gelismis sinyal isleme tekniklerinin
kullanilmasini dnermistir (Sun ve ark., 2019; Chen ve ark., 2020; Wang, 2021; Xia ve Wang,
2022). Bu yontemler, orijinal riizgar hiz1 verilerini daha duragan alt serilere ayirmay1 ve boylece
riizgar hizi tahmin modellerinin dogrulugunu artirmayir amaglamaktadir. Ek olarak, EEMD
kullaniminin riizgar hizini etkili bir sekilde kararli sinyallere ayristirdig1 ve kisa vadeli riizgar
hiz1 tahmininin iyilestirilmesine katkida bulundugu gosterilmistir (Huang ve ark., 2018; Xie ve
ark., 2021). Ayrica, CEEMDAN uygulamasinin riizgar giiciinii dogru bir sekilde tahmin etmede
etkili oldugu gosterilmistir, bu da riizgar hiz1 tahminini gelistirme potansiyelini gostermektedir

(You ve ark., 2022).

Ayrica, riizgar hiz1 verilerini daha diizenli hale getirmek ve bdylece riizgar hizi tahmin
modellerinin dogrulugunu artirmak i¢in VMD gibi sinyal ayristirma tekniklerinin kullanimi
arastirilmistir (Vanitha ve ark., 2020). Ayrica, EMD ve gelistirilmis LSSVM kombinasyonu,
rlizgar hizi tahmin dogrulugunu artirmak i¢in hibrit bir tahmin yontemi olarak dnerilmistir (Sun
ve Yang, 2013). Bu yaklasimlar, riizgar hizi tahmin modellerinin iyilestirilmesinde gelismis

sinyal isleme tekniklerinin potansiyelini vurgulamaktadir.

Ayrica, literatiir, filtreleme performansini iyilestirmek i¢in siire¢ giiriiltiisii kovaryansini ve
ol¢tim giirtiltiisii kovaryansini uyarlamali olarak ayarlayabilen Kalman filtresi gibi uyarlamali
algoritmalarin kullanilmasiyla riizgar hizi tahmininin gelistirilebilecegini gostermektedir
(Huang ve ark., 2019). Ayrica, Genisletilmis Kalman Filtresi (EKF, Extended Kalman Filter)
ile birlikte sinir aglarmin kullaniminin riizgar hizim1 basarili bir sekilde tahmin ettigi
gosterilmistir, bu da uyarlanabilir algoritmalarin riizgar hiz1 tahminini gelistirme potansiyelini

daha da gdstermektedir (Hur, 2019).
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Ampirik Mod Ayristirmas1 ve tlirevlerine ait avantajlar ve dejavantajlar Tablo 3.1°de

verilmistir.

Ozetle, literatiir, riizgar hiz1 tahmin dogrulugunu artirmak i¢in EEMD, CEEMDAN, VMD gibi
gelismis sinyal igleme tekniklerinin ve Kalman filtresi ve sinir aglar1 gibi uyarlanabilir
algoritmalarin kullanimini1 desteklemektedir. Bu yontemler, yenilenebilir enerji sektoriindeki
cesitli uygulamalar i¢in ¢ok 6nemli olan riizgar hiz1 tahmin modellerinin hassasiyetini artirmak

icin umut verici yollar sunmaktadir.

Tablo 3.1. EMD ve gelistirilmis versiyonlarinin karsilastirilmasi. (Qian ve ark., 2019)

METOT AVANTAJLARI DEZAVANTAJLARI
EMD Adaptif Mod karigtirma
EEMD Adaptif; Yeniden olusturulan sinyallerde ekstra

Mod karigtirma problemini ¢oziibilir. gliriiltil vardir;

Cok fazla hesaplama kaynagma ihtiyag

vardir.
CEEMD Adaptif; Cok fazla hesaplama kaynagma ihtiyag
Mod karigtirma problemini ¢6ziibilir; vardur.
Yeniden olusturulan sinyallerde ekstra
giiriiltii yoktur.
CEEMDAN Adaptif; Sirali prosediir, paralel hesaplama ile
gerceklestirilemez.

Mod karigtirma problemini ¢oziibilir;

Yeniden olusturulan sinyallerde ekstra

giiriiltii yoktur.

1 Ocak 2020 tarihine ait basing (Sekil 7.1), sicaklik (Sekil 7.2) ve nem (Sekil 7.3) verilerine ait

CEEMDAN ayristirma yontemi gorselleri “Ekler” boliimiinde verilmistir.
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3.2.5. Yerel Ortalama Ayristirmasi (LMD, Local Mean Decompositon)

Yerel Ortalama Ayristirma (LMD), dalgacik ayristirma ve EMD gibi diger yontemlerin yani
sira riizgar hiz1 verilerini ayrigtirmak i¢in 6nemli bir yontemdir (Tian ve ark., 2019). Ortalama
aylik riizgar hizin1 tahmin etmek i¢in LMD ve LSSVM kullanan hibrit bir model 6nermis ve
LMD'nin rilizgar hizi tahmininde uygulanabilirligini gostermistir (Tuerxun ve ark., 2022).
Ayrica, LMD riizgar tiirbinleri i¢in ariza teshis yontemlerinde kullanilarak riizgar enerjisi

uygulamalarindaki ¢ok yonliiliigiinti géstermistir (Liu ve ark., 2012).

Ayrica, LMD'nin riizgar hiz1 tahmininde kullaniminin, riizgar hizi zaman serilerinin diizensiz
ve degisken dogasini yakalamada etkili oldugu gosterilmistir, bu da onu riizgar hizi tahmini i¢in
umut verici bir yaklasim haline getirmektedir (Giorgi ve ark., 2014). Ayrica, LMD ile ilgili olan
Hilbert-Huang doniistimii, duragan olmama durumunu ele alma kabiliyeti nedeniyle riizgar hizi
zaman serilerinin spektral analizi i¢in se¢ilmistir ve bu da LMD'nin riizgar hiz1 analizindeki

uygunlugunu daha da vurgulamaktadir (Vincent ve ark., 2010).

Ayrica, riizgar hiz1 ve gii¢ tahmini ¢calismalarinda ayristirma seviyesi genellikle kiiciik bir say1
ile sinirhdir, bu da LMD'nin ger¢ek diinya tahmin senaryolarinda pratik hususlar1 ve
uygulanabilirligini vurgulamaktadir (Tascikaraoglu ve ark., 2016). LMD'nin riizgar hizi
tahminindeki etkinligi, (Chen ve ark., 2013) tarafindan gésterildigi gibi, diger modellere kiyasla

tahmin dogrulugundaki iyilesmede de acik¢a goriilmektedir.

Ozetle, LMD riizgar hiz1 tahmin modellerinde yaygin olarak kullanilmis ve riizgar hizi
verilerinin karmasik ve duragan olmayan dogasini yakalamadaki etkinligini gostermistir. Hibrit
modellerde ve ariza teshis yontemlerinde uygulanmasi, riizgar enerjisi arastirmalari alanindaki

¢ok yonliiliigiinii ve uygunlugunu gostermektedir.

1 Ocak 2020 tarihine ait basing (Sekil 7.15), sicaklik (Sekil 7.16) ve nem (Sekil 7.17) verilerine

ait LMD ayristirma yontemi gorselleri “Ekler” boliimiinde verilmistir.

3.2.6. Varyasyonel Mod Ayristirma (VMD, Variational Mode Decomposition)

Riizgar hiz1 tahmininde Varyasyonel Mod Ayrisimi (VMD) uygulamasi, riizgar hizi verilerini

uzun vadeli, dalgalanma ve rastgele bilesenler gibi kurucu modlara ayirma kabiliyeti nedeniyle
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rliizgar hizi tahmini ve giic tahmininde yaygin olarak kullanilmaktadir (Han ve ark., 2019; ,
Zhang ve ark., 2022). VMD, riizgar hiz1 tahmin dogrulugunu artirmak i¢in YSA'lar, destek SVR
ve derin 6grenme modelleri gibi c¢esitli tekniklerle entegre edilmistir (Ren ve ark., 2015; ,
Heydari ve ark., 2021; , Zhou ve ark., 2018; , Wang ve ark., 2021; , Vanitha ve ark., 2020).
Ayrica, VMD, bir enerji depolama sisteminin referans giiciinii ayristirmak ve riizgar giicii
verilerinin farkli dalgalanma 6zelliklerini ¢ikarmak i¢in kullanildig1 riizgar giicii dalgalanma

sinyali isleme baglaminda kullanilmistir (Zhou, 2023; , Zhang ve ark., 2021).

Ayrica VMD, riizgar tlirbinlerinin ariza teshisi gibi riizgar hiz1 tahmininin 6tesinde uygulamalar
da bulmustur. Ornegin, riizgar tiirbinlerinde rulman arizas1 teshisi igin her frekans bandinin
enerjisini ¢ikarmak i¢in bir 6n islemci olarak kullanilmig ve riizgar enerjisi alanindaki ¢ok
yonliiliigiinii gostermistir (An ve Tang, 2016; Maheswari ve Umamaheswari, 2019). Ayrica
VMD, riizgar hizin1 ve giiciinii alternatif olarak ayristirmak i¢in dalgacik doniisiimii gibi diger
ayrigtirma yontemleriyle entegre edilmis ve tahmin modellerine girdi olarak kullanilmak {izere

farkl1 frekans bandi bilesenlerinin ¢gikarilmasina yol agmustir (Lang, 2021).

Sonug olarak, VMD, riizgar hiz1 verilerini ¢esitli bilesenlere ayirma ve cesitli tahmin ve ariza
teshis teknikleriyle entegre etme yetenegi sunarak riizgar hizi tahmini ve rilizgar giicii
tahmininde degerli bir ara¢ oldugunu kanitlamistir. Cok yonliiliigii ve etkinligi, onu riizgar

enerjisi arastirmalart alaninda 6ne ¢ikan bir yontem haline getirmektedir.

1 Ocak 2020 tarihine ait basing (Sekil 7.36), sicaklik (Sekil 7.37) ve nem (Sekil 7.38) verilerine

ait VMD ayristirma yontemi gorselleri “Ekler” boliimiinde verilmistir.

3.3. Yapay Sinir Aglan

Biyolojik sinir aglari, canli organizmalardaki sinir sistemlerini ifade eder. Sinir aglari, sinir
hiicrelerinin (ndronlar) bir araya gelerek bilgi isleme, iletim ve depolama gorevlerini yerine
getirdigi kompleks aglar olarak tanimlanir. Insanlar ve diger hayvanlar {izerinde gdzlemlenen

sinir aglari, biyolojik sistemlerin bilgi isleme kapasitelerinin temelini olusturur.
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Biyolojik sinir aglar1 hakkinda genel bilgiler:

e Noronlar: Sinir hiicreleri veya noronlar, sinir aglarinin temel yap taslaridir. Noronlar,
sinir impulslarini alabilir, isleyebilir ve diger ndronlara veya hiicrelere iletebilir. Her
noron, bir hiicre govdesi, bir akson (uzun iletisim lifi) ve dendritler (sinir impulslarini
almak i¢in kisa uzantilar) gibi temel yapilar1 igerir. Noron (sinir hiicresi) yapisi Sekil
3.3’de verilmistir.

e Sinir Impulslari: Sinir aglari, elektriksel ve kimyasal sinyallerin iletilmesi {izerine
kuruludur. Bir ndéronun uyarilmasi sonucunda olusan elektriksel sinyaller, akson
boyunca iletilir ve hedef ndronlara veya hiicrelere kimyasal sinyaller (sinir iletimi)
araciligiyla iletilir.

e Sinir Sistemi Bilesenleri:

» Merkezi Sinir Sistemi (MSS): Beyin ve omurilikten olusur. Bilgi isleme ve karar
alma islevlerini gerceklestirir.

» Periferik Sinir Sistemi (PSS): Organizmanin geri kalan kismi ile merkezi sinir
sistemi arasinda bilgi iletimini saglar. PSS, duyusal ve motor sinirleri igerir.

e Sinir Aglarmn Islevleri:
> Duyu Isleme: Cevresel uyaranlari algilar ve bu bilgileri merkezi sinir sistemine

ileter.

e Motor Islevler: Merkezi sinir sisteminin aldigi bilgileri temel alarak kaslara
yonlendirilen hareket sinyallerini tiretir.

e Bellek ve Ogrenme: Sinir aglari, bilgileri depolar ve deneyimlerden 6grenme yetenegine
sahiptir.

e Plastisite: Biyolojik sinir aglari, plastisite ad1 verilen bir dzellikleri sayesinde ¢evresel
degisikliklere uyum saglayabilir. Plastisite, sinir aglarinin baglantilarii gii¢lendirme

veya zayiflatma yetenegini ifade eder.

Biyolojik sinir aglari, yapist ve islevselligi bakimindan son derece karmasik ve adaptif
sistemlerdir. Bu dogal sistemler, yapay sinir aglar1 olarak bilinen matematiksel ve bilgisayar
tabanli modellerin ilham kaynag1 olmustur. Yapay sinir aglari, bilgisayar biliminde 6grenme ve

problem ¢dzme uygulamalarinda kullamlan yapay modellemelerdir. (Oztemel, 2003)
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Sekil 3.3. Noron (sinir hiicresi) yapisi

Sinir sisteminde bilgi iletimi, sinir hiicreleri veya noronlar arasinda elektriksel ve kimyasal

sinyallerin iletilmesi tlizerine kuruludur. Bu iletim siireci, genellikle su ana adimlardan olusur:

e Dendritlerde Sinir Impulsu Alinmasi:

Bir sinir hiicresi genellikle birden fazla dendrite sahiptir. Dendritler, ¢evresel uyaranlardan
gelen sinir impulslarini alir. Dendritler, bu gelen sinyalleri sinir hiicresinin hiicre gévdesine
(soma) tasir.

e Sinir Hiicresinin Uyarilmast:

Dendritlerden gelen sinir impulslari, sinir hiicresinin hiicre gévdesinde toplanir. Eger toplam
sinyal siddeti, bir esik degeri asarsa, sinir hiicresi uyarilir.

e Aksiyon Potansiyeli Olusumu:

Uyartlmisg bir sinir hiicresinde, hiicre zarinda bir aksiyon potansiyeli olusur. Bu aksiyon
potansiyeli, hiicre zarindaki iyonlarin gegisine dayanir ve bir elektriksel sinyal olarak iletilir.

e Akson Boyunca Iletim:

Aksiyon potansiyeli, néronun aksonu boyunca iletilir. Akson, néronun uzun uzantisidir ve sinir
impulslarini diger néronlara veya hiicrelere tagir.

e Sinaptik Boslukta Kimyasal iletim:
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Sinir impulslari, aksonun sonundaki bir sinaptik bosluk adi verilen bolgeye ulasir. Sinaptik
bosluk, iki noron arasindaki boslugu ifade eder. Sinir impulslari, burada kimyasal bir haberci
madde olan ndrotransmitterlerin salinmasi ile kimyasal bir iletime doniisiir.

e Dendritlerde Yeni Bir Sinir Iimpulsu Olusumu:

Norotransmitterler, sonraki noéronun dendritlerine baglanarak elektriksel sinyallerin iletimini

baslatir. Bu siireg, sinir impulslarinin bir néron dan digerine gecisini saglar.

Bu adimlar, sinir sistemi i¢inde bilgi iletimini temsil eder. Sinir hiicreleri arasindaki iletigim,
elektriksel sinyallerin sinir hiicresi iginde, akson boyunca ve sinaptik boslukta kimyasal
sinyallere doniistiigii karmagik bir siiregtir. Sinir sisteminin bu dinamik yapist, ¢esitli uyaranlara

hizl1 ve hassas bir sekilde yanit verme yetenegini saglar. (Oztemel, 2003)

Noronlarda bilgi iletiminin olusabilmesi i¢in, impuls genliginin belirli bir esik seviyenin
tizerine ¢ikmasi gerekmektedir. Sekil 3.4, impulsin iletilebilmesi i¢in gereken esik seviyeyi

gostermektedir (Poznyak ve ark., 2001).
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Sekil 3.4. Noronda esik degeri gosterimi (Poznyak et al., 2001)

Genligi esik seviyesinin iizerine ¢ikan impulslar, akson boyunca iletilirler. Bu olay, akson
icinde bulunan potasyum iyonlarinin, miyelin kilif etrafinda bulunan sodyum iyonlar1 ile yer
degistirmesi ile gerceklesir. Sekil 3.5, impulsun akson iizerinde iletimini gostermektedir

(Poznyak et al., 2001).
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Sekil 3.5. Akson tizerinde bilgi iletimi

Noron modeli

YSA, beynin 6grenme siirecini taklit etmek i¢in tasarlanmis, insan beyninin ndronlarindan
ilham alan hesaplama sistemleridir (Yusmartato ve ark., 2018). Bu aglar, akilli algoritmalar
kullanarak biiyiik miktarda veriyi isleyen ve analiz eden, hizl bilgi islemeyi saglayan birbirine
bagli ndronlardan olusur (Jafari ve ark., 2020). Bir YSA'nin temel birimi olan néron, bu aglarda
cok onemli bir rol oynamaktadir. Sigmoid fonksiyon noronu, radyal bazli fonksiyon (RBF,
Radial Basis Function) néronu ve polinom néronu gibi farkli néron tiirleri, tibbi goriintii teshisi
gibi gorevler icin hibrit geri beslemeli Veri Isleme Grup Yontemi (GMDH, Group Method Of
Data Handling) tipi sinir ag1 algoritmalarinda kullanilmaktadir (Kondo ve ark., 2015). Ayrica,
temel birim olarak ferroelektrik kapasitor kullanan FeNeuron gibi yeni néron modellerinin
gelistirilmesi, yapay néron modelleri olugturmaya yonelik cesitli yaklasimlar: sergilemektedir

(Guerreiro ve ark., 2007).

YSA'larin performansi biiylik dlclide kullanilan 6grenme algoritmalarina baghdir. Yaygin
olarak kullanilan bir 6grenme algoritmasi olan geri yayilim, baglanti agirliklarin1 ayarlamak

i¢in hatalarin ag boyunca geriye dogru yayilmasini icerir ve agin temsilleri 6grenmesini saglar
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(Rumelhart ve ark.,, 1986). Ayrica, noronlarda farkli aktivasyon fonksiyonlarinin
kullanilmasimin YSA'larin hesaplama giiclinii artirdigr gosterilmistir, bu da noéronun

davraniginin ag performansindaki 6nemini gostermektedir (Kampakis, 2014).

Son yillarda, YSA'lar i¢in alternatif néron modellerini kesfetmeye yonelik artan bir ilgi vardir.
Ornegin, yapay néronlarin kuantum hesaplama modellerinin gelistirilmesi ve sivri kuantum
noronlarinin arastirilmasi, bu alandaki siirekli yeniligi gostermektedir (Mangini, 2020;
Kristensen ve ark., 2019). Ayrica, memristorlerin yapay ndronlara entegrasyonu, gelismis
biligsel islevlere sahip noromorfik akilli bilgisayarlar gelistirme potansiyeli nedeniyle yogun

ilgi gormiistiir (Wu ve ark., 2022).

Ozetle, yapay noron modellerinin incelenmesi, YSA'larm yeteneklerini gelistirmek igin cok
onemlidir. Geleneksel noronlardan kuantum ve memristor tabanli néronlara kadar ¢ok ¢esitli
noron modelleri, YSA'larin hesaplama giiciinii ve verimliligini artirmaya yonelik siirekli

cabalar1 yansitmaktadir.

YSA, biyolojik sinir aglarindan ilham alinarak tasarlanmis matematiksel ve istatistiksel
modellerdir. Yapay sinir aglari, genis bir uygulama yelpazesi olan makine 6grenmesi ve yapay
zeka alanlarinda kullanilir. Bu aglar, genellikle katmanlar, noronlar ve agirliklar arasindaki

baglantilar gibi bilesenler icerir.

3.3.1. lleri Beslemeli Sinir Aglar1 (FNN, Feedforward Neural Networks):

Bu tip aglarda bilgi, bir yonden digerine dogru ilerler. Bilgi akisi, giris katmanindan baglayarak
gizli katman(lar) tizerinden ¢ikis katmanina dogru devam eder. Giris katmanindaki noronlar,

veriyi alir, ardindan gizli katmanlar ve sonunda ¢ikis katmanina ulasir (Sekil 3.6).

Ileri Beslemeli Sinir Aglart (FNN), &riintii tanima, smiflandirma, fonksiyon yaklagimi ve
kontrol teorisindeki karmagik problemleri ¢6zme yetenekleri nedeniyle ¢esitli alanlarda yaygin
olarak calisilmis ve uygulanmistir (Nasr ve Chtourou, 2006). FNN'nin evrensel yaklasim
ozelligi, kii¢iik bir hata pay1 ile herhangi bir diferansiyel denkleme ¢6ziim saglamalarina olanak

tanir (Guasti ve Santos, 2021). Ayrica, FNN'nin siirekli fonksiyonlara yaklasabildigi
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gosterilmistir, bu da onlar1 ¢ok ¢esitli uygulamalar i¢in uygun hale getirmektedir (Panahian ve
Zainuddin, 2015).

Iki boyutlu sekil degiskenligi igin tasarlanmis 6zel bir FNN tiirii olan CNN'lerin belge tanima
sistemlerinde diger tekniklerden daha iyi performans gosterdigi gosterilmistir (LeCun ve ark.,
1998). Ayrica, benzer biiyiikliikteki katmanlara sahip standart FNN'lerle karsilastirildiginda,
CNN'lerin daha az baglanti ve parametreye sahip olmasi, egitilmelerini kolaylastirirken
yalnizca biraz daha kotli performans elde etmelerini saglar (Krizhevsky ve ark., 2017). Bu,
CNN'lerin 2 boyutlu sekil degiskenligini ele almadaki etkinligini ve egitimdeki verimliligini

vurgulamaktadir.

Kontrol teorisi baglaminda, paralel fizik giidiimlii sinir aglar1 (PGNN, Physics-induced Graph
Neural Network), dogrusal motorlar1 kontrol etmek i¢in model tabanli temel fonksiyonlarin
ozellik olarak kullanildig: ileri beslemeli kontrol i¢in kullanilmistir (Kon ve ark., 2022). Bu,
dogrusal olmayan sistemlerde etkili kontrol elde etmek i¢in fizik giidiimli modellerle entegre

edilebildikleri kontrol uygulamalarinda FNN'nin ¢ok yonliiliigiinti gostermektedir.

Ayrica, FNN egitim problemlerinde Hessian'larin kotli kosullandirilmasi tespit edilmistir, bu
da FNN'nin egitim siirecinde ele alinmas1 gereken yaygin bir sorun olan koétii kosullandirilmig
Hessian'lara sahip olabilecegini gostermektedir (Saarinen ve ark., 1993). Bu durum, FNN ile
calisirken egitim dinamiklerini ve sayisal kararliligi g6z Onilinde bulundurmanin 6nemini

vurgulamaktadir.
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Sekil 3.6. Ileri Beslemeli Sinir Ag1 Mimarisi

Ozetle, CNN'ler de dahil olmak iizere FNN'lerin 6riintii tanimadan kontrol teorisine kadar genis
bir yelpazedeki problemleri ¢ozmek igin giiclii araglar oldugu kanitlanmistir. Evrensel yaklagim
ozellikleri, egitimdeki verimlilikleri ve ¢esitli alanlardaki uygulanabilirlikleri, onlar1 yapay

zeka ve milhendislik alaninda degerli bir varlik haline getirmektedir.

3.3.2. Yinelemeli Sinir Aglar1 (RNN, Recurrent Neural Networks):

Yinelemeli Sinir Aglart (RNN'ler), icerdikleri dongiisel baglantilar sayesinde geriye dogru
dongii yapabilirler. Bu, ge¢mis bilgileri hafizasinda saklayabilme ve bu bilgileri gelecekteki
durumlar1 tahmin etme yetenegi saglar. RNN'ler genellikle zaman serisi verileri ve dogal dil
isleme gibi sirali veri problemleri i¢in kullanilir. Yinelemeli Sinir Ag1 Yapis1 Sekil 3.7°de

verilmistir.

RNN'ler, sirali verileri verimli bir sekilde modelleme yetenekleri nedeniyle biiyiik ilgi
gormiistiir (Lee ve ark., 2018). Ancak, RNN'lerin egitimi, kaybolan ve patlayan gradyanlar gibi
sorunlar nedeniyle zor olabilir (Pascanu, 2012). Bu zorluklarin iistesinden gelmek ig¢in
arastirmacilar RNN'lerdeki farkli tekrarlayan birim tiirlerini karsilagtirmistir (Chung, 2014).
RNN'leri gelistirmeye yonelik bir yaklasim, dil modelleme Mikolov ve Zweig (2012) ve gii¢
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yiikli tahmini (Feng ve ark., 2022) gibi gorevlerde gelismis performans gdsteren Uzun Kisa
Stireli Bellek (LSTM) aglar1 gibi varyantlarin gelistirilmesidir. Ayrica, girdi dizilerinin hem
gecmis hem de gelecek baglamindaki bagimliliklar1 yakalamak i¢in ¢ift yonlii RNN'ler

Onerilmistir (Schuster ve Paliwal, 1997).

RNN'ler konusma tanima, dogal dil isleme ve zaman serisi tahmini gibi ¢esitli alanlarda
basartyla uygulanmistir (Cao ve ark., 2017). Ayrica, RNN'lerin konusma dizilerini dogrudan
modellemedeki sinirlamalarinin vurgulandigi konugma ayirma gibi gorevlerde de kullanilmistir
(Chen ve ark., 2020). Ayrica, RNN'ler, optik miizik tanima i¢in artik tekrarlayan evrisimli
RNN'lerin gelistirilmesi gibi belirli zorluklari ele almak igin genisletilmistir (Liu ve ark., 2021).

Belirli alanlardaki uygulamalarina ek olarak, RNN'ler, goreceli giiclii ve zayif yonlerini
anlamak i¢in ileri beslemeli aglar gibi diger sinir ag1 modelleriyle karsilastirilmistir
(Sundermeyer ve ark., 2013). Ayrica, RNN'ler, LSTM ve Gated Recurrent Unit (GRU) gibi
RNN varyantlarinin yorumlanabilirliginin ve uygulamasinin arastirildig: lityum-iyon piller i¢in

sarj durumu tahmini gibi tahmin gorevlerinde kullanilmistir (Qiao ve ark., 2022).

Sekil 3.7. Yinelemeli Sinir Ag1 Yapis1

Genel olarak, RNN'ler sirali verilerin modellenmesinde etkili olduklarini gdstermistir, ancak
devam eden arastirmalar egitim zorluklarini ele almay1 ve ¢esitli uygulamalar i¢in yeteneklerini

genisletmeyi amaglamaktadir.
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3.3.3. Derin Ogrenme Modelleri:

Yapay sinir aglarinin derinlestirilmis versiyonlari, derin 6grenme modellerini olusturur. Derin
o6grenme modelleri, genellikle ¢ok sayida gizli katman igeren derin sinir aglarini igerir ve genis

veri setleri tizerinde karmasik desenleri 6grenme yetenegine sahiptir.

Derin 6grenme modelleri, 6zellikle yapay sinir aglarina dayali olanlar, cesitli alanlarda 6nemli
Olctlide ilgi ve uygulama kazanmistir. En 6nde gelen derin 6grenme modellerinden biri, 6zellikle
2012 yilinda ImageNet Biiyiik Olcekli Gorsel Tanima Yarismasi'ndaki bagarisindan sonra
bilgisayarla gérme gorevlerinde dikkate deger bir performans sergileyen evrisimli sinir agidir
(CNN) (Krizhevsky ve ark., 2017). Derin 6grenme, daha karmasik 6grenme ve 6zellik ¢ikarma
saglayan ¢ok katmanli aglarin kullanilmasiyla karakterize edilen geleneksel yapay sinir
aglarinin bir ilerlemesini temsil etmektedir (Shen ve ark., 2017). Biiyiik, derin evrigimli sinir
aglart gibi derin 6grenme modellerinin yiiksek ¢oziintirliiklii goriintiileri siniflandirmadaki

basarisi, ¢esitli uygulamalardaki 6nemini daha da artirmistir (Krizhevsky ve ark., 2017).

Dahasi, derin O6grenme, uctan uca takviye 6grenme kullanarak yiiksek boyutlu duyusal
girdilerden dogrudan basarili politikalar 6grenebilen derin Q-aglar1 gibi yeni yapay ajanlarin
gelistirilmesinde etkili olmustur (Mnih ve ark., 2015). Ancak, ilerlemelere ragmen, yapay sinir
aglarina dayali derin 6grenmenin, kara kutu dogasi nedeniyle hala anlasilmasi zor oldugu
diisiiniilmektedir (Nguyen ve ark., 2022). Bununla birlikte, basta CNN'ler olmak {izere derin
o0grenme teknolojisinin yaygin kullanimi, goriintli tanima, tibbi goriintli analizi ve geomatik
uygulamalari gibi ¢esitli alanlarda kendini gostermektedir (Ting ve ark., 2019; Yang ve ark.,
2021; Serwa, 2022).

Derin 6grenme modellerinin uygulanmasi tip, biyoloji ve siber giivenlik gibi ¢esitli alanlara
uzanmaktadir. Ornegin, derin grenme algoritmalari tibbi gériintii analizinde, ¢esitli hastaliklar
icin tan1 modellerinde ve metagenomik verilerden antibiyotik diren¢ genlerinin tahmin
edilmesinde giderek daha fazla kullanilmaktadir (Arango-Argoty ve ark., 2018; Ting ve ark.,
2019). Ayrica, yapay ¢ok katmanli sinir aglarinin basarisi, yapay sinir ag1 teorisini biyolojik
sinir aglarina genisletme cabalarina yol acarak derin 6grenme modellerinin genis etkisini ve

potansiyelini gostermistir (Bardwell, 2020).
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Ozetle, basta CNN'ler olmak {izere yapay sinir aglarina dayali derin dgrenme modelleri,
bilgisayarla gorme ve tibbi goriintii analizinden siber gilivenlik ve geomatik uygulamalarina
kadar ¢esitli alanlarda devrim yaratmistir. Derin 6grenme modellerinin ¢ok katmanli mimarisi,
karmasik 6grenmeye ve 6zellik ¢ikarimina olanak taniyarak yaygin olarak benimsenmelerine

ve ¢esitli alanlarda 6nemli etkilere yol agmaktadir.

3.3.4. Evrisimli Sinir Aglar1 (Convolutional Neural Networks - CNN):

CNN'ler genellikle gorsel veri analizi gibi alanlarda kullanilir. Bu aglar, evrisim katmanlari
igerir ve bu katmanlar, goriintli tizerinde 6zelliklerin (6rnegin kenarlar, koseler) ¢ikarilmasina
yardimci olur. CNN'ler genellikle goriinti smiflandirma, nesne tespiti ve goriinti

segmentasyonunda kullanilir. CNN mimarisi ve katmanlar: Sekil 3.8’de verilmistir.

Evrisimsel Sinir Aglar1, 2012 yilinda ImageNet Biiyiik Olgekli Gorsel Tanima Yarismasi'ndaki
(ILSVRC, ImageNet Large Scale Visual Recognition Challenge) kayda deger basarilarindan bu
yana bilgisayarla gérme gorevlerinde baskin bir yontem haline gelmistir (Yamashita ve ark.,
2018). CNN'ler goriintii tanima, tibbi goriintii ¢ozliniirliigliniin iyilestirilmesi ve ses kaynagi
lokalizasyonu gibi ¢esitli uygulamalarda biiyiik potansiyel gostermistir (Wei ve ark., 2018;
Zhao ve ark., 2021). Duygu analizi ve konugsma komutu tanima gibi dogal dil isleme
gorevlerinde de basariyla uygulanmislardir (Poudel ve Ray, 2020; Hardjita ve ark., 2022).
Ayrica CNN'ler, donanim dostu mimarilerde floresan yasam siiresi goriintiileme gibi belirli

alanlara uyarlanmistir (Xiao ve ark., 2021).

CNN'lerin ¢ok yonliiliigii, Kuantum Evrisimli Sinir Aglarinin (QCNN, Quantum Convolutional
Neural Network) mevcut 6grenme modellerinin performansini artirmak i¢in yeni bir ¢éziim
olarak oOnerildigi kuantum hesaplama gibi farkli alanlara uyarlanmalarinda acikga
gorlilmektedir (Oh ve ark., 2020). Ayrica, CNN'ler Cin'in emlak endeksi ve hisse senedi
trendlerinin tahmin edilmesinde kullanilarak finansal analizde uygulanabilirlikleri

gosterilmistir (Chen, 2023).

Ayrica, CNN'lerin saglamlig1 ve olgeklenebilirligi, belirli gorevlerde insan performansina
kolayca ulagsma ve hatta asma yetenekleriyle vurgulanmistir (Li ve ark., 2021).

Uyarlanabilirlikleri, gériintii siniflandirmasi i¢in verimli olay giidiimlii aglara doniistiiriilmeleri
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ve ilag-ilag etkilesimi ¢ikarimindaki uygulamalari ile daha da kanitlanmistir (Liu ve ark., 2016;
Rueckauer ve ark., 2017).
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Sekil 3.8. CNN Mimarisi ve Katmanlar

Sonug olarak, CNN'lerin ¢esitli alanlarda ¢ok yonlii ve giiclii bir ara¢ oldugu kanitlanmas,
bilgisayarla gorme, dogal dil isleme, kuantum hesaplama, finansal analiz ve diger bircok

alandaki potansiyelleri ortaya ¢ikmigtir.

3.3.5. Tekrarlayan Evrisimli Sinir Aglar1 (Recurrent Convolutional Neural
Networks - RCNN):

Tekrarlayan Evrisimli Sinir Aglart (RCNN), evrigimli sinir aglarinin ve yinelemeli sinir
aglarinin 6zelliklerini birlestiren bir yapiya sahiptir. Genellikle zaman serisi verileri iizerinde
caligmak i¢in kullanilir. Tekrarlayan Evrigimli Sinir Aglarma ait mimari Sekil 3.9’da

verilmistir.

RCNN, verilerdeki uzamsal ve zamansal bagimliliklar1 yakalama yetenekleri nedeniyle ¢esitli
alanlarda biiyiik ilgi gérmiistiir. Evrisimsel ve tekrarlayan sinir aglarinin entegrasyonu, nesne
tanima (Liang ve Hu, 2015), viicut yilizeyi potansiyel haritalama zaman serisi tanima
(Rymarczyk et al, 2022), uzay yoriingeli robotik bulusma goreceli navigasyonu i¢in LIDAR
(Laser Imaging Detection and Ranging, Isik Tespiti ve Uzaklik Tayini) odometrisi (Kechagias-
Stamatis ve ark., 2020), ses olay1 ve akustik sahne analizi (Tonami ve ark., 2021), otomatik
modiilasyon siniflandirmasi (Liao ve ark., 2021) ve miizik siniflandirmasi (Choi ve ark., 2017).

RCNN'deki konvoliisyonel ve tekrarlayan katmanlarin kombinasyonu, etkili 6zellik ¢ikarma ve
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dizi analizine olanak tantyarak onu hem uzamsal hem de zamansal bilgi iceren gorevler i¢in

uygun hale getirir.

RCNN, bilgisayarla gérme, yapay zeka ve sinyal isleme gibi ¢esitli alanlarda uygulanmistir.
Ornegin, bilgisayarla gorme alaninda RCNN nesne tamima icin kullanilirken (Liang ve Hu,
2015), yapay zekada miizik siniflandirmasi Choi ve ark. (2017) ve otomatik modiilasyon
siniflandirmasi (Liao ve ark., 2021) i¢in uygulanmistir. Ayrica, sinyal islemede RCNN, ses
olay1 tespiti Tonami ve ark. (2021) ve viicut yiizeyi potansiyel haritalama zaman serisi tanima

(Rymarczyk ve ark., 2022) i¢in kullanilmistir.

RCNN'nin avantajlari, hem uzamsal hem de zamansal bilgileri yakalama yeteneginden
kaynaklanir ve bu da onu siral1 veriler ve uzamsal bagimliliklar igeren gorevler i¢in uygun hale
getirir.  Ornegin, glikoz tahmini baglaminda, RCNN glikoz seviyelerinin zamansal
dinamiklerini etkili bir sekilde yakalamak ig¢in kullanmilmistir (Li ve ark., 2018). Ayrica,
RCNN'nin metin siiflandirma Lai ve ark. (2015) ve miizik siniflandirma (Choi ve ark., 2017)
gibi gorevlerde geleneksel yontemlerden daha iyi performans gosterdigi gosterilmis ve sirali

verilerdeki karmasik bagimliliklar1 yakalamadaki etkinligi vurgulanmustir.

Ozetle, RCNN, evrisimsel ve tekrarlayan katmanlarin entegrasyonu yoluyla, bilgisayarla
gorme, sinyal igsleme ve yapay zeka dahil olmak iizere ¢esitli alanlardaki uzamsal ve zamansal
bagimliliklar1 yakalamadaki etkinligini gostermistir. Ozellikleri etkili bir sekilde ¢ikarma ve
siral1 verileri analiz etme yetenegi, onu ¢ok cesitli uygulamalar i¢in degerli bir ara¢ haline

getirmektedir.
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Sekil 3.9. Tekrarlayan Evrisimli Sinir Ag1 Mimarisi
3.3.6. Jeneratif Modeller:

Jeneratif modeller, yeni veri drnekleri iiretebilen yapay sinir aglaridir. Ornek olarak, Uretken
Karsit Aglar (GAN, Generative Adversarial Networks) ve Varyasyonel Otomatik Kodlayicilar

(VAE, Variational Autoencoders) gibi modeller jeneratif modellere 6rnektir.

GAN'larin ¢aligma prensibi, iiretici ve ayiric1 olmak tizere iki yapay sinir aginin etkilesimine
dayanir. Uretici aga bir z giiriiltiisii girdisi verilir ve bu giiriiltiiden rastgele agirliklarda bir resim
tretir. Bu iretilen resim, gercek resimlerin bulundugu bir veri setindeki resimlerle

karsilastirilir.

Diger taraftan, ayirici ag, gercek ve iiretilen resimleri siniflandirma yaparak ayirt etmeye ¢aligir.
Ayirici, sahte resimlerin gergeklik oranini tahmin eder. Bu tahmin, ayiricinin ne kadar 1iyi bir

sekilde gergek ve sahte resimleri ayirt edebildigini gosterir.
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Sonuglar, maliyet fonksiyonu kullanilarak degerlendirilir. Bu fonksiyon, iiretici ve ayirici
aglarin performansini Olger ve gelistirmeler yapilmasi gereken alanlar1 belirler. Performansi
degerlendirildikten sonra, iiretici ve ayiric1 aglarin agirhik parametreleri giincellenir. Uretken

Cekismeli Aglarin ¢alisma prensibi Sekil 3.10°da verilmistir.

Uretici ve ayiric1 aglar, es seviyelerde ilerleyerek birlikte egitilir. Bu siirecte, her iki ag da
birbirlerini gii¢clendirir ve performanslarini artirmak i¢in birlikte calisir. Bu es seviyeli egitim,
GAN'larin istenen sonuglar1 elde etmek icin birlikte c¢alisabilme yetenegini gelistirir (Sekil

3.10)

Tiim bu siireclerin amaci, iiretici agin gercekei resimler {iretebilme yetenegini artirmak ve
ayirici agin gercek ve sahte resimleri dogru bir sekilde ayirt edebilmesini saglamaktir. GAN'lar,
bu etkilesimli calisma prensibi sayesinde yiiksek kaliteli ve gercekci resimler iiretebilme

yetenekleriyle dikkat cekmektedir.

D Maaliyeti
Gurilti Ornekler Tahmiln
| 1 R
Ayirici (D) \;1
Uretici (G) - /
t

G Maaliyeti

Sekil 3.10. Uretken Cekismeli Aglarin galigma prensibi

Uretken Karsit Aglar, gergekgi veri iiretme yetenekleri nedeniyle cesitli alanlarda biiyiik ilgi
gormistiir. GAN'larin kullanimi goriintii iretimi, stil aktarimi ve diismanca saldirilara karsi
savunma gibi farkli uygulamalarda arastirilmistir. GAN'lar i¢in gelistirilmis kalite, kararlilik ve
varyasyonu vurgulayan yeni bir egitim metodolojisi sunmustur (Karras ve ark., 2017). Bu
metodoloji, GAN'larin yiiksek kaliteli ¢iktilar {iretme performansimni artirmaya katkida
bulunmustur. GAN'lar i¢cin yeni mimari 6zellikler ve egitim prosediirleri sunarak GAN'larin

cesitli ve gercekei veriler tliretme yeteneklerini daha da gelistirmistir (Salimans, 2016). Ayrica,
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mimari kisitlamalara sahip olan ve denetimsiz 6grenme i¢in gii¢lii adaylar oldugu kanitlanan
derin evrisimli GAN'lar (DCGAN, Deep Convolutional GAN) tanitilmis ve GAN'larin
uygulamalar1 daha da genisletilmistir (Radford, 2015).

Ayrica, GAN'lar mobilite ag1 olusturma (Mauro ve ark., 2022), diisman Orneklere karsi
savunma (Choi ve ark., 2022) ve kara kutu saldirilar i¢in kotii amacli yazilim 6rnegi olugturma
(Hu ve Ying, 2017) gibi c¢esitli alanlarda uygulanmistir. Bu uygulamalar, GAN'larin farkl
alanlardaki farkli zorluklar1 ele alma konusundaki ¢ok yonliiliigiinii gostermektedir. Ek olarak,
GAN'larin stil aktarimi ve goriintii manipiilasyonunda kullanimi arastirilmis, ikna edici sahte
tiriinler sentezleme ve gorsel ¢ekiciligi artirma konusundaki etkinlikleri gdsterilmistir (Chen ve

ark., 2019; Xiao ve ark., 2018).

Ayrica, makine 6grenimi modellerinin diismanca orneklere karsi saglamligi incelenmis ve daha
iyl modellerin diismanca saldirilara kars1 daha az savunmasiz oldugunu gdsteren bulgular elde
edilmistir (Wang ve ark., 2019). Bu durum, GAN'larin eksiksiz savunma gergeveleri olusturmak
icin kullanildig1 saglam savunma mekanizmalari gelistirmenin 6nemini vurgulamaktadir (Sun
ve ark., 2020). Ayrica, GAN'larin egitim sirasinda ayirt edici olarak kullanilmasi, ¢iktilarin
gercekeiligini artirmak ve ¢esitli uygulamalarda GAN'larin yeteneklerini daha da gelistirmek

i¢cin Onerilmistir (Baluja ve Fischer, 2018).

Sonug olarak, GAN'lar goriintii tiretiminden diisman saldirilarina kars1 savunmaya kadar ¢esitli
uygulamalarda etkinliklerini kanitlamistir. GAN metodolojilerindeki siirekli ilerlemeler ve
cesitli alanlardaki basarili uygulamalari, yapay zeka ve makine Ogrenimi alanindaki

Oonemlerinin altin1 ¢izmektedir.

Varyasyonel Otomatik Kodlayicilar’in temeli otokodlayicilardan gelir. Otokodlayici, geri
yayilim yapan bir denetimsiz 6grenme algoritmasi olarak ¢aligan bir sinir agidir. Amaci, girdi
degerini ¢iktiya esitlemek icin tanimlayici bir fonksiyon bulmaktir. Bu islem, Sekil 3.11°de
gosterilen iki farkli yapay sinir ag1 olan kodlayici ve kod ¢oziicli ile gergeklestirilir.

Otokodlayici, aslinda girdi verisini iki asamada yeniden olusturur.
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Sekil 3.11. Varyasyonel Otomatik Kodlayicilar

Varyasyonel Otomatik Kodlayicilar (VAE'ler), karmasik dagilimlart modelleme yetenekleri
nedeniyle denetimsiz 6grenme alaninda 6nemli bir popiilerlik kazanmistir (Doersch, 2016).
VAE'ler anomali tespiti (Shu ve ark., 2022), tibbi analizde sagkalim tahmini (Vo ve ark., 2021)
ve hatta 3B geometrik nesnelerin olusturulmasi (Park ve Kim, 2021) gibi ¢esitli uygulamalarda
kullanilmistir. VAE'lerin derin iiretken tasarim ve topoloji optimizasyonunda kullanimi da
arastirilmis ve mithendislik uygulamalarindaki ¢ok yonliiliikleri gosterilmistir (Oh ve ark.,
2019; Saha ve ark., 2021). Ayrica, VAE'ler yiiksek boyutlu, sinirli 6rneklemli veri
siniflandirmasi i¢in denetimsiz uyarlamada umut vaat ettiini gostermis ve asirt uyum ve kiime

analizi ile ilgili zorluklarin {istesinden gelme potansiyellerini ortaya koymustur Mahmud ve
ark. (2021)

(Kingma ve Welling, 2013). VAE kavrammi tanitmig, VAE'lerin kompakt temsilleri
ogrenmedeki ve ortlik uzay1 diizenlemedeki roliinii vurgulamigtir (Kingma ve Welling, 2013;
Kingma ve Welling, 2019; Robert-George ve ark., 2021). Gizli uzayin bu sekilde diizenlenmesi,
VAE'lerin agir1 uyumdan kaginirken altta yatan veri dagilimini etkili bir gsekilde
yakalayabilmesini saglamak i¢in ¢ok dnemlidir (Tucci ve ark., 2021). Ayrica, VAE'ler, biiyiik
veri kiimelerini iglemedeki {stlinliiklerini gosteren giiriiltli azaltict oto kodlayicilar gibi diger

oto kodlayici varyantlariyla karsilagtirilmistir (Bennouna ve ark., 2021).
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VAE'lerin pratik uygulamasi, molekiiler iiretim (Z ve ark., 2021), kalp atis1 analizinde
anormallik tespiti (Robert-George ve ark., 2021) ve arag yoriinge tahmini (Neumeier ve ark.,
2021) dahil olmak iizere cesitli alanlarda gosterilmistir. Ayrica, Manyetik rezonans
goriintiilemelerde (MRI, Magnetic Resonance Imaging) beyin timori tespiti i¢in 6zellik
optimizasyonunda VAE'lerin kullanilmasi, tibbi goriintii analizindeki potansiyellerini
vurgulamaktadir (Aswani ve Menaka, 2020). VAE'lerin yorumlanabilirligi, arag yoriingelerinin
tahmin edilmesinde kismi yorumlanabilirlik saglayan Tamamlayic1 Varyasyonel Otomatik
Kodlayicinin (DVAE, Descriptive Variational Autoencoder) gelistirilmesi yoluyla da ele

alimmistir (Neumeier ve ark., 2021).

Sonug olarak, VAE'ler denetimsiz 6grenmede giiglii bir ara¢ olarak ortaya ¢ikmis ve tibbi
analizden miihendislik tasarimina kadar c¢esitli alanlarda uygulanabilirliklerini gdstermistir.
Kompakt temsilleri 6grenme, gizli uzayr diizenli hale getirme ve asir1 uyum ve smirh
orneklemli veri siniflandirmastyla ilgili zorluklari ele alma becerileri, derin 6grenme alanindaki

Oonemlerinin altin1 ¢izmektedir.

Bu smiflandirmalar, yapay sinir aglarinin belirli gérevlere nasil 6zellestirilebilecegini ve farkl
tiirde veri problemleri i¢in nasil uyarlanabilecegini gostermektedir. Her tiir, belirli bir uygulama

veya probleme uygun avantajlara sahiptir.

3.4. Dalgacik Sinir Aglar1 (WNN, Wavelet Neural Networks)

Dalgacik sinir aglari (WNN), dalgacik teorisi ile sinir ag1 teorisini bir araya getirmektedir. Bu
aglar, sinir ag1 teorisinin temel prensiplerini dalgacik teorisi ile birlestirerek, daha etkili bir
yapay sinir ag1 modeli sunmaktadir. Bir dalgacik sinir ag1, aktivasyon fonksiyonu olarak
orthonormal dalgacik ailesinden sec¢ilmis, tek gizli katmanl bir ileri beslemeli sinir agindan
olusur. Bu aglar, karmasik veri analizi ve isleme problemleri i¢in 6zellikle etkili sonuglar

saglayabilir (Katz, 1992).
WNN, bir uygulamasi olan bu orthonormal fonksiyonun tahmin edilmesi ile ilgili olarak

oldukca 6nemli bir konudur. Bir fonksiyona ait bir dizi gozlenen deger verildiginde, dalgacik

ag1 bu fonksiyonun yapisin1 §grenebilme yetenegine sahiptir ve ayrica rastgele girisler icin
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beklenen degerleri hesaplayabilir. Bu, Katz'in (1992) calismasinda da belirtildigi gibi
gergeklestirilebilir.

WNN, (1 + %) katman sinir ag1 ile benzer bir yapiya sahiptir. Bu yapi, bir veya daha fazla girisi
olan, tek bir gizli katmana sahip, ileri beslemeli bir agdir. Ayrica ¢ikis katmani, bir veya daha
fazla dogrusal birlestirici veya toplayict igerir (Sekil 3.12). Gizli katmandaki noronlar,
aktivasyon fonksiyonlar1 olarak dalgacik tabanlidir. Bu dalgacik néronlar genellikle "wavelon"

olarak adlandirilir (Veitch D., 2005).

WNN, giriglerin islenmesi ve c¢iktilarin hesaplanmasi icin kullanilir. Bu ag, ¢ok cesitli
uygulamalarda kullanilabilir ve veri analizinde biiyiik bir rol oynar. Dalgacik sinir aginin
avantajlar1 arasinda esneklik, yiiksek performans ve dogrusal olmayan iligkileri modelleme

yetenegi bulunur.

Agin temel prensibi, giris verilerini gizli katmandaki dalgacik néronlari tarafindan iglenmesidir.
Bu isleme siireci, dalgalarin birlestirilmesi ve ¢iktinin hesaplanmasiyla gergeklestirilir.
Dalgacik noronlari, giris verilerinin 6zelliklerini yakalamak ve 6nemli oriintiileri belirlemek
icin kullanilir. Bu sayede, dalgacik sinir ag1 karmasik veri setlerini etkili bir sekilde analiz

edebilir ve ¢iktilar1 tahmin edebilir.

WNN, birgok alanda kullanilan bir yapay zeka yontemidir. Ozellikle, goriintii isleme, sinyal
isleme, ses tanima ve finansal analiz gibi alanlarda basariyla uygulanmistir. Bu yontem, veri

analizi ve tahminlemeye yonelik bir¢ok sorunu ¢ézmek i¢in kullanilabilir.

WNN’nin gelecekteki potansiyeli oldukga yiiksektir. Yenilik¢i arastirmalar ve gelistirmeler, bu
yontemin daha da iyilestirilmesini ve genisletilmesini saglayabilir. Bu nedenle, dalgacik sinir
ag1, yapay zeka alanindaki ilerlemelerin bir pargasi olarak onemli bir rol oynamaya devam

edecektir.
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Sekil 3.12. Dalgacik sinir ag1 yapist.

WNN’yi olusturmak i¢in iki temel yaklagim vardir.
Ilkinde dalgacik ve sinir ag1 islemleri ayr1 ayr1 gergeklestirilir. Ilk olarak, giris sinyali,
gizli katmandaki dalgacik tabanli néronlar kullanilarak ayristirilir. Ardindan, 6grenme
algoritmasina uygun olarak giris agirliklar1 degistirilen bir ya da daha fazla toplayicidan
dalgacik katsayilar ¢ikis olarak verilir. Bu siireg, dalgacik ve sinir aglarinin etkilesimini
icerir ve verilerin daha iyi bir sekilde islenmesini saglar. Ayrica, dalgacik tabanl
noronlar sayesinde daha karmasik oriintiilerin taninmasi ve analizi de miimkiin hale

gelir.

Ikincisinde ise iki teori bir araya getirilir. Bu durumda; dalgaciklarm &teleme ve
genislemesi, toplayici agirliklar ile birlikte, baz1 6grenme algoritmalarina uygun olarak,
degistirilir. Ayrica, bu degisikliklerin sonucunda, sistemdeki performansin artmasi
beklenir. Ornegin, dalgaciklarin 6teleme ve genislemesi, toplayici agirliklart ile birlikte
optimize edilebilir ve bdylece daha etkili bir 6grenme siireci saglanabilir. Bunun yan
sira, bu degisikliklerin, sistemdeki hatalar1 azaltmasi1 ve daha dogru sonuclar elde
edilmesini saglamasi hedeflenir. Bu sayede, 6grenme algoritmalarinin daha giiclii ve

verimli bir sekilde ¢alismasi saglanir.

Genel olarak, ilk yaklasim kullanildiginda, sadece ana dalgacigin ikili genislemesi ve 6telemesi

dalgacik temelini olusturmaktadir. Bu tip dalgacik sinir aglar1 genellikler "wavenet" olarak

anilmaktadir. ikinci tip yapi ise "dalgacik ag1" olarak adlandiriimaktadir (Veitch D., 2005).
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Bu yaklagimin kullanilmasi, dalgaciklarin karmagik 6zelliklerini daha iyi anlamamiza ve daha
etkili sonuclar elde etmemize yardimei olabilir. Ornegin, WNN, ses sentezinde veya miizik
olusturmada kullanildiginda daha gercekei ve dogal sonuglar verebilir. Ayrica, WNN yapisi,
veri sikistirma veya goriintii isleme gibi alanlarda da kullanilabilir. Bu sayede, daha fazla veri

isleme ve analiz yapabiliriz.

Veitch'in - ¢alismasi, dalgacik sinir aglarinin  kullaniminin ~ farkli  alanlarda nasil
uygulanabilecegini ve potansiyel faydalarimi gostermektedir. Bu nedenle, WNN konseptini
daha iyi anlamak ve uygulamalarini arastirmak onemlidir. Gelecekte, dalgacik sinir aglar1 ve

dalgacik ag1 yapisi, daha da gelistirilerek daha genis bir kullanim alanina sahip olabilir.

3.4.1. Tek boyutlu dalgacik sinir ag:

Tek boyutlu dalgacik sinir agi, bir giris ile bir ¢ikistan olusan en basit formda bulunur. Bununla
birlikte, daha fazla ayrinti eklemek icin gizli katman kullanilabilir. Gizli katmanda, girig
parametreleri (muhtemelen sabittir) dalgacigin oteleme ve genigsleme katsayilarini igeren
dalgacik noronlart bulunur. Bu dalgacik ndronlari, girislerin kiiclik bir alan i¢inde kalmasi
durumunda sifirdan farkli bir ¢ikis iiretir. Bu sekilde, dalgacik sinir aginin c¢ikisi, dalgacik
aktivasyon fonksiyonlariin agirlikli dogrusal bilesimidir. Bu yapi, daha karmasik problemleri

¢Ozebilmek i¢in kullanilabilir ve daha fazla esneklik saglar.

Sekil 3.13’de tek cikisl dalgacik ndronun yapisi gosterilmektedir. Cikis;

Pae) =y (S) (3.1)

Seklinde ifade edilir. A ve t sirastyla 6teleme ve genigleme parametreleridir.

e "":J

Sekil 3.13. Dalgacik néronu.
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3.4.1.1. Dalgacik ag1

Tek giris tek c¢ikis dalgacik ag1 mimarisi Sekil 3.14°te gosterilmistir. Gizli katman M adet
dalgacik ndronu igerir. Cikis néronu bir toplayicidir ve dalgacik néronlarinin ¢ikiglariin

agirlikli toplamini ¢ikis olarak verir.

YW = ) withs, e () +7 (32)

¥ degerinin eklenmesinin sebebi, dalgacik fonksiyonu y(u) sifir ortalamali oldugu siirece,
ortalamasi sifirdan farkli fonksiyonlarla basa ¢ikmak i¢indir. ¥, 6lgekleme fonksiyonu i¢in bir

yer degistirme degeridir.

Bir dalgacik aga ait tiim parametreler bazi 6grenme algoritmalari ile ayarlanabilir (Veitch

D., 2005).
3.4.1.2. Wavenet

Wavenet mimarisi dalgacik ag: ile aynidir fakat ti ve Ai parametreleri baglangigta sabittir ve

herhangi bir 6grenme prosediirii ile degismez (Veitch D., 2005).

-+ [ |
N

=]l

Sekil 3.14. Dalgacik sinir agi.
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Bu kisitlamanin ana sebeplerinden biri dalgacik analizinden gelmektedir. Yani, asagida verilen
herhangi bir f(.) fonksiyonu i¢in yeterince biliyiikk bir L degeri segilerek keyfi bir ayrinti

seviyesine yaklastirilabilir.

) = ) 0L (33)
k

burada L k(u) = 2"2p(2- u—k) dlgekleme fonksiyonu 2" ile genisletilmis ve 27" ikili aralig1 ile

Otelenmistir.

Bu nedenle wavenet’in ¢ikis;

M
Y@ = D Wiz, (W) (34)
i=1

seklinde olacaktir. Burada M, analiz edilecek fonksiyonun kiimesini kapsayacak derecede
biiylik olmalidir. Sunu da eklemek gerekir ki, dlgekleme fonksiyonunun ortalama degeri

sifirdan farkli oldugu siirece diizeltme degeri olan y degerine ihtiyag olmayacaktir (Veitch D.,
2005).

3.4.2. Cok boyutlu dalgacik sinir agi

Bu tip dalgacik sinir aginda, giris ¢ok boyutlu bir vektordiir ve dalgacik ndronlart ¢cok boyutlu
aktivasyon fonksiyonlar1 icermektedir. Giris vektorii, ¢cok boyutlu giris uzaymin kiigiik bir
alaninda kaldig: siirece, dalgacik noronlar: sifirdan farkli bir ¢ikis tiretir. Dalgacik sinir aginin
c¢ikisi, bu ¢ok boyutlu dalgaciklarin bir tanesinin veya daha fazlasinin dogrusal bilesiminden

olusur (Veitch D., 2005).

Sekil 3.15’te ¢ok boyutlu dalgacik sinir ag1 i¢in dalgacik nSronun yapist gosterilmistir. Cikis;

N
P, t) = | 1,000 (3.5)
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seklinde ifade edilir (Seifollahi ve ark.,2021). Bu dalgacik néronun etkisi, cok boyutlu bir
dalgaciga esdegerdir.

LN

Sekil 3.15. Cok boyutlu dalgacik aktivasyon fonksiyonlu dalgacik néronu.

Cok boyutlu dalgacik sinir aginin mimarisi Sekil 3.15°de gosterilmistir. Gizli katman M adet
dalgacik noronu, ¢ikis katmani ise K adet toplayici icerir. Agin ¢ikisi asagidaki gibi ifade

edilir.

M
y] = Z Wijlpl‘(ul, ...,uN) + }7] (] = 1) FK) (36)
i=1

Burada, yi degerine, ortalamasi sinirdan farkli fonksiyonlarla basa ¢ikabilmek icin ihtiyag

duyulmaktadir.

Dolayisiyla, agin giris — ¢ikis ifadesi asagidaki gibi tanimlanabilir;

u y =0 ¥x)
— = wi = (Wilt ""WiK)
y(u) = Z w;(u) +y burada w= (g, o1ty (3.7)
l_ }_/ = (}_]1' ""}_]K)
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3.5. Hibrit Model islem Adimlar1

Tez caligmamizda olusturmak istedigimiz hibrit modelin islem adimlar1 Sekil 3.16’da

verilmigtir.

ATMOSFERIK VERi |

(BASING)

NORMALiZASYON

VERI AYRISTIRMA
MODEL |

VERI AYRISTIRMA
MODEL II

NORMALiZASYON

Sekil 3.16. Hibrit Model Algoritmasi

ATMOSFERIK VERi Il

(SICAKLIK)

NORMALIiZASYON

VERi AYRISTIRMA
MODEL |

VERI AYRISTIRMA
MODEL Il

NORMALIZASYON
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ATMOSFERIK VERI IlI
(NEM)

NORMALiZASYON

VERIi AYRISTIRMA
MODEL |

VERI AYRISTIRMA
MODEL Il

NORMALIZASYON



e Atmosferik zaman verileri i¢in 2020 yilina ait 10 dakika ¢oziiniirliiklii basing, sicaklik
ve nem verileri kullanilmistir. Her ayin ilk giiniine ait 24 saate karsilik gelen her bir
atmosferik veri i¢in 144 veri noktasindan olusan veri setleri olusturulmustur.

e Veriler ayristirma ve tahminleme islemi Oncesinde normalizasyon islemine tabi
tutulmustur.

e Birincil ayristirma islemine tabi tutulan verilerden i¢sel mod fonksiyonlari elde edilecek
sekilde ayrigtirilmistir.

e Ilk i¢sel mod fonksiyonlar1, i¢sel mod fonksiyonlar1 arasinda en diizensiz ve sistematik
olmayan kisimlar olmasi1 sebebiyle tahmin zorlugunu artirmaktadir. Bu etkiyi azaltmak
icin 1. i¢sel mod fonksiyonlar1 ikincil ayristirma islemine tabi tutulmustur.

e Birincil ve ikincil ayristirma sonrasinda elde edilen igsel mod fonksiyonlari tekrar
normalizasyon islemine tabi tutularak veri boyutlandirmasi diizenlenmistir.

e Ikincil ayristirma sonucu elde edilen veri setlerinden ilk 6 zaman noktasina ait basing,
sicaklik ile nem verisi (00:00-00:50) zaman aralig1 ve 01:00 saatine ait riizgar hiz1 verisi
sinir agimi egitmek i¢in kullanilmistir. Ardindan zaman serisi verisi 1 adim ileri
kaydirilarak (00:10-01:00) sinir ag1 girisi olarak kullanilarak 01:10 zaman noktasina ait
rlizgar hiz1 tahmin edilmeye ¢alisilmistir. Bu islem her dongiine 1 adim ileri kaydirilarak
144 adet (24 saatlik) veri tahminlenene kadar siirdiiriilmiistiir. Yapilan islem Sekil

3.17°de gosterilmistir.

e Girdi Verisi: Ik 6 zaman noktasina ait basing, sicaklik ve nem verisi

* Kaydirma islemi: 1 adim ileri kaydirarak sonraki zaman noktasini tahmin etme

Egitim ve Tahmin Siireci:

Adim Girdi Zaman Araligi Hedef Zaman Noktasi Hedef Riizgar Hizi
1 00:00 - 00:50 01:00 ?
2 00:10 - 01:00 01:10 ?
144 23:00 - 23:50 00:00 (Sonraki Giin) ?

Sekil 3.17. Sinir ag1 egitim ve tahmin siireci
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Veri ayristirma yontemleri boliimiinde bahsi gegen yontemlerden dort tanesi ile ikili

kombinasyonlar olusturularak, Tablo 3.2’de verilen ikili ayrigtirma yapilari olusturulmustur.

Tablo 3.2. Veri ayristirma model listesi

MODEL 1 CEEMDAN CEEMDAN
MODEL 2 CEEMDAN EEMD
MODEL 3 CEEMDAN LMD
MODEL 4 CEEMDAN VMD
MODEL 5 EEMD CEEMDAN
MODEL 6 EEMD EEMD
MODEL 7 EEMD LMD
MODEL 8 EEMD VMD
MODEL 9 LMD CEEMDAN
MODEL 10 LMD EEMD
MODEL 11 LMD LMD
MODEL 12 LMD VMD
MODEL 13 VMD CEEMDAN
MODEL 14 VMD EEMD
MODEL 15 VMD LMD
MODEL 16 VMD VMD

3.5.1. Normalizasyon

Yapay sinir aglarinda, ag giris ve ¢ikislarina belirli 6n islem adimlar1 uygulayarak yapay sinir
agina sunulan verilerin egitimi daha verimli hale getirilebilir. Ag giris islem fonksiyonlari, ag
kullanimini daha iyi bir forma doniistiiriir. Normallestirme islemi ham verilere uygulanarak ve
bu verilerin egitim i¢in uygun veri setinin hazirlanmasina etkisi vardir. Yapay sinir aglarin

egitimi, ham veri setine normalizasyon yontemi uygulanmadan c¢ok yavas olabilir.

77



Normallestirme islemlerinde farkli teknikler kullanilabilir. Literatiirde birgok veri
normalizasyon ¢esidi vardir. Bunlar; Min kurali, Max kurali, Medyan, Sigmoid ve Z-Score gibi

kurallar olarak siralanabilir (Jayalakshmi ve Santhakumaran , 2011).

Secilen modelin girdi ve ¢iktilarin 6lgeklendirilmesi (normalizasyon) agin basarimini yakindan
etkilemektedir. Ciinkii normalizasyon, veri setindeki degerlerin dagilimini diizenli hale
getirmektedir. YSA girdileri arasinda asir1 biiylik veya kiigiik degerler goriilebilir. Bunlar
yanlislikla girdi setine girmis olabilir. Net girdiler hesaplanirken bu degerler asir1 biiyiik veya
kiiciik degerlerin dogmasina neden olarak ag1 yanlis yonlendirebilirler. Biitiin girdilerin belirli
aralikta (¢ogunlukla 0-1 araliginda) dl¢eklendirilmesi hem farkli ortamlardan gelen bilgilerin
ayni Ol¢ek tlizerine indirgenmesine hem de yanlis girilen ¢ok biiylik ve kiiclik sekildeki
degerlerin etkisinin ortadan kalkmasina neden olur. Baz1 arastirmacilar ise kendi problemlerine
Ozgii Ol¢eklendirme yontemleri gelistirmektedir. Her problem igin farkli bir 6l¢eklendirme
yontemi kullanilabilir. Tasarimcilar, ellerindeki verileri normalize edecek bir yaklasimi
kendileri belirleyebilir. Bu konuda bir standart koymak dogru olmayacaktir (Oztemel, 2003).
Bu ¢alismada hazirlanan basing, sicaklik, nem ve riizgar hiz1 verilerinin normalizasyonu i¢in
farkli teknikler {izerinde denemeler yapilmis ve en basarili sonuclar D Min Max
Normalizasyonu tekniginde ortaya ¢ikmistir. Normalizasyon yapilarak veriler boyutsuz hale

getirilmistir (Dogan ve ark., 2007). Bu yontem i¢in asagidaki esitlik kullanilir.

x' =08 —— 40,1 (3.8)

Xmax — Xmin

Bu esitlikte;

x'; Normalize edilmis veriyi,

Xi; Girdi degerini,

Xmin; Girdi seti igerisinde yer alan en kiigiik say1yi,

Xmax; Girdi seti igerisinde yer alan en biiyiik sayiy1, ifade etmektedir.

Ikili ayristirma icin olusturulmus olan 16 adet modele giris verisini saglayacak olan basing,
sicaklik ve nem verileri, yukarida verilen denklem ile 0,1 ile 0,9 arasinda normalize edilerek

ayrigtirma islemine tabi tutulmustur.
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3.5.2. Sinir Ag1 Mimarisinin Belirlenmesi

Tokat Gaziosmanpasa Universitesi Tashgiftlik Kampiisii yerleskesine konuslandirilan &lgiim
istasyonundan alinan 10 dakika aralikl sicaklik, nem, basing ve 40 m yiikseklikteki hiz verileri

kullanilarak oncelikli olarak ¢ok kisa vadeli riizgar hiz1 tahmini yapilmaya calisilmistir.

Secilen mimari basing, sicaklik ve nem i¢in birer giris, riizgar hizi i¢in bir ¢ikis olacak sekilde
bir girdi katmani, bir ¢ikt1 katmani ve bir gizli katmanli ag yapisi seklindedir. Gizli katmandaki
ndron sayist ile ilgili hesaplamalarda literatiirde birden fazla yontemin oldugu ve tam olarak
ka¢ olmas1 gerektigine iliskin belirli bir kural olmadig1 goriilmektedir (Baily ve Thomson,
1990). Bir girdi katmani, bir gizli katman ve bir ¢ikt1 katmanindan olusan ti¢ katmanli bir YSA
i¢in, gizli néron sayisinin, girdi katmanindaki néron sayisinin %75°1 olmas1 gerektigini ileri
stirmistiir. Katz(1992), en uygun gizli néron sayisinin, giris katmanindaki néron sayisinin 1,5
kati ile 3 kat1 arasinda oldugunu ileri siirmektedir. Doig (1999)’e gore ise gizli katmanda olmasi
gereken ndron sayisinin gizli katman sayisina gore cok daha fazla alternatife sahip oldugundan

uygun say1y1 belirlemek iizere asagidaki formiilden yararlanilabilecegini sdylemistir.

1
5 (Ng + No) +/Ng (3.9)
NS = '
Ny
Ns: Gizli katmandaki ndron sayisin
Ng: Girdi katmanindaki ndron sayisini
N,: Cikt1 katmanindaki ndron sayisini
Ng: Gozlem sayisini

Np: Katman sayisini gdstermektedir.

Bu formiile gore ¢alismada olusturulan yapay sinir ag1 modellerinde 40 m yiikseklikteki riizgar
hiz1 tahmin eden model i¢in 144 g6zlem sayist i¢in bir gizli katmandaki ndron sayis1 14 olarak

hesaplanmuistir.

Gizli katmandaki noron sayis1 Oncelikle 14 olarak denenmistir ve daha sonra say1 azaltip
artirilarak tahmin sonugclar1 birbirleriyle kiyaslanmistir. En iyi tahmin sonuglarinin 10 gizli

noron sayisina sahip modelde oldugu goriilmiistiir. Boylelikle bir girdi katmani, bir ¢ikti
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katmani ve bir gizli katmanli ag yapisi i¢in tiim modellerde 10 néron ya da 10 dalgacik néronu

kullanilmustir.

3.5.3. Sinir Aglarimin Egitilmesi

Ileri beslemeli aglarda kullanilan dgrenme algoritmalari, performans fonksiyonunu en kiigiik
yapacak agirliklar1 ayarlayabilmek i¢in, performans fonksiyonunun gradyenini kullanirlar.
Geriye yayilim algoritmasi da, ag boyunca gradyen hesaplamalarini geriye dogru yapar. En
basit geriye yayilim 6grenme algoritmasi gradyen azalmasi algoritmasidir. Bu algoritmada
agirliklar, performans fonksiyonunun azalmasi yoniinde ayarlanir. Fakat bu yontem, pek ¢ok
problem i¢in ¢ok yavas kalmaktadir. Bu algoritmadan daha hizli, daha yiiksek performansl

algoritmalar da vardir.

Hizli algoritmalar genel olarak iki kategoriye ayrilabilir. ilk kategorideki algoritmalar, deneme
yanilma tekniklerini kullanarak, standart gradyen azalmasi (steepest descent) yonteminden
daha iyi sonuglar verebilir. Deneme-yanilma islemlerini kullanan geriye yayilim algoritmalari;
momentum terimli geriye yayilim, 6grenme hiz1 degisen geriye yayilim ve esnek geriye yayilim
algoritmalaridir. Hizli algoritmalarin ikinci kategorisindeki algoritmalar, standart sayisal
optimizasyon yontemlerini kullanir. Bu algoritmalar; eslenik gradyen 6grenme algoritmasi,

Newton 6grenme algoritmalar1 ve Levenberg - Marquardt 6grenme algoritmasidir.

Ogrenme algoritmalar1, kendisinden 6nce gelistirilen algoritmalara alternatif olarak ortaya
cikmistir ve onceki algoritmalarin iyi yonlerini gelistirip, kotii yonlerini azaltmaya yonelmistir.
Levenberg - Marquardt algoritmasi da, Newton ve Gradyen Azalmasi algoritmalarinin en iyi

ozelliklerinden olusur ve kisitlamalarini ortadan kaldirir (Bolat ve Kalenderli, 2003).

Sec¢ilen ag mimarisinde ileri beslemeli yapay sinir agina ait ndronlarin egitilmesi igin
Levenberg-Marquardt algoritmasi tercih edilmistir. Geriye yayilim algoritmasi, yapay sinir
aglarinda en ¢ok kullanilan algoritmadir. Geriye yayillim 6grenmesi sirasinda ag, her giris
Oriintlislinii, ¢ikis néronlarinda sonug tiretmek {izere gizli katmanlardaki néronlardan gegirir.
Daha sonra ¢ikis katmanindaki hatalar1 bulabilmek i¢in, beklenen sonugla, elde edilen sonug
karsilastirilir. Bundan sonra, ¢ikis hatalarinin tiirevi ¢ikis katmanindan geriye dogru gizli

katmanlara gecirilir. Hata degerleri bulunduktan sonra, ndronlar kendi hatalarin1 azaltmak i¢in
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agirliklarini ayarlar. Agirlik degistirme denklemleri, agdaki performans fonksiyonunu en kiigiik

yapacak sekilde diizenlenir.

3.5.4. YSA Aktivasyon Fonksiyonlar:

YSA yapilarinda en sik kullanilan aktivasyon fonksiyonlardan biri, Sekil 3.18a'da gosterilen
Log-sigmoid transfer fonksiyonudur (LOGSIG). Bu transfer fonksiyonu, girdiyi (art1 ve eksi
sonsuz arasinda herhangi bir degere sahip olabilir) alir ve ¢iktiy1 0 ile 1 araligina sikistirir. Log-
sigmoid transfer islevi, kismen bu islevin tiirevlenebilir olmasi nedeniyle, geri yayilim

algoritmasi kullanilarak egitilmis ¢ok katmanli aglarda yaygin olarak kullanilir.

Sinir aglar1 terminolojisinde hiperbolik tanjant transfer fonksiyonu (TANSIG, Sekil 3.18b), -1
ile +1 araliginda bir ¢ikis1 olan iki kutuplu bir sigmoid ile ilgilidir. Bu aktivasyon matematiksel
olarak tanh(n) fonksiyonuna esdegerdir. Tanh'den daha hizli ¢calismasi bakimindan farklidir,
ancak sonuglar ¢ok kii¢iik sayisal farkliliklara sahip olabilir. Bu fonksiyon, hizin sekilden daha

onemli oldugu sinir aglar1 i¢in tercih edilen bir transfer fonksiyonudur.

Cogu gercek model, dogrusal olmayan giris/cikis 6zelliklerine sahiptir. Ancak bazi modeller,
nominal parametreler i¢inde ¢alistirildiginda (asir1 tahrikli degil) dogrusala yeterince yakin bir
davranisa sahiptir. Purelin Transfer islevi (Sekil 3.18c), bu tiir durumlarda giris/¢ikis

davranisinin kabul edilebilir bir temsili olabilir.

¢l [#) a
+1 Tn +1
_________________________________________________________
—— > 2 > 1 >
0 0 0 oA
"""" 1 R e
. _ 1 = 1 = ’ -1
a = Logsig (1) = T a=Tansg()= =7 -1 a = Purelin (#2)
@) (b) (c)

Sekil 3.18. (a) Log-Sigmoid Transfer Fonksiyonu (b) Tan-Sigmoid Transfer Fonksiyonu (c)
Purelin Transfer Fonksiyonu
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3.5.5. DSA Aktivasyon Fonksiyonlari

Tablo 3.3’te Dalgacik Sinir Ag1 olusturmak i¢in secilen 13 adet dalgacik fonksiyonlarinin listesi
verilmistir (Othmani ve ark., 2012; Seifollahi ve ark.,2021)

Tablo 3.3. Dalgacik Aktivasyon Fonksiyonlari

Fonllzziyon Matematiksel Formiilii
1
2 1/4 _ﬁ 2
Mexican Hat flx) = (ﬁ" )e 2(1—x%)
Morlet F(x) = e/ & cos(5 * x)
2
PO|yWOgl f(x) = X * e_xT
xZ
Polywog? F(x) = e 7 (=3x + x%)
x2
Polywog3 fx)=e 2(3—6x%+x*)
x2
Polywog4 fx)=e2(1—x%
Polywog5 flx) = e‘x7(3x2 —xh)
x
Raspl fl) = (1+ x2)?
xCos|[x]
Rasp2 fe) == T2
Sinttx
Rasp3 fx) = Tr a2
Shannon f(x) = ((sin 2mx) — sin(mx))/ (1x)
) R S 1
Slogl A 1+e 3> 1+4+e 17 1+4+el™* 14e37*
) 1,3 3 1
Slog2 A 1+e3* 1+e17¥ 1+4el™> 1 + e37
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Dalgacik Sinir Ag1 mimarisinde, bir onceki donemde kullanilmig olan Yapay Sinir Ag1
mimarisinin aynist kullanilmistir. DSA yine YSA’nin 6grenme algoritmasi ile egitilmistir.
Klasik YSA aktivasyon fonksiyonlar1 yerine Tablo 3.3’te verilen 13 adet dalgacik aktivasyon
fonksiyonu kullanilmistir. 16 adet ikili ayristirma modeli ile YSA ve DSA’nin toplam 16

aktivasyon fonksiyonu ¢apraz eslestirilerek 256 ayri hibrit model olusturulmustur.

3.5.6. Hibrit Modellerin Basarimi

Ikincil ayristirmali — YSA/DSA tabanli modellerin basariminin dl¢iimii i¢in kullanilan birinci
Olcti, (3.10) esitligi ile verilen toplam karesel hatanin ortalamasi alinarak asagidaki gibi
hesaplanir (Ortalama Karesel Hata, Mean Squared Error, MSE)). Hata kareleri ortalamasi
sayisal kestirimler i¢in en ¢ok kullanilan basar1 6l¢iilerinden biridir. Bu deger, her hesaplanan
deger ve onun karsilik gelen dogru deger arasindaki farkin karelerinin ortalamasi alinarak

hesaplanir.

MSE—lzn:( )2—1Zn:( )2 3.10
_n-1gi _n'1xi Vi (3.10)
i= i=

Model basariminin dl¢iimii i¢in kullanilan ikinci 6l¢ii (3.11) esitligi ile verilen ortalama karesel
hatanin karekokiiniin alinmasi suretiyle belirlenen hatadir (Kok Ortalama Kare Hatasi, Root
Mean Squared Error, RMSE). RMSE model veya kestirimci tarafindan kestirimi yapilan
degerler ve modellenen veya kestirimi yapilandan elde edilen gercek degerler arasindaki farkin

Olciisii olarak siklikla kullanilir (Challagulla ve ark, 2005).

n

1% 1
RMSE = E;(Ei)z = EZ(xi — y;)? (3.11)

i=1

RMSE basitce MSE nin karekdkiidiir. RMSE hata degerini gercek ve kestirilen degerdeki

gibi ayn1 boyutta verir.
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4. BULGULAR VE TARTISMA
4.1. Bulgular

Yaptigimiz caligmanin ilk edabinda, 16 adet ikili ayristirma modeli ve 16 adet aktivasyon
fonksiyonu (3 adet klasik YSA+13 adet DSA aktivasyon fonksiyonu) ile olusturulmus olan 256
hibrit model i¢in 1 Ocak 2020 tarihi i¢in yapilan 10 dakika ¢oziintirliiklii 24 saatlik riizgar hizi
tahminlemesi yapilmistir. Bir sonraki adimda, olusturmus oldugumuz 256 hibrit modelin
mevsim degisiklikleri sebebiyle olusacak farkli atmosferik kosullardaki tepkilerini
belirleyebilmek igin ii¢ farkli ay daha secilerek simiilasyonlar yapilmistir. Oncelikli olarak
model simiilasyonlar1 yapilacak aylar, mevsimlerin ortasina gelecek sekilde secilerek,
mevsimsel sartlarin stabilize olmasimi garanti edilmistir. ik olarak gerceklestirmis oldugumuz
1 Ocak 2020 simiilasyonlar1 kis mevsimine referans olacak sekilde, ilkbahar i¢in 1 Nisan 2020,
yaz i¢in 1 Temmuz 2020 ve sonbahar i¢in 1 Ekim 2020 tarihlerine ait veriler ile 256 hibrit

model test edilmisgtir.

Calismamizin ikinci sathasinda hibrit modellerin tepkilerini tiim yi1l da gorebilmek icin
mevsimlere ait simiilasyon sonuglarini baz alarak hem ayristirma modellerinin sayilarinda hem
de aktivasyon fonksiyonlarmin sayilarinda indirgemeye gidilerek hibrit model sayisi

azaltirmistir.

Hibrit model sayisinin belirlenmesinde; 4 farkli mevsime ait 256 hibrit modelin, MSE ve RMSE
sonuglari incelenerek en diisiik hata ortalamalarina ait 2 tanesi Yapay Sinir Ag1 (YSA), 6 tanesi
Dalgacik Sinir Ag1 (DSA) aktivasyon fonksiyonu olacak sekilde toplam aktivasyon fonksiyonu

sayis1 8’e indirgenmisti.

Benzer sekilde ikili ayristirma modellerinin sayis1 da; 256 hibrit modelin, MSE ve RMSE
sonuglari incelenerek en diisiik hata ortalamalarina sahip her mevsimsel sonugtaki en 1yi 8’er
ayristirma modeli siralanarak, 4 mevsim bazli simiilasyonun en az %75’inde ilk 8’e girebilmis

6 adet ayristirma modeli secilmistir. (Tablo 4.9)
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Tablo 4.1. Ocak ay1 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTIVASYON FONKSIYONLARI
AYRISTIRMA TEKNIGI | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOGS5 | RASP1 SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0.0131 0.0080 0.0289 0.0128 0.0078 0.0206 0.0072 0.0102
CEEMDAN+EEMD 0.0155 0.0369 0.0110 0.0061 0.0065 0.0167 0.0085 0.0126
CEEMDAN+LMD 0.0089 0.0112 0.0153 0.0075 0.0178 0.0095 0.0167
CEEMDAN+VMD 0.0129 0.0063 0.0128 0.0068 0.0071 0.0131 0.0089 0.0151
EEMD+CEEMDAN 0.0123 0.0085 0.0242 0.0102 0.0129 0.0089 0.0158
EEMD+EEMD 0.0121 0.0075 0.0087 0.0071 0.0064 0.0101 0.0440 0.0092 0.0144 ! 0.0069 | 0.0103 0.0102
EEMD+LMD 0.0142 0.0197 0.0164 0.0074 0.0074 0.0123 0.0169 0.0084
EEMD+VMD 0.0119 0.0063 0.0087 0.0080 0.0059 0.0152 0.0115 0.0145
LMD+CEEMDAN 0.0091 0.0107 0.0160 0.0096 0.0199 0.0090 0.0078
LMD+EEMD 0.0127 0.0088 0.0134 0.0126 0.0074 0.0072 0.0127 0.0121 0.0168 0.0068
LMD+LMD 0.0121 0.0078 0.0282 0.0114 0.0064 0.0101 0.0153 0.0115 0.0116 0.0069
LMD+VMD 0.0115 0.0071 0.0232 0.0147 0.0069 0.0075 0.0082 0.0072 0.0151 0.0064
VMD+CEEMDAN 0.0154 0.0070 0.0167 0.0156 0.0075 0.0132 0.0088 0.0158 0.0057
VMD+EEMD 0.0160 0.0120 0.0065 0.0075 0.0094 0.0091 0.0116
VMD+LMD 0.0178 0.0137 0.0070 0.0126 0.0106 0.0079
VMD+VMD 0.0080 0.0144 0.0078 0.0158 0.0091 0.0117

(Renklendirme; her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi MSE degeri yesil, en kotii MSE degeri kirmizi olacak sekilde yapilmistir.)
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Tablo 4.2. Ocak ay1 i¢in hibrit modellere ait Kok Ortalama Kare Hatas1 (RMSE) degerleri

AKTiIVASYON FONKSiYONLARI

AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOGS | RASPL | RASP2 | RASP3 | SHANNON | SLOGL1 | SLOG2

CEEMDAN+CEEMDAN 0,1147 | 0,0895 0,1132 0,0882 0,1434 0,0847 0,1010 0,0817 | 0,1417 0,1229
CEEMDAN+EEMD 0,1247 0,1921 0,1048 0,0780 0,0808 0,1291 0,0921 0,1121 0,0888 | 0,1462 0,1157
CEEMDAN+LMD 0,0944 | 0,1060 0,1238 0,0865 0,1335 0,0972 0,1291 0,0979 | 0,0825 | 0,1347 0,1093
CEEMDAN+VMD 0,1136 | 0,0792 0,1129 0,0826 0,0843 0,1146 0,0941 0,1228 0,0838 | 0,0809 | 0,1512 0,1099
EEMD+CEEMDAN 0,1109 | 0,0924 0,1554 0,1010 0,0760 0,1134 0,0944 0,1259 0,0889 | 0,0852 | 0,1547 0,1327
EEMD+EEMD 0,1101 | 0,0867 0,0935 0,0842 0,0803 0,1005 0,2097 0,0961 0,1199 ! 0,0829 | 0,1016 0,1012
EEMD+LMD 0,1193 | 0,0743 0,1404 0,1282 0,0860 0,0858 0,1107 0,1301 0,0916 0,0835 | 0,0862 | 0,1410 0,1287
EEMD+VMD 0,1093 | 0,0792 0,0934 0,0892 0,0768 0,1234 0,1072 0,1205 0,0850 | 0,0894 | 0,1496 0,1044
LMD+CEEMDAN 0,0956 | 0,1033 0,1263 0,0979 0,1411 0,0951 0,0880 0,1622 0,0822
LMD+EEMD 0,1126 | 0,0938 0,1159 0,1123 0,0859 0,0850 0,1128 0,1098 0,1297 0,1377 0,1090
LMD+LMD 0,1102 | 0,0885 0,1068 0,0800 0,1003 0,1236 0,1073 0,1078 0,1359 0,1022
LMD+VMD 0,1073 | 0,0843 0,1524 0,1213 0,0829 0,0867 0,0906 0,0847 0,1231 0,1394 0,1117
VMD+CEEMDAN 0,1241 | 0,0838 0,1294 0,1251 0,0868 0,1149 0,0940 0,1255 0,1313 0,0888
VMD+EEMD 0,1264 0,1643 0,1096 0,0807 0,0866 0,0970 0,0956 0,1077 0,1511 0,1109
VMD+LMD 0,1334 0,1839 0,1171 0,0837 0,1121 0,0771 0,1031 0,1433 0,1234
VMD+VMD 0,0894 0,1463 0,1200 0,0883 0,1256 0,0953 0,1082 0,1360 0,1159

(Renklendirme; her bir ayristirma teknigi icin aktivasyon fonksiyonlarinin en iyi RMSE degeri yesil, en kétii RMSE degeri kirmizi olacak sekilde yapilmistir.)
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Tablo 4.3. Nisan ay1 icin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSIYONLARI
AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOGS | RASP1 | RASP2 | RASP3 | SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0,0273 | 0,0115 0,0310 0,0163 0,0163 0,0102 0,0197 0,0177 0,0141 0,0129 0,0368 0,0187
CEEMDAN+EEMD 0,0183 0,0308 0,0146 0,0135 0,0218 0,0151 0,0141 0,0105 | 0,0205 0,0126
CEEMDAN+LMD 0,0208 0,0440 0,0201 0,0121 0,0100 0,0250 0,0135 0,0171 0,0226 0,0178
CEEMDAN+VMD 0,0160 0,0203 0,0158 0,0139 0,0092 0,0198 0,0173 0,0129 0,0105 0,0210 0,0223
EEMD+CEEMDAN 0,0178 0,0168 0,0111 0,0108 0,0168 0,0123 0,0178 0,0102 0,0269 0,0170
EEMD+EEMD 0,0154 0,0202 0,0169 0,0238 0,0187 0,0194 0,0110 | 0,0250 0,0169
EEMD+LMD 0,0232 0,0177 0,0111 0,0103 0,0208 0,0118 0,0215 0,0198 0,0163
EEMD+VMD 0,0161 | 0,0149 0,0289 0,0147 0,0136 0,0107 0,0298 0,0130 0,0200 0,0106 | 0,0103 | 0,0282 0,0101
LMD+CEEMDAN 0,0210 | 0,0100 0,0215 0,0168 0,0175 0,0094 0,0246 0,0106 | 0,0255 0,0124
LMD+EEMD 0,0136 | 0,0109 0,0183 0,0177 0,0116 0,0097 0,0274 0,0125 0,0160 0,0086 | 0,0274 0,0171
LMD+LMD 0,0123 0,0199 0,0178 0,0111 0,0108 0,0203 0,0127 0,0145 0,0206 0,0210
LMD+VMD 0,0267 | 0,0126 0,0372 0,0137 0,0133 0,0292 0,0155 0,0192 0,0096 0,0235 0,0140
VMD+CEEMDAN 0,0135 | 0,0137 0,0242 0,0172 0,0193 0,0095 0,0142 0,0092 | 0,0255 0,0196
VMD+EEMD 0,0143 | 0,0122 0,0173 0,0150 0,0104 0,0116 0,0221 0,0106 0,0201 0,0105 | 0,0400 0,0132
VMD+LMD 0,0125 | 0,0152 0,0218 0,0132 0,0168 0,0108 0,0204 0,0176 0,0163 0,0145 0,0201 0,0148
VMD+VMD 0,0168 - 0,0428 0,0194 0,0110 0,0118 0,0187 0,0128 0,0180 0,0118 | 0,0266 0,0202

(Renklendirme, her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi MSE degeri yesil, en kotii MSE degeri kirmizi olacak sekilde yapilmigtir.)
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Tablo 4.4. Nisan ay1 i¢in hibrit modellere ait Kok Ortalama Kare Hatas1 (RMSE) degerleri

AKTiVASYON FONKSIYONLARI

AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOG5 | RASP1 | RASP2 | RASP3 | SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0,1652 | 0,1071 0,1761 0,1278 0,1275 0,1012 0,1404 0,1332 0,1188 0,1137 0,1918 0,1369
CEEMDAN+EEMD 0,1354 | 0,0948 0,1754 0,1210 0,1164 0,0945 0,1477 0,1227 0,1187

CEEMDAN+LMD 0,1443 0,2099 0,1419 0,1102 0,1002 0,1582 0,1163 0,1309

CEEMDAN+VMD 0,1264 0,1424 0,1258 0,1179 0,0960 0,1408 0,1316 0,1136

EEMD+CEEMDAN 0,1334 0,1298 0,1055 0,1040 0,1297 0,1107 0,1335

EEMD+EEMD 0,1239 0,1422 0,1301 0,1541 0,1368 0,1394

EEMD+LMD 0,1523 0,1329 0,1054 0,1015 0,1441 0,1084 0,1466

EEMD+VMD 0,1267 | 0,1222 0,1701 0,1213 0,1164 0,1033 0,1726 0,1141 0,1415

LMD+CEEMDAN 0,1448 | 0,0998 0,1465 0,1297 0,0948 0,1325 0,0972 0,1569

LMD+EEMD 0,1168 | 0,1043 0,1352 0,1332 0,1078 0,0985 0,1656 0,1117 0,1263

LMD+LMD 0,1108 0,1410 0,1335 0,1055 0,1038 0,1424 0,1128 0,1203

LMD+VMD 0,1634 | 0,1124 0,1928 0,1169 0,1152 0,1710 0,1244 0,1384

VMD+CEEMDAN 0,1162 | 0,1170 0,1556 0,1311 0,0939 0,1390 0,0977 0,1193

VMD+EEMD 0,1197 | 0,1103 0,1315 0,1225 0,1020 0,1079 0,1486 0,1029 0,1418

VMD+LMD 0,1119 | 0,1231 0,1477 0,1149 0,1294 0,1039 0,1430 0,1325 0,1277

VMD+VMD 0,1297 - 0,2068 0,1395 0,1050 0,1085 0,1366 0,1132 0,1341

(Renklendirme, her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi RMSE degeri yesil, en kétii RMSE degeri kirmizi olacak sekilde yapilmistir.)
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Tablo 4.5. Temmuz ay1 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTIVASYON FONKSIYONLARI

AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOGS | RASP1 | RASP2 | RASP3 | SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0,0097 0,0074 0,0163 0,0104 0,0064 0,0067 0,0139 0,0078 0,0131 0,0156 0,0087 0,0066 | 0,0060
CEEMDAN+EEMD 0,0113 0,0078 0,0174 0,0110 0,0066 0,0066 0,0072 0,0151 0,0218 0,0081 0,0075
CEEMDAN+LMD 0,0131 0,0083 0,0076 0,0088 0,0104 0,0057 0,0100 0,0091 0,0060
CEEMDAN+VMD 0,0076 0,0062 0,0112 0,0060 0,0064 0,0121 0,0053 | 0,0206 0,0081 0,0057
EEMD+CEEMDAN 0,0095 0,0099 0,0067 0,0074 0,0099 0,0133 0,0099 0,0056
EEMD+EEMD 0,0102 0,0254 0,0077 0,0086 0,0094 0,0100 0,0141 0,0121 0,0066 | 0,0079
EEMD+LMD 0,0202 0,0064 0,0198 0,0111 0,0062 0,0116 0,0072 0,0087 0,0165 0,0081

EEMD+VMD 0,0110 0,0066 0,0078 0,0073 0,0082 0,0104 0,0095 0,0060
LMD+CEEMDAN 0,0119 0,0069 0,0135 0,0092 0,0105 0,0098 0,0105 0,0061 | 0,0060 | 0,0153 0,0096

LMD+EEMD 0,0097 0,0092 0,0079 0,0086 0,0141 0,0117 0,0068
LMD+LMD 0,0096 0,0065 0,0200 0,0097 0,0064 0,0069 0,0121 0,0138 0,0084

LMD+VMD 0,0123 0,0071 0,0274 0,0089 0,0052 0,0060 0,0109 0,0058 | 0,0125 0,0097 0,0052
VMD+CEEMDAN 0,0111 0,0092 0,0178 0,0102 0,0066 0,0075 0,0117 0,0168 0,0096

VMD+EEMD 0,0100 0,0091 0,0304 0,0106 0,0065 0,0076 0,0080 0,0206 0,0095

VMD+LMD 0,0083 0,0072 0,0253 0,0096 0,0064 0,0068 0,0087 0,0147 0,0124 0,0070
VMD+VMD 0,0123 0,0088 0,0188 0,0102 0,0065 0,0074 0,0095 0,0167 0,0079

(Renklendirme, her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi MSE degeri yesil, en kotii MSE degeri kirmizi olacak sekilde yapilmigtir.)
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Tablo 4.6. Temmuz ay1 i¢in hibrit modellere ait Kok Ortalama Kare Hatas1 (RMSE) degerleri

AKTiIVASYON FONKSiYONLARI

POLYWOG3 | POLYWOG4

POLYWOGS | RASP1

AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG?2
CEEMDAN+CEEMDAN 0,0982 0,0860 0,1276 0,1019 0,0802 0,0818 0,1179
CEEMDAN+EEMD 0,1064 0,0886 0,1320 0,1047 0,0813 0,0812 0,1008
CEEMDAN+LMD 0,1145 0,0731 0,0913 0,0873 0,1342
CEEMDAN+VMD 0,0872 0,0788 0,1058 0,0772 0,0858 0,1136
EEMD+CEEMDAN 0,0977 0,0742 0,0996 0,0817 0,0770 0,1035
EEMD+EEMD 0,1011 0,0778 0,1592 0,0877 0,0928 0,1329
EEMD+LMD 0,1421 0,0800 0,1051 0,0790 0,0845 0,1077
EEMD+VMD 0,1048 0,0815 0,0886 0,0857 0,1049
LMD+CEEMDAN 0,1092 0,0828 0,0957 0,1025 0,1348
LMD+EEMD 0,0986 0,0959 0,0891 0,0853 0,1094
LMD+LMD 0,0981 0,0987 0,0799 0,1059
LMD+VMD 0,1110 0,0845 0,1655 0,0944 0,0719 0,0782 0,1078
VMD+CEEMDAN 0,1052 0,0962 0,1334 0,1012 0,0811 0,0808 0,1378
VMD+EEMD 0,1002 0,0953 0,1743 0,1029 0,0806 0,0980
VMD+LMD 0,0909 0,0846 0,0978 0,0802 0,1126
VMD+VMD 0,1111 0,0937 0,1372 0,1009 0,0805 0,0812 0,1417

0,0885 0,1145
0,0850 0,1230
0,0936 0,1018
0,0802 0,1102
0,0858 0,0997
0,0970 0,0999
0,0847 0,0931
0,0906 0,1018
0,0990 0,1027
0,0930 0,1188
0,0828 0,1100
0,0775 0,1046
0,0868 0,1082
0,0870 0,0893
0,0822 0,0933
0,0861 0,0973

0,0753

0,0782

RASP2

0,0728

0,0773

0,0764

RASP3 | SHANNON | SLOG1 | SLOG2
0,1247 0,0931 0,0810 | 0,0777
0,1476 0,0903 0,0864
0,0999 0,0956 0,0776

0,0901 0,0757
0,1155 0,0995 0,0748
0,1185 0,1101 0,0809 | 0,0888
0,1286 0,0899

0,0973 0,0778
0,1236 0,0981

0,1082
0,1174 0,0915
0,1117 0,0986 0,0723
0,1297 0,0982
0,1437 0,0975
0,1213 0,1114 0,0835
0,1294 0,0887 0,0745

(Renklendirme, her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi RMSE degeri yesil, en kétii RMSE degeri kirmizi olacak sekilde yapilmistir.)
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Tablo 4.7. EKim ay1 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiIVASYON FONKSiYONLARI

AYRISTIRMA TEKNIiGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOG1 | POLYWOG?2 | POLYWOG3 | POLYWOG4 | POLYWOGS | RASP1 SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0,0044 0,0054 0,0031
CEEMDAN+EEMD 0,0051 0,0045

CEEMDAN+LMD 0,0046 0,0063

CEEMDAN+VMD 0,0052 0,0061 0,0033
EEMD+CEEMDAN 0,0066 0,0065

EEMD+EEMD 0,0044 0,0052 0,0036 | 0,0032
EEMD+LMD 0,0043 0,0032
EEMD+VMD 0,0059

LMD+CEEMDAN 0,0059

LMD+EEMD 0,0051 0,0026
LMD+LMD 0,0045 0,0029 0,0043 0,0056 0,0037 0,0033 | 0,0028
LMD+VMD 0,0049 0,0027 0,0055 0,0043 0,0052 0,0081 0,0063 0,0026 | 0,0029
VMD+CEEMDAN 0,0038 0,0092 0,0078 0,0050 0,0028 | 0,0082 0,0063 0,0032
VMD+EEMD 0,0089 0,0066 0,0087 0,0051 0,0060 0,0088 0,0064 0,0035
VMD+LMD 0,0042 0,0066 0,0081 0,0042 0,0035 0,0128 0,0049 0,0032
VMD+VMD 0,0063 0,0039 0,0053 0,0042 0,0056 0,0072 0,0056

(Renklendirme; her bir ayristirma teknigi i¢in aktivasyon fonksiyonlarinin en iyi MSE degeri yesil, en kotii MSE degeri kirmizi olacak sekilde yapilmistir.)
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Tablo 4.8. Ekim ay1 i¢in hibrit modellere ait Kok Ortalama Kare Hatasi (RMSE) degerleri

AKTiIVASYON FONKSiYONLARI

AYRISTIRMA TEKNIGi | TANSIG | LOGSIG | PURELIN | MORLET | MEXICAN HAT | POLYWOGL | POLYWOG2 | POLYWOG3 | POLYWOG4 | POLYWOG5 SHANNON | SLOG1 | SLOG2
CEEMDAN+CEEMDAN 0,0663 0,0620 0,0761 0,0725 0,0733 0,0568 0,0800 0,0736 0,0556
CEEMDAN+EEMD 0,0712 0,0954 0,0685 0,0621 0,0576 0,0757 0,0563 0,0952 0,0670

CEEMDAN+LMD 0,0680 0,0917 0,0778 0,0745 0,0547 0,0817 0,0589 0,0637 0,0791 0,0550 | 0,0540
CEEMDAN+VMD 0,0719 0,0613 0,0868 0,0716 0,0503 0,0578 0,0730 0,0652 0,0956 0,0783 0,0578
EEMD+CEEMDAN 0,0812 0,0589 0,1022 0,0810 0,0619 0,0520 0,0828 0,0670 0,0640 0,0804

EEMD+EEMD 0,0660 0,0912 0,0768 0,0599 0,0520 0,0717 0,0674 0,0805 0,0881 0,0723 0,0601 | 0,0568
EEMD+LMD 0,0822 0,0812 0,0656 0,0914 0,0549 0,0828 0,0981 0,0656

EEMD+VMD 0,0853 0,0528 0,0760 0,0870 0,0518 0,0695 0,0887 0,0635 0,0843 0,0706 0,0766

LMD+CEEMDAN 0,0672 0,0581 0,0703 0,0642 0,0582 0,0671 0,0813 0,0567 0,0711 0,0796 0,0771

LMD+EEMD 0,0741 0,0582 0,0956 0,0694 0,0495 0,0485 0,0890 0,0596 0,0513 0,1007 0,0712

LMD+LMD 0,0674 0,0538 0,0652 0,0752 0,0581 0,0862 0,0603 0,0825 0,0867 0,0610 0,0571 | 0,0532
LMD+VMD 0,0699 0,0519 0,0745 0,0659 0,0719 0,0506 0,0990 0,0779 0,0878 0,0486 0,0900 0,0793 0,0512 | 0,0542
VMD+CEEMDAN 0,0620 -I 0,0958 0,0883 0,0707 0,0708 0,0578 0,0638 0,0533 0,0906 0,0794 0,0565 | 0,0491
VMD+EEMD 0,0942 0,0811 0,0932 0,0715 0,0772 0,0657 0,0724 0,0795 0,0574 0,0937 0,0801 0,0593
VMD+LMD 0,0650 0,0813 0,0898 0,0652 0,0595 0,0540 0,0563 0,0621 0,0859 0,0557 | 0,0551 | 0,1129 0,0703 0,0565
VMD+VMD 0,0791 0,0623 0,0730 0,0649 0,0746 0,0562 0,0857 0,0565 0,1000 0,0536 | 0,0497 | 0,0851 0,0748

(Renklendirme; her bir ayristirma teknigi icin aktivasyon fonksiyonlarinin en iyi RMSE degeri yesil, en kétii RMSE degeri kirmizi olacak sekilde yapilmistir.)
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Dort mevsim i¢in secilen 4 farkli aya ait simiilasyon sonuglarina gore, ayristirma modellerinde
genel olarak, DSA aktivasyon fonksiyonlarindan SLOGI1, SLOG2, RASP1, RASP2,
MEXICAN HAT ve POLYWOGI aktivasyon fonksiyonlarmin, YSA aktivasyon
fonksiyonlarindan ise TANSIG ve LOGSIG aktivasyon fonksiyonlarinin digerlerine gore daha
basarili oldugu gozlenmektedir. Yilin diger aylari i¢in yapilacak simiilasyonlarda, bu 8

aktivasyon fonksiyonu ile devam edilmesine karar verilmistir.

Yukaridaki mevsim bazli secilen aylarin MSE sonuglarinda her aya ait en iyi 8 ayristirma
modeli siralanarak istatistiksel olarak incelendiginde asagidaki tabloda verilen sonuglara

ulastlmistir.

Tablo 4.1 - 42 -43-44-45-46 - 4.7 - 4.8°deki verilere gore en iyi 8 model arasinda
bulunma yiizdesi %75 ve ilizerinde olan modeller, yilin diger aylart igin yapilacak

simiilasyonlarin ayristirma modelleri olarak se¢ilmistir.

Tablo 4.9. En iyi 8 model siralamasinda bulunma yiizdesi

.. Mevsimler icin secilen 4 aya ait simiilasyonlarda,

Aynstirma Teknigi her ayin efl iyi ngodelir);de bulunma ziizdesi
CEEMDAN+VMD %100
EEMD+VMD %75
LMD+LMD %75
VMD+CEEMDAN %75
LMD+EEMD %75
LMD+VMD %75
EEMD+LMD %50
VMD+EEMD %50
EEMD+CEEMDAN %50
LMD+CEEMDAN %50
VMD+VMD %50
CEEMDAN+EEMD %25
CEEMDAN+CEEMDAN %25
CEEMDAN+LMD %25

6 adet ikili ayristirma modeli ve 8 adet aktivasyon fonksiyonu (2 adet klasik YSA+6 adet DSA
aktivasyon fonksiyonu) ile olusturulmus olan 48 hibrit model i¢in 2020 yilina ait her ayin ilk

giinii i¢in yapilan 10 dakika ¢6ziintirliiklii 24 saatlik riizgar hiz1 tahminlerinin sonuglarinin MSE

hata oranlari cinsinden degerlendirmeleri Tablo 4.10 - 4.11 - 412 - 413 - 414 - 415 - 4.16 -
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417 - 4.18 - 4.19 - 4.20 - 4.21°de verilmistir. Renklendirme; her bir ayristirma teknigi igin
aktivasyon fonksiyonlarinin en iyi MSE degeri yesil, en kotii MSE degeri kirmizi olacak sekilde
yapilmustir. Ayrica, her aymn tiim hibrit yapilar iginde en basarili 3 modeli pembe renk ile

renklendirilmistir.

Tablo 4.10. 1 Ocak 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTIVASYON FONKSIYONLARI
AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOG1 | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,01291 | 0,00627 0,00682 0,00710 0,00702 | 0,00654 | 0,00465 | 0,00372
EEMD+VMD 0,01194 | 0,00627 0,00796 0,00590 0,00722 | 0,00799 | 0,00398 | 0,00379
LMD+EEMD 0,01268 | 0,00879 0,00739 0,00723 0,00681 | 0,00644 | 0,00470 | 0,00470
LMD+LMD 0,01214 | 0,00783 0,00640 0,01006 0,00687 | 0,00581 | 0,00452 | 0,00438
LMD+VMD 0,01152 | 0,00711 0,00687 0,00752 0,00637 | 0,00660 | 0,00494 | 0,00602
VMD+CEEMDAN 0,01541 | 0,00703 0,00753 0,00493 0,00567 | 0,00609 | 0,00590 | 0,00449

Tablo 4.11. 1 Subat 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOG1 | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,01015 | 0,00798 0,00736 0,01030 0,00617 | 0,00683 | 0,00698 | 0,00367
EEMD+VMD 0,01486 | 0,00806 0,00809 0,00632 0,00673 | 0,00791 | 0,00458 | 0,00504
LMD+EEMD 0,01189 | 0,00667 0,00880 0,00743 0,00659 | 0,00610 | 0,00529 | 0,00498
LMD+LMD 0,01364 | 0,00777 0,01071 0,00684 0,00568 | 0,00692 | 0,00447 | 0,00531
LMD+VMD 0,01008 | 0,00967 0,00714 0,00535 0,00563 | 0,00592 | 0,00441 | 0,00585
VMD+CEEMDAN 0,01206 | 0,00979 0,00743 0,00687 0,00673 | 0,00515 | 0,00612 | 0,00645

Tablo 4.12. 1 Mart 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI
AYRISTIRMA TEKNIiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00262 | 0,00120 0,00157 0,00127 0,00132 | 0,00110 | 0,00133 | 0,00092
EEMD+VMD 0,00227 | 0,00138 0,00127 0,00136 0,00107 | 0,00116 | 0,00100 | 0,00123
LMD+EEMD 0,00225 | 0,00181 0,00164 0,00152 0,00121 | 0,00122 | 0,00158 | 0,00109
LMD+LMD 0,00233 | 0,00159 0,00163 0,00156 0,00113 | 0,00104 | 0,00093 | 0,00135
LMD+VMD 0,00264 | 0,00171 0,00117 0,00138 0,00106 | 0,00116 | 0,00113 | 0,00111
VMD+CEEMDAN 0,00198 | 0,00170 0,00156 0,00123 0,00120 | 0,00135 | 0,00124 | 0,00146
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Tablo 4.13. 1 Nisan 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOGL | SLOG2
CEEMDAN+VMD 0,01597 | 0,01415 0,01389 0,00921 0,01050 | 0,00790 | 0,00836 | 0,00636
EEMD+VMD 0,01605 | 0,01494 0,01355 0,01067 0,01057 | 0,01034 | 0,00958 | 0,00713
LMD+EEMD 0,01363 | 0,01088 0,01162 0,00970 0,00789 | 0,00863 | 0,00662 | 0,01033
LMD+LMD 0,01227 | 0,00812 0,01113 0,01077 0,00716 | 0,00757 | 0,00814 | 0,00856
LMD+VMD 0,02670 | 0,01263 0,01328 0,00856 0,00957 | 0,00725 | 0,00783 | 0,01184
VMD+CEEMDAN 0,01349 | 0,01368 0,00882 0,00814 0,00727 | 0,00925 | 0,00857 | 0,00806

Tablo 4.14. 1 Mayis 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNIiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOG1 | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00422 | 0,00206 0,00203 0,00153 0,00151 | 0,00207 | 0,00128 | 0,00114
EEMD+VMD 0,00203 | 0,00171 0,00201 0,00190 0,00133 | 0,00129 | 0,00152 | 0,00139
LMD+EEMD 0,00323 | 0,00200 0,00293 0,00204 0,00157 | 0,00176 | 0,00140 | 0,00147
LMD+LMD 0,00339 | 0,00176 0,00166 0,00209 0,00199 | 0,00152 | 0,00130 | 0,00151
LMD+VMD 0,00276 | 0,00189 0,00237 0,00129 0,00169 | 0,00186 | 0,00162 | 0,00122
VMD+CEEMDAN 0,00313 | 0,00183 0,00173 0,00172 0,00150 | 0,00150 | 0,00170 | 0,00145

Tablo 4.15. 1 Haziran 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,01317 | 0,00905 0,00990 0,00781 0,00679 | 0,00565 | 0,00455 | 0,00373
EEMD+VMD 0,00525 | 0,00640 0,01048 0,00529 0,00431 | 0,00697 | 0,00578 | 0,00613
LMD+EEMD 0,00937 | 0,00586 0,00989 0,00389 0,00513 | 0,00818 | 0,00455 | 0,00582
LMD+LMD 0,00811 | 0,00628 0,00574 0,00678 0,00800 | 0,00627 | 0,00485 | 0,00403
LMD+VMD 0,01535 | 0,00844 0,00799 0,00427 0,00590 | 0,00503 | 0,00851 | 0,00453
VMD+CEEMDAN 0,01018 | 0,00726 0,08740 0,01011 0,00549 | 0,00667 | 0,00476 | 0,00541
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Tablo 4.16. 1 Temmuz 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOGL | SLOG2
CEEMDAN+VMD 0,00760 | 0,00621 0,00596 0,00735 0,00455 | 0,00530 | 0,00574 | 0,00387
EEMD+VMD 0,01099 | 0,00665 0,00734 0,00452 0,00520 | 0,00535 | 0,00605 | 0,00438
LMD+EEMD 0,00973 | 0,00521 0,00793 0,00728 0,00434 | 0,00436 | 0,00679 | 0,00505
LMD+LMD 0,00963 | 0,00655 0,00639 0,00524 0,00500 | 0,00569 | 0,00500 | 0,00528
LMD+VMD 0,01233 | 0,00715 0,00516 0,00612 0,00356 | 0,00584 | 0,00469 | 0,00523
VMD+CEEMDAN 0,01108 | 0,00925 0,00657 0,00652 0,00504 | 0,00504 | 0,00541 | 0,00498

Tablo 4.17. 1 Agustos 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNIiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00348 | 0,00347 0,00315 0,00152 0,00252 | 0,00203 | 0,00215 | 0,00129
EEMD+VMD 0,00443 | 0,00240 0,00157 0,00293 0,00244 | 0,00180 | 0,00218 | 0,00196
LMD+EEMD 0,00412 | 0,00272 0,00347 0,00222 0,00169 | 0,00170 | 0,00170 | 0,00203
LMD+LMD 0,00340 | 0,00338 0,00233 0,00250 0,00161 | 0,00148 | 0,00290 | 0,00195
LMD+VMD 0,00482 | 0,00208 0,00267 0,00193 0,00137 | 0,00153 | 0,00159 | 0,00225
VMD+CEEMDAN 0,00845 | 0,00217 0,00223 0,00238 0,00215 | 0,00221 | 0,00201 | 0,00293

Tablo 4.18. 1 Eyliil 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00782 | 0,00436 0,00390 0,00411 0,00440 | 0,00279 | 0,00341 | 0,00236
EEMD+VMD 0,00676 | 0,00538 0,00513 0,00270 0,00441 | 0,00333 | 0,00403 | 0,00308
LMD+EEMD 0,00592 | 0,00427 0,00423 0,00346 0,00270 | 0,00387 | 0,00328 | 0,00322
LMD+LMD 0,00682 | 0,00297 0,00487 0,00426 0,00353 | 0,00266 | 0,00263 | 0,00339
LMD+VMD 0,00653 | 0,00430 0,00372 0,00344 0,00293 | 0,00389 | 0,00574 | 0,00329
VMD+CEEMDAN 0,00894 | 0,00360 0,00343 0,00422 0,00346 | 0,00408 | 0,00310 | 0,00359
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Tablo 4.19. 1 Ekim 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOGL | SLOG2
CEEMDAN+VMD 0,00517 | 0,00375 0,00253 0,00335 0,00177 | 0,00346 | 0,00334 | 0,00128
EEMD+VMD 0,00727 | 0,00279 0,00268 0,00483 0,00293 | 0,00258 | 0,00199 | 0,00205
LMD+EEMD 0,00549 | 0,00338 0,00245 0,00235 0,00232 | 0,00183 | 0,00180 | 0,00263
LMD+LMD 0,00454 | 0,00289 0,00198 0,00337 0,00195 | 0,00267 | 0,00326 | 0,00283
LMD+VMD 0,00488 | 0,00269 0,00518 0,00256 0,00236 | 0,00143 | 0,00262 | 0,00294
VMD+CEEMDAN 0,00384 | 0,00187 0,00499 0,00199 0,00284 | 0,00276 | 0,00320 | 0,00241

Tablo 4.20. 1 Kasim 2020 igin hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNIiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00058 [ 0,00073 0,00058 0,00070 0,00044 | 0,00049 | 0,00036 | 0,00033
EEMD+VMD 0,00073 | 0,00046 0,00057 0,00038 0,00041 | 0,00043 | 0,00049 | 0,00037
LMD+EEMD 0,00076 | 0,00056 0,00063 0,00053 0,00046 | 0,00056 | 0,00050 | 0,00061
LMD+LMD 0,00080 | 0,00055 0,00064 0,00044 0,00035 | 0,00053 | 0,00051 | 0,00045
LMD+VMD 0,00093 | 0,00047 0,00067 0,00071 0,00056 | 0,00045 | 0,00047 | 0,00040
VMD+CEEMDAN 0,00087 | 0,00067 0,00056 0,00062 0,00061 | 0,00043 | 0,00050 | 0,00047

Tablo 4.21. 1 Aralik 2020 i¢in hibrit modellere ait Ortalama Karesel Hata (MSE) degerleri

AKTiVASYON FONKSiYONLARI

AYRISTIRMA TEKNiGi | TANSIG | LOGSIG | MEXICAN HAT | POLYWOGL | RASP1 | RASP2 | SLOG1 | SLOG2
CEEMDAN+VMD 0,00217 | 0,00097 0,00108 0,00082 0,00105 | 0,00111 | 0,00092 | 0,00073
EEMD+VMD 0,00125 | 0,00105 0,00115 0,00119 0,00075 | 0,00090 | 0,00094 | 0,00082
LMD+EEMD 0,00204 | 0,00147 0,00106 0,00092 0,00075 | 0,00082 | 0,00077 | 0,00108
LMD+LMD 0,00271 | 0,00116 0,00079 0,00095 0,00087 | 0,00120 | 0,00113 | 0,00086
LMD+VMD 0,00225 | 0,00133 0,00132 0,00097 0,00088 | 0,00110 | 0,00074 | 0,00098
VMD+CEEMDAN 0,00193 | 0,00138 0,00095 0,00090 0,00089 | 0,00086 | 0,00091 | 0,00094
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4.2. Tartisma

Tez caligmasiin uygulama sathasinda tiim aktivasyon fonksiyonlar1 (3 adet YSA + 13 adet
DSA. toplam 16 adet) ve tiim ikili ayristirma modellerinin (16 adet) olusturdugu tim
kombinasyonlar, mevsim normallerinin mevsimin ortasinda stabil olacagi yaklasimindan yola
¢ikarak Ocak, Nisan, Temmuz ve EKim aylarinda, aylik 256 adet olmak tizere toplamda 1024
adet simiilasyon yapilmistir. Bu simiilasyonlarda, ikili ayristirma tekniklerine yapay sinir ag1
aktivasyon fonksiyonlart1 baglaminda bakildiginda, YSA aktivasyon fonksiyonlarinin
basariminin en iyiden baslamak tizere, Tablo 4.22°de gosterildigi iizere, LOGSIG, TANSIG VE
PURELIN oldugu goriilmektedir.

Tablo 4.22. Mevsim ortasi aylarin YSA aktivasyon fonksiyonlari + ikili ayristirma teknikleri
yapilarinda Ortalama Karesel Hata (MSE) cizelgesi

MEVSiM ORTASI YSA AKTIVASYON FONKSIYONLARI

AYRISTIRMA TEKNiGi OCAK NiSAN TEMMUZ EKiM

TANSIG | LOGSIG | PURELIN | TANSIG | LOGSIG | PURELIN | TANSIG | LOGSIG | PURELIN | TANSIG | LOGSIG | PURELIN
CEEMDAN+CEEMDAN | 0,0131 | 0,0080 | 0,0289 | 0,0273 | 0,0115 | 0,0310 | 0,0097 | 0,0074 | 0,0163 | 0,0044 | 0,0038 | 0,0196
CEEMDAN+EEMD 0,0155 | 0,0052 | 0,0369 | 0,0183 [ 0,0090 | 0,0308 | 0,0113 | 0,0078 | 0,0174 [ 0,0051 | 0,0023 | 0,0091
CEEMDAN+LMD 0,0089 | 0,0112 | 0,0733 | 0,0208 | 0,0076 | 0,0440 | 0,0131 | 0,0053 | 0,0407 | 0,0046 | 0,0027 | 0,0084
CEEMDAN+VMD 0,0129 | 0,0063 | 0,0265 | 0,0160 | 0,0142 | 0,0203 | 0,0076 | 0,0062 | 0,0228 | 0,0052 | 0,0038 | 0,0075
EEMD+CEEMDAN 0,0123 | 0,0085 | 0,0242 | 0,0178 | 0,0081 | 0,0818 | 0,0095 | 0,0055 | 0,0260 | 0,0066 | 0,0035 | 0,0105
EEMD+EEMD 0,0121 | 0,0075 | 0,443 | 0,0154 | 0,0105 | 0,0314 | 0,0102 | 0,0061 | 0,0254 | 0,0044 | 0,0025 | 0,0083
EEMD+LMD 0,0142 | 0,0055 | 0,0197 | 0,0232 | 0,0082 | 0,0273 | 0,0202 | 0,0064 | 0,0198 | 0,0028 | 0,0029 | 0,0068
EEMD+VMD 0,0119 | 0,0063 | 0,0299 | 0,0161 | 0,0149 | 0,0289 | 0,0110 | 0,0066 | 0,0187 | 0,0073 | 0,0028 | 0,0058
LMD+CEEMDAN 0,0091 | 0,0107 | 0,0160 | 0,0210 | 0,0100 | 0,0215 | 0,0119 | 0,0069 | 0,0135 [ 0,0045 | 0,0034 | 0,0049
LMD+EEMD 0,0127 | 0,0088 | 0,0134 | 0,0136 | 0,0109 | 0,0183 | 0,0097 | 0,0052 | 0,0210 | 0,0055 | 0,0034 | 0,0091
LMD+LMD 0,0121 | 0,0078 | 0,0282 | 0,0123 [ 0,0081 | 0,0199 | 0,0096 | 0,0065 | 0,0200 [ 0,0045 | 0,0029 | 0,0043
LMD+VMD 0,0115 | 0,0071 | 0,0232 | 0,0267 | 0,0126 | 0,0372 | 0,0123 | 0,0071 | 0,0274 | 0,0049 | 0,0027 | 0,0055
VMD+CEEMDAN 0,0154 | 0,0070 | 0,0167 | 0,0135 | 0,0137 | 0,0242 | 0,0111 | 0,0092 | 0,0178 | 0,0038 | 0,0019 | 0,0092
VMD+EEMD 0,0160 | 0,0052 | 0,0270 | 0,0143 | 0,0122 | 0,0173 | 0,0100 | 0,0091 | 0,0304 | 0,0089 | 0,0066 | 0,0087
VMD+LMD 0,0178 | 0,0052 | 0,0338 | 0,0125 | 0,0152 | 0,0218 | 0,0083 | 0,0072 | 0,0253 | 0,0042 | 0,0066 | 0,0081
VMD+VMD 0,0080 | 0,0052 | 0,0214 | 0,0168 | 0,0091 | 0,0428 | 0,0123 | 0,0088 | 0,018 | 0,0063 | 0,0039 | 0,0053

LOGSIG aktivasyon fonksiyonu YSA aktivasyon fonksiyonlar1 arasinda one ¢ikiyor olsa da 13

adet DSA fonksiyonunun tamamindan daha fazla basarim gosterememistir.

DSA aktivasyon fonksiyonlarina. tiim simiilasyonlarin yapilmis oldugu Ocak, Nisan, Temmuz
ve Ekim aylarinda ikili ayrigtirma teknikleri baglaminda incelendiginde SLOG1 ve SLOG2
aktivasyon fonksiyonlarinin agik ara en iyl basarimlara sahip olduklar1 goriilmektedir. Bu
aktivasyon fonksiyonlar1 sirasiyla RASP2, RASP1, POLYWOG1 ve MEXICAN HAT
aktivasyon fonksiyonlar1 takip etmektedir (Tablo 4.1-4.3-4.5-4.7).
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Tez ¢alismamizin bir 6nceki doneminde, simiilasyon yogunlugunu azaltmak i¢in mevsim ortasi
secilerek tiim aktivasyon fonksiyonlar1 ve tiim ikili ayristirma kombinasyonlar1 ile yapilan
uygulama aylarinda, her ayin en iyi 8 modelinde bulunma yiizdesi %75 ve iizeri olan hibrit
yapilara ayrigtirma modeli baglaminda bakildiginda. Uyarlanabilir Giiriiltiiyle Tamamlanan
Topluluk Ampirik Mod Ayristirma (CEEMDAN) yonteminin, ikili ayrigtirmanin ilk adiminda

secilen tiim aktivasyon fonksiyonlari i¢in en basarili ayristirma metodu goriilmektedir.

Ikili ayristirmanin, ikinci adiminda ise. Varyasyonel Mod Ayristirma (VMD) yénteminin tiim
simiilasyonlarin yapildigi Ocak, Nisan, Temmuz ve Ekim aylarindaki en iyi 8 modelinde
bulunma yiizdesi %75 ve lizeri olan hibrit yapilara gore secilen 6 adet ikili ayristirma modelinin

(Tablo 4.9) 3 tanesinde ikincil ayristirma metodu olarak karsimiza ¢ikmaktadir.

Bu durum, zaten daha once literatiir ¢alismamizda da karsimiza ¢ikan. WMD’nin ikincil

ayristirma yontemi olarak benimsendigi yaklasimi destekler niteliktedir.

Tez ¢aligmamizda ortaya koymus oldugumuz ayristirma model davraniglarinin ve YSA/DSA
aktivasyon fonksiyonlarinin ¢iktilarinin riizgar verilerinin lineer olmayan ve kendine has yapisi
cercevesinde sekillendigi unutulmamalidir. Onermis oldugumuz hibrit model ve alternatifleri

farkli veri yapilarinda ayn1 basarimi gostermeyebilecegi unutulmamalidir.
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5. SONUCLAR

Tez ¢alismamizda olusturmus oldugumuz 48 hibrit model ile 2020 yilina ait her ayin ilk giinleri
i¢cin yaptigimiz simiilasyonlar gostermistir ki, hibrit modelin sinir ag1 sathasinda Dalgacik Sinir
Ag1 aktivasyon fonksiyonlari, Yapay Sinir Ag1’nin klasik aktivasyon fonksiyonlarina gore daha

basarili sonuglara ulagsmstir.

Tiim hibrit modeller bazinda incelendiginde ise 12 aymn 11’inde CEEMDAN+VMD+SLOG2
yapisina sahip hibrit model en iyi sonuglara ulasmistir. Yalnizca 1 Temmuz 2020 tarihine ait
yapilan tahminlemede CEEMDAN+VMD+SLOG2 hibrit modeli 0.00031 MSE deger farki ile
ikinci sirada yer almigtir. Referans olarak segilen 1 Ocak 2020 tarihine ait 6 adet ayristirma
modeline ait atmosferik verilerin birincil ve ikincil ayristirma sonuglar1 ile bu ayristirma
modellerinin SLOG2 aktivasyon fonksiyonu ile 40m yiikseklikteki riizgar hiz1 i¢in yapilmis

tahminlemeler, calismamizin “EKLER” kisminda verilmistir.

Sonug olarak; riizgar hizi tahminlemesinde ikincil ayristirmali ve dalgacik sinir ag1 temelli yeni bir
hibrit yaklagim onerisi ile yola ¢iktigimiz bu yolda, yapmis oldugumuz ¢aligmalar gostermistir
ki; iki agamali veri ayristirmasi ile elde edilen yiiksek anlamli veriler ile dalgacik sinir agi
aktivasyon fonksiyonlar ile olusturulmus sinir aglari ile yapilan tahminlemelerin bagarimlari
oldukga yiiksektir. Ayrica, elde edilen sonuglar 1s18inda; CEEMDAN+VMD+SLOG?2 yapisina
sahip hibrit tahnmin modeli, olusturdugumuz 256 modelli mevsim bazli (Ocak-Nisan-Temmuz-
Ekim) tahminlemede ve 48 modelli 12 aylik (Her ayin ilk giiniine ait 24 saatlik 10 dakika
¢Oziiniiriiklii) tahminlemede en basarili model olarak, ikincil ayristirmali ve dalgacik sinir ag1

temelli tahminleme yontemi i¢in 6nerdigimiz hibrit model olmustur.
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7. EKLER

EK 1: 1 Ocak 2020 tarihine ait atmosferik verilerin ayristirma yapilan bilesenleri ve
CEEMDAN+VMD+SLOG?2 tahmincisi ile yapilan 40m yiikseklikli riizgar hizi tahmin
sonuc¢lar
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Sekil 7.1. 1 Ocak 2020 tarihine ait basing verisinin CEEMDAN + VMD ayristirma modeline
gore birincil ayristirma islemi sonucu elde edilen IMF bilesenleri
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ekil 7.2. 1 Ocak 2020 tarihine ait sicaklik verisinin CEEMDAN + VMD ayristirma modeline
y
gore birincil ayristirma islemi sonucu elde edilen IMF bilesenleri

119



S & o oooo

IMF 2 IMF 1
°

&
2

0.1

"\QF 10 IMF 9 IMF 8 IMF 7 IMF 6 IMF 5 IMF 4 IMF 3
° °

Sekil 7.3. 1 Ocak 2020 tarihine ait nem verisinin CEEMDAN + VMD ayristirma modeline gore
birincil ayristirma islemi sonucu elde edilen IMF bilesenleri
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Sekil 7.4. 1 Ocak 2020 tarihine ait basing verisinin CEEMDAN + VMD ayristirma modeline
gore ikincil ayristirma islemi sonucu elde edilen Mod bilesenleri
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ekil 7.5. 1 Ocak 2020 tarihine ait sicaklik verisinin CEEMDAN + VMD ayristirma modeline
Yy
gore ikincil ayrigtirma islemi sonucu elde edilen Mod bilesenleri
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Sekil 7.6. 1 Ocak 2020 tarihine ait nem verisinin CEEMDAN + VMD ayristirma modeline gore
ikincil ayristirma islemi sonucu elde edilen Mod bilesenleri
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Sekil 7.7. 1 Ocak 2020 tarihine ait CEEMDAN + VMD + SLOG2 tahminci ile yapilan 40m
yiikseklikli riizgar hiz1 tahmini
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EK 2: 1 Ocak 2020 tarihine ait atmosferik verilerin ayristirma yapilan bilesenleri ve
EEMD+VMD+SLOG2 tahmincisi ile yapilan 40m yiikseklikli riizgar hizi1 tahmin
sonuc¢lar
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Sekil 7.8. 1 Ocak 2020 tarihine ait basing verisinin EEMD + VMD ayristirma modeline gore
birincil ayristirma islemi sonucu elde edilen IMF bilesenleri
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birincil ayrigtirma islemi sonucu elde edilen iiretim fonksiyonu bilesenleri
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Sekil 7.31. 1 Ocak 2020 tarihine ait nem verisinin LMD + VMD ayristirma modeline gore
birincil ayrigtirma islemi sonucu elde edilen iiretim fonksiyonu bilesenleri
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Sekil 7.32. 1 Ocak 2020 tarihine ait basing verisinin LMD + VMD ayristirma modeline gore
ikincil ayristirma islemi sonucu elde edilen Mod bilesenleri
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Sekil 7.33. 1 Ocak 2020 tarihine ait sicaklik verisinin LMD + VMD ayristirma modeline gore

ikincil ayristirma iglemi sonucu elde edilen Mod bilesenleri
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Sekil 7.34. 1 Ocak 2020 tarihine ait nem verisinin LMD + VMD ayristirma modeline gore

ikincil ayristirma islemi sonucu elde edilen iiretim fonksiyonu bilesenleri
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09 Sloq2 Transfer Fonksiyonu ile Riizgar Hizi Tahmini LMD+VMD
I

tahminlenen hiz
gergek hiz

08

0.7

Ruzgar Hizi, m/sn
o o
o @

=)
=

03

0.2

0.1 1 |

Zaman, ¥/10dk

Sekil 7.35. 1 Ocak 2020 tarithine ait LMD + VMD + SLOG2 tahminci ile yapilan 40m
yiikseklikli riizgar hizi tahmini
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EK 6: 1 Ocak 2020 tarihine ait atmosferik verilerin ayristirma yapilan bilesenleri ve
VMD+CEEMDAN+SLOG2 tahmincisi ile yapilan 40m yiikseklikli riizgar hiz1 tahmin
sonuc¢lar
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Sekil 7.36. 1 Ocak 2020 tarihine ait basing verisinin VMD + CEEMDAN ayristirma modeline
gore birincil ayristirma islemi sonucu elde edilen Mod bilesenleri

08 | — T T T =
06l B -
e \\; e
So4— T L —

a2 | I | ey | e | | il

) 01 02 03 0.4 05 06 07 08 0.9 1

01 | L
0 01 02 03 0.4 05 06 0.7 08 09 1
&= ,\ T T T T T T
®
2 N\ N/ \/\——/—v/\/ ’\/\f/\/f—‘r/\/\/‘/\/\_/\/‘f\J\ P A VA ate s aPe T TP Ve s &
z /
o4 ! \J | ! \ | ! \ |
01 0.2 03 04 05 06 0.7 08 0.9 %

i
/
(

i A\/i / \ e, /\\»_\—

T

T

T

T T T T
/ A Il f .
é ¢ Wr\’ Wn\ s R \/\ ) \ [ \\f’AA‘ /\ A/ WWV*JVV\[‘V’\/V\/V%W\/\f W\/\N\ANW\/ W\AAAAAASAN A SAA]
- | | vy
i J | I I J | | | | | | I
01 02 03 04 05 06 07 08 09 1
& T T | ’ T T T T T T
2 uv«ﬁ.wwvwuﬂN‘MJW”.\'*ﬂNNMWw»vwwww,wv\'\ﬂ‘hv\lwu‘wwww.w- 0 i e uw e T
- | | | | | | | | |
0 01 02 03 0.4 05 06 07 08 0.9 1
o T T T T T T
©
% 6 el I\M'WM i i " ™ e " "‘H‘*
G5 | | | | | | | | |
01 02 03 0.4 05 06 0.7 08 0.9 1

Sekil 7.37. 1 Ocak 2020 tarihine ait sicaklik verisinin VMD + CEEMDAN ayristirma modeline
gore birincil ayristirma islemi sonucu elde edilen Mod bilesenleri
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Sekil 7.38. 1 Ocak 2020 tarihine ait nem verisinin VMD + CEEMDAN ayristirma modeline
gore birincil ayristirma islemi sonucu elde edilen Mod bilesenleri
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ekil 7.39. 1 Ocak 2020 tarihine ait basing verisinin VMD + CEEMDAN ayristirma modeline
y
gore ikincil ayristirma islemi sonucu elde edilen IMF bilesenleri
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Sekil 7.40. 1 Ocak 2020 tarihine ait sicaklik verisinin VMD + CEEMDAN ayristirma modeline
gore ikincil ayristirma islemi sonucu elde edilen IMF bilesenleri
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ekil 7.41. ca tarihine ait nem verisinin + ayristirma modeline
kil 7.41. 1 Ocak 2020 tarihi i isinin VMD + CEEMDAN ay deli
gore ikincil ayrigtirma islemi sonucu elde edilen IMF bilesenleri

141



Slog2 Transfer Fonksiyonu ile Riizgaz Hizi Tahmini VMD+CEEMDAN
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tahminlenen hiz
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Zaman, t/10dk

Sekil 7.42. 1 Ocak 2020 tarihine ait VMD + CEEMDAN + SLOG2 tahminci ile yapilan 40m
yiikseklikli riizgar hizi tahmini
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