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OZET

Nokta Bulutu ile Elde Edilen Altyap: Elemanlarinin
Siniflandirilmasinda Makine Ogrenmesi ve Derin

Ogrenme Algoritmalarimin Performanslarinin
Degerlendirilmesi

Yal¢in YILMAZ

Harita Miihendisligi Anabilim Dali
Doktora Tezi

Danigsman: Do¢. Dr. Arzu SOYCAN

Uc boyutlu (3B) as-built modelleri, teknik altyapr projeleri kapsaminda kentsel
dinamiklerde 6nemli bir rol oynamaktadir. Dinamik kentsel alanlarda 3B veri
analizinin saglanmasi, tasarimdan imalata kadar ingaat siireclerin izlenmesi ve
yOnetimi i¢in avantajlar saglamaktadir. Nokta bulutlari, her bir noktanin konum
ve renk bilgilerini iceren bir dizi 3B nokta kullanarak bir ortami temsil eder. Bu
noktalara anlamsal bilgi atamak, yani nokta bulutu siniflandirmasi yapmak, 3B
ortamin belgelenmesi ve izlenmesi i¢in kritik 6neme sahiptir. Her bir noktanin cok
olcekli geometrik 6zelliklerini kullanan makine &grenimi (MO) simiflandiricilari
ve derin Ogrenme (DO) modelleri, nokta bulutu siniflandirmasi icin siklikla
kullanilmaktadir. Bu ¢alisma, karmagik altyapi alanlarinda MO ve DO simiflandirma
performansint degerlendirmeyi ve hedef ortam farkindalifini tanimlamada en
etkili olan geometrik 6zellikleri belirlemeyi amaclamaktadir. Uygulama ¢aligmasi
Yildiz Teknik Universitesi (YTU) Hidrolik Laboratuvari ve Britanya Kolumbiyasi
Icmesuyu hatt1 gibi altyapr unsurlarim iceren iki farkli alanda gerceklestirilmistir
ve her alan i¢in 5 farkli senaryo olusturulmustur. Her iki alan i¢in, Rastgele
Orman (Random Forest-RF), Asir1 Gradyan Artirma (eXtreme Gradient Boosting
Machines -XGBoost), Hafif Gradyan Artirma (Light Gradient Boosting Machines
-LightGBM) MO smiflandiricilart ve ¢ekirdek nokta konvoliisyonu (Kernel Point
Convolution - KPConv) DO modelinin siniflandirma performanslari 5 farkli senaryo
(S1, S2, S3, S4, S5) iizerinden irdelenmistir. YTU Hidrolik Laboratuvarinda RF,
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XGBoost ve LightGBM ile gerceklestirilen senaryo bazli siniflandirma dogruluklari
sirastyla; S1 (0.948, 0.963, 0.961), S2 (0.894, 0.935, 0.924), S3 (0.901, 0.941,
0.905), S4 (0.885, 0.935, 0.848) ve S5 (0.739, 0.840, 0.831) olarak elde
edilmigtir. Britanya Kolumbiyasi Igmesuyu hattinda RF, XGBoost ve LightGBM
ile gerceklestirilen senaryo bazli siniflandirma dogruluklari; S1 (0.885, 0.871,
0.886), S2 (0.910,.898, 0.896), S3 (0.781, 0.769, 0.789), S4 (0.831, 0.815,
0.830) ve S5 (0.738, 0.661, 0.618) olarak elde edilmistir. YTU Laboratuvarinda
KPConv ile gerceklestirilen senaryo bazli siniflandirma dogruluklar: sirasiyla; S1
(0.972), S2 (0.989), S3 (0.993), S4 (0.989), ve S5 (0.990) olarak bulunmustur.
Britanya Kolumbiyas1 I¢mesuyu hattinda KPConv ile gergeklestirilen senaryo
bazli simiflandirma dogruluklart sirasiyla; S1 (0.957), S2 (0.967), S3 (0.905), S4
(0.976), ve S5 (0.968) olarak elde edilmistir. Makine 6grenmesi siniflandiricilarinin
siniflandirma sonuglarina gére YTU veri seti icin genel olarak XGBoost iistiinliigii
goze carparken, Britanya Kolumbiyasi veri setinde RF’nin daha fazla senaryoda
iistiin oldugu goriilmiistiir. Ayrica, bu smiflandiricilar farkli yaklagimlara sahip
olsalar da, bu smiflandiricilarin siniflandirmada Onemli olarak belirledikleri
geometrik Ozelliklerde benzerlikler oldugu tespit edilmistir. Her iki calisma
bolgesinin derin 6grenme ve makine 6grenme yontemleri ile elde edilen dogruluk
sonuclart kiyaslandiginda biitiin senaryolarda KPConv derin 6grenme modelinin

siniflandirma performansinin oldukga iistiin oldugu goriilmiistiir.

Anahtar Kelimeler: Derin 6grenme, makine dgrenmesi, altyapi siniflandirma,

rastgele orman, hafif gradyan artirma, asir1 gradyan artirma
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Evaluation of the Performance of Machine Learning
and Deep Learning Algorithms in the Classification of
Infrastructure Elements Obtained With Point Cloud
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Three-dimensional (3D) as-built models play a crucial role in urban dynamics
within the scope of technical infrastructure projects. Enabling 3D data analysis
in dynamic urban areas provides advantages for monitoring and managing
construction processes, from design to production. Point clouds represent an
environment using a set of 3D points, each containing location and color
information. Assigning semantic information to these points, known as point
cloud classification, is critical for documenting and monitoring 3D environments.
Machine learning (ML) classifiers and deep learning (DL) models, which utilize
multi-scale geometric features of each point, are frequently used for point cloud
classification. This study aims to evaluate the performance of ML and DL classifiers
in complex infrastructure areas and to identify the most effective geometric features
for defining target environment awareness. The case study was conducted in
two different areas involving infrastructure elements: the Hydraulic Laboratory
at Yildiz Technical University (YTU) and the potable water pipeline in British
Columbia, with five different scenarios created for each area. The classification
performances of the Random Forest (RF), eXtreme Gradient Boosting Machines
(XGBoost), Light Gradient Boosting Machines (LightGBM) ML classifiers, and the
Kernel Point Convolution (KPConv) DL model were examined over five different
scenarios (S1, S2, S3, S4, S5) for each area. In the YTU Hydraulic Laboratory,
the scenario-based classification accuracies for RF, XGBoost, and LightGBM were
as follows: S1 (0.948, 0.963, 0.961), S2 (0.894, 0.935, 0.924), S3 (0.901, 0.941,
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0.905), S4 (0.885, 0.935, 0.848), and S5 (0.739, 0.840, 0.831). In the British
Columbia potable water pipeline, the scenario-based classification accuracies for
RF, XGBoost, and LightGBM were as follows: S1 (0.885, 0.871, 0.886), S2 (0.910,
0.898, 0.896), S3 (0.781, 0.769, 0.789), S4 (0.831, 0.815, 0.830), and S5 (0.738,
0.661, 0.618). The scenario-based classification accuracies with KPConv in the
YTU Laboratory were as follows: S1 (0.972), S2 (0.989), S3 (0.993), S4 (0.989),
and S5 (0.990). In the British Columbia potable water pipeline, the scenario-based
classification accuracies with KPConv were as follows: S1 (0.957), S2 (0.967), S3
(0.905), S4 (0.976), and S5 (0.968). Based on the classification results of the ML
classifiers, XGBoost generally showed superiority for the YTU dataset, while RF
was more dominant in more scenarios for the British Columbia dataset. Moreover,
despite having different approaches, these classifiers were found to have similarities
in the geometric features they identified as significant for classification. When
comparing the accuracy results obtained with DL and ML methods in both study
areas, the classification performance of the KPConv DL model was found to be

significantly superior in all scenarios.

Keywords: Deep learning, machine learning, infrastructure classification, random

forest, eXtreme gradient boosting machine, light gradient boosting machines

YILDIZ TECHNICAL UNIVERSITY
GRADUATE SCHOOL OF SCIENCE AND ENGINEERING

XX



1

GIRIS

Altyapi, bir toplumun veya ekonominin sorunsuz igleyisini saglamak icin gereken
temel fiziksel ve organizasyonel yapilar ve tesisler biitliiniidiir. ~ Ulastirma
sistemleri, su ve atik yOnetimi, enerji dagitimi ve telekomiinikasyon gibi
cesitli temel hizmetler bu kapsamda degerlendirilir.  Altyap1 ayrica, okullar,
hastaneler ve acil durum hizmetleri gibi kamu hizmetlerini de icerir [1].
Altyap1 projeleri, modern toplumlarin siirdiiriilebilirligi ve gelisimi icin hayati
oneme sahiptir.  Bu projelerin tasarimi, insas1 ve bakimi, yiiksek diizeyde
dogruluk ve detay gerektirir. ~ Giinlimiizde, altyapi elemanlarinin 3 boyutlu
nokta bulutlarindan simiflandirilmasi,bu ihtiyaclari karsilamada onemli bir rol
oynamaktadir.3B nokta bulutlari, gercek diinya nesnelerinin yiiksek c¢oziiniirliikli
dijital ikizlerini olusturarak, miithendislerin ve planlayicilarin altyapiy1 daha etkin
bir sekilde tasarlamalarina, insa etmelerine ve yoOnetmelerine olanak tanirlar.
Bu, miihendislerin ve projeci ekiplerinin, altyapi projelerini daha verimli bir
sekilde planlamalarina, uygulamalarina ve idare etmelerine imkan tanir. Nokta
bulutlarindan elde edilen siniflandirma, yapilarin ve arazilerin detayli incelenmesine
yardimct olur, maliyet analizlerini daha dogru yapmaya olanak verir, tasarimdaki
potansiyel hatalar1 minimize eder ve bakim siireclerini daha etkin hale getirir. Bu
baglamda, altyap1 elemanlarinin 3 boyutlu nokta bulutlar1 ile siniflandirilmasinin
onemi, hem teknik detaylarin iyilestirilmesi hem de genel proje yonetiminin

optimizasyonu ag¢isindan acikca ortadadir [2].

1.1 Literatiir Ozeti

Teknik altyap1 ve ingaat projelerinde 3 boyutlu (3B) as-built modellerinin kullanimi
son donemde Onemli bir yere sahiptir [2, 3]. Kentsellesmenin ayrilmaz bir
parcgasi olan teknik altyapr projeleri, kent dinamikleri iizerinde biiyiik bir etkiye
sahip olup, bu projelerin saglayicidan kullaniciya kadar tiim yasam dongiisiinii
kapsayan bir biitiinliik icinde gerceklestirilmesi gerekmektedir. Bu dogrultuda,

bu altyap1r ¢alismalarinin etkinligini artirmak i¢in hassas 3B as-built modellerin



geligtirilmesi zorunludur. Geleneksel olarak, bu modeller manuel Slgtimler (GNSS,
total station vb. ekipmanlarla) ve bilgisayar destekli tasarim (CAD) yazilimlari
kullanilarak olusturulabilir.  Ancak, bu siire¢ is giicii yogun, zaman alic1 ve
derin 6grenme uygulamalar i¢in veri hazirli§1 asamasinda hatalara acik bir yapiya
sahiptir. Geleneksel yontemler ile elde edilen verilerin yerine lazer tarayici ve
goriintiilerden elde edilen nokta bulutlarinin kullanilmasi, nesnelerin sekli hakkinda
daha fazla 3B bilgi saglamaktadir. Bu durum, son donemde ingaat ve altyapi ile ilgili
uygulamalarda noktalar bulutlar1 kullanarak bilgi ¢ikariminin artan dnemini acik¢a

ortaya koymaktadir [4].

Nokta bulutlari, sahne anlama alaninda popiiler hale gelmis olup, Ol¢iilen nesne
veya sahnenin noktalarina ait 3B konum, renk ve yogunluk bilgilerini igermektedir.
Nokta bulutlarindaki her bir noktaya anlamsal bilgi atama siireci, nokta bulutu
siniflandirmasi1 olarak tamimlanabilir.  Geleneksel yontemlerde, nokta bulutu
siniflandirmasi, her bir noktanin belirli kurallara gore tanimlanmasina dayanir [S]].
Bu kurallar, diizenli yapilar icin faydali olsa da, karmagik durumlar icin yetersiz
kalmaktadir [[6]. Son yillarda, makine 6grenmesi (Machine Learning - ML) ve derin
ogrenme(Deep Learning - DL) tabanli algoritmalar bu tiir problemleri ¢ozmede

yaygin olarak kullanilmaktadir.

Literatiirde makine 68renmesi tabanli 3B nokta bulutu calismalar1 kentsel, ingaat
ve altyapi nesneleri lizerinden gerceklestirilmistir. Kentsel ¢alismalarda genellikle
zemin, binalar, agaclar, araglar ve sokak gibi nesnelerin smiflandirilmasina
odaklanilmigtir. ~ Bu tiir nesnelerin simiflandirilmasinda komsuluk ve 6lgek
parametreleri biiylik onem tasimaktadir. Parametre nokta bulutu ¢oziiniirliigiine
nispeten yakinsa (nispeten daha kiiclik arama yaricapi), hesaplama siiresini
azaltir ancak farkli boyutlardaki nesneler i¢in bilgi kaybina neden olur. Daha
biiylik (nispeten daha yiiksek arama yaricapi) bir parametre ise hesaplama
stiresini artirir ve daha kiiciik nesneler icin bilgi kaybina neden olmaktadir.
Bu nedenle, calismalar farki ol¢cek ve komsuluk degerlerine bagli olarak
yapilmustir [[6-13]. Weinmann vd. [9] geometrik 6zellikleri kullanarak komsuluk
parametrelerindeki degisimlerin ve komguluk tiirlerinin 3 boyutlu nokta bulutu
siniflandirma {iizerindeki etkisini incelemigtir. Calismalarinda 3 boyutlu nokta
bulutu simiflandirma icin dogrusal diskriminant analizi (Linear Discriminant
Analysis - LDA), rastgele orman (Random Forest - RF) ve en yakin komsu
(Nearest Neighbor - NN) algoritmalar1 kullanilmistir. Komsguluk tiirii ag¢isindan
silindirik komguluk tipinin yersel veya mobil lazer tarama verileri i¢in uygun
olmadigini belirtilmis ve kullanilan algoritmalar arasinda RF algoritmasinin tercih
edilebilir oldugu tespit edilmigstir. Becker vd. [10] 3 boyutlu nokta bulutu

siniflandirma icin RF ve hafif gradyan artirma makinesi (Light Gradient Boosting
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Machine - LightGBM) siniflandiricilarini kullanarak geometrik 6zelliklerin ve renk
bilgilerinin siniflandirma sonuclari tizerindeki etkisini irdelemistir. Calismada renk
bilgisinin geometrik 6zelliklerle birlikte kullanilmasinin siniflandirma sonuclarina
olumlu yonde katki sagladigi ifade edilmistir. Shi vd. [13] kentsel 3B nokta bulutu
siniflandirmasi i¢cin LightGBM tabanli bir algoritma Onermislerdir. Algoritmay1
degerlendirmek i¢in destek vektor makineleri (Support Vector Machines - SVM)
ve RF ile kargilagtirmig ve Onerilen yontem sonuclarinin digerlerine kiyasla daha
1yi performans gosterdigini tespit etmislerdir. Duran vd. [[11], insansiz hava araci
(IHA) fotogrametrisi ve havadan LiDAR ile elde edilen iki farkli nokta bulutu veri
kiimelerinin siniflandirilmasi i¢in 9 makine 6grenme siniflandiricisi kullanmstir.
Cok katmanli algilayici (Multilayer Perception - MLP) en iyi siniflandirma
sonucunu elde ederken, AdaBoost yontemi ise basarisiz bir performans gostermistir.
Perez-Perez vd. [[14]],ticari ve endiistriyel bina projelerine 6zgii nokta bulutu
sahnelerinde yakin mesafedeki yapisal, mimari ve MEP (Mekanik, Elektrik,
Tesisat) bilesenlerine semantik etiketler atamak icin nokta bulutunun geometrik
ozelliklerini kullanan yeni bir yaklasim onermislerdir.Bu yontem, Destek Vektor
Makinesi (SVM), AdaBoost siiflandiricilari, Kogullu Rastgele Alan (CRF) ve
Markov Rastgele Alan (MRF) optimizasyonlarinin bir kombinasyonunu kullanarak
hem semantik (6rnegin, kiris, kolon, duvar, tavan, zemin, boru) hem de geometrik
(6rnegin, yatay, dikey, silindirik) ozellikleri entegre etmektedir. Yontem, genel
olarak ortalama %90 dogruluk oranina ve tavan, duvar, boru, zemin, kiris ve
kolon kategorileri i¢in sirastyla %99, %96, %87, %100, %89 ve %18 kategori
dogruluguna ulagsmigstir.  Sonug¢ olarak, CRF ve MRF yontemlerinin ardisik
kullaniminin, semantik etiketleme dogrulugunu onemli Ol¢iide artirilabilecegi
vurgulanmigtir. Sevgen ve Abdikan [12]], Weinmeann vd. [9] calismasina benzer
sekilde, komsuluk tanimi, ¢ok oOlgekli 6zellik ¢ikarimi ve biiyiik veri kiimeleri
icin LightGBM smiflandiricisin1 kullanarak bir siniflandirma analizi yapmistir.
Geleneksel makine 68renmesi tabanli yontemlere gére daha basarili sonuglarin elde
edildigini ve geometrik 6zelliklerin se¢ciminin sonuglar1 olumlu yonde etkiledigini

tespit etmislerdir.

Insaat ve altyapr iizerine gerceklestirilen nokta bulutu smiflandirma caligsmalar:
kentsel alanlara nazaran daha az ilgi gormiistir. Huynh vd. [15], Sidney
Liman Kopriisii’niin koruyucu kaplamalarindaki bozulmalar1 degerlendirmek i¢in
hiperspektral goriintiileme ve ¢ok siifli SVM kullanmis ve bu yontemin kaplama
ve erozyon arasinda ayrim yapmada daha iyi sonuglar verdigini gostermistirlerdir.
Mansour vd. [16] altyap1 ortamlarindaki nokta bulutlarin1 analiz etmek ve
boliitlemek icin komsuluk parametreli SVM’nin kullanimini incelemistir. 3B

lazer tarayicilan tarafindan elde edilen altyapi nesnelerinin 3B nokta bulutlarinin



otomatik semantik segmentasyonunun, SVM kullanilarak gerceklestirilebilecegini
ifade etmislerdir. Calisma altyap: nesnelerinin daha detayli analiz ve islenmesi
icin onemli bir adim niteligindedir ve makine 6grenimi tekniklerinin bu alandaki

uygulamalarin1 genigletme potansiyeline isaret etmektedir.

Derin 6grenme tabanli 3B nokta bulutu siniflandirma uygulamalar1 nokta tabanl
[17-20], grafik tabanh [21, 22] ve voksel tabanli[23] olmak {iizere ii¢ farkl
sekilde yapilmaktadir.Nokta tabanli yontemler, sekil doniistiirme yerine nokta
bulutunu dogrudan kullanmaktadir. Bu alanda goze carpan calismalardan biri,
Qi vd. [17] tarafindan gerceklestirilmistir.  Yazarlar noktalarin permiitasyon
degismezligine dikkat ederek nokta bulutu verilerini dogrudan isleyen bir sinir
ag1 mimarisi olan PointNet’i kullanmistir. PointNet’in 3 boyutlu siniflandirma
ve boliimleme gorevleri i¢in umut verici bir sinir ag1 mimarisi oldugunu, %89.2
model dogrulugu ile diger yontemlere gore giiclii performans ve verimlilige sahip
oldugunu ifade etmislerdir. Daha sonrasinda noktalarin yerel olarak toplanmasi
nedeniyle PointNet’i hiyerarsik seviyelerde kullanan ve gelismis bir versiyonu
olan PointNet++ Onerilmistir [18]. Wu vd. [24] 3B nokta bulutlar1 igin
dogrudan nokta bulutlar1 iizerinde derin konvoliisyonel aglarin olusturulmasina
olanak taniyan PointConv’u Onermistir. PointConv modelinde permiitasyon ve
oteleme degismemekte ve diizensiz ve sirasiz nokta bulutu verileri i¢cin uygunlugu
artmaktadir.  Bir bagska model Thomas vd. [19] tarafindan cekirdek nokta
konvoliisyonu (Kernel Point Convolution - KPConv) olarak ortaya atilmistir.
Diizenli alt 6rnekleme stratejisi ve cekirdek noktalarini yerel geometriye uyarlama
yetenegi sayesiyle degisen nokta bulutu yogunluklari i¢in basarili sonuglar elde
etmiglerdir. Hu vd. [20] biiyiik 6l¢ekli nokta bulutlarinda anlamsal segmentasyonu
verimli bir sekilde gergeklestirmek i¢in rastgele nokta ornekleme ve yeni bir yerel
ozellik toplama modiilii kullanmig ve hafif bir sinir mimarisi olan RandLA-Net
modelini Onermistirler. Perez-Perez vd. [25] altyap1 eleman: siniflandirmasi i¢in bir
evrisimli sinir ag1 ve tekrarlayan bir sinir a1 kullanilarak nokta tabanli bir yaklagim
sunmusturlar. Calisma, endiistriyel ve ticari binalardaki 83 odadan toplanan verilere
dayanan alt1 sinifl1 bir 3B nokta bulutu siniflandirma analizini icermektedir. Grafik
tabanl1 aglar 3B nokta bulutu simiflandirma analizlerinde 6ne ¢ikan bir stratejidir. Bu
aglar, nokta bulutu verilerinden iiretilen diigiimleri analiz etmek i¢in kullanilmakta
ve tiiretilmis grafikler i¢indeki yerel yapilarin daha derin bir sekilde anlasilmasini

saglamaktadir.

Xu vd. [26] calismalarinda, SHOT (Yonelim Histogramlarmin Imzalar1) ve
spin goriintiiler gibi geleneksel sekil ozelliklerini derin evrisimli sinir aglar
(CNN) ile birlestirerek, 3B nokta bulutlarindan boru bilesenlerini siniflandirmak

icin Ozellik tabanli bir derin O6grenme ag1 Onermistirler.  Ag, kiiresel ve
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yerel Ozelliklerin On islenmesi icin UnitNet ve FeatureNet, ardindan ozellik
cikarma ve smniflandirma i¢in FinalNet kullanilmistir.  Lazer taramali nokta
bulutlarindan olusan veri seti, yogun MEP (Mekanik, Elektrik, Tesisat) sistemlerine
sahip karmagsik sahnelere odaklanmaktadir.  Bu sahneler, giiriilti ve eksik
veri nedeniyle geleneksel algoritmalar i¢in Onemli zorluklar olusturmaktadir.
Onerilen yontem, nokta bulutlarindan hem kiiresel hem de yerel ozelliklerin
cikarilmasiyla baglar.  UnitNet, her noktanin kiiresel koordinatlarmi islerken,
FeatureNet geleneksel sekil Ozelliklerini kullanarak her noktanin etrafindaki
yerel geometrileri tanimlar. Bu oOzellikler daha sonra FinalNet'te birlestirilir
ve derin CNN’ler 6zellik birlestirme ve siniflandirma islemlerini gergeklestirir.
Bu yaklasim, geleneksel 6zellik tabanli derin ag kullanan bir kontrol deneyi ile
karsilagtirilarak dogrulanmistir. Sonug olarak, onerilen yontemin %98’in iizerinde
siniflandirma dogruluguna ulastigini, kontrol deneyinin ise yalnizca %84 dogruluga
ulagtifini belirtmistirler. Bu yiiksek dogruluk, agin karmagsik ingaat sahnelerinde
boru bilesenlerini dogru bir sekilde tanimlama yetenegini artiran saglam ozellik
cikarma ve birlestirme siirecine atfedilmektedir.  Yontem, ozellikle as-built
yapt bilgi modellerinin (Building Information Model-BIM) olusturulmasinda
ingaat siireclerinin dijitallestirilmesinde verimliligi artirma ve elle miidahaleyi
azaltma potansiyeli gosterdigini belirtmistirler. Bu yaklasimla, genellikle manuel
giris gerektiren, giiriiltiilii ve eksik verilerle basa ¢ikmakta zorlanan geleneksel
nokta bulutu isleme yontemlerinin sinirlamalarini ele almiglardir.  Geleneksel
sekil oOzellikleri ve derin Ogrenmeden yararlanarak Onerilen bu agi, ingsaat
bilesenlerinin siniflandirilmasini otomatiklestirmek icin gii¢lii bir ara¢ sunmuglardir
ve nihayetinde ingaat projelerinde MEP sistemlerinin ve diger kritik altyapi
elemanlarinin daha iyi yonetimini ve bakimini kolaylastirdigini ileri siirmiislerdir.
Wang vd. [21]] nokta bulutlarinin temsilini iyilestirmek icin kiiresel bir sekil
yapisint yerel komsuluk bilgileriyle birlestiren dinamik bir grafik evrisimli sinir
ag1 (Dynamic Graph Convolutional Neural Network - DGCNN) yaklagimini
onermiglerdir. Yaklasim, PointNet, PointCNN gibi yontemler ile kiyaslanmis ve

%84.1 model dogrulugu ile daha iistiin sonu¢ almustir.

Literatiir taramasindan goriildiigii tizere, makine 6grenimi siniflandiricilar1 (ML) ve
derin 6grenme (DL) yontemleri, ingaat ve altyapi sektorlerinde 3B veri sorunlarinin
cOziimiinde yaygin olarak kullanilmamaktadir. Ayrica belirli geometrik 6zelliklerin
kullanilmas1 siniflandirma siiresini kisaltmakta ve islem yiikiinii azaltmaktadir. Bu
tiir durumlar insaat ve altyapr sektorleriyle ilgili calismalarda heniiz yeterince
vurgulanmamisti. Weinmann vd. [27] calismasinda geometrik 6zelliklerin 3B
ortamda nesne tiiriiyle iligkilendirilmesine dair bilgiler yer almakla birlikte, bu

alanlarda heniiz kapsamli bir calisma gerceklestirilmemistir.



1.2 Tezin Amaci

Bu tezin amaci, 3B nokta bulutlarindan makine o&grenimi (MO) ve derin
ogrenme (DO) yontemleri kullanilarak altyap: unsurlarinin  smiflandiriimasi
ve smiflandiricilardan bagimsiz olarak altyapr smiflandirmasinda kullanilacak
geometrik Ozelliklerden ortak degerlerin olup olmadiginin arastirilmasidir. Bu
amac dogrultusunda iki caligma alam segilmistir: Birincisi, YTU Davutpasa
Kampiisii’nde yer alan hidrolik laboratuvarmin havalandirma sistemi; ikincisi ise
Britanya Kolumbiyasi’nda yer alan icmesuyu hattidir. Her iki veri setinde de altyapi
bilesenleri (boru, te, dirsek vb.) MO ve DO yontemleri ile siniflandirilacaktir. Bu
stirecte, her iki veri seti icin geometrik 0zelliklerin belirlenmesi ve siniflandirmada
kullanilacak simiflandirict parametrelerinin 1zgara arama yaklasimi (grid search)
ile optimize edilmesi hedeflenmisti.  En uygun parametreler belirlendikten
sonra MO ve DO yontemleri kullanilarak her iki caligma alanindaki altyapi
unsurlart siniflandirilacak ve dogruluk analizi ile siniflandiricilarin siniflandirma
performanslar1 karsilastirllacaktir. Ayrica makine 68renmesi ve derin dgrenmenin

altyap1 siniflandirma performanslart degerlendirilecektir.

1.3 Hipotez

Bu tez;

* Makine 68renmesi ve derin 6grenme yontemleri nokta bulutlarindan altyap:

elemanlarinin siniflandirilmasinda kullanilabilir,

e Farkli makine 68renmesi yontemleri aym geometrik ozellikleri, altyapi
elemanlarinin siniflandirilmasinda onemli 6zellik olarak tespit edebilir

hipotezi iizerine kurulmustur.
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3B NOKTA BULUTU ELDE ETME YONTEMLERI

Uc boyutlu nokta bulutu elde etme yontemleri, modern teknoloji ve bilimsel
arastirmalarda kritik bir rol oynamaktadir. Bu yoOntemler, nesnelerin, yapilarin
ve cevresel Ozelliklerin hassas bir sekilde modellenmesini saglar. Bu boéliimde
tez kapsaminda kullanilmis olan yersel lazer tarayici (YLT) ve insansiz hava araci

(IHA) fotogrametrisine deginilicektir.

2.1 LiDAR Sistemleri
LiDAR (Isik Algilama ve Mesafe Belirleme), 151k dalgalarini kullanarak nesne

ve yiizeylerin mesafelerini belirlemek i¢in kullanilan bir uzaktan algilama
teknolojisidir.  Temel olarak, bir LiDAR sistemi lazer 1sim1 yayar; bu 1sn,
cevredeki nesnelere ¢arparak geri yansir. Yansiyan 15181n geri doniis siiresi ol¢iilerek
nesnelerin konumu, mesafesi ve diger 6zellikleri hakkinda detayli bilgiler elde edilir
[28]. Boylece, LiDAR sistemleri ile yiiksek yogunluklu ve dogruluklu ii¢ boyutlu
(3B) veriler elde edilebilmektedir [29]. Lidar verileri, genis alanlar i¢in hizli ve
dogru 3B nokta verilerini yakalar; dahasi, 15181n varligindan etkilenmezler ve bitki
ortiisiine niifuz edebilir ve orman ortiisiiniin altindaki zeminlere ulagabilir [30].
Bu ozellikler, arazi dl¢iimleri ve fotogrametri gibi geleneksel dl¢iim yontemlerinin
dezavantajlarin1 agsmada biiyiik avantajlar sunar. LiDAR sistemlerinin yogun bitki
ortiisii altindaki ylizeyleri bile detayli bir sekilde tespit edebilme yetenegi ve
yiiksek dogrulukta veri toplama kapasitesi, bu teknolojiyi haritalama, orman bilimi,
jeoloji ve sehir planlamasi gibi cesitli alanlarda vazgecilmez kilar [31]]. Gelisen
teknolojiye paralel olarak, farkli uygulama alanlarinda yararlanilabilmesi amaciyla

yersel, mobil ve hava tabanli LiDAR sistemleri gelistirilmistir [32]].

LiDAR temelli 6l¢iim sistemleri, temel olarak Hava Tabanli LIDAR (ALS), Mobil
LiDAR (MLS) ve Yer Tabanli LiDAR (TLS) olmak iizere ii¢ ana kategoriye
ayrilmaktadir. Bu ii¢ sistemde kullanilan temel prensipler benzer olmakla birlikte,

MLS ve ALS sistemleri, taranan verileri GPS ve IMU gibi konum ve durum



sensorleri ile desteklenen hareketli bir platformdan (tekne, otomobil veya ugak
gibi) toplar [33]. Yersel lazer tarayicilar (TLS), sabit bir konumdan cevresindeki
nesne ve yiizeylerin 3B dijital haritalarin1 olusturmak icin lazer 1s1m1 kullanmaktadir.
Bu sistemler, elde edilen nokta bulutu verilerinin koordinatlandirilmas1 amaciyla
genellikle cevrelerinde belirlenmis ve koordinatlar1 Onceden bilinen kontrol
noktalarina yansittiklar1 lazer 1sinlart araciligiyla tarayicinin verilerini gercek diinya

koordinatlarina entegre etmek icin kullanilir [34].

ALS (Airborne LiDAR System) teknolojisi, algilama gorevlerini basariyla
tamamlamak ve kisa siirede genis bir alan iizerinde son derece dogru yiizey
bilgileri elde etmek amaciyla genellikle bir ucak platformu ile LiDAR’1 birlestirir.
Geleneksel olarak ALS sistemleri, ugaklara ve helikopterlere monte edilen LiDAR
sistemlerinden olusur. Ancak son zamanlarda popiilerlik kazanan UAV (Insansiz
Hava Araci) LiDAR sistemleri, daha diisiik maliyetli olup erisilmesi zor alanlarda
kullanim ic¢in idealdir. Arastirmacilar, bu sistemler araciligiyla karmagsik cografi

bolgelerde ve dar alanlarda detayl veri toplamaktadir [35]].

Mobil LiDAR sistemleri, araglara monte edilerek konfigiire edilmis, LiDAR
sensorleri, GNSS birimleri, IMU ve mesafe 6l¢iim gostergeleri gibi ¢oklu yerlesik
sensorlerle entegre bir mobil haritalama teknolojisidir. Bu sistemler, yiiksek hizda
genis alanlardaki veri toplama kabiliyetleri sayesinde, profil tarama tekniklerini
kullanarak ve hedef yiizeylerden yansiyan lazer darbelerinin yogunlugunu analiz
ederek konumlandirma, navigasyon, nesne tespiti ve algilama gibi fonksiyonlari
icra eder. Ayrica, mimari ve cephe Ol¢iimii, tiinel arastirmalari, akilli ulagim
sistemleri ve ingsaat miithendisligi gibi ¢esitli alanlarda ti¢ boyutlu (3B) kentsel dijital

modelleme gorevlerini destekler [36].

Yukarida da ifade edildigi gibi ALS/MLS sistemlerinde ii¢ ana bilegsen bulunur:
a) bir lazer tarayici cihazi, b) GPS ve c¢) IMU bunlarin yamsira bazi
sistemlerde kamerada entegre edilebimektedir. Bu sistemlerin dogrudan cografi
referanslandirilmas: (geo-referencing) mekanizmast Sekil 2.1]de agiklanmustir.
Belirli bir P noktasina elde edilen tarama agisi «, tarama mesafesi d’ye gore,
koordinat sistemindeki konumu Esitlik [2.1fde formiiller yardimiyla belirlenebilir
[37].

Zp lz Lz ZGNSS

Xp Ix Lx XGnNss
Yp | = Rif'Y(w,p.8) - | |Iy | + | Ly | +75(ad) - iy (Aw, A, Ak) | + | Yonss 2.1

Esitlik deki, [X p,Yp,Zp]T belirli bir haritalama sisteminde hedef P’nin



konumlandirma bilgisini sunar; [XgNSS,YoNSS, ZoNSS|T aym haritalama
sistemindeki GNSS anteninin konum bilgisini gosterir; w, f, k, haritalama
koordinat sistemindeki IMU’nun doniis, egim ve sapma ayrintilaridir; Aw, Ap, Ak,
tarayicilar1 IMU ile uyumlu hale getiren yonlendirme agilaridir (bore sight angles) ;

a ve d, lazer darbelerinin gelis agisini ve atig arali§ini belirtir; ve diger parametreler

sistem kalibrasyonu yoluyla tanimlanir.

GNSS

Lazer Tarayici

(XG”S' Yeps, Z6ps)

(XPvYP’ZP)

Koordinat Sistemi

Sekil 2.1 Cografi konumlandirma prensibi ([[37]’den diizenlenmistir.)

2.1.1 Yersel Lazer Tarama Sistemleri

Yersel lazer tarayicilar, belirli bir yiizeyin ii¢ boyutlu nokta bulutunu hizli ve hassas
bir sekilde elde etmeyi saglayan onemli Ol¢iim yontemlerinden biridir. Tarihsel
olarak, yersel LiDAR teknolojisi, ©zellikle endiistriyel ve ingaat miihendisligi
uygulamalarinda, binalarin ve arkeolojik alanlarin dig yiizeylerine ait ii¢ boyutlu
nokta bulutu verilerinin toplanmasinda siklikla kullanilmaktadir [38]]. Bu
teknolojinin temel bilesenlerinden biri olan mesafe belirleme sistemi, yersel lazer
tarayicinin etkinligini artirmaktadir. Sistem, tarayicidan bir nesneye olan mesafeyi
Olgmek icin bir lazer mesafe Olcer (lazer ranger) kullanir. Calisma prensibi,

tarayicinin, sapma agisini dikey ve yatay yonlerde degistirerek onceden ayarlanan
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taranan alana bir lazer 151n1 gondermesine dayanir. Lazer 1s1n1 yolu tizerindeki bir
yansitici yiizeye carptifinda, aliciya geri doner. Menzil dl¢timiinde kullanilan farkli
yontemler, tarayici ile nesne arasindaki mesafenin (.5) hesaplanmasina olanak tanir.
Son olarak, 1s1g1n azimut (yatay) ve yiikseklik (dikey) agilarina («, 3) gore yansitict
noktanin konumu (X, Y,, Z,), alet koordinat sistemine dayal1 olarak Egﬂik@ ile
belirlenir [39].

X, = S.cosB.cosa, Y, = S.cosB.sina, Z, = S.cosf3 (2.2)

Sekil 2.2] de yersel lazer tarayicinin ¢alisma prensbi gosterilmektedir.

Zz

4 P (Xp.Yp.Zp)

B (Yikseklik)

>V

Sekil 2.2 Yersel lazer tarayicinin ¢alisma prensibi.

Lazer tarayicilarda kullanilan iki temel mesafe 6l¢iim yontemi bulunmaktadir: ugus
stiresi (’darbe bazli - pulse-based’ olarak da bilinir) ve faz bazli. Her tarayici
tipi, proje gereksinimlerine bagli olarak farkli senaryolarda uygun uygulamalar
sunar. Ucus siiresi tarayicilarinin giicli, ¢ok daha uzun Ol¢iim araliklarinda ve
azaltilmis sahte nokta giiriiltiisiinde yatmaktadir. Ote yandan, darbe bazl tarayicilar

Olctim dogrulugu ve hiz acisindan 6nemli avantajlar saglar. Bu teknik, bir lazer
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enerjisi darbesinin seyahat siiresinin kaydedilmesine dayanan klasik bir yontemdir.
Lazerin hiz1 ¢ok kesin olarak bilindiginden, yayilan darbenin gidig-doniis siiresi
kaydedildiginde, mesafe Esitlik [2.3] kullanilarak hesaplanabilir; burada ¢ lazerin

hizini, ¢ ise lazerin gidis-doniis siiresini temsil eder [40].

S = %.c.t (2.3)

Yersel Lazer tarama Olclimlerinde iki temel tarama protokolii tanimlanabilir:
tek tarama ve c¢oklu tarama. Tek tarama metodunda, lazer tarayici sabit bir
konuma yerlestirilir ve yalnizca bir defa tarama gerceklestirili. Bu yontem,
siire acisindan en verimli olsa da, elde edilen nokta bulutu nesnelerin yalnizca
tek bir ylizeyini temsil eder. Coklu tarama metodunda, nesnelerin cevresinde
genellikle iic veya dort kez tarama yapilir. Bu yontemde, farkli taramalarin
birlestirilmesi, sahnede yerlestirilmis ve her tarama icin ortak referans noktalar
olan en az ii¢ referans hedefin koordinatlar1 kullanilarak gerceklestirilen geometrik
bir doniisim ile saglanir [41]. Her tarama ile elde edilen nokta bulutu
verileri tarayic1 merkezli yerel koordinat sistemini temsil eder. Tiim verilerin,
“registration” kayit olarak bilinen bir siire¢ aracilifiyla ortak kiiresel bir koordinat
sistemine doniistiiriilmesi gerekmektedir. Literatiir caligmalarinda otomatik kayit
yontemleri gelistirilmis olmasina ragmen, genel uygulamalarda kayit iglemi hala
yar1 otomatik olarak gerceklestirilmektedir. Tipik olarak, registration Isleminin
gerceklestirlebilmesi i¢in Sl¢iim yapilan alana yerlestirlen 6zel hedeflerin yaklasik
3B konumlar klasik 6l¢cme yontemleri ile tespit edilerek ilgili yazilimlara gerekli
tanimlamalarin yapilmasi gerekmektedir. Veri 6n isleme adimi olarak ayrica
hareketli nesnelerden gelen noktalar, yansimalar veya sensor yapayliklart gibi
istenmeyen verileri kaldirmak icin manuel veya otomatik filtrelemeyi de igerebilir.
Bu geometrik entegrasyon, saha Ol¢iim siirelerini (tarama sayisina baglh olarak)
ve islem adimlarini (hedef sayisina ve nokta bulutunda tespit yontemine, yani
otomatik veya manuel olarak gerceklestirilen tespitlere bagli olarak) artirmakla

birlikte, nesnelerin ii¢ boyutlu yapisinin en kapsamli tanimin1 sunar.

Bu tez calismasi kapsaminda ilk c¢alisma bolgesine ait 3 boyutlu nokta bulutu

verisinin elde edilmesi i¢in Leica RTC360 yersel lazer tarayici sistemi kullanilmistir

(Sekil 2.3).
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Sekil 2.3 Leica RTC360 yersel lazer tarayici.

Leica RTC360 yersel lazer tarayicinin teknik 6zellikleri asagida listelenmistir:

* Tek oturumda 2 dakikadan daha az tarama siiresi

* Gerg¢ek zamanki veri birlestirme

* Hareket eden objelerin taramadan otomatik atilmasi

* 360 derece yatay, 300 derece diisey goriis agis1

* 0.5 m — 130 m mesafe aralifinda tarama menzili

» Saniyede 2 milyon noktaya kadar tarama yapabilme

* 10 metre mesafede 3 farkli ¢oziiniirliik (3 mm/6 mm/12 mm)
* 18 saniye acisal dogruluk, 1 mm + 10 ppm mesafe dogrulugu,
* 10 metrede 1.9 mm 3B nokta dogrulugu

* 36 MP(megapiksel) kamera ¢oziiniirligii

* Ardigik oturumlar aras1 bagil konum takibi

* 4 saate kadar batarya siiresi.
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2.2 THA Fotogrametrisi

IHA fotogrametrisi, insan tasgtmayan, otonom veya manuel olarak yonlendirilebilen
hava araclarina entegre edilmis kameralarla ¢ekilen fotograflarin kullanildig:
fotogrametrik siireci ifade eder. Bu siire¢, IHA’lar tarafindan toplanan goriintiilerle
gerceklestirilir. Kameralarla donatilmig insansiz hava araclan tarafindan cekilen
fotograflar iizerinden yiiriitilen fotogrametrik analizler, IHA fotogrametrisinin
temelini olusturur [42]. Geleneksel yontemlere gore IHA kullanimi, hem
esneklik hem de ekonomik ac¢idan biiyiik avantajlar sunmaktadir [43]. Gecmiste
askeri amaglar ile gelistirilen IHA’lar, ilk olarak [44] tarafindan geomatik amaglh

kullanilmagtir.

[HA’lar ile farkli konumlardan cekilen ve ortiisen bir dizi goriintii kullanilarak 3
boyutlu nokta bulutu elde etmek i¢in hareketten yap1 (SfM) algoritmas: kullanilir.
Bu algoritmada, kamera konumu, yOnelim parametreleri ve sahne geometrisi,
bir dizi Ortiisen goriintiiden otomatik olarak c¢ikarilan 6zellik noktalarina dayali
olarak yiiksek yedeklilik iceren iteratif demet dengelemesi kullanilarak eszamanli
olarak belirlenir [45, 46]. Bu islemin gerceklestirilmesinde yer kontrol noktasina
ihtiyac duyulmaz [47]. Ortiisen goriintiilerde anahtar noktalarin belirlenmesi
sirasinda, [48] tarafindan gelistirilen Olgek Degismez Ozellik Déniisiimii (SIFT)
yontemi yaygin olarak kullanilmaktadir. SIFT algoritmasinin yardimiyla, ortiisen
goriintiilerdeki eslesen 6zelliklerin tespiti ile sensér konumu ve yonelim geometrisi
yeniden modellenir. Anahtar noktalarin tespit edilmesinin ardindan, seyrek demet
dengeleme sistemi ile kamera pozisyonlar1 tahmin edilir ve ayn1 zamanda seyrek
nokta bulutu iiretilir. Kamera pozisyonlarindaki hatalar, dogrusal olmayan en
kiiciik kareler yontemiyle minimize edildikten sonra, sahne geometrisini yeniden
olusturmak ve noktalarin konumlarin1 hesaplamak icin tiggenleme islemi yapilir.
SfM yaklagiminin klasik fotogrametriye gore en Onemli avantaji, anahtar nokta
tespitinden 3 boyutlu modellemeye kadar olan siirecin tamamen otomatik olmasidir
[47), 49]]. Sekil de [HA ile elde edilen goriintiilerden yogun nokta bulutunun

tiretim stirecini gosteren is akis diyagrami gosterilmektedir.

Tez kapsaminda ikinci veri seti olarak [51] tarafindan cekilen IHA goriintiileri

kullanilmig ve 3 boyutlu nokta bulutu bu goriintiiler kullanilarak elde edilmistir.
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Goruntuler

Ozellik Tespiti Demet Dengelemesi

Kamera Parametreleri

l
=

Georeferanlandirma

Sekil 2.4 THA ile ¢ekilen goriintiilerden yogun nokta bulutunun elde edilmesinde
izlenilen islem adimlar1 ([46}50]’den diizenlenmistir.)
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SINIFLANDIRMA VE DOGRULUK ANALIZI

Uzaktan algilama ve cografi analiz baglaminda "simiflandirma" terimi,
goriintiilerdeki piksellerin, nesnelerin veya noktalarin niteliklerine gore kategorilere
veya simiflara ayrilmasi siirecini ifade eder. Bu nitelikler, spektral verileri
(goziin veya sensorlerin gordiikleri), dokusal bilgileri, uzamsal desenleri veya
cesitli goriintiileme islemleriyle fark edilebilen diger ozellikleri icerebilir. Bu
boliimde siniflandirma yontemlerine deginilecek, nokta bulutu siniflandirmasi ve

siniflandirmanin dogruluk analizine iliskin bilgiler verilecektir.

3.1 Smiflandirma Yontemleri

Smiflandirma yontemleri, ti¢ ana baslikla incelenebilir. Bunlar; piksel tabanli

siniflandirma, obje tabanli siniflandirma ve nokta tabanl siniflandirmadr.

3.1.1 Piksel Tabanlh Simiflandirma

Gozetimli smiflandirma, belirlenen siniflar i¢in Onceden se¢ilmis egitim
alanlarindan faydalanir. Egitim verileri, algoritmanin goriintiiniin geri kalanindaki
pikselleri smiflandirmasi i¢in kullanilir ve genellikle Maksimum Olabilirlik
Smiflandiricis1 (Maximum Likelihood Classifier, MLC) gibi algoritmalar uygulanr.
MLC, her bir smifin her bantta normal dagilim gosterdigini varsayar [52].
Gozetimsiz smiflandirma ise, kullanici tarafindan belirlenmis siniflar olmaksizin,
algoritmanin kendi basina veri kiimesinde dogal olarak olusan gruplar
tanimlamasina izin verir. Bu yaklasimda, K-means ve ISODATA (Iterative
Self Organizing Data Analysis Technique) gibi algoritmalar, pikselleri spektral

benzerliklerine gore otomatik olarak gruplar [53,|54].

Piksel bazli siniflandirmanin uygulamalar1 arasinda arazi ortiisii ve kullanimi
haritalarinin ~ olusturulmasi, tarimsal alanlarin izlenmesi ve su kalitesi

degerlendirmeleri bulunmaktadir. Ancak, bu yontem, 6zellikle karisik piksellerin
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ve spektral oOrtiismenin oldugu durumlarda sinirlamalara sahiptir.  Yiiksek
coziiniirliiklii goriintiilerde bir piksel i¢cinde birden fazla nesne tipi bulunabilir, bu
durum da siiflandirma dogrulugunu azaltabilir. Bu tiir sorunlar, spektral karisim
analizi gibi yontemlerle ele alinabilir; bu yaklasim, bir piksel icindeki farkli
materyallerin oranlarim1 tahmin ederek daha kesin sonuclar elde etmeyi amaclar
[55]].

3.1.2 Obje Tabanl Simflandirma

Obje tabanl siniflandirmada (OBC), goriintiilerdeki belirli nesneler veya objeler
tanimlanarak smiflandirma yapilir. Geleneksel piksel tabanli tekniklerin aksine,
OBC, benzer ozelliklere sahip pikselleri gruplayarak daha biiyiikk ve anlamli
"objeler" olusturur. Bu yaklasim, verileri daha anlamh bir sekilde yorumlamay1
saglar, clinkii objeler gercek diinya nesnelerinin daha dogru birer temsili olarak
islev goriir [S6]. Burada ilk adim olan segmentasyon siireci, benzerlik kriterlerine
(renk, doku, yogunluk) gore piksellerin objeler halinde gruplandirilmasini igerir
ve bu igslem belirli bir algoritma veya istatistiksel yontemle gerceklestirilir [57].
Objeler olusturulduktan sonra, ¢esitli stniflandirma teknikleri kullanilarak her bir
obje, Onceden tanimlanmig smiflara atanir. Bu simiflandirma, genellikle objenin
spektral imzasi, sekil, doku ve baglamsal iligkiler gibi Ozelliklerine dayanir.
Ozellikle, Rastgele Orman ve Destek Vektor Makineleri gibi algoritmalar, obje
tabanli siniflandirma baglaminda sikc¢a kullanilan yontemler arasinda yer alir 58,
59]. OBC, tarim, orman yOnetimi, kentsel planlama ve afet izleme gibi cesitli
alanlarda kullamilmaktadir. Tarim sektoriinde, bitki ortiisii tiirlerinin ve saglik
durumlarinin belirlenmesi, verim tahminleri yapilmasi gibi konularda kullanilirken;
orman yoOnetiminde aga¢ tiirlerinin simiflandirilmasi, hasar tespiti ve biyolojik
cesitliligin izlenmesi i¢in Onemli bir aractir [60-62]. Kentsel bolgelerde ise,
yapilarin ve yiizey kaplamalarinin siniflandirilmasi, kentsel biiyiimenin izlenmesi

ve planlama siireclerinde onemli bilgiler saglamaktadir [63]].

3.1.3 Nokta Tabanh siniflandirma

Nokta tabanli smiflandirma, Ozellikle lazer tarama sistemleri (LiDAR) ve
fotogrametri yontemleriyle elde edilen nokta bulutu verilerinin analizinde yaygin
olarak kullanilan bir yontemdir. Bu yontem, tekil pikseller veya nesneler yerine,
noktalarin kendilerine 6zgii ozelliklerine dayanarak siniflandirilmasini amaglar.
Noktalar, ii¢ boyutlu koordinatlar (X, y, z) ve genellikle renk bilgileri (RGB) gibi
ozellikler icerir. Nokta tabanli siniflandirma yontemleri, piksellerin en kiiciik birim

olarak ele alindig1 piksel tabanli yaklasimlara benzer bir sekilde calisir, ancak
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burada analiz edilen birimler noktalar oldugundan daha yiiksek coziiniirliikte ve
detayli bir siniflandirma saglanir [[64]. Noktaya dayali siniflandirmada makine
O0grenme ve derin 6grenme gibi ¢esitli yontemler ve algoritmalar kullanilmaktadir.
Bu tez caligmasi kapsaminda kullanilan yontemler ve bunlara iligkin bilgiler Boliim

4’te detayl olarak anlatilacaktir.

3.2 Dogruluk Analizi

Bir makine ogrenmesi modelinin tahmin performansinin degerlendirilmesi,
simniflandirmanin  6nemli bir parcasidir.  Literatiirde, bir makine Ogrenmesi
siniflandiricisinin  tahmin performansim1 degerlendirmek icin c¢esitli Olctimler
bulunmaktadir. Bu calismada dogruluk, kesinlik, duyarlilik ve F1-Skor,
degerlendirme Olciitleri olarak kullanilmistir. Bu degerler, gercek sinif ile tahmin
edilen smif verilerinin bir matrisi olan hata/karigiklik matrisinden (Confusion
matrix) elde edilir [[65].

Karigiklik matrisi, siniflandirma dogrulugunu ve hatalarini gorsellestirmek icin
kullanilan temel araglardan biridir. Karigiklik matrisi [[66], bir siniflandirma sistemi
tarafindan yapilan gercek ve tahmin edilen siniflandirmalar hakkinda bilgi iceren
bir kavramdir. Karisiklik matrisinin iki boyutu vardir; bir boyut bir nesnenin gercek
sinifi tarafindan indekslenir, digeri ise siniflandiricinin tahmin ettigi sinif tarafindan
indekslenir. Sekil[3.Ifde karigiklik matrisinin temel formu gosterilmektedir. Burada
N;; gercekte C; siifina ait olan ancak C; simfi olarak siniflandirilan 6rneklerin

sayisini temsil eder [[67]].

Tahmin
Col Ny Ny Nin
N X
S,
E C,‘ N,'1 Nij Nin
G} c :
Cn an Nnj Nnn

Sekil 3.1 Karisiklik Matrisi
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Karigiklik matrisi ile siniflandirma sonucunun degerlendirilmesinde kullanilacak
olan degerlendirme Olciitleri; dogruluk, duyarhlik, kesinlik ve F1-Skor
hesaplanabilir. Bu olciitler O-1 arasinda deger almaktadir. Bu metriklerde 1°e yakin
degerler daha iyi siniflandirma performansini, 0’a yakin degerler ise daha diigiik

siniflandirma performansini géstermektedir [68].

Dogruluk, dogru tahminlerin, tiim tahminlere oram olarak ifade edilmektedir ve
Esitlik [3.1]ile hesaplanmaktadur.

nZz:ln (31)
Zi:l Zj:l Nij

Dogruluk =

Kesinlik, her sinif i¢in dogru pozitif tahminlerin toplam pozitif tahminlere oranidir
ve Esitlik [3.2]ile hesaplanmaktadir.

Ni

Kesinlik; = ———
Zk:l Nk

(3.2)

Duyarlilik, her sinif i¢in dogru pozitif tahminlerin gercek pozitif 6rneklere oranidir
ve Esitlik [3.3]ile hesaplanmaktadir.

Ny

2 k=1 N G

Duyarhilik;, =

F1-Skor ise kesinlik ve duyarliligin harmonik ortalamasidir ve Egitlik [3.4] ile

hesaplanmaktadir.

2 x Kesinlik; x Duyarlilik,
Kesinlik; 4+ Duyarlilik,

F-Skor; = (3.4)
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4

MAKINE OGRENMESI

Makine Ogrenmesi, cevredeki ortamdan Ogrenerek insan zekasini taklit etmek
icin tasarlanmig, verileri akilli eylemlere doniistiirmeyi amaclayan bilgisayar
algoritmalarinin olusturulmasina ve gelistirilmesine odaklanan disiplin olarak
tanimlanir [69, 70]. Bu boliimde makine 6grenmesinin temeli, tiirleri ve
yontemlerine deginilecek, tez kapsaminda kullanilan yontemler detayli sekilde

aciklanacaktir.

4.1 Makine Ogrenmesinin Temelleri

Dogal insan davranigi olan 6grenme genel olarak, yeni davraniglarin, degerlerin,
bilgilerin, becerilerin veya tercihlerin kazanilmasi ya da mevcut davraniglarin
degistirilmesiyle ilgilidir. Makine 6grenimi ise, dogal insan 6grenme siirecine
paralel olarak, bilgisayarlarin kendi baslarina diisiinmelerini ve 6grenmelerini
saglayan bir yapay zeka kategorisini temsil eder. Bilgisayarlarin eylemlerini
daha dogru hale getirmek icin bu eylemleri degistirmeye odaklanir; bu baglamda
dogruluk, yapilan eylemlerin dogru sonuclanma siklhigiyla olgiiliir [71]]. Yapay
zekanin bir alt kategorisi olan makine &grenmesi, verilerden 0grenme ve bu

ogrenimleri yeri verilerde uygulama temeline dayanir.

Makine 6grenmesinin genel modeli, algoritmadan bagimsiz olarak alti1 bilesenden

olusur. Bunlar;

* Verilerin toplanmasi ve hazirlanmast,
o Ozellik secimi,

* Algoritma secimi,

* Model ve parametre se¢imi,

* Egitim ve ,
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* Performans analizi/degerlendirmesidir |64} [71}72].

Makine O6grenmesinin temel kavramlari, tanimlanan bir problemi ¢cozmek i¢in
kullanilan bir prosediir seti olan algoritma, algortimanin verilerden dgrendiklerini
temsil eden model, modelin 6grenmesi i¢in kullanilan ekiketli ve cesitli 6zelliklere
sahip olan egitim verisi ve egitilen modelin genelleme kabiliyetini degerlendirmek
icin kullanilan test verisidir. Modelin egitimi, problem taniminda kullanilan veriye
baglidir. Bu nedenle makine 6grenmesinde kullanilan verinin onemi biiyiiktiir;
verinin dogru ve problemle iligkili olmas1 gereklidir. Egitim i¢in kullanilan veri,
tahmin icin kullanilacak test verisinden biiyiik Olciide farklilik gosterirse, elde
edilecek tahminlerin dogrulugu olumsuz etkilenir. Bu tiir olumsuz sonuglarin
olusmamasi i¢in egitim ve test verisinin dogru bir sekilde etiketlenmis olmasi

onemlidir [73]].

Makine 6grenmesi, genis bir uygulama sahasina sahip ve siirekli gelisen bir alandir.
Ornegin, otonom teknolojileri, robotik teknolojileri, e-posta filtreleme, tibbi tan1 ve
hastalik tahminleri, ses ve goriintii tanima, finansal hizmetler (dolandiricilik, kredi
puanlama vb.) gibi bir¢ok alanda sik¢a kullanilmaktadir [[71} 73} 74].

Giicli matematiksel altyapist nedeniyle karmasik verilerin analizinde oldukc¢a
kullanighdir. Kullaniciya ihtiya¢ duyan, ¢6ziim i¢in kullanilacak parametrelerin
dogrudan kullanici tarafindan belirlendigi kural tabanli sistemlerin aksine, ¢oziim
icin gerekli parametreleri etiketlenmis egitim verisi iizerinden kendisi otomatik
olarak belirler [6].

4.2 Makine Ogrenmesinin Yontemleri

Makine 6grenmesi, ge¢mis deneyimlerden olusan ve bu deneyimlenen verilerden
gelistirilen bir dizi algoritmadir.  Egitim verileri iizerinde c¢alisir ve tahmin
veya kararlar icin kullanilir. Yapay zekanin alt kategorisi olan makine 68renmesi,
o0grenme yontemlerine gore 3 alt kategoriye ayrilir.

* Denetimli Ogrenme (Supervised Learning),

* Denetimsiz Ogrenme (Unsupervised Learning),

* Pekistirmeli Ogrenme (Reinforcement Learning) [75, 76].
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4.2.1 Denetimli Ogrenme

Smiflandirma problemlerinde en yaygin kullanilanan tekniktir ve makineye
kullanic1 tarafindan iretilen bir simiflandirma sisteminin 68retilmesine dayanir.
Burada amag, bir 6zellik dizi ile tanimlanan obje etiketini tahmin edebilen bir
tahminci olusturmaktir. Algoritma dogru c¢iktilar ile birlikte bir dizi 6zelligi girdi
olarak alir ve hatalar1 bulmak icin gercek ¢ikti ile diizeltilmis ¢iktiyr karsilastirarak
ogrenir [77,[78]]. Sekil .1 de denetimli 6grenmeye iliskin bir gorsel verilmistir.

Etiketli Egitim Verisi »  Ozellik Vekiori

¥

Makine Ogrenme
Siniflandincis

Etiketli Test Verisi

¥

Tahmin

Sekil 4.1 Denetimli Ogrenme

Bu calisma kapsaminda rastgele orman (Random Forest), hafif gradyan artirma
(Light Gradient-Boosting Machine) ve asir1 gradyan artirma ( eXtreme Gradient
Boosting) kullanilmistir.  Bu kisimda bu yontemlere iligkin detayli aciklama

verilecektir.
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4.2.1.1 Rastgele Orman

Rastgele Orman (Random Forest-RF) algoritmast [[79]], girdi veri setinden farkli
ornekler kullanarak olusturulan karar agaclarinin sonuglarini bir oylama teknigi
ile birlestirerek girdi verilerinin sinif sonucunu belirler (Sekil #.2) . Algoritma,
olusturulacak karar agaclarinin sayisi, bir diiglimde goz oniinde bulundurulabilecek
maksimum oOzellik sayist ve bir diigiimiin ne kadar detayli béliinebilecegini
gosteren minimum yaprak sayisi gibi girdi parametrelerini icerir. RF algoritmasi,
temel olarak torbalama (bagging) ve giiclendirme (boosting) olmak iizere iki
ana asamadan olusur. Her bir karar agaci, orijinal veri setinden bagimsiz
olarak secilen rastgele Onyiikleme (bootstrap) Ornekleri kullanilarak insa edilir.
Bu siire¢, torbalama (bagging) olarak adlandirilan bir yontemle gerceklestirilir
ve amaci, modelin farkli veri yonlerini 0grenmesini saglayarak genel tahmin
yetenegini artirmaktir. Torbalama yontemi, veri setinden rastgele alt kiimeler
olusturarak birden ¢ok karar agacinin egitilmesini saglar. Her bir alt kiime, ayni1
veri setinden secilse de, rastgelelik nedeniyle birbirinden farklidir. Bu siireg,
modelin farkli veri ozelliklerini 6grenmesine ve daha saglam bir yapiya sahip
olmasina olanak tanir. Karar agacglarinda sinif tahmini, ¢ogunluk oyu kavramina
dayanarak yapilir. Siniflandirma i¢in, her bir karar agacinin ciktist bir oydur.
Bir veri noktast icin en ¢ok oyu alan sinif, modelin tahmini olarak kabul edilir.
Performans giiclendirme asamasinda ise, ardisik modeller olusturulur ve en yiiksek

siniflandirma dogruluguna sahip karar agaci segilir.

Veri

¢ e o

4 3

4

s . ¥
o " 4@ o
Ry N Ry

Agag1 Agag 2 Agag 3
; v l
Samf X Siif Y Sinef X

Cogunluk
Qylamasi

|

Kabul Edilen Simif
(Sinif X)

Sekil 4.2 Karar Agaci
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Veri setinden secilen 6rneklerin yaklagik iigte biri, torba dis1 (Out-of-Bag - OOB)
ornekler olarak saklanir. Bu ornekler, herhangi bir karar agacinin olusturulmasi
sirasinda kullanilmazlar. Bunun yerine, modelin dogrulugunu degerlendirmek
icin bir tiir dogrulama seti olarak iglev goriirler. Modelin egitilmesi sirasinda
hi¢ kullanilmayan bu OOB o0rnekleri iizerinde yapilan tahminler, modelin genel
performansinin bir Olgiitii olarak kullanilabilir [80]. Bu 6l¢iit bir simiflandirma
modelinin verinin dogru simifa ne kadar "gilivenle" atandigin1 Olcen kenar
fonksiyonu ile Olciitii ile belirlenir. Bu fonksiyon modelin dogru sinifi ne kadar

kesin bir gekilde "tercih ettigini" gosterir. Kenar fonksiyonu;
mg(X,Y) = Dogru sinif skoru — En yuksek yanlis sinif skoru 4.1

Burada mg() kenar fonksiyonu, X girdi 6zelliklerini, Y ise gercek sinif etiketlerini
temsil eder. Kenar degeri ne kadar yiiksekse, modelin o veri noktasini dogru
sinifa atama konusunda o kadar emin oldugu anlamina gelir. RF modelinin

genellestirilmis hatasi;

PE* = Pxy(mg(X,Y) < 0) 4.2)

Bu yaklagim, ayr1 bir dogrulama veya test setine ihtiya¢ duymadan modelin ne kadar

1yi genelleme yaptiginin bir gostergesi olarak degerlendirilebilir [[79].

RO her nokta icin geometrik 6zellikleri bir girig vektorii (x) olarak alir, K sayida
agac¢ olusturur ve tahmin edilen smiflar icin sonuclarin ortalamasini alir. K agag

olusturulduktan sonra agaclar T’ (x){( RF siiflandiricisi su sekilde ifade edilebilir.
| X
K —
ro ('CE) - ? ZT(:U> (43)

4.2.1.2 Asir1 Gradyan Artirma

Asirt gradyan artirma (eXtreme Gradient Boosting-XGBoost), gradyan artirma
cercevesi(Gradient Boosting Framework) temelinde giivenilir ve verimli bir makine
0grenimi oldugu kanitlanmis, 6lgeklenebilir bir topluluk teknigi olan bu algoritma
[81]], karar agaglar1 kullanarak iteratif bir sekilde modelin performansini artirmay1
hedefler. Temel amaci, bir dizi zayif tahmin modelini, gii¢lii bir tahmin modeline
doniistirmektir.. Birden fazla karar agacim1 bir araya getirerek caligir. Her
adimda, Onceki tiim agaclarin tahminlerinin hatalarini diizeltmek icin yeni bir agag

eklenir. Bu siirec, belirlenen sayida aga¢ olusturulana veya bir durdurma kriteri
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karsilanana kadar devam eder. XGBoost, modelin karmagikli§in1 kontrol etmek
ve asirt uyumu (overfitting) onlemek i¢in L, (Lasso Regrasyonu) ve Lo (Ridge
Regrasyonu) diizenlilestirmeleri igerir [82, 83|]. L; (Lasso Regresyonu), regresyon
modelindeki 6zelliklerin agirliklarini sifira egilimli hale getirerek, baz1 6zellikleri
modelden tamamen cikarabilen bir tiir diizenlilestirme (regularization) teknigidir.
Bu, modelin daha basit hale gelmesine ve asir1 uyumun (overfitting) dnlenmesine
yardimct olur [84]. XGBoost algoritmasinda bu deger « ile kontrol edilir ve «
sifir ile sonsuz araliginda de8er alir. Bu parametrenin degeri arttikca, modeldeki
agaclarin dallarimin agirliklart daha fazla sifira dogru itilir, bu da modelin daha
basit ve genellestirilmis hale gelmesine yardimci olur. L, diizenlemesi(Ridge
Regrasyonu), aga¢ yapisindaki yaprak dii§iimlerinin agirliklarina ikinci dereceden
bir ceza uygulayarak kullanilir. Bu, modelin daha az karmagik hale gelmesine ve
asirt uyumun azalmasina yardimci olur [84]. XGBoost siniflandiricisinda bu deger
A ile kontrol edilir ve lambda sifir ile sonsuz araliginda deger alir. Bu parametredeki
deger artisi ile yaprak agirliklan iizerindeki diizenleme artar, bu da modelin daha
robust olmasini saglar. Algoritmanin temel ¢calisma prensibini gosteren esitlikler
asagida verilmistir.

F={f(z)=wu} (4.4)

Bu denklem z 6rneginin bir yaprak diigiime atanmasini, w ise o yaprak diigiimiiniin

agirhig ifade etmektedir.
~ 1
L(®) =§ijl(yi,yi)+§kj9(fk)ﬂ(f> =TT+ Ml @5)

1
Q(f) :TT+§/\||wH2 (4.6)

4.5 ve 4.6 denklemleri XGBoost smiflandiricisinin amag fonksiyonunu ifade
etmektedir. Burada T yaprak diigiim sayisini, y; referans etiketi, 7; tahmin
edilen sinifi, A\ diizenlilestirme avans katsayisini, T yaprak diigiimii ile ilgili avans
faktoriinii ifade etmektedir.

Denklem iteratif olarak devam ettirildiginde amag fonksiyonu:

LY=) Uy, G + fulws) + Qf) (4.7)

burada ¢; kayip fonksiyonunun birinci tiirevi ve h; kayip fonksiyonunun ikinci
tiirevidir [83]].

24



1f%§]&ﬂﬁ5+mﬁ@0+%mﬁum+900 (4.8)

Amag¢ fonksiyonunun minimum degerini elde etmek ve tiirevini 0’a esitlemek igin,
tim zayif 6grenenler (/) i¢in her bir yaprak dii§iimiin agirhigir asagidaki sekilde

hesaplanir:

Zie[v 9i
wh = — (4.9)
T Y hi A

Amag fonksiyonu yerine konuldugunda, ¢oziim minimum kayb1 Esitlik 4. T0]daki
gibi ifade edilir [82]:

7 1y B 9)

0 (4.10)
2L T i A

4.2.1.3 Hafif Gradyan Artirma
Hafif gradyan artirma (Light Gradient-Boosting Machine-LightGBM), Microsoft

tarafindan yiiksek boyutlu ozelliklere sahip genis veri setlerinde hizli ve etkili
tahmin sorunu ¢Oziimil i¢in iiretilen bir agac¢ tabanli yontemdir. LightGBM,
birbirine yakin iligkili 6zellikleri (yani, veri setindeki degiskenleri) tespit edip,
bu oOzellikleri "benzersiz Ozellik gruplarina" diizenler. Bu gruplama islemi,
her bir ozellik icin ayr1 ayr1 boliinme noktalar1 bulma ihtiyacini azaltir ¢iinkii
yakin iligkili ozellikler tek bir grup olarak degerlendirilir. Sonug¢ olarak, agag
yapisinda gerceklestirilmesi gereken toplam boliinme sayisi azalir. Bu azalma,
hem hesaplama siiresini hem de gerekli bellek miktarin1 énemli Olciide diisiiriir,
clinkii algoritma artik daha az boliinme noktasi iizerinde calismak zorundadir.
LigtGBM’in bu yaklagimi, veri setlerinin daha hizli ve daha etkin bir sekilde
islenmesini saglayarak, biiylik veri iizerinde makine O8renimi uygulamalarinin
daha erigilebilir ve uygulanabilir olmasina katkida bulunur [85]]. LightGBM,
modelin asir1 uyum (overfitting) riskini azaltmak ve modelin genelleme kabiliyetini
artirmak icin iki popiiler diizenleme (regulation) teknikleri olan L; ve L, norm
diizenlemesini kullanir. Bu teknikler, modelin karmasikligin1 kontrol ederek,
modelin egitim verisine fazla uyum saglamasini ve boylece daha once gormedigi
verilere iyi genelleme yapabilmesini saglar. L, diizenlemesi 6zellik se¢imi
yaparken tercih edilirken, L, diizenlemesi model agirliklarin1 diizenleyerek daha

stabil ve genelleme kabiliyeti yiikksek modeller olusturmak i¢in kullanilir [85,(86].

LightGBM sabit bir aga¢c modeliyle baslar ve ek aga¢ modellerini sirayla egiterek
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kayip fonksiyonunu en aza indirir:

v =y + fix 4.11)

burada Yi(t) yeni modeli, Yi(t_l)

onceki iterasyonun aga¢ modelini ve f,x, bir
sonraki adimda eklenmesi gereken yeni aga¢ modelini temsil eder, su sekilde

gosterilir:

fi = minL = min(}_ 1(y;, Y7)) (4.12)
=1

Burada L kayip fonksiyonunu, y; noktalarin ve standart sapmalarin etiketini ve Y%

ise 1. Ornek i¢in tahmin edilen degerini temsil eder [69].

4.2.2 Denetimsiz Ogrenme

Denetimsiz 6grenme, makine 6grenimi algoritmalarinin etiketlenmemis verilerden,
veri setindeki yapilari, desenleri veya kiimeleri 6grenmesini saglayan bir yontemdir
(87, 88]. Denetimli 6grenmede model, hem girdi verilerini hem de karsilik
gelen ciktilar1 (etiketleri) iceren bir veri kiimesi iizerinde egitilirken, denetimsiz
ogrenme yalnizca girdi verileri ile ilgilenir. Etiketli veri olmadig1 icin, sistemden
beklenilen sonuglar bilinmemektedir.  Yani Onceden tanimlanmig ©On bilgi
olmadan veri yapisinin anlasilmasi ve veriden anlamli sonuglarin ¢ikarilmasi i¢in
kullanilmaktadir. Etiketli verinin olmadigi, etiketlemenin imkansiz oldugu veya
etiketlemenin zaman alacagi durumlarda, zamandan tasarruf etmek icin tercih
edilebilir. Veriler i¢indeki iligkilerin ve yapilarin, bir etiketi tahmin etmekten daha
onemli oldugu her alanda giiclii bir yontemdir. Bu yontemde modelin basarisi, veri
setinin kalitesine ve secilen algoritmanin veriye uygunluguna baglidir. Bu yontemin
temel uygumalari, kiimeleme, boyut azaltma, derinlik analizi ve 6zellik ¢ikarimidir.
Kiimeleme i¢in; K-means [89], DBSCAN [90] (Density-Based Spatial Clustering
of Applications with Noise), boyut azaltma i¢in; temel bilesen analizi (PCA) [89,
91]], dogrusal diskriminant analizi (LDA) [92], derinlik algilama i¢in; izalasyon
ormani [93]], 6zellik ¢ikarimi icin; tekil deger ayristmi (SVD) [91]] gibi yontemler
bulunmaktadir.

4.2.3 Pekistirmeli Ogrenme

Pekistirmeli 0grenme, cevreleriyle etkilesimde bulunarak ve farkli eylemlerle
pozitif ve negatif odiilleri iligkilendirerek, insanlarin 6grenme bi¢imine benzer

teknikler kullanarak 6grenmeyi amaclayan bir hesaplama yaklasimidir. Tipik olarak
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bir pekistirmeli 6grenme tabanli sistem bir ajan olarak adlandirilir ve belirli bir
zamanda alabilecegi sabit sayida eyleme sahiptir. Her eylemle iliskilendirilmis
bir odiil veya ceza vardir. Yani yapilan islemler icin geri bildirim alinir, dogru
adimlar i¢in 6diil, yanls adimlar icin ceza uygulanir. Sistemin amaci, bir dizi
eylem boyunca kiimiilatif odiili en iist diizeye ¢ikarmaktir. Ajan tarafindan
kazanilan bilgi, ajanin belirli bir durumla karsilastifinda hangi eylemlerin alinmasi
gerektigini belirleyen politikalar kiimesi olarak temsil edilir [[73} 94]. Pekistirmeli
O0grenme algoritmalar1 model tabanli ve modelden bagimsiz olmak iizere ikiye
ayrilir. Model tabanli bir algoritmada, bir ajan denemelere giivenmez, bunun yerine
onceden 0grenilmis modeli kullanir. Modelden bagimsiz yontemler, etkilesimde
bulunduklar1 ¢evreden gelen bilgiler ve deneyimler ile Ogrenirler. Bu nedenle
sistem dinamikleri, ¢evre ile kurdurklar ¢ok sayida etkilesim ile belirlenir [95]].
Tez kapsaminda denetimli 6§renme algoritmalar1 kullanildig1 icin pekistirmeli ve

denetimsiz 6grenme detaylarina yer verilmemistir.
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S

DERIN OGRENME

Derin 68renme, pek cok katmanin belirli konfiglirasyonlarla ve bir sirayla
birlegtirilerek olusturdugu derin sinir aglarin1 tanimlamak i¢in kullanilan terimdir
[96]. Cok katmanli dogrusal olmayan islem birimleri aracilifiyla 68renen bir
makine 6grenme stratejisidir [97]. 2012 yilinda AlexNet modelinin [98] piyasaya
stirtilmesiyle birlikte, derin 6grenme modelleri giderek daha popiiler hale gelmistir.
Bu modeller, biiyiik miktarda verinin oldugu uygulamalar i¢in 6zellikle faydalidir.
Etiketli egitim veri seti kullanilarak derin sinir ag modeli, problemi ele almak iizere

egitilir ve test icin hazir hale getirilir.

Derin 6grenme tekniklerinin belirgin bir 6zelligi, Rastgele Orman [79] gibi makine
ogrenmesi siniflandiricilarinin aksine 6zelliklerin otomatik olarak iiretilmesidir.
Geleneksel makine Ogrenme yontemlerine kiyasla, kavramlarin daha etkin bir
sekilde soyutlanmasini ve hiyerarsik olarak diizenlenmesini saglar [99]. Evrisimli
sinir aglar1 (Convolutional Neural Networks (CNN)), farkli 6l¢eklerde evrisimsel
filtreler kullanarak ayrit edici Ozellikleri otomatik olarak ¢ikartan, en yaygin
derin 6grenme modelidir [1005104]]. Model, egitim veri setini kullanarak filtre
agirliklarint ayarlar. Agirliklar, hata geri yayilimi (backpropagation) yontemiyle
optimize edilir [105]. Egitim asamasi tamamlandiktan sonra konvoliisyon
filtrelerinin agirlaklart sabitlenir [98]] ve bu agirliklar kullanilarak test veri seti
iizerinde degerlendirme yapilmaktadir [96, [106]. Ozellikle goriintii tanima, nesne

algilama ve siniflandirma uygulamalarinda kullanilmaktadir [[107]].

5.1 Evrisim Katmam

Evrisim katmani (Convolutional Layer), derin 6grenme modellerinde, 6zellikle de
goriintii isleme ve tanima gorevlerinde yaygin olarak kullanilan bir katman tiiriidiir.
Bir evrisim isleminde, mevcut katmanla aynm derinlife sahip ancak daha diigiik
bir uzaysal boyuta sahip 3 boyutlu bir agirhik filtresi kullanilir. Bu filtreler, bir

katmandan digerine aktivasyon fonksiyonlarini eslemek i¢in kullanilir. Diizeltilmis
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dogrusal birim (Rectified Linear Unit/ReLU) [108] gibi bir aktivasyon fonksiyonu
kullanildiktan sonra, bir sonraki katmandaki gizli durumun degeri, filtredeki tim
agirliklar ile ayn1 boyuttaki uzamsal bolgenin nokta ¢arpimi ile hesaplanir [96,|109].
Yani filtre icerisinde kalan piksel degerleri filtre degerleri iler carpilip toplanir. Sekil

[5.1]de evrisim islemin gosterilmistir.
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Sekil 5.1 Evrisim Islemi

Derin sinir aglari i¢cinde evrisim katmanlarinin ardigik kullanimi, ¢ok katmanh
ozellik cikarimi ve daha yiiksek seviyeli soyutlama saglar, bu da modelin karmagik
veri yapilariyla baga ¢ikabilme yetenegini artirir [[110]. Alt seviyedeki katmanlardan
iist seviyedeki katmanlara gidildik¢e ayirt etme 6zelligi artmaktadir. Ust seviye
katmanlarda daha karmasik yapilar elde edilebilirken, alt seviyelerde ¢izgi gibi basit
ozellikler (cizgi gibi) yakalanabilir. Bu basit 6zelliklerdeki formlar birlestirilerek
sonraki katmanlar sayilar1 olusturulabilir. Yani basit yapilar birlestirilerek daha

karmagik yapilar tanimlanabilir.

5.2 Aktivasyon Katmam

Evrimsel sinir aglar1 icerisinde, non-lineer katmanlar, siklikla aktivasyon
fonksiyonlart olarak adlandirilir ve karmasik veri desenlerini iglemek i¢in biiyiik
Oonem tagimaktadirlar. Modelin dogrusal olmayan yetenekler kazanmas1 amaciyla
dogrusal evrigimli katmanlar arasina yerlestirilirler. Evrisimli sinir aglarinda en ¢ok
kullanilan aktivasyonlari, diizeltilmis dogrusal birim fonksiyonu (ReLU) [109] ve
sizintil diizeltilmis dogrusal birim (Leaky ReLLU)’dir [[111]. Bunlara ek olarak, ikili
siniflandirmada kullanilan ve girdileri O ile 1 arasinda degerlere esleyen Sigmoid

foksiyonu ve Sigmoid fonksiyonuna benzer bir yapiya sahip ancak -1 ile +1 arasinda
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deger alan Hiperbolik Tanjant Fonksiyonu (Tanh) bulunmaktadir.

ReLU aktivasyon fonksiyonu, her katmanin ¢iktisina uygulanarak esiklenmis
degerler olusturur. Bu islem, aktivasyon degerlerinin dogrudan bir sonraki katmana
aktarilmasim saglar, ¢iinkii ReLU bir-bir esleme yaptig1 i¢cin katman boyutlarini
degistirmez. Geleneksel sinir aglarinda aktivasyonlar, lineer doniisiim ve agirliklar
matrisinin kombinasyonu ile olusturulur, bu siirecte ReLU genellikle bir evrisim
islemi takiben uygulanir (Aggarwal, 2018). Ancak, ReL.U katmani evrisimli sinir

aglarinin gorsel temsillerinde acikca belirtilmez [[112].

ReLU fonksiyonu, pozitif bir girdi degerini dogrudan ayni1 deger olarak alirken,
negatif degeri 0’a cevirir ve diger katmana aktarir. Matematiksel olarak f, =
max(0, ) tanimlanan ReLU, 0’dan sonsuza deger almaktadir [113]. ReLU’nun
negatif degerlere 0 atamasi, egitim siirecini hizlandirirken, egitim baglangicinda
onemli miktarda 6lii noronlarin olugsmasina sebep olabilir. Bu durum agin 68renme

yetenegini olumsuz etkileyebilmektedir [[114].

[111] tarafindan gelistirilen sizintili ReLU, 6lii néron olaym ¢dzmek ve negatif
degerleri egtime dahil etmek iizere ReLU nun bir varyanti olarak tasarlanmistir.
Sizintili ReLU’nun matematiksel modeli Esitliki5.I[de verilmistir.

z ifz>0

fw) = { (5.1

ar ifz <0

Fonksiyon, girdi = sifirdan biiyiik veya esit oldu§unda z olarak, z sifirdan kiigiik
oldugunda ise ax olarak tanimlanir, burada « genellikle 0.01 gibi kii¢iik bir sabit
degerdir [115]. Bu yap1 sayesinde, negatif girdilerde bile néronlar tamamen inaktif
hale gelmez ve agin daha etkin bir sekilde 6grenmesine olanak tanir. Sekil [5.2]de

Relu ve sizintili ReLU karsilastirmasina 6rnek bir grafik verilmistir.
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Sekil 5.2 ReLLU ve Sizintili ReLLU karsilagtirmasi

5.3 Havuzlama Katmam

Havuzlama katmanm (Pooling layer), evrisimli sinir aglarmin (CNN) yapisal bir
0gesidir ve genellikle evrisim katmanlarindan sonra gelir. Bu katman, agin 6zellik
haritalarim kiiciiltmek ve hesaplama yiikiinii azaltmak icin kullanilir. Temel islevi,
girdi Ozellik haritasindaki bilgiyi yogunlastirarak daha az hassas, ancak daha genel
bilgileri korumaktir [[109].

Iki ana tiir havuzlama islemi vardir: maksimum havuzlama (max pooling)
ve ortalama havuzlama (average pooling). Maksimum havuzlama, bir 6zellik
haritasindaki belirli bir pencere i¢indeki maksimum degeri alir ve bu maksimum
deger, havuzlanmis ¢iktinin ilgili eleman1 olur [116]. Ortalama havuzlama ise,
ayn1 penceredeki tiim degerlerin ortalamasini alir. Bu iglemler, 6zellik haritasinin
boyutlarim kiiciiltiirken temsil edilen bilginin 6nemli kismini korumaya yardimei

olur.

Havuzlama katmanlarinin kullanilmasinin bir avantaji, elde edilen 6zelliklerin
konumsal degisikliklere karst daha direncli olmasidir.  Ornegin, maksimum
havuzlama, girdideki kiiciik kaymalarin etkisini azaltir ve bdylece modelin yer
degistirmelere kars1 daha dayanikli olmasim saglar [106]. Bu, agin daha genel ve
esnek bir 6grenme yetenegine sahip olmasina olanak tanir. Sekil [5.3te havuzlama

islemine ait gorsel sunulmaktadir.
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[117]’den uyarlanmugtur.
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5.4 Softmax Siiflandiricisi

Softmax simiflandiricisi, ¢ok sinifli siniflandirma gorevlerinde yaygin olarak
kullanilan bir aktivasyon fonksiyonudur. Bu fonksiyon, bir sinir aginin son
katmaninda yer alir ve ndronlarin ¢iktilarini, smif olasiliklar1 anlamina gelecek
sekilde normalize eder. Bu normalizasyon, ¢iktilar1 O ile 1 arasinda bir degere

doniistiiriir ve tiim ¢iktilarin toplami 1 olacak sekilde diizenler [[118]].

Softmax fonksiyonu, genellikle logitler olarak adlandirilan ham puanlar: alir ve her
sinif i¢in bir olasilik hesaplar. Bu hesaplama, her bir ¢iktinin iistelini alarak ve bu
tistel degerlerin toplamina bolerek yapilir. Matematiksel olarak ifade edildiinde
softmax fonksiyonu su sekildedir:

e*

0(z2); = ——— (5.2)
Zf:l e

Burada z; i’nci smif icin logit, K toplam sinif sayisidir. Bu islem, her bir simif
icin bir olasilik iiretir, bu olasiliklar toplamda 1’e esittir ve modelin tahminlerinin

yorumlanmasini kolaylastirir.

Softmax smiflandiricisinin  kullamimi, 6zellikle derin 6grenme modellerinde,
modelin cesitli siiflar arasindaki se¢imi daha kesin bir temele oturtmasina
olanak tanir. Modelin giivenilirligi ve yorumlanabilirligi artirarak, daha karmagik

siniflandirma problemlerinin {istesinden gelinmesine yardimei olur [[109].

5.5 Kayip Fonksiyonu

Egitim siirecinin temel amaci, egitim veri setindeki olasiliklarin dagilimi ile
modelin tahmin ettigi dagilim arasindaki farki en aza indiren bir parametre kiimesi
bulmaktir. Kayip fonksiyonlari, belirli bir sinir aginin egitim sirasinda hedefledigi
ideale ne kadar yakin oldugunu olcer. Kayip fonksiyonu, c¢iktinin gercek veriden
sapmasini belirlemek icin kullanilir ve hatalar tiim veri seti boyunca ortalama
alinir, toplanir ve sinir aginin idealine ne kadar yakin oldugunu gosteren tek bir
say1 elde edilir. Kayip fonksiyonlari, sinir aglarinin egitimini bir optimizasyon
problemi olarak yeniden sekillendirmeye yardimci olur. Bu parametreler genellikle
analitik ¢coziime uygun degildir, ancak iteratif optimizasyon teknikleri siklikla iyi

yaklagimlar saglayabilir [103,109].

En yaygin kullanilan kayip fonksiyonlarindan biri Ortalama Karesel Hata (Mean
Squared Error - MSE) fonksiyonudur. MSE, gercek degerler ile tahmin edilen

degerler arasindaki farklarin karelerinin ortalamasini alir. Matematiksel gosterimi
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Esitlik [5.3]ifade edilmistir.

ISy
MSE = — >t — ) (5.3)

i

Burada ¢; gercek degerleri, x; model tarafindan tahmin edilen degerleri, n ise drnek

sayisini ifade etmektedir.

5.6 Optimizasyon Algoritmalar

Optimizasyon  algoritmalari, bir makinenin  deneyimleri araciligiyla
O0grenebilmesinin temelini olusturur. Bu algoritmalar,gradyanlar1 hesaplar ve

kay1p fonksiyonunu en aza indirmeye c¢alisirlar [119].

Sinir aglarinda bir problemin ¢6ziimii milyonlarca parametre icerir. Bu nedenle
mitkemmel bir parametre setinin belirlenmesi olanaksizdir. Optimizasyon
algoritmalarinin kullanilmasinin temel sebebi ya da gerekliligi, coziim i¢in optimal
parametrelerin belirlenmesidir. Kademeli inig (Gradient descent), kayb1 azaltmak
amaciyla agin cekirdekler ve agirliklar gibi 68renilebilir parametrelerini yinelemeli
olarak degistiren popiiler bir optimizasyon yaklasimidir. Ogrenilebilir parametreler
icin gradyan, kayip fonksiyonunun kismi tiirevidir [120]. Esitlik 5.4]te tek bir

parametrenin giincelleme adimi gosterilmigtir.

oL
Wi=w— Q% — 5.4
ow
Burada w her bir 6grenilebilir parametreyi, o 68renme hizini, ve L kayip

fonksiyonunu ifade etmektedir.

Sekil [5.4Pte 6rnek bir L(w) = (w — 3) + 2 x sin(3w) kayp fonksiyonun minimum
degere yakinsamasi, w = —2 ile baglanmig ve 6grenme hizi 0.05 alinarak iteratif

olarak gosterilmistir.

Tek bir parametrenin giincellemesi i¢in, biitlin egitim verilerinden kayip
fonksiyonunun hesaplanmasi hem olduk¢a zaman harcanmasina hemde alan
karmasikligina neden olmaktadir. Bu sorunun ¢oziimii i¢in stokastik gradyan
inisi (Stochastic gradient descent/SGD) [121]] tarafindan Onerilmistir. SGD’nin
uygulanmasi sirasinda, her bir egitim iterasyonunda veri setinden rastgele bir
ornek segilir, bu 6rnegin gradyani hesaplanir ve model parametreleri (agirliklar)

bu gradyan dogrultusunda giincellenir. Bu siirec, belirli bir kriter karsilanana kadar
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Sekil 5.4 Gradyan inis ile optimizasyon

(6rnegin, belirli bir dogruluk seviyesine ulagilana kadar veya belirli bir iterasyon
sayisina ulasilana kadar) tekrar edilir [105]]. SGD, her adimda bir 6rnek iizerinden
gradyan hesapladigi icin, her iterasyon ¢ok daha hizli tamamlanir, bu da 6zellikle
biiylik veri kiimeleri iizerinde calisirken algoritmanin ¢ok daha hizli sonuclar
tiretmesini saglar [[122]]. Algoritma, biiylik ve karmagik veri setleri lizerinde etkili
caligabilmekte ve genellikle 1yi sonuglar vermektedir [[109]. Calismanin ¢ok sinifl1
olmasi nedeniyle derin 6grenme ile siniflandirmada SGD optimizayon algoritmasi

kullanilmagtir.

5.6.1 Stotastik Gradyan Inis Algoritmasi ile Kullamlan Hiperparametreler
5.6.1.1 Capraz Entropi Kaybi

Ozellikle smiflandirma problemlerinde yaygin olarak kullamlan bir kayip
fonksiyonudur. Iki olasilik dagilimi arasindaki farki 6lcer (Genellikle gergek
etiketlerin ve model tahminlerinin olasilik dagilimlari). Bu kayip fonksiyonu,
modelin siniflandirma dogrulugunu maksimize etmek i¢in ozellikle faydalhidir
clinkii yanhs tahminler {izerinde daha yiiksek ceza uygular. Bu, modelin dogru
siiflar1 tahmin etme olasiligini artirir ve siiflandirma goérevlerinde sikca tercih
edilir [[109]

5.6.1.2 Ogrenme Hizx
Esitlik [5.4[de oldugu gibi « ile gosterilmektedir. Stokastik Gradyan Inig’in en

onemli parametrelerinden biridir. Bu deger, her gradyan adiminda parametrelerin
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ne kadar giincellenecegini belirler. Cok diisiik bir 6grenme hizi, algoritmanin ¢ok
yavag 0grenmesine ve hizli bir 6grenme hizi ise algoritmanin optimum ¢dziimii asgiri

sigrayarak bulamamasina neden olabilir [[105]].

5.6.1.3 Ogrenme Hiz1 Azalim

Ogrenme hizimin zamanla azaltilmasi islemidir. Bu, algoritmanin baslangigta
biiylik adimlar atmasina ve zamanla adimlarini kiigiilterek minimum bir degere
daha hassas bir sekilde yaklasmasina olanak tanir. Bu parametrenin kullanima,
algoritmanin hizli baslayip yavaglamasini ve bdylece optimuma stabil bir sekilde
yaklagsmasini saglar [123]]. Momentum, modelin agirliklarin1 giincellerken 6nceki
adimlardaki giincellemelerin bir kismuni dikkate alarak yapilan bir iyilestirme
yontemidir. Bu parametre, modelin mevcut gradyanlara dayanarak degil, aym
zamanda onceki gradyanlarin birikimini de kullanarak agirliklarini giincellemesini

saglamaktadir.

5.6.1.4 Yigin Boyutu

Yi1gin boyutunun belirlenmesi, modelin performansi ve egitim siiresi acisindan
kritik 6neme sahiptir. Kiigiik bir y18in boyutu, modelin parametrelerinin daha
sik giincellenmesine neden olur ve bu da daha hizli 6grenme saglayabilir, ancak
hesaplama yiikiinii artirir. Ote yandan, biiyiik bir y1§in boyutu, daha az giincelleme
ile egitim siirecini hizlandirabilir, ancak modelin 6grenme siireci yavaslayabilir
[124]

5.6.1.5 Epok Sayisi

Epok sayisi, bir egitim veri setinin, model tarafindan ka¢ kez islendigini gosterir.

Her epokta modelin agirliklar: tekrar hesaplanarak giincellenir.

5.7 Cekirdek Nokta Konvoliisyon (KPConv)

KPConv (Kernel Point Convolution), nokta bulutu verileri iizerinde derin 6grenme
islemleri yapmak igin gelistirilen 6zel bir konvoliisyon tiiriidiir. Bu yOntem,
3D nokta bulutlar iizerinde daha etkili ve verimli bir sekilde islem yapabilmek
amaciyla tasarlanmistir. KPConv’un temel prensibi, klasik 2D konvoliisyonlardan
farkl1 olarak, nokta bulutlar1 iizerinde dogrudan calisarak, her bir noktanin
cevresindeki noktalarla iligkisini modellemektir. KPConv, nokta bulutu verilerinin
diizensiz ve dagmmik yapisini dikkate alarak, her bir nokta ve onun komsular

arasindaki iligkileri daha dogru bir sekilde 6grenir. Bu da, nokta bulutu verileri
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tizerinde daha hassas ve dogru sonuglar elde edilmesini saglar. KPConv, 6zellikle

biiyiik ve karmasik 3D veri kiimeleri tizerinde basarili performans gostermektedir.

x; ve f; swrastyla girdi noktalar ve noktalara karsilik gelen oznitelikler olup
KPConv’un [19] nokta evrisimi Esitlik [5.5]deki gibidir.

(F'xg)(z) = Z g(zi — ) fi (5.5)

T;ENg

Yogunluk degisikliklerine kars1 dayaniklilig1 saglamak i¢in yaricap komsuluklarini
oneren [125] yaklasim KPConv’ da da uygulanmakta olup N,, bu arama yarigapi
icerisinde kalan noktalar1 temsil etmektedir. Ek olarak, [126]° de en yakin
komgsuluk ve arama yarigap: ile tiiretilen 3B Oznitelikler karsilastirildiginda
arama yaricapinin daha etkili bir ifade yetenegini sagladig1 gozlemlenmistir. Bu
sebeple, cekirdek fonksiyonu g’nin kiiresel bir alanda olmasi prensibine dayali
bir gosterime dayanmaktadir. KPConv'un o6zelligi cekirdek fonksiyon g¢’nin
tanimindan kaynaklanmaktadir. g,z merkezli komsularin konum bilgilerini girdi
olarak alir ve y; = x; —x olarak ifade edilmektedir. Komsuluk iligkileri r yarigapinda

ifade edilmek iizere 3B bir kiiresel girdi sunmaktadir.

7y, kiire icindeki noktalari, Wy ise girdi ve c¢ikti boyutlar1 arasindaki 0znitelik
haritalart olmak iizere; c¢ekirdek fonksiyonu g Esitlik [5.6] deki gibi ifade

edilmektedir.

9(yi) = Y hlys, &) Wi (5.6)

k<K

k evrisimin kayma bolgelerini, i ise Z;, ve y; arasindaki korelasyonu gostermektedir.
Bu kisimda bilinear enterpolasyon [[127] kullanilarak dogrusal korelasyon islemi

uygulanmaktadir:

h(yi, ) = max <o, 1- Hy_—xk“> (5.7)

g

o etki mesafesini gostermekte olup girdi verinin yogunluguna gore secilmektedir.
Gaussian korelasyonuyla kiyaslandigi zaman dogrusal korelasyon daha basit bir
temsil saglamaktadir. Basit gosterim sayesinde optimizasyon asamasinda ¢ekirdek

deformasyonlarinin 6grenilmesini kolaylastirmaktadir.

KPConv’ un kodlayict kismi olan KP-CNN (Kernel Point Convolutional Neural
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Network), 5 katmanli bir evrisim agidir (Sekil [5.5). Her katman, ilki hari¢
digerleri adimli (strided) olan iki evrisim katmani igerir. Bu katmanlar, batch
normalizasyonu ve Leaky ReLu aktivasyonlu ResNet bloklarindan [128, 129]
olugmaktadir. Kodlayici kismi1 KP-CNN’deki ile aynidir ve kod ¢oziicii kismi, nokta
bazli 6znitelikleri elde etmek icin en yakin yukar: 6rneklemeyi kullanir. Kodlayici
ve kod ¢oziicli arasindaki ara katmanlar arasinda 6zellikleri ge¢irmek i¢in Aktarim
(Concatenate) baglantilar1 kullanilir. Bu 6zellikler, yukar1 6rneklenmis olanlarla
birlestirilirerek 1x1° lik bir evrisim filtresine tabi tutulur ki bu islem; PointNet teki
[17] paylasilan Multi-Layer Perception (MLP) ile esde8erdir. Son katmandan
sonra, 6zellikler global ortalama havuzlama ile birlestirilir ve bir goriintii CNN’inde
oldugu gibi tam baglantili ve softmax katmanlar ile her bir piksele ait sinif tahmin

islemi yapilir.

Noktalar V/d4 /
Oznitelikler / /
Siniflar (|
KPConv
Adimli KPConv :
Tam Bagli K. ’
Yuk. Orn. + Akt ’
| Konvoliisyon
Baglant

Sekil 5.5 KPConv ag yapisi

Oznitelikler
Siniflar

Noktalar
Noktalar

KPConv’ da sabit ve degisken (deformable) olmak iizere iki adet cekirdek
fonksiyonu kullanilmaktadir. Cekirdek noktalarin konumlari, evrigim islemi ve
ozellik ¢ikarimi icin kritiktir. KPConv’un degisken ¢ekirdeklerinin kullanilabilmesi
icin sabit cekirdege eklenen ve cekirdekler arasindaki alanlar1 kapsayarak ortiisme
saglanmasi i¢in cevredeki noktalar; 1.50 yaricapina yeniden olceklenir. Bu sebeple
kati1 c¢ekirdek fonksiyonu hesaplama yiikii acisindan verimli olsa da degisken
cekirdek fonksiyonu daha basarili sonuclar tiretmektedir. Degisken fonksiyonda her
evrisim merkezinde K kayma seti A(x) tiretilerek E§itlik deki gibi KPConv ve
degisken cekirdek fonksiyonu Esitlik[5.8] ve [5.9] daki gibi hesaplanmaktadur.

(F * g)(l‘) = Z Gdegisken (17 - Ty, A(l’)) fz (58)
T;ENg
Gdegisken (Yis A(x)) = Z h(yi, i + Ag(z)) Wy (5.9)
k<K
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6

VERILERIN HAZIRLANMASI

6.1 Cahisma Alam

Bu tez calismasi kapsaminda altyapr ve bilesenlerine ait smiflandirma islemi
2 ayn calisma bolgesinden elde edilen 3 boyutlu nokta bulutlar1 kullanilarak

gerceklestirilmistir.

6.1.1 Calhisma Alam 1
Bu calisma kapsaminda, Yildiz Teknik Universitesi (YTU) Davutpasa Kampiisii

icerisinde yer alan Insaat Fakiiltesi Hidrolik Laboratuvari’min giiney cephesi ilk
calisma bolgesi secilmistir. Segilen bina cephe yiizeyi, altyapi bilesenlerinin yani
sira farkl tirde pek cok obje igermektedir. Sekil [6.1Jde galiyma alanina iliskin

gorsel gosterilmektedir.

Smiflandirma isleminde kullanilacak olan veri seti Leica RCT360 yersel lazer
tarayict kullanilarak elde edilmistir. Toplamda 15 oturum ile gerceklestirilen
tarama islemi 5 adet yer kontrol noktast kullanilarak birlestirilmistir. Birlestirme
islemi sonucunda elde edilen nokta bulutunun konum hatas1 yaklasik +1.5 cm’dir.
Elde edilen 3 boyutlu nokta bulutu verisinin boyutunun biiyiik olmasi nedeniyle,
islem kolayligi saglanmasi i¢in 3 boyutlu nokta bulutu Cloud Compare (CC)

[130] yazilimi kullanilarak 1 cm Ornekleme araligi ile seyreklestirilmistir. CSF
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Yildiz Teknik Universitesi
Hidrolik Laboratuvari

Sekil 6.1 Yildiz Teknik Universitesi Davutpasa Kampiisii Insaat Fakiiltesi Hidrolik
Laboratuvari

(Cloth Simulation Filter) algoritmasi kullanilarak zemin 3 boyutlu nokta bulutundan
cikarilmigtir. Elde edilen 3 boyutlu nokta bulutunun yogunlugu yaklagik 25000
nokta/m? ve 10317915 adet noktadan olusmaktadir. Olusturulan tarama verisi Sekil
[6.27de gosterilmistir.

Sekil 6.2 Yersel lazer tarayici ile elde edilen nokta bulutu

6.1.2 Calisma Alam 2

Bu calisma kapsaminda segilen ikinci ¢aliyma alani kullanima agik olarak [51]]
tarafindan paylasilan 122.516 bati boylami, 53.140 kuzey enleminde bulunan

Britanya Kolumbiyasi’nda yer alan Quesnel sehri yakinlarindaki icme suyu hattinda
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(Sekil [.3) gerceklestirilmis insansiz hava arac ile ¢ekilen goriintiiler kullanilarak

tretilmistir.

122°3120"W 122°31'W 122°30'40"W

53°9'N

Britanya Kolumbiyasi
Icmesuyu Hatti

53°8'40"N

Sekil 6.3 Britanya Kolumbiyasi icme suyu hattina iligkin olusturulan 3 boyutlu
nokta bulutu.

Elde edilen 3 boyutlu nokta bulutu verisinin boyutunun yiiksek olams1 nedeniyle ilk
calisma alaninda oldugu gibi 1 cm ornekleme araligi ile seyreklestirilmistir. Elde
edilen 3 boyutlu nokta bulutunun yogunlugu yaklasik 15000 nokta/m? ve 7725503
adet noktadan olugsmaktadir. Olusturulan 3 boyutlu nokta bulutu verisi Sekil [6.4]te

gosterilmisgtir.

41



s SRR
=

Sekil 6.4 Britanya Kolumbiyas1 i¢gme suyu hattina iligkin olusturulan 3 boyutlu
nokta bulutu.

6.2 Smiflandirma icin Verilerin Hazirlanmasi

Bu bolimde smiflandirma isleminin gerceklestirilmesi i¢in her iki calisma
bolgesinden elde edilen verilerin etiketlenmesi, 6zellik ¢ikarimi (Makine 6grenmesi
icin), egitim ve test verilerinin olusturulmas1 konularina deginilecektir. Ayrica MO
ve DO igin kullanilan her bir yéntem icin tanimlanan parametrelere iliskin bilgi

verilecektir.

6.2.1 YTU Hidrolik Laboratuvar1 Verilerinin Etiketlenmesi

Oncelikle veri setlerinin smiflandirma  iglemine uygun hale getirilmesi
gerekmektedir. Bu baglamda siniflandirma igleminde kullanilacak olan simiflar
belirlenmistir. Cephe yiizeyinde yer alan objelerden olusan 9 adet sinif olugturulmusg
ve etiketleme islemi CC yazilimu kullanilarak manuel olarak gerceklestirilmistir.

Olusturulan simiflara iliskin 6rnek gorsellere Sekil [6.5]te yer verilmistir.
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B Biiyiik Boru
M Kaplama

Bl Dirsek

[ Giic Kaynag
[ Kiiciik Boru
Dwuyar

B Demir

] Pencere

B EKam

Sekil 6.5 3 boyutlu nokta bulutundan olusturulan siiflar (YTU Hidrolik
Laboratuvari
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Tablo [6.I]de etiketleme islemi sonucu olusan her bir sinifa iliskin nokta sayilari ve

veri seti icindeki dagilim oranlar1 gosterilmektedir.

Tablo 6.1 3 boyutlu nokta bulutundan olusturulan siniflar ve dagilimlar

Simf Nokta Sayis1 | Simif Dagilimi (%) | Sitmf Numarasi
Biiyiik Boru (B.B) 1279288 12.40 0
Kaplama 3493246 33.86 1
Dirsek 891444 8.64 2
Kii¢iik Boru (K.B) 82471 0.80 3
Gii¢ Kaynagi 1298825 12.59 4
Duvar 2697755 26.15 5
Demir 173855 1.68 6
Pencere 83470 0.81 7
Kap1 317561 3.08 8

6.2.2 Britanya Kolumbiyasi Icmesuyu Hatt1 Verilerinin Etiketlenmesi

IIk calisma bolgesinde oldugu gibi smiflandirmasi gerceklestirilecek olan
objelere yonelik etiketleme islemi CC yazilimi kullanilarak manuel olarak
gerceklestirilmistir. Toplamda 11 sinif olusturulmusg olup buna iligkin gorsel Sekil
[6.6/da sunulmustur.

Il Su Borusu

Il Dirsek

Il Zemin

[ Baglanti Elemanlan
B Merdiven

O it

& Tasivici Kolon
[ iskele

B Te

H Diger

M Diisey Yiizey

Sekil 6.6 3 boyutlu nokta bulutundan olusturulan siniflar (Britanya Kolumbiyas1
Icme Suyu Hattr)

Tablo [6.2]de etiketleme sonrasinda olusan her bir sinifa ait nokta sayisi, veri seti

icerisindeki dagilimi ve sinif numaralar verilmistir.
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Tablo 6.2 3 boyutlu nokta bulutundan olusturulan siniflar ve dagilimlari

Simf Nokta Sayis1 | Simf Dagilimi (%) | Simif Numarasi
Zemin 4490666 58.13 0
Su borusu 1100769 14.25 1
Dirsek 90148 1.17 2
Baglanti elemanlar1 105583 1.37 3
Merdiven 81850 1.06 4
Cit 308799 4.00 5
Iskele 513461 6.65 6
Destek kolonlar1 239777 3.10 7
Te 92597 1.20 8
Diger 208387 2.70 9
Diisey Yiizey 493466 6.39 10

6.2.3 Ozelliklerin Cikarilmasi

Etiketleme islemi tamamlanmis olan 3 boyutlu nokta bulutu verileri, makine
ogrenimi algoritmalarinin siniflandirma yapabilmesi icin oldukc¢a onemlidir. Bu
stirecte, her bir noktanin Ozelliklerinin dogru bir sekilde belirlenmesi gerekir.
Makine 6grenimi algoritmalari, bu etiketlenmis veriler tizerinden egitilerek, yeni ve
bilinmeyen veriler tizerinde dogru siniflandirma yapabilme yetenegi kazanir. Egitim
asamasinda kullanilan smiflandirma ozellikleri, algoritmanin veri seti ic¢indeki
cesitli nesne ve yapilar1 ayirt etmesini saglar. Bu ozellikler genellikle geometrik,

yogunluk ve renk gibi nokta 6zelliklerini igerir.

Komgsu noktalarin mekansal konumlarindan elde edilen bilgiler, 3 boyutlu
yap1 tensoriiniin 6zdegerlerinin hesaplanmasi i¢in temel teskil etmektedir [131].
Hesaplanan buu 6zdegerler, yerel 3 boyutlu sekil 6zelliklerinin belirlenmesinde
kullanir.  Elde edilen bu gsekil ozellikleri, 3 boyutlu yapilarin sezgisel olarak
tanimlanmasina imkan tanir ve bu yapilarin siiflandirilmasinda kritik bir rol
oynar. Bunlara ek olarak, acisal 6zellikler, yiikseklik ve diizlem karakteristikleri,
momentler, egim ve dikey profiller gibi cesitli faktorler, yapilarin daha detayli bir

bicimde tanimlanmasini saglar [[132-133].

Bu calisma kapsaminda siniflandirma isleminin egitimi i¢in kullanilmak iizere
yiikksek ve renk degerlerine ek olarak CC yazilimi igerisinde yer alan geometrik
ozellikler farklh kiiresel komsuluk yarigaplarina (r=0.02m, r=0.10m, r=0.30m,
r=0.50m ve r=Im) gére hesaplanmistir. Hesaplanan ozellikler Sekil [6.7]de
listelenmigstir.  Komsuluk yaricaplart secilirken cephe iizerinde bulunan obje
boyutlari, objeler aras1 mesafe ve 3 boyutlu nokta bulutunun yogunlugu g6z 6niinde
bulundurulmustur. Her iki calisma bolgesinden elde edilen 3 boyutlu nokta bulut

verisi icin ayn1 geometrik 6zellikler hesaplanmistir. Biitiin geometrik 6zelliklerin
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hesaplatilmas1 ve smiflandirmada kullanilmasindaki temel etken ise altyapir ve

bilesenlerinin siniflandirilmasinda baskin olan 6zelliklerin belirlenmesi ve bu

ozelliklerin makine 6grenme siniflandiricisina bagli olup olmadiginin irdelenmesini

saglamaktir.

Chzellik Apiklama Ozellik Apklama

£ Yitkseklik Anizotropi (LR S

RI Kanmz Renk Dograsallk (3= )%

GI Yesil Renk Dviirlemsellik [

Bf Mavi Renk Yiizey Degisimi B d (b it )
1. Ozdeger b Kiiresellik bl b

2. Oxdeger Ry Dikeylik 100 1], 33
3. Oxdeger B Oz Entropi l.i Alnii)
Ozdegerer Toplami ot Aot g Piiriizliiliik

PCA1 bl g ® At D) Komsu Savisi

PCA2 Bad Qu® hat By) Ortalama Egrilik

Hacim Yogunlugn Gauss Egriligi

Yiizey Yogunlugn

Omuivaryans

L. Dereceden Moment
Normal Degisim Ovam

Sekil 6.7 Her bir objenin siniflandirilmasi i¢in hesaplanan 6zellikler

Sekil [6.8] ve Sekil [6.9]de her iki bolgeye ait veri i¢in diizlemsellik 6zelliginin farklt

yarigaplardaki etkisi gorsel olarak sunulmusgtur.
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Sekil 6.8 Farkli yarigaplarda diizlemselligin etkisi (a) r=1m, b) r=0.50m, c)
r=0.30m, d) r=0.10m, e) r=0.02m) (YTU Hidrolik)

Sekil 6.9 Farkli yarigaplarda diizlemselligin etkisi (a) r=1m, b) r=0.50m, c)
r=0.30m, d) r=0.10m, e) r=0.02m) (Britanya Kolumbiyasi)
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6.2.4 Egitim ve Test Verilerinin Olusturulmasi

Tez kapsaminda her iki veri seti iginde 5 farkli senaryo olusturulmustur. Olusturulan

senaryolar hem derin 68renme hem de makine Ogrenme icin aym sekilde
kullanilmistir. Bunlara iliskin gorseller Sekil [A. 1], Sekil [A.2] Sekil [A.3] Sekil [A.4]
Sekil[A.5] Sekil[A.6] Sekil[A.7] Sekil[A.8 Sekil[A.9 ve Sekil[A.10[de sunulmustur.

6.2.4.1 YTU Hidrolik Laboratuvari

Geometrik Ozellikleri hesaplanmis olan 3 boyutlu nokta bulutu verisi kullanilarak
gergeklestirilecek olan simiflandirma iglemi i¢in 5 farkli senaryo tasarlanmigtir.
Tasarlanan her bir senaryoya gore olusturulan egitim ve test verilerine iligkin sayisal
veriler Tablo [6.3[te sunulmustur. Burada amag farkli nokta sayilarina sahip egitim
setlerinin siniflandirma sonucuna etkisini incelemek ve bu senaryolarda uygulanan

siniflandirma algoritmalarinin performansini degerlendirmektir.

Tablo 6.3 Her bir senaryoya gore olusturulan egim ve test nokta sayilari(YTU
Hidrolik Laboratuvari)

Senaryo | Egitim ve Test Dagilimi | Nokta sayisi
S Egitim (%90) 9230212
Test (%10) 1087703
52 Egitim (%70) 7281498
Test (%30) 3036417
$3 Egitim (%50) 5038567
Test (%50) 5279348
4 Egitim (%30) 3092731
Test (%70) 7225184
S5 Egitim (%10) 1187198
Test (%90) 9130717

Her bir senaryodaki egitim ve veri setleri igerinde simiflara ait oransal
dagiim Sekil [6.107da gosterilmektedir. Sekil incelendiginde verilerin homojen
dagilmadig1 goriilmektedir. Bu calismada makine 6grenmesi siniflandiricilarinin
ve derin 0grenme algoritmalarinin siniflandirma performansi, homojen bir dagilim

gostermeyen ve gercek diinyay1 yansitan bir veri seti lizerinde analiz edilmistir.
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Egitim ve Test Verilerindeki Siniflarin Oransal Dagilimi
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0.000

Sekil 6.10 Her bir senaryodaki egitim ve test verileri i¢indeki siniflarin oransal
dagilim1(YTU Hidrolik Laboratuvari)
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mB.Boru WKaplama mDirsek ®K.Boru MGiigKanagi ®Duvar NDemir MPencere u Kapi

6.2.4.2 Britanya Kolumbiyasi icmesuyu Hatti

Ik ¢alisma alam ile benzer sekilde 5 farkli senaryo olusturulmustur. Olusturulan
egitim ve test verilerinin senaryolara gore dagilimi gosteren sayisal veriler Tablo
[0.4te verilmistir. Ayrica her senaryodaki egitim ve test setleri igerisinde bulunan
siniflarin oransal dagilimi Sekil [6.11fde gosterilmektedir.

Tablo 6.4 Her bir senaryoya gore olusturulan egim ve test nokta sayilar1 (Britanya

Kolumbiyasi)
Senaryo | Egitim ve Test Dagilimi | Nokta sayisi
S Egitim (%90) 6934407
Test (%10) 791096
5 Egitim (%70) 5336516
Test (%30) 2388987
S3 Egitim (%50) 3860167
Test (%50) 3865336
4 Egitim (%30) 2322439
Test (%70) 5403064
S5 Egitim (%10) 791096
Test (%90) 6934407
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Egitim ve Test Verilerindeki Siniflarin Oransal Dagilimi
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Sekil 6.11 Her bir senaryodaki egitim ve test verileri icindeki siniflarin oransal
dagilimi (Britanya Kolumbiyasi)

6.2.5 Makine Ogrenmesi Smiflandiricilarina ait Parametrelerin Belirlenmesi
Egtim ve test verileri olusturulmug nokta bulutunun siniflandirmasi icin 3 farkh
makine 0grenme algoritmasi kullanilmistir. Bu algoritmalar; RF, LightGBM ve
XGBoost’tur. Siniflandirma islemini i¢in kullanilacak algoritma parametreleri grid
search iglemi ile belirlenmistir. Bu parametreler Tablo[6.5] Tablo[6.6]ve Tablo[6.7]de

verilmisgtir.

Tablo 6.5 Agir1 gradyan artirma i¢in grid search parametreleri

Yontem | Agac Sayisi | Minimum Agirhk | Ogrenme Hizi
XGBoost | 100 ve 200 l1ves 0.1 ve 0.2

Tablo 6.6 Hafif gradyan artirma icin grid search parametreleri

Yontem | Agac Sayisi | Minimum Agirhk | Ogrenme Hiz1 | Artirica Tiirii

LightGBM | 100 ve 200 0.001 ve 0.002 0.1 ve0.2 gbdt ve rf

Tablo 6.7 Rastgele orman icin grid search parametreleri

Yontem | Agac Sayisi | Ayirma Kriteri
RF 100 ve 200 | gini ve entropy

Her iki veri seti i¢inde ayni parametreler kullanilarak, grid search islemi
gerceklestirilmistir. Bu islem sonucunda elde edilen parametreler, RF algoritamasi
icin aga¢ sayisi: 100, ayirma kritesi: gini, XGBoost i¢in aga¢ sayisi:100,
minimum agirlik:1, 6grenme hiz1:0.1, LightGBM icin aga¢ sayis1:100, minimum
agirlik:0.001, ve artiricr tiirti:gbdt, 6grenme hiz1:0.1 olarak elde edilmistir. Bulgular

kisminda verilecek sonuclar bu parametrelerden elde edilmistir.
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6.2.6 Derin Ogrenme Yontemlerinine ait Parametrelerin Belirlenmesi

KPConv i¢in kullanilan parametreler Tablo [6.§] verilmistir. Girdi yarigap: (Input
Radius), nokta bulutunda modelin konvoliisyon filtreleriyle 6zellik ¢ikarmak icin
dikkate aldig1 yaricap boyutunu ifade eder. Diger bir deyisle, her bir girdi
noktast etrafinda Oznitelik hesaplama yapilan bolgelerin maksimum mesafesini
belirtir. Model, bu yarigap icindeki noktalar1 kullanarak yerel ozellikleri tespit
eder. Yaricapin biiyiikliigii, hesaplama yiikiinii dogrudan etkiler. Daha kiiciik
bir yaricap, daha detayl yerel ozelliklerin c¢ikarilmasini saglarken, daha biiyiik
bir yaricap, global 6zellikleri yakalamaya yardimci olur. Cekirdek nokta sayist,
konvoliisyon islemi sirasinda kullanilan c¢ekirdek (kernel) noktalarinin toplam
sayisim1 ifade etmektedir.  Girig verisi lizerinden yerel Ozellikleri yakalamak
icin kullanilan sabit veya 6grenilebilir pozisyonlardaki noktalardir. Cekirdek
noktalarinin sayis1, ¢ikartilan ozelliklerin detay seviyesini belirler. Ilk asag:
ornekleme coziiniirliigii, modelin girdi veri setini ilk asamada ne kadar yogunluga
indirgedigini gosterir. Veri setinin boyutunu azaltarak modelin daha hizli ve
verimli bir sekilde egitilmesini saglamak i¢in yapilir. Asagi ornekleme, nokta
bulutu verilerindeki detaylar1 azaltirken, dnemli yapisal ozellikleri korumak icin
tasarlanmistir. Esnek yaricap (Deformable radius), konvoliisyon c¢ekirdeklerinin,
egitim siireci boyunca konumlarinin dinamik olarak degisebilecegi maksimum
yaricapi ifade eder. Bu yaklasim sayesinde model, veri setindeki karmasik veya

degisken bolgelerdeki ozellik farklarini1 6grenmektedir.

Tablo 6.8 KPConv i¢in kullanilan parameterler

Parametreler Deger
Girdi Yarigcapi 15 metre
Cekirdek Nokta Sayis1 15
Ik Asag1 Ornekleme Coziiniirliigii | 2 santimetre
Konvoliisyon Yaricap: 2.5 metre
Esnek Yaricap (Deformable Radius) 6 metre
Epok Sayisi 300
Ogrenme Hiz1 0.01
Momentum 0.98
Y18in Boyutu 6
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Egitim agamasinda her bir epok sonrast 6grenme hizi 0.001 ile carpilarak egitim
islemine devam edilmistir. Bu islem, egitim siirecinin ilerleyen asamalarinda
modelin agirlik giincellemelerinde daha hassas olmasina ve asiri uyum durumunun
onlenmesine katki saglamaktadir. Ayrica egitim verisinde veri artirma (renk,
Olceklendirme, giiriilti ve aynalama) islemi uygulanmistir. Bu islem nokta
bulutu siniflandirma modellerinin, egitim verilerinde dogrudan temsil edilmeyen
durumlarla baga cikabilmesine olanak tanimaktadir. Renk icin 0.8, giiriilti
icin 0.001, diisey eksende 0.95-1.05 olgeklendirme ve yatay eksende aynalama
yapilmugtir.
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7

ALTYAPILARIN SINIFLANDIRILMASI

Bu boliimde makine 6grenmesi siniflandiricilart ve derin 6grenme siniflandiricilar

ile elde edilen her iki ¢alisma bolgesine ait siniflandirma sonuglar1 paylasilacaktir.

7.1 YTU Hidrolik Laboratuvar1 Verilerinin Makine Ogrenmesi

Siiflandiricilari ile Simiflandirilmasi

Bes farkli senaryo ve ii¢ farkli makine Ogrenmesi siniflandiricis1 kullanilarak
gerceklestirilen  siniflandirma  isleminin ~ sonuglar1  dogruluk,  kesinlik,
duyarlilik ve FI-Skor sonuclarina gore incelenmistir. S1 senaryosuna iligkin
siniflandirma sonuglart analiz edildiginde RF smiflandiricisinin 0.948, XGBoost
siniflandiricisinin 0.963, ve LightGBM smiflandiricisinin 0.961 model dogrulugu
elde ettigi goriilmiistiir. S2 senaryosuna iligkin sonuglar irdelendiginde en yiiksek
model dogruluguna 0.935 ile XGBoost siniflandiricis1 kullanilarak ulasildigi,
LightGBM siniflandiricisinin 0.924, RF simiflandiricisinin 0.894 model dogrulugu
elde ettigi goriilmiistiir. Sekil [7.1]de her bir senaryoya ait siniflandirict bazli model

dogruluklar1 gosterilmistir.

S3 senaryosu incelendiginde XGBoost smiflandiricist ile 0.941 model dogrulugu
elde edilirken, LightGBM ile 0.905, RF ile 0.901 model dogrulugu elde
edilmigtir. S4 senaryosu sonuclarina gére XGBoost (0.924) en yiiksek sonuca
ulagirken, LightGBM (0.848) ile en diisiik model dogrulugu elde edilmistir. S5
senaryosunda ise en diisiik model dogrulugu RF (0.739) ile elde edilirken, XGBoost
siniflandiricist ile 0.840, LightGBM siniflandiricist ile 0.831 sonucuna ulasilmustir.
Model dogruluklart incelendiginde egitilen veri sayis1 diistiik¢e elde edilen model

dogruluklarinda azalmalarin oldugu gozlenmistir.
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Sekil 7.1 Her bir senaryo i¢in siniflandiricilarinin elde ettigi model dogruluklari

Her yonteme iligskin F1-Skor degerleri incelendiginde XGBoost siniflandiricisinin
bes senaryoda da en yiiksek sonucu verdigi goriilmektedir. Sekil [7.27de bes farkli
seanryodan elde edilmis F1-Skor degerleri gosterilmektedir. Model dogrulugunda
oldugu gibi F1-Skor degerlerinde de egitilen veri sayis1 azaldik¢a, genel olarak
diisiislerin yasandig1 goriilmiistiir. S1 senaryosunda en yiiksek deger XGBoost ile
elde edilirken, en diisiik deger RF ile elde edilmigtir. S2 ve S5 senaryolarinda da
benzer durum gozlenmistir. S3 ve S4 seanryolarinda ise XGBoost en yiiksek degere
ulagirken, LightGBM en diisiik degeri elde etmistir.

1.000
0.900
0.800

0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000
S1 S2 S3 sS4 S5

B XGBoost M LightGBM m RF

Sekil 7.2 Her bir senaryo i¢in siniflandiricilarinin elde ettigi F1-Skor degerleri

Her bir senaryoya iligkin simif bazli F1-Skor, kesinlik ve duyarlilik degerleri
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gorsellestirilmis, Sonuglar ayrica sinif bazindada incelenmistir.

F1-Skor Kesinlik
LightGBM X@Boost LightGBM XGBoost
M Biyik Boru ® Kaplama Dirsek W Biyik Boru W Kaplama Dirsek
Kugiik Boru B Glg Kaynag M Duvar Ku;uk Boru W Giic Kaynag lDuvar
W Demir W Pencere W Kap W Demir M Pencere EKapl
Duyarlilik
LightGBM XGBoost

W Biiyilk Boru H Kaplama Dirsek
KU;Uk Boru W Glg Kaynag [ ] Du\.'ar
W Demir B Pencere B Kap

Sekil 7.3 S1 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.3] ii¢ farkli makine dgrenmesi smiflandiricisi (RF, LightGBM, XGBoost)
icin S1 senaryosuna ait 9 smifin FI-Skor, Kesinlik (Precision) ve Duyarlilik
(Recall) metriklerini gostermektedir. verilen sonuglar altyapi ve bilesenleri 6zelinde
incelendiginde biiylik boru sinifinda en yiiksek F1-Skor degerine LightGBM
(0.965) ile, en diisiik deger F1-Skor degerine RF (0.953) ile ulagilmistir. Dirsek
siifi incelendiginde LightGBM (0.941) ile en yiiksek sonug¢ elde ederken, RF
(0.921) en diisiik degeri elde etmistir. Kiiciik boru sinifinda ise XGBoost (0.781) ile
en yiiksek sonuca ulagirken, en diisiik deger RF (0.694) ile alinmigtir. Diger simiflara
ait sonuglar incelendiginde duvar, demir, pencere ve kapi sinifinda XGBoost
tistlinliik saglarken, kaplama sinifinda LightGBM, gii¢ kaynagi sinifinda ise RF’nun
iistiin oldugu goriilmiistiir. Her ii¢ simiflandirict ile elde edilen sonuglara gore
diisitk F1-Skor degerine sahip olan kiiciik boru, demir ve pencere siniflarinin
kesinlik ve duyarlilik degerleri incelendiginde, kiiciik boru ve pencere degerlerinin
yiiksek kesinlik degerine sahip oldugu ancak duyarlilik degerlerinin diisiik oldugu
goriilmiistiir. Bu durum modelin pozitif olarak etiketledigi degerleri dogru tahmin
ettifini, ancak gergekte pozitif olan bir¢cok degeri gozardi ettiini ya da yanlis
siiflandirdigin1 gostermektedir. Demir sinifinda ise yiiksek duyarlilik ancak diisiik
kesinlik degeri elde edilmistir. Yani model gercek pozitif degeri kacirmamak adina

yanlig pozitiflere tolerans gostermistir.

Sekil [7.4te simflandiricilar ile elde edilmis smiflandirma sonuglart verilmistir.
Sekil [7.4p’da etiketli test verisi, Sekil [7.4p’de XGBoost smiflandiricis ile elde
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edilen siniflandirma gorseli, Sekil [7.4c’de LightGBM ile elde edilen siiflandirma

gorseli, Sekil [7.4[d°de ise RF ile elde edilen siniflandirma gorseli sunulmustur.

Sekil 7.4 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
simiflandirma; d) RF ile siniflandirma
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Sekil [7.5] ii¢ farkli makine &grenmesi simiflandiricisi (RF, LightGBM, XGBoost)
icin S2 senaryosuna ait 9 siifin F1-Skor, Kesinlik (Precision) ve Duyarlilik
(Recall) metriklerini gostermektedir. S2 senaryo sonuglari altyapr ve bilesenleri
acisindan incelendiginde en yiiksek F1-Skor degerinin XGBoost (0.960) ile elde
edildigi goriilmektedir. En diisiik deger ise RF (0.896) ile elde edilmistir. Dirsek
smifi incelendiginde ise XGBoost (0.892) en yiiksek degere ulagirken, en diisiik
deger ise RF(0.794) siniflandiricist ile elde edilmigtir.  Kiigiik boru sinifinda
LightGBM(0.597) ile en yiiksek deger elde edilirken, en diisiik degere RF (0.407)
ile ulagilmigtir. Diger simiflara ait sonuclar irdelendiginde kaplama, gii¢c kaynagi,
demir ve pencere sinifinda XGBoost iistiinliigii goze carparken, duvar ve kapi

sinifinda RF siniflandiricist en yiiksek degeri elde etmistir.

F1-Skor Kesinlik
1.000 1.000
0.750 0.750
0.500 0.500
0.250 I I I 0.250 I
0.000 0.000
RF LightGBM KGBoost RF LightGBM XGBoost
52 52
M Biyik Boru M Kaplama W Dirsek W Biiyiik Boru W Kaplama W Dirsek
Kiigiik Boru B Giig Kaynagi W Duvar Kigiik Boru W Glg Kaynag W Duvar
B Demir B Pencere W Kap HDemir W Pencere W Kapi
Duyarlilik
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0.750

0.500

0.250 I I I

0.000

RF LightGBM XGBoost
52
m Biyiik Boru H Kaplama M Dirsek
Kugik Boru B Giig Kaynag M Duvar

W Demir W Pencere W Kapl

Sekil 7.5 S2 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.6/da S2 senaryosuna gore etiketli test verisi(a), XGBoost ile siniflandirma
sonucu (b), LightGBM ile siniflandirma sonucu(c) ve RF ile siniflandirma sonucu
(d) gosterilmektedir. Sekil incelendiginde RF simiflandiricisinin tahminlerinde boru
sinifinin kimi yerlerde dirsek sinifi olarak tahmin edildigi, giic kaynagi siifinin da

duvar olarak tahmin edildigi goriilmektedir.
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Sekil 7.6 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
siniflandirma; d) RF ile simiflandirma

58



Sekil[7.7)ii¢ farkli makine 6grenmesi simiflandiricist (RF, LightGBM, XGBoost) i¢in
S3 senaryosuna ait 9 sinifin F1-Skor, Kesinlik (Precision) ve Duyarlilik (Recall)
metriklerini gostermektedir. S3 senaryo sonuclar1 altyapr ve bilesenleri agisindan
incelendiginde en yiiksek F1-Skor degeri biiyiik boru smifinda 0.969 olarak
XGBoost smiflandiricist ile elde edildigi goriilmektedir (Sekil 5.9). LightGBM
ve RF siniflandiricisi bu smifta sirasiyla 0.915 ve 0.914 F1-Skor degerine
ulagmiglardir. Kiiciik boru sinifinda ise 0.715 degeri ile XGBoost en yiiksek sonuca
ulagirken 0.369 ile LightGBM en diisiik degeri elde etmistir. Dirsek sinifinda en
yiiksek F1-Skor degerine XGBoost(0.841) ile ulasilirken, en diisiik sonug 0.744
olarak RF siiflandiricist ile alinmistir. Diger siniflar incelendiginde, kap1 sinifinda
RF smiflandiricisinin iistiin oldugu goriiliirken, kaplama,giic kaynagi, duvar, demir

ve pencere sinfinda XGBoost siniflandiricisi en yiiksek degerleri elde etmistir.

F1-Skor Kesinlik
1.000 1.000
0.750 0.750
0.500 0.500
0.250 I I I 0.250 I
0.000 0.000
LightGEM XGBoost LightGBM XGBoost
™ Biiyiik Boru ® Kaplama W Dirsek W Biiyik Boru W Kaplama W Dirsek
Kiigiik Boru W Giig Kaynag W Duvar Kiiglk Boru W Giig Kaynagl W Duvar
M Demir W Pencere W Kap W Demir W Pencere W EKapl
Duyarlilik
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Sekil 7.7 S3 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuglari

S3 senaryosuna iliskin siniflandirma sonuglari gorsellestirilerek Sekil [7.8de
sunulmustur. Sekil incelendiginde LightGBM ile elde edilen sonuglarda duvar ve

kaplama sinifinda karigmalarin oldugu goriilmektedir.
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Sekil 7.8 a) Etiketli test verisi; b) XGBoost ile siniflandirma; c¢) LightGBM ile
siniflandirma; d) RF ile siniflandirma
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Sekil [7.97da S4 senaryosuna iliskin simf bazli F1-Skor, kesinlik ve duyarlilik
degerleri verilmigtir.  Sonuclar altyapr ve bilesenleri acisindan irdelendiginde
biiyiik boru sinifinda XGBoost (0.925) siniflandiricisinin en yiiksek F1-Skor degeri
elde ettigi, LightGBM(0.861) smiflandiricisinin ise en diisiik degeri elde ettigi
goriilmiistiir. Dirsek sinifinda ise 0.829 ile en yiiksek deger XGBoost siniflandiricisi
ile elde edilirken, en diisiikk degere 0.761 ile RF simiflandiricisi ile ulagilmstir.
Kiiciik boru simifinda ait sonuglar incelendiginde en yiiksek degere XGBoost
(0.726) ile, en diisiikk degere ise RF (0.445) ile ulasildi1 goriilmiigtiir. Egitilen
veri sayist azaldikca, XGBoost siniflandiricisinin, siniflandirma sonuglarina diger
siniflandiricilara gore daha iyi sonuglar elde etti§i goriilmiistiir. Diger siniflara
ait sonuglara bakildiginda RF smiflandiricis1 kapr sinfinda ustiinliik saglarken,
XGBoost smiflandiricisinin kalan smmiflarda diger siniflandiricilara gore daha

yiiksek deger elde etmistir.

F1-Skor Kesinlik
1.000 1.000
0.750 0.750
0.500 0.500
0.250 I I 0.250 I
0.000 0.000
LightGBM HGBoost LightGBM XGBoost
M Biiyiik Boru W Kaplama M Dirsek W Biiylk Boru W Kaplama M Dirsek
Kiigiik Boru B Gig Kaynag B Duvar Kiiglik Boru B Giig Kaynag B Duvar
W Demir W Pencere mKapl W Demir W Pencere mkapl
Duyarlilik
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Sekil 7.9 S4 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.107da ti¢ simflandiricidan elde edilen siniflandirma sonuglari verilmistir.
Sekil incelendiginde, egitim verisi azaldikca LightGBM smiflandiricisinin

siniflandirma sonuclarinin kotiilestigi, karmasikligin arttig1 goriilmektedir.
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Sekil 7.10 a) Etiketli test verisi; b) XGBoost ile siniflandirma; c) LightGBM ile
siniflandirma; d) RF ile siniflandirma
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Sekil [7.11[de S5 senaryosuna iliskin simf bazli F1-Skor, kesinlik ve duyarlilik
degerleri verilmistir. S5 senaryosuna iligkin sonuclar incelendginde biiyiik boru
sinifinda XGBoost siniflandiricisinin 0.668 F1-Skor degeri ile en yiiksek sonucu
aldigi, 0.432 degeri ile RF siniflandiricisinin en diisiik degeri aldigr goriilmiistiir.
Dirsek sinifinda yine benzer sekilde XGBoost (0.597) siiflandiricisi en yiiksek
sonuca ulagirken, RF (0.522) smiflandiricisinin en diisiik sonucu elde ettigi
goriilmiistiir. Kiiciik boru smifinda ise RF (0.353) en yiiksek degeri elde ederken,
LightGBM (0.323) simiflandiricisi en diisiik sonucu elde etmigtir. Diger simiflar
incelendiginde S2, S3, ve S4 senaryolarina benzer sekilde RF siniflandiricisi kapi
sinifinda iistiinliik gostermistir. Demir ve kaplama sinifinda LightGBM en yiiksek

degere ulagirken, giic kaynagi, duvar ve pencere sinifinda XGBoost iistiinliiii goze

carpmaktadir.
F1-Skor Kesinlik
l ‘
LightGBM HCBoost LightGBM HGBoost

M Biyik Boru ® Kaplama Dirsek W Biyiik Bo M Kaplama Dirsek

Kigik Boru B Glg Kaynag [ | Du\.far Kuguk Boru WGl Kaynagl [ ] Du\.far
M Demir W Pencere W Kap! H Demir M Pencere W Kapi

Duyarlilik
LightGBM XGBoost .
M Buyilik Bo HKaplama Dirsek

Kuguk Boru W Gig Kaynagl W Duvar
M Demir EPencere W Kap

Sekil 7.11 S5 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.11]de gosterilen sonuglara bakildiginda ¢ogu sinif yiiksek kesinlik degerine
sahipken, diisiik duyarlilik degeri elde etmistir. Model gercek pozitiflerin cogunu
dogru tahmin etmistir ancak, model pozitif tahmin sirasinda bircok dogru olmayan
pozitif tahmin yapmistir. Bu durum egitim seti i¢erinde sinifi temsil eden noktalarin
yetersiz oldugu ve siniflandiricilarin bu nedenle sinif ayriminda basarisiz oldugunu

gostermektedir.

Uc¢ smiflandiricidan  elde edilen siniflandirma  sonuglari — Sekil de
gosterilmektedir. Gorsel incelendiginde egitilen veri sayisinda azalma oldugunda
hatali siniflandirmalarin oldugu anlagiimaktadir. Ornegin, XGBoost siniflandiricist

biiyiik boru sinifinda en yiiksek F1-Skor degeri elde etmesine ragmen Sekil
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[T12b’de dirsek smifi ile biiyiik 6lciide karismalarin oldugu goriilmektedir.
Sekil [7.12d’de RF smuflandiricisinin duvar ve giic kaynagi simflarinda hatal
siniflandirmalar yaptigi, biiyiik boru siifinin dirsek sinifi olarak tahmin edildigi
anlagilmaktadir. Altyapilar haricinde kalan siniflar incelendiginde, kap1 sinifinda
RF iistiinliigii goze ¢arparken, demir ve kaplama smiflarinda LightGBM, pencere,
giic kaynagi ve duvar siniflarinda XGBoost iistiinliigii goriilmektedir.

Sekil 7.12 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
simiflandirma; d) RF ile siniflandirma
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7.1.1 YTU Hidrolik Laboratuvarinin Simiflandirma Sonuclarina Etki Eden
Ozelliklerin Belirlenmesi
Makine 6grenimi siniflandiricilart hedef sinifin veriseti icerisindeki oranindan ve
geometrik 6zelliklerden etkilenmektedir. Geometrik 6zellik kiyaslamasi yapilirken,
en iyi 30 parametre secilerek degerlendirmeler bunun iizerinden gerceklestirilmistir.
Her bir stmiflandiricinin 5 senaryoda kullanmis oldugu en iyi 30 6zellik belirlenmis
ve gorsellestirilmistir. Sekil[7.13]da S1 senaryosuna gére siniflandirmada kullanilan
en iyi 30 ozellik gosterilmektedir.

S1 senaryasuna gore Ozellikler incelendiginde, 3 siniflandiricinin, siniflandirmada
farkli yaricaplarda 9 geometrik ozellik ile Z, Rf ve Bf olmak iizere 12 ozelligi
ortak olarak kullandiklari anlagilmaktadir. Ayni komsuluk yaricaplari bazinda
incelendiginde ise 3.6zdeger (r=1m), ortalama egrilik (r=0.10m), normal degisim
orani (r=0.30m), diizlemsellik (r=1m), dikeylik (r=0.10m ve r=0.30m) ve yiizey
degisimi (r=1m) geometrik 6zelliklerinin ortak oldugu goriilmiistiir.

Sekil [7.14/de S2 senaryosuna gére siniflandirmada kullanilan en iyi 30 ozellik
gorsellestirilmigtir.  Sonuclar incelendiginde 3 siniflandiricinin, simiflandirmada
farkli yarigaplarda 6 geometrik 6zellik ile Z, Rf ve Bf olmak iizere 9 6zelligi ortak
olarak kullandiklar1 goriilmiistiir. Komsuluk yaricapina gore incelendiginde, gauss
egriligi (r=0.10m ve r=0.30m), ortalama egrilik (r=0.10m), dikeylik (r=0.02m,
r=0.10m ve r=0.30m) ve diizlemsellik (r=1m) geometrik 6zelliklerinin ortak oldugu

anlagilmstir.

S3 senaryosuna iligkin smiflandiricilarin kullanmig oldugu en iyi 30 ozellik
Sekil [7.15]de sunulmustur. Gorsel incelendiginde farkli yaricaplarda olmak
tizere 5 geometrik Ozellik ile Z, Rf ve Bf olmak iizere 8 0zellik ortak olarak
kullanilmigtir.  Komguluk yaricaplarina gore analiz edildiginde, gauss egrligi
(r=0.30 ve r=0.50), ortalama egrilik (r=0.10m, r=0.30m ve r=0.50m), diizlemsellik
(r=1m), ylizey degisimi (r=0.10m ve r=1m) ve dikeylik (r=0.10m, r=0.30m ve

r=0.50m) ozelliklerinin ortak oldugu goze ¢carpmaktadir.

Sekil [7.16/de S4 senaryosunda smiflandiricilarin kullanmig oldugu o6zellikler
verilmistir. Sonuglar incelendiginde farkli yaricaplarda 6 geometrik 6zellik ile Z,
Rf ve Bf olmak iizere 9 6zelligin ortak oldugu goriilmektedir. Komsuluk yaricaplari
ozelinde bakildiginda ise gauss egriligi (r=0.30m ve r=0.50m), ortalama egrilik
(r=0.10m), omnivaryans (r=1m), diizlemsellik (r=1m), yiizey deg8isimi (r=I1m)
ve dikeylik (r=0.02m, r=0.10m, r=0.30m ve r=0.50m) o6zellikleri ortak olarak
kullanildig1 anlagilmaktadir.
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Sekil 7.13 S1 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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XGBoost-S2 Komsuluk Yaricapi
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Sekil 7.14 S2 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.15 S3 senaryosunda 3 farkli siniflandiricinin kullanmig oldugu en iyi 30
ozellik
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Komsuluk Yaricapi
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Sekil 7.16 S4 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.17 S5 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Son egitim seti olan S5 senaryosuna iliskin 6zellik gorseli Sekil [7.17]te verilmistir.
Komguluk yaricapina bakilmaksizin siniflandiricilar 8 geometrik ozellik ile Z, Rf
ve Bf olmak iizere 11 6zelligi simiflandirmada ortak kullanmiglardir. Komgsuluk
yaricapina gore bakildiginda, ortalama egrilik (r=0.10m), normal degisim oram
(r=0.30m), omnivaryans (r=1m), diizlemsellik (r=1m), kiiresellik (r=0.10m), yiizey
degisimi (r=0.10m) ve dikeylik (r=0.02m, r=0.30m ve r=0.50m) o6zelliklerinin
ortaklig1 gbze carpmaktadir.
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7.2 Britanya Kolumbiyasi igmesuyu Hatt1 Verilerinin Makine
Ogrenmesi Siiflandiricilari ile Simflandirilmasi

YTU Hidrolik veri setinde oldugu gibi bes farkli senaryo ve ii¢c farkli makine
ogrenmesi smiflandiricist kullanilarak siniflandirma islemi gergeklestirilmis ve
siniflandirma sonuglart dogruluk, kesinlik, duyarlilik ve F1-Skor sonuclarina gore

incelenmistir.

Sekil [7.18] bes farkli senaryo (S1, S2, S3, S4, S5) iizerinde ii¢ farkli makine
ogrenmesi smiflandiricist (RF, LightGBM, XGBoost) i¢in dogruluk (accuracy)
degerlerini gostermektedir.  S1 senaryosunda, RF 0.885, LightGBM 0.871
ve XGBoost 0.886 dogruluk degerlerine ulagsmistir. S22 senaryosunda, RF
0.910, LightGBM 0.898 ve XGBoost 0.896 dogruluk degerlerine sahiptir. S3
senaryosunda, RF 0.781, LightGBM 0.769 ve XGBoost 0.789 dogruluk degerleri ile
sonuglanmigstir. S4 senaryosunda, RF 0.831, LightGBM 0.815 ve XGBoost 0.830
dogruluk degerlerine ulagmistir. Son olarak, S5 senaryosunda RF 0.738, LightGBM
0.661 ve XGBoost 0.618 dogruluk degerleri elde etmistir. Genel olarak, RF, cogu
senaryosunda en yiiksek dogruluk degerlerine sahip olup, 6zellikle S2 (0.910) ve
S5 (0.738) veri setlerinde diger modellerden daha iistiin performans gostermistir.
LightGBM cogunlukla daha diisiik dogruluk degerleri sunarken, XGBoost baz1 veri
setlerinde iyi performans gostermis olsa da, genellikle RF’ nin gerisinde kalmistir.

Model Dogrulugu
1.000

s P10 oses 0sgs

ﬁ

0.885 ;g7

0.831 0.830

0.B15

0781 769 0.789
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D.661
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LightGBEM I
XGBoost NI
LightGEM I
XGBoost I
RF I

LightGEM I

XGBoos: I
RE

XGRoost NI
RF

XOBoost NN

LightGBEM I

LightGRM I

51 82 83 54 85
(90%egitim, 10% (70% egitim. 30% (30%egitim 50% (30%egitim. 70% (10%egitim, 90%
test) test) test) test) test)

Sekil 7.18 Her bir senaryo icin siniflandiricilarinin elde ettigi model dogruluklari

Sekil [7.19] bes farkli senaryo (S1, S2, S3, S4, S5) iizerinde ii¢ farkli makine
ogrenmesi smiflandiricist1 (XGBoost, LightGBM, RF) i¢in F1-Skor degerlerini
gostermektedir. S1 senaryosunda, XGBoost 0.883, LightGBM 0.868 ve RF 0.882
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F1-Skor degerlerine ulagmistir. S2 senaryosunda, XGBoost 0.893, LightGBM
0.836 ve RF 0.907 F1-Skor degerlerine sahiptir. S3 senaryosunda, XGBoost
0.777, LightGBM 0.757 ve RF 0.763 F1-Skor degerleri ile sonu¢lanmigtir. S4
senaryosunda, XGBoost 0.825, LightGBM 0.811 ve RF 0.824 F1-Skor degerlerine
ulagmistir. Son olarak, S5 senaryosunda XGBoost 0.677, LightGBM 0.707 ve RF
0.756 F1-Skor degerleri elde etmistir.

Genel olarak, RF cogu senaryosunda yiiksek F1-Skor degerlerine sahip olup,
ozellikle S2 (0.907) ve S5 (0.756) senaryolarda diger modellerden daha iistiin
performans gostermistir. LightGBM bazi1 senaryolarda (S1 ve S4) karsilastirilabilir
F1-Skor degerleri sunarken, genel olarak XGBoost ve RF modellerinin gerisinde
kalmistir. XGBoost ise bazi senaryolarda (S1 ve S3) yiiksek F1-Skor degerleri
gostermis olsa da, genelde RF performansini altinda kalmagtr.

F1-Skor
1.000

0.750
0.500
0.250
0.000
51 52 53 4 53

m XGBoost o LightGEM ® RF

Sekil 7.19 Her bir senaryo i¢in siniflandiricilarinin elde ettigi F1-Skor degerleri

Sekil [7.20] ii¢ farkli makine 6grenmesi siiflandiricist (RF, LightGBM, XGBoost)
icin S1 seanryosuna ait F1-Skor, Kesinlik (Precision) ve Duyarlilik (Recall)
metriklerine gore degerlendirilmis 11 farkli sinifi gostermektedir. Sonuclar altyapi
ve bilesenleri acisindan incelendiginde, su borusu sinifinda en yiiksek F1-Skor
degeri XGBoost (0.945) ile elde ederken, en diisiik F1-Skor degere LightGBM
(0.914) ile ulagsmistir. Dirsek sinifi 6zelinde incelendiginde, su borusu sinifinda
oldugu gibi XGBoost (0.818) ile en yiiksek degere sahip iken, LightGBM
(0.734)’nin en diisiikk degere sahip oldugu goriilmiistiir. Te sinifina ait sonuglara
bakildiginda RF (0.930) ile en yiiksek skora ulagirken, LightGBM(0.854) ile en
diisiik degeri elde etmistir. Baglanti elemanlar1 acgisindan sonuglar irdelendiginde
XGBoost (0.894) siiflandiricisinin en yiiksek sonucu aldigi, LightGBM (0.816)
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siniflandiricisinin en diigiik degeri elde ettii goriilmiistiir.  Altyapr haricindeki
simiflara ait sonuclar incelendiginde, zemin, cit ve iskele smifinda XGBoost
istiinligli goze carparken, merdiven, diisey yiizey ve tasiyici kolon sinifinda RF
siniflandiricist en yiiksek sonucu elde etmigstir. Diger sinifinda ise LightGBM
siniflandiricisinin en yiiksek F1-Skor degerini elde ettidi goriilmiigtiir. Dirsek
sifinda biitiin siniflandiricilar yiiksek kesinlik degerine sahip iken, diisiik duyarlilik
elde ettikleri goriilmektedir. Yani model pozitif degerlerin biiyiik ¢ogunlugunu
dogru tahmin ederken, gercekte pozitif olan degerlerin bir cogunu tespit etmekte

yetersiz kalmisgtir.

F1-Skor Kesinlik
1.000 1.000
0.750 0.750
0.500 0.500
0.250 0.250
0.000 0.000
RF LightGBM XGBoost RF LightGBM XGBoost
sl S1
mZemin m Su Borusu Dirsek Baglanti Elemanlar B Zemin m Su Borusu Dirsek Baglanti Elemanlar
m Merdiven m Cit miskele m Tagiyict Kolon m Merdiven m Gt miskele m Tasiyici Kolon
mTe m Diger m Dlsey Yizey mTe m Diger mDiisey Yizey
Duyarlilik
1.000
0.750
0.500
0.250 I I
0.000
RF LightGBM XGBoost
51
mZemin m Su Borusu Dirsek Baglanti Elemanlan
m Merdiven mCit miskele m Tagiyict Kolon
mTe m Diger m Digey Yizey

Sekil 7.20 S1 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.21]de simflandiricilar ile elde edilmig siniflandirma sonuglari verilmistir.
Sekil [7.2Th etiketli test verisi, Sekil XGBoost siniflandiricisinin elde ettigi
siiflandirma gorseli, Sekil [7.2Tk LightGBM ile elde edilen siniflandirma gorseli ve
Sekil [7.21d RF ile elde edilen simiflandirma gorselidir.
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Sekil 7.21 a) Etiketli test verisi; b) XGBoost ile siniflandirma; c¢) LightGBM ile
siniflandirma; d) RF ile siniflandirma

Sekil [7.22] ii¢ farkli makine 6grenmesi simiflandiricist (RF, LightGBM, XGBoost)
icin S2 seanryosuna ait 11 smifin F1-Skor, Kesinlik (Precision) ve Duyarlilik
(Recall) metriklerini gostermektedir. Sonuclar altyapi ve bilesenleri acgisindan
incelendiginde, su borusu sinifinda en yiiksek F1-Score degeri XGBoost (0.945) ile
elde ederken, en diisiikk F1-Score degere LightGBM (0.914) ile ulagsmistir. Dirsek
sinifi 6zelinde incelendiginde, su borusu sinifinda oldugu gibi XGBoost (0.818)
ile en yiiksek degere sahip iken, LightGBM (0.734)’nin en diisiik degere sahip
oldugu goriilmiistiir. Te sinifina ait sonuglara bakildiginda RF(0.930) ile en yiiksek
skora ulagirken, LightGBM (0.854) ile en diisiik degeri elde etmistir. Baglanti
elemanlar1 acisindan sonuglar irdelendiginde XGBoost (0.894) siniflandiricisinin
en yiiksek sonucu aldig1, LightGBM(0.816) siniflandiricisinin en diisiik degeri elde
ettigi goriilmiistiir. Altyap1 haricindeki siniflara ait sonuglar incelendiginde, zemin,
cit ve iskele sinifinda XGBoost iistiinliigii goze carparken, merdiven, diisey yiizey
ve tastyict kolon sinifinda RF siniflandiricisi en yiiksek sonucu elde etmistir. Diger
sinifinda ise LightGBM simiflandiricisinin en yiiksek F1-Score degerini elde ettigi
goriilmiistiir. Dirsek sifinda biitiin simiflandiricilar yiiksek kesinlik degerine sahip
iken, diisiik duyarlilik elde ettikleri goriilmektedir. Yani model pozitif degerlerin
biiylik ¢cogunlugunu dogru tahmin ederken, gercekte pozitif olan degerlerin bir

cogunu tespit etmekte yetersiz kalmistir.
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F1-Skor Kesinlik
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mTe m Diger w Digey Yizey mTe m Diger m Digey Yizey
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Sekil 7.22 S2 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuglari

Sekil [7.23[de siniflandiricilar ile elde edilmis simflandirma sonuglart verilmistir.
Sekil [7.23 etiketli test verisi, Sekil [7.2Ib XGBoost simflandiricisinin elde ettigi
siniflandirma gorseli, Sekil [7.23k LightGBM ile elde edilen siniflandirma gorseli ve
Sekil [7.23[d RF ile elde edilen siniflandirma gorselidir.
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Sekil 7.23 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
siniflandirma; d) RF ile siniflandirma
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Sekil 7.24 S3 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.24te S3 senaryosuna iligskin smif bazli F1-Skor, kesinlik ve duyarlilik
degerleri verilmistir. Altyap: ve bilesenleri acisindan sonuglar incelendiginde su
borusu sinifinda en yiiksek F1-Skor degeri XGBoost(0.731) ile elde edilirken, en
diisiik deger RF (0.702) smiflandirict ile elde edilmistir. Dirsek sinifi sonuglar
irdelendiginde RF (0.737) simiflandiricist en yiiksek F1-Skor degerine ulagirken,
LightGBM (0.623)’in en diisilk F1-Skor degerine ulastigi goriilmektedir. Te
sinifinda elde edilen en yiiksek F1-Skor degeri LightGBM ile elde edilmesine
ragmen her iic siiflandiricida bu sinifta oldukga diisiik deger elde etmistir.
Baglanti elemanlar incelendiginde en yiiksek F1-Skor degeri XGBoost (0.744)
ile elde edilirken, LightGBM (0.694) ile en diisiik F1-Skor degerine ulasilmistir.
Altyapr haricindeki diger simif sonuclarina bakildiginda, zemin, merdiven ve iskele
siniflarinda RF smiflandiricisinin iistiinliigii 6n plana ¢ikarken, cit, diisey yiizey ve

tastyict kolon siniflarinda XGBoost iistiinliigli goze carpmaktadir.

Her ii¢ siflandirict ile elde edilen sonuglar gorsellestirilerek Sekil [7.25]de
sunulmustur. Su borusunun toprak ortiilii olan kisimlarinda zemin sinifinin su
borusu olarak tahmin edildigi, su borusu ile direk sinifin yer yer karigiklik gosterdigi

ve gercekte su borusu olan noktalarin dirsek olarak tahmin edildigi goriilmektedir.
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Sekil 7.25 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
siniflandirma; d) RF ile siniflandirma
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Sekil 7.26 S4 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.26]de S4 senaryosuna iliskin smf bazli F1-Skor, kesinlik ve duyarlilik
degerleri verilmigtir. ~ S4 senaryo sonuglar1 altyapr ve bilesenleri acisindan
incelendiginde, su borusu sinifinda ulagilan en yiiksek F1-Score degeri XGBoost
(0.761) ile, en diisiikk deger ise RF (0.751) ile elde edilmistir. Dirsek sinifi
ozelinde incelendiginde RF (0.521) en yiikek F1-Score degerini elde eder iken,
XGBoost (0.445)’un en diisiik degeri elde ettii goriilmiistiir. Te sinifi sonuglar
irdelendiginde F1-Score degerlerinin kiyaslanamayacak ol¢iide kiiciik 6ldugu
goriilmiistiir. Baglanti elemanlar1 agisindan sonuclar incelendiginde RF (0.626)
siniflandiricisinin en yiiksek F1-Score degerine ulastigi, en diisiik degerin ise
LightGBM (0.559) ile elde edildigi goriilmiistiir.

Sekil [7.26[de verilen degerler incelendiginde dirsek smifimin yiiksek duyarliliga
sahip olmasina ragmen, F1-Skor degerinin diisiik oludgu goriilmektedir. Bu durum
modelin gercek pozitif degerleri dogru sekilde tanimladig1 ancak, bir ¢ok yanlis

pozitif degerde iirettigini gostermektedir.
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Sekil 7.27 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
siiflandirma; d) RF ile siniflandirma

81



Her ii¢ siiflandirict ile elde edilen sonuglar gorsellestirilerek Sekil [7.27/de
sunulmustur. Smiflandiricilarin su borusu ve dirsek smifinda karigiklik

gosterdigi, yine zemin ve su borusu siniflarinda yanlis tahminler gerceklestirdigi
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Sekil 7.28 S5 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

S5 senaryosuna iliskin sinif bazli F1-Skor, keskinlik ve duyarlilik degerleri Sekil
[7.28te verilmistir. Sonuglar altyap: bilesenleri agisindan incelendiginde su borusu
siifinda en yiiksek F1-Skor degeri RF (0.748) smiflandirici ile elde edilmistir.
Bu sinifra alinan en diisiik degere XGBoost (0.728) siniflandiricist ile ulasildig
goriilmektedir. Dirsek smifi agisindan incelendiginde en yiiksek F1-Skor degeri
RF (0.543) simiflandiricist ile alinirken, en diisiik deger XGBoost (0.428) ile elde
edilmigtir. Te sinifinda en yliksek deger XGBoost (0.424) ile elde edilirken, en
diisiik degere LightGBM (0.358) ile ulagilmistir. Baglanti elemanlar1 6zelinde
incelendiginde en yiiksek F1-Skor degeri XGBoost (0.586) smiflandiricist ile en
diisiik deger ise RF (0.547) siniflandirict ile elde edilmistir. Altyap1 bilesenleri
haricindeki sinif sonuclari incelendiginde, zemin, ¢it, iskele, tasiyici kolon ve diger
siniflarinda RF {istiinliigi goriiliirken, diigey yiizey sinifinda XGBoost ve merdiven

sinifinda LightGBM iistiinligii gbze carpmaktadir.

Her ii¢ siiflandirict ile elde edilen sonuglar gorsellestirilerek Sekil [7.29]de

sunulmustur.
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Sekil 7.29 a) Etiketli test verisi; b) XGBoost ile siniflandirma; ¢) LightGBM ile
siiflandirma; d) RF ile siniflandirma
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7.2.1 Britanya Kolumbiyas: icmesuyu Hatt1 Simiflandirma Sonuclaria Etki

Eden Ozelliklerin Belirlenmesi

YTU Hidrolik Laboratuvarinda oldugu gibi, burada da en iyi 30 ozellik dikkate

alinarak, her bir senaryo i¢in etkin olan 6zellikler gorsel olarak sunulmustur.

Sekil[7.30[de Britanya Kolumbiyasi S1 senaryosuna iligkin 3 farkli siniflandiricinin
siniflandirmada kullandig1 en iyi 30 6zellik gosterilmektedir. Komsuluk yarigcapi
dikkate alinmadan 9 geometrik Ozellik ile Z, Rf ve Bf ozellikleri olmak iizere
12 o6zelligin siiflandiricilar tarafindan ortak kullanildigi gbze carpmaktadir.
Komsuluk yarigaplar dikkate alindiginda,PCA2 (r=1m), hacim yogunlugu(r=1m),
omnivaryans (r=I1m), diizlemsellik (r=I1m), yiizey degisimi (r=1m), normal
degisim orani (r=0.30m ve r=0.50m) ve dikeylik (r=0.10m, r=0.30m ve r=0.50m)

ozelliklerinin ortak olarak kullanildig1 goriilmektedir.

S2 senaryosunun egitiminde 3 farkli siniflandirici tarafindan kullanilan en iyi 30
ozellik listenmis ve Sekil [7.31]de sunulmustur. Siniflandiricilarin 7 geometrik
ozellik ile Z, Rf ve Gf ozelliklerini ortak olarak kullandiklar1 ve komsuluk
yaricaplar1 dikkate alindiginda komsu sayisit (r=0.30m), normal degisim oram
(r=0.30m ve r=0.50m), yiizey degisimi (r=1m), diizlemsellik (r=0.50m ve r=1m) ve

dikeylik (r=0.10m, r=0.30m ve r=0.50m) 6zelliklerinin ortak oldugu goriilmiistiir.

S3 senaryosuna iligkin simiflandiricilarin egitimde kullandiklari en iyi 30 ozellik
Sekil [7.32]te verilmistir. Sonuglar incelendiginde 10 geometrik ozellik ile Z
olmak iizere 11 6zelligin stmiflandirmada ortak oldugu, komsuluk yaricap: dikkate
alindiginda ise ozdegerler toplami (r=1m), PCA2 (r=1m), hacim yogunlugu
(r=1m), yiizey degisimi (r=I1m), diizlemsellik (r=0.50m ve r=1m) ve dikeylik
(r=0.10m, r=0.30m ve r=0.50m) 6zelliklerinin 3 siniflandirici icinde ortak oldugu

anlasilmaktadir.

Smiflandiricilarin egitim i¢in kullandiklar1 o6zellikler S4 senaryosu bazinda
incelendiginde 6 geometrik 6zellik ile Z ve Rf olmak tizere 86zelligin ortak oldugu
gorilmektedir (Sekil [7.33). Komsuluk yarigap: dikkate alindiginda omnivaryans
(r=1m), 2.6zdeger (r=1m), 3.6zdeger (r=1m), 0z entropi (r=1m), komsu sayis1
(r=0.30m ve r=0.50m), yiizey degisimi (r=I1m) ve dikeylik (r=0.10m, r=0.30m ve

r=0.50m) 6zelliklerinin 3 siniflandirici i¢inde ayni oldugu belirlenmistir.

Sekil [7.34]te S5 senaryosuna iliskin siniflandiricilarin egitim igin kullandig:
en 1yi Ozellikler verilmistir.  Sekil incelendiginde komsuluk yaricapr dikkate
alinmadiginda 9 geometrik ozellik ile Z ve Rf olmak {iizere 11 ozelligin

ortak oldugu, komsuluk yarigaplart dikkate alindiginda omnivaryans (r=1m),
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komsu sayist (r=0.30m ve r=0.50m), hacim yogunlugu (r=1m), 0z entropi
(Im), diizlemsellik (1m), kiiresellik (r=1m) ve dikeylik (r=0.02m, r=0.10m,
r=0.30m, r=0.50m ve r=1m), yiizey degisimi (r=1m), 6zdegerler toplami (r=1m)

ozelliklerinin 3 siniflandirict i¢in ayni oldugu goriilmiistiir.
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Sekil 7.30 S1 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.31 S2 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.32 S3 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.33 S4 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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Sekil 7.34 S5 senaryosunda 3 farkli siniflandiricinin kullanmis oldugu en iyi 30
ozellik
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7.3 YTU Hidrolik Laboratuvar1 Verilerinin Derin Ogrenme

Yontemleri ile Simiflandirilmasi

Bes farkli senaryo ve KPConv derin 6grenme siniflandiricist ile gerceklestirilen
simniflandirma sounglari, dogruluk, kesinlik, duyarlilik ve Fl-skor degerlerine
gore incelenmistir. KPConv ile yapilan siniflandirmada, S1 senaryosunda 0.972,
S2 senaryosunda 0.989, S3 senaryosunda 0.993, S4 senaryosunda 0.989 ve S5
senaryosunda 0.990 model dogrulugu elde edilmistir. ~ Sekil [7.35]da her bir
senaryoda KPConv ile elde edilen model dogruluklar1 verilmistir. ~ Sonugalr
incelendiginde egitilen veri seti azalmasina ragmen model dogruluklarinda artigin

oldugu gozlemlenmistir.

Model Dogrulugu

1.000 0.989 0593 0.989 0.990

0.972
i I
0.900

KPCONY

mS1 mS2 W53 W54 WSS
Sekil 7.35 Her bir senaryonun KPConv ile elde edilmis model dogruluklar1

Her senaryoya gore F1-Skor degerleri incelendiginde S1 senaryosunda 0.972,
S2 senaryosunda 0.976, S3 senaryosunda 0.984, S4 senaryosunda 0.976 ve S5
senaryosunda 0.978 olarak elde edildigi goriilmektedir (Sekil [7.36).

Her bir senaryoya ait sinif bazli sonuclar1 F1-Skor, kesinlik ve duyarlilik sonuglari

gorsellestirilerek Sekil [7.37] Sekil [7.39] Sekil [7.41] Sekil [7.43] ve Sekil [7.45]de

sunulmustur.

S1 senaryosuna iliskin sonuglar altyapr ve bilegsenleri 6zelinde incelendiginde en
yiiksek F1-Skor(0.978) ile biiyiik boru sinifinda, en diisiik F1-Skor degerinin(0.668)
ise kiicikk boru sinifinde elde edildigi goriilmiistiir. Dirsek sinifinda ise 0.959
F1-skor degerine ulagilmistir. Diger siniflara ait sonuglara bakildiginda kap1 sinifi
en yiiksek F1-Skor degerine ulagirken, demir sinifi en diisiik F1-Skor degeri elde
etmistir. Diisiik F1-Skor degeri elde eden kii¢iik boru sinifinda kesinlik ve duyarlilik

degerlerinin de diisiik oldugu goriilmketedir. Model bu sinifa ait noktalarin dogru
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tespitinde diger siniflara gore diisiik performans gostermistir.

Sekil [7.38]da S1 senaryosuna ait simflandirma gorseli verilmistir. Sekil [7.38p’da
hatali siniflandirma yapilmis noktalar kirmizi ¢ember i¢ine alinarak gosterilmistir.
Sekil incelendiginde kaplama sinifinin duvar olarak tahmin edildigi, demir sinifinin

ise boruya temas eden yerlerde boru olarak tahmin edildigi goriilmektedir.

ﬂ) Tahmin b) Gercek

Sekil 7.38 a) KPConv ile siniflandirma; b) Etiketli test verisi

S2 senaryosu altyapr ve bilesenleri acisindan ele alindiginda en yiiksek F1-Skor
degeri (0.990) ile kiigiik boru smifinda elde edilirken, en diisiik deger(0.905) ile
dirsek smifinda elde edilmistir. Diger siniflara iliskin sonuglar incelendiginde en
yiiksek degerin gii¢c kaynagi sinifinda, en diisiik degerin demir sinifinda elde edildigi

gorilmiistiir.

Sekil [7.407da S2 senaryosuna ait smiflandirma gorseli verilmistir. Sekil [7.40h’da
hatali siniflandirma yapilmis noktalar kirmizi ¢ember i¢ine alinarak gosterilmistir.
Sekil incelendiginde demir sinifinin boruya temas eden yerlerde boru olarak tahmin

edildigi ve boru sinifinin dirsek olarak tahmin edildigi goriilmiistiir.

S3 senaryosu 0zelinde sonuclar altyap: ve bilesenleri agisindan ele alindiginda,en
yiiksek F1-Skor degerinin(0.990)ile biiyiik boru sinifinda, endiisiik degerin (0.976)
ile dirsek smifinda elde edildigi goriilmiistiir.  Diger simiflara ait sonuglar
incelendiginde kapi ve giic kaynagi sinifinin en yiiksek F1-Skor degeri, demir

siifinin en diisiik F1-Skor degeri elde ettigi belirlenmigtir.
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Sekil 7.39 S2 senaryonuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik

Tahmin

sonuclari

b)

Gercek

Sekil 7.40 a)

KPConv ile siniflandirma; b) Etiketli test verisi

94



F1-Skor Kesinlik
1.000

1.000
0.900 0.900
0.300 0.800
0.700 0.700
0.600 0.600
53 53
M Biylk Boru mKaplama W Dirsek M Biylk Boru mKaplama M Dirsek
Kiglk Boru M Gig Kaynag M Duvar Kiglk Boru M Gig Kaynag: M Duvar
W Demir W Pencere W Kap W Demir W Pencere W Kap
Duyarlilik

1.000

0.900
0.800
0.700
0.600
53

mBOyilk Boru mKaplama  mDirsek
Klglk Boru BGUg Kaynag M Duvar

W Demir W Pencere W Kapi

Sekil 7.41 S3 senaryonuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.42]da S3 senaryosuna ait siniflandirma gorseli verilmistir. Sekil [7.42p’da
hatali siniflandirma yapilmis noktalar kirmizi ¢ember i¢ine alinarak gosterilmistir.
Sekil incelendiginde demir sinifinin boruya temas eden yerlerde boru olarak tahmin

edildigi ve dirsek sinifinin boru olarak tahmin edildigi goriilmiistiir.
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a) Tahmin b) Gercek

Sekil 7.42 a) KPConv ile siniflandirma; b) Etiketli test verisi
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Sekil 7.43 S4 senaryonuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari
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Sekil [7.43]de verilen sonuglar altap1 ve bilesenleri agisindan incelendiginde kiiciik
boru smifinin en yiiksek F1-Skor degeri(0.990), dirsek sinifinin en diisiik F1-Skor
degeri (0.976) elde ettigi tespit edilmistir. Diger siniflara ait sonuglar incelendiginde
giic kaynag1 sinifinin en yiiksek F1-Skor degerine ulastigi, demir sinifinin ise en

diisiik F1-Skor degeri elde ettigi gortilmiigtiir.

a) Tahmin b) Gercek

Sekil 7.44 a) KPConv ile siniflandirma; b) Etiketli test verisi

Sekil [7.44]da S4 senaryosuna ait siiflandirma gorseli verilmigtir. Sekil [7.44p’da
hatali siniflandirma yapilmis noktalar kirmizi ¢ember i¢ine alinarak gosterilmistir.
Sekil incelendiginde demir sinifinin boruya temas eden yerlerde boru olarak tahmin

edildigi, dirsek sinifinin ise boru olarak tahmin edildigi goriilmiistiir.
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Sekil 7.45 S5 senaryonuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

Sekil [7.45]de verilen sonuglar altap1 ve bilesenleri agisindan incelendiginde kiiciik
boru sinifinin en yiiksek F1-Skor degeri(0.989), dirsek sinifinin en diisiik F1-Skor
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degeri (0.974) elde ettigi belirlenmistir. Diger siniflara ait sonuglar incelendiginde
kapt simifinin en yiiksek F1-Skor degerine ulasti§i, demir simifinin ise en diisiik

F1-Skor degeri elde ettigi goriilmiistiir.

a) Tahmin b) Gercek

Sekil 7.46 a) KPConv ile siniflandirma; b) Etiketli test verisi

Sekil [7.46[da S5 senaryosuna ait siniflandirma gorseli verilmigtir. Sekil [7.46p’da
hatal1 siniflandirma yapilmis noktalar kirmizi ¢ember i¢ine alinarak gosterilmistir.
Sekil incelendiginde demir sinifinin boru, gii¢ kaynagi ve kaplama olarak tahmin
edildigi ve dirsek sinifinin boru olarak tahmin edildigi goriilmiistiir.

7.4 Britanya Kolumbiyasi Icmesuyu Hatt1 Verilerinin Derin
Ogrenme Yontemleri ile Smiflandiriimasi

5 farkli senaryoya iligkin simiflandirma islemi, dogruluk, Fl-skor, kesinlik ve
duyarlilik sonuglarina gore incelenmistir. S1 senaryosunda 0.957, S2 senaryosunda
0.967, S3 senaryosunda 0.905, S4 senaryosunda 0.976 ve S5 senaryosunda 0.968
model dogrulugu elde edilmistir. Buna iligkin gorsel Sekil [7.477de sunulmustur.

KPConv ile elde edilmig 5 farkli senaryoya iliskin F1-Skor degerleri Sekil [7.48/da
verilmigtir. Gorsel incelendiginde en yiiksek F1-Skor degerinin S1 senaryosunda,
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Sekil 7.47 Her bir senaryo icin KPConv ile elde edilen model dogruluklari

en diisiik F1-Skor degerinin ise S3 senaryosunda elde edilidgi gortilmektdir.
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0.900
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Sekil 7.48 Her bir senaryo i¢in KPConv ile elde edilen model dogruluklari

Smnif bazli kiyaslama yapilabilmesi ve sonuglarin yorumlanabilmesi acisindan
her bir senaryoya iliskin simif bazli F1-Skor, kesinlik ve duyarlilik sonuglari
gorsellestirilmigtir. Sekil [7.49[de S1 senayosuna iliskin sonuglar verilmistir. S1
senaryo sonuglar1 altyapir ve bilesenleri acisindan incelendiginde su borusunu
siifimin 0.981 ile en yiiksek Fl-skor degerine ulastig1 belirlenmistir. En diistik
F1-Skor degeri(0.929) ise te sinifinda elde edilmistir. Dirsek sinifinda 0.976
F1-Skor degeri elde edilirken, baglanti elemanlar1 sinifinda bu degerin 0.979 oldugu
goriilmiistiir. Altyapilar disginda kalan diger sinif sonuclarina bakildiginda, 0.976
F1-Skor degeri ile iskele sinifinin en yiiksek degeri elde ettigi, ¢it sinifinin ise en

diisiik F1-Skor degerine(0.914) ulastig1 tespit edilmistir.
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Sekil 7.49 S1 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

S1 senaryosuna ait siniflandirma sonucglar1 gorsellestiirldiginde te sinifinin su
borusu sinifi olarak hatali simiflandirildigi, diisey yiizey siifinin tagtyici kolon sinifi

ile karistig1 ve zemin smifinin diger sinifi ile karishik gosterdigi anlasilmistir. Sekil

[7.50p’da beyaz cember i¢inde hatali siniflandirma bolgeleri gosterilmistir.

a) Tahmin b) Gergek

S1

Sekil 7.50 a) KPConv ile siniflandirma; b) Etiketli test verisi

S2 senaryosuna iligkin sinif bazli F1-Skor, kesinlik ve duyarlilik sonuglar1 Sekil
[7.51]de verilmistir. Altyap: ve bilesenleri agisindan sonuglar incelendiginde, su
borusu sinifinin 0.962 ile en yiiksek Fl-skor degerini, te sinfinin 0.902 ile en
diisiik F1-Skor degerini elde ettigi tespit edilmistir. Dirsek sinifinin 0.949, baglanti
elemanlart siifinin 0.929 F1-Skor degerine ulastigi goriilmiistiir. Geriye kalan

sinif sonuglarina bakildiginda, zemin simfi 0.988 ile en yiiksek F1-Skor degerine
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ulasti81, en diisiik F1-Skor degerinin(0.884) ise diger sinifi ile elde edilmis oldugu

belirlenmistir.
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Sekil 7.51 S2 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuglari

S2 senaryosunun smiflandirma gorseli Sekil [7.52]de verilmistir. Te ve dirsek
sinifinin su borusu sinifi, dgsey diizey smifinin merdiven sinifi olaraj hatali
siniflandirildigr goriilmektedir. Hatali simiflandirma yapilmis yerler Sekil [7.52p’da

beyaz ¢cember icine alinmigtir.

a) Tahmin b) Gergek

Sekil 7.52 a) KPConv ile siniflandirma; b) Etiketli test verisi

Sekil [7.53]te S3 senaryosuna iligkin sinif bazli F1-Skor, kesinlik ve duyarlilik
degerleri verilmistir. S2 senaryosuna benzer sekilde en yiiksek FI1-Skor
degeri(0.907) su borusu sinifinda elde edilirken, en diisiik F1-Skor degerin(0.771)
te siifinda elde edildigi belirlenmistir. Dirsek sinifinin 0.853, baglant1 elemanlari
simifi 0.892 F1-Skor degeri elde ettigi goriilmiistiir.  Altyapilar disinda kalan
siiflarda en yiiksek F1-Skor degeri zemin sinifinda elde edilirken, en diisiik Fi-Skor

degeri merdiven sinifinda elde edilmistir
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Sekil 7.53 S3 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuglari

S3 senaryosuna iliskin KPConv ile elde edilen simiflandirma gorseli Sekil [7.547te
verilmigtir. Gorsel incelendiginde, iskele sinifinin tasiyict kolon olarak hatali
siniflandirildigl, te ve su borusu sinifi ile karigiklik gosterdigi, ve diger sinifinin
zemin sinifi olarak tahmin edildigi yerlerin oldugu belirlenmistir. Sekil [7.54p’da

hatal1 sinifflandirma yapilan yerler beyaz ¢cember ile gosterilmistir.

a) Tahmin b) Gercek

Sekil 7.54 a) KPConv ile siniflandirma; b) Etiketli test verisi

S4 senaryo sonuglar1 altyapi ve bilesenleri acusndan incelendiginde su borusu
siifinin 0.975 ile en yiiksek, te sinifinin 0.941 ile en diisiik F1-Skor degeri elde
ettigi belirlenmistir (Sekil [7.55)). Baglanti elemanlar1 sinifi 0.964, dirsek sinifi ise

0.958 F1-skor degeri elde etmistir. Geri kalan sinif sonuglarina bakildiginda zemin
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siift S3 senaryosuna benzer sekilde en yiiksek F1-Skor degeri elde ederken, en

diisiik F1-Skor degerin ¢it sinifinda elde ettigi goriilmiistiir.
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Sekil 7.55 S4 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuglari

S4 senaryosunda diger 3 senaryoya benzer sekilde su borusu, dirsek ve te
siniflarinda hatali siiflandirmalarin oldugu, diisey yilizey ile zemin smifinin
karigiklik gosterdigi, iskele smifinin c¢it smifi olarak hatali sinifilandirildig:
goriilmiistiir.  Sekil [7.56p’da hatali simflandirma yapilmis alanlar beyaz ¢ember
icerisinde gosterilmektedir.

a) Tahmin b) Gercek
o & R t?‘}“ = -

Sekil 7.56 a) KPConv ile siniflandirma; b) Etiketli test verisi

S5 senaryosuna iligkin simif bazli F1-Skor, kesinlik ve duyarlilik sonuglar: altyap:
ve bilesenleri acisindan incelendiginde diger 4 senaryoya benzer sekilde su borusu
siift en yiiksek F1-Skor degerini (0.963) elde ettigi tespit edilmistir. En diistik
F1-Skor(0.905) te smifinda elde edilirken, dirsek sinifi 0.934, baglanti elemanlari
sinift 0.962 F1-Skor degerine ulasmistir. Altyap1 disindaki siniflara iliskin sonuglar
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incelendiginde zemin siifinin en yiiksek F1-Skor degerine ulastigi, en diisiik
F1-skor degerin diger sinifinda elde edildigi goriilmiistiir (Sekil [7.57))
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Sekil 7.57 S5 senaryosuna gore her bir sinifin F1-Skor, kesinlik ve duyarlilik
sonuclari

S5 senaryosuna iligkin smiflandirma gorseli Sekil [7.58/da sunulmustur. ~ Sekil
[7.58a incelendiginde demir smifinin kaplama ve gii¢ kaynagi olarak hatali
siniflandirildigi, dirsek sinifinin boru sinifi olarak tahmin edildigi goriilmiistiir, ilgili

kisimlar sekil lizerinde beyaz ¢ember icerisinde belirtilmistir.

a) Tahmin b) Gercek

S5

Sekil 7.58 a) KPConv ile siniflandirma; b) Etiketli test verisi
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3

BULGULAR VE TARTISMA

Bu bolimde makine 6grenmesi siniflandiricilart ve derin 6grenme algoritmasi
ile elde edilen smiflandirma sonuclari yorumlanacaktir.  Siniflandirict bazl
kargilastima yapilacak ve ortak Ozelliklerin incelenmesi gergeklestirilecektir.
Daha sonra makine Ogrenimi ve derin Ogrenme siniflandrima sonuclarinin

karsilastirilmasi gerceklestirilecektir.

8.1 Makine Ogrenmesi Smiflandiricilar1 ile Elde Edilen

Siiflandirma Sonuc¢larinin Yorumlanmasi

Hatal1 siniflandirilan noktalara iligkin kargilastirma yorum yapilabilmesi i¢in en iyi
ve en kotii model dogrulugu elde eden senaryolara ait sonuclar dogru ve yanlig
siniflandirilmig nokta seklinde iki sinifa indirgenmis ve siniflandirma gorselleri
olusturulmustur (Sekil [8.1)). Sekil [§.Tp’da YTU Hidrolik Laboratuvart igin en iyi
sonug elde eden S1 senaryosu ve Sekil [§.1p’de YTU Hidrolik Laboratuvart igin en

kotii sonug elde eden S5 senaryosu verilmistir.

Sekil B.1Ip’ incelendiginde hatali simiflandirmalarin oldugu bolgelerin, simiflarin
kesisim noktalarinda oldugu ya da birbirine yakin objelerin oldugu goriilmektedir.
Bu durumun geometrik 6zelliklerin kesisim noktalarinda dogru tahmin yapamadig:
ya da smifi temsil eden nokta sayisinin yetersiz olmasindan kaynaklandig:
sOylenebilir. Ayrica ozellikle kiiciik bolgelerde cok fazla simif degisimi varsa,
geometrik benzerlik ve sinifsal noktalar aras1 yakinlik sebebiyle ya da objeyi temsil
eden nokta say1sinin azlig1 sebebiyle MO siiflandiricilar: sinif ayirt etmede yetersiz
kalabilmekte ve yanlis siniflandirmaya sebep olabilmektedir. Bu nedenle farkl
acialrdan coklu oturum yapilarak objeyi temsil eden nokta sayisinin artirtilmasi
bir ¢6ziim olabilir. Bu duruma 6rnek olarak Sekil [8.1p’de sag iist kosede bulunan
pencere cercevesinin hata siniflandirilmasi ve kiiciik boru sinifi yakinindaki demir
sinifi ile karigmast verilebilir.  Yine Sekil [8.1p’da alt kosede kaplama sinifinin

bir bolimiiniin hatali siniflandirilmas: bu duruma Ornek olarak verilebilir. Yine
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Sekil 8.1 a) S1 senaryosunda en iyi sonug¢ veren siniflandirici (XGBoost) ile dogru
ve yanlis tahmin edilen noktalar; b) S5 senaryosunda en iyi sonug veren
siiflandiric1 (XGBoost) ile dogru ve yanlis tahmin edilen noktalar

sekil incelendiginde diizlemsel objelere ait dogru tahminlerinin fazla oldugu
goriilmektedir. Bu durum, dogrusallifi ve diizlemselligi stabile yakin olan bu
siiflarin (duvar ve kaplama gibi) veri setinde yogun olmasi nedeniyle bu siniflara

ait ozelliklerin daha iyi 6grenildigi yorumu ile agiklanabilir.

Sekil de Britanya Kolumbiyasi Icmesuyu Hatti igin en iyi ve en kotii
model dogrulugu elde eden senaryolar dogru ve yanlis simifa atanan noktalar
kullanilarak olusturulmustur. ~ Sekil 8.2h’da en iyi model dogruluguna sahip
S1 senaryosuna ait sonuglar, ekil8.2b’de en kéti model dogruluguna sahip
S5 senaryosu gosterilmektedir.  Sekil incelendiginde, YTU sonuglarina
benzer sekilde boru-dirsek, boru-te kesisimlerinde hatali siniflandirmalarin oldugu
goriilmektedir. Smiflandiricilar bu bolgelerdeki noktalar: ayirt etmede, geometrik
ozelliklerin benzerligi ve nokta yakinligi nedeniyle yetersiz kalmaktadir. Sekil
B.2b’de buna ek olarak zemin smnifinin, boruyla temas ettigi yerlerde boru olarak
tahmin edildigi, sag iist bolgede ise iskele siifi ile karigiklik gosterdigi karigiklik
matrisi incelendiginde goriilmektedir (Sekil [A.TT]).

Sekil [8.3] ve Sekil [B.4te verilen ozellikler incelendiginde RF ve LightGBM
icin baskin ozellik 5 senaryo icin "Z" ozelligidir. XGBoost i¢cin bu durum
senaryo bazli degisiklik gostermistir. S1-S3 senaryolar: arasinda Bf (mavi renk

faktorii) baskin iken, S4’te omnivaryans (r=1m), S5’te ise kiiresellik (r=1m)
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Sekil 8.2 a) S1 senaryosunda en iyi sonug veren siniflandirict (XGBoost) ile dogru
ve yanlis tahmin edilen noktalar; b) S5 senaryosunda en iyi sonug veren
siniflandirici (RF) ile dogru ve yanlis tahmin edilen noktalar
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Sekil 8.4 YTU Hidrolik Laboratuvari i¢in olusturulan S4 ve S5 senaryolarinin

egitiminde siniflandiricilarin kullandig1 ortak 6zelliklerin 6nem siralamasi
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ozellikleri baskindir. 5 senaryonun siiflandirilmasinda kullanilan ortak 6zellikler
incelendiginde Z, Bf, ortalama egrilik (r=0.10m), diizlemsellik (r=1m) ve dikeylik
(r=0.30m) ozelliklerinin ortak oldugu ve algoritmadan bagimsiz olarak bu veri
seti icin bu oOzelliklerin egitim icin kullanilmasi gerektigi soylenebilir. Z ile
diizlemselligin birlikte kullanimi, duvar ve kaplama gibi siniflarin tahmininde etkili
olurken, ortalama egrilik ve Z’nin kullanimi altyap1 elemanlarinin tahmininde etkili

olmaktadir.

Sekil ve Sekil ‘te verilen sonuglara gore, RF ve LightGBM i¢in baskin
ozellik 5 senaryo i¢in "Z" ozelligidir. XGBoost i¢in bu durum senaryo bazli
degisiklik gostermistir. S1 senaryosunda normal degisim orani (r=0.3m), S2’de
diizlemsellik (r=0.5m), S3’te diizlemsellik (r=1m), S4’te yiizey degisimi (r=I1m)

ve S5’te ise Z ozelligi baskin dzelliktir.

5 senaryonun simiflandirilmasinda kullanilan ortak ozellikler incelendiginde Z,
yiizey degisimi (r=1m) ve dikeylik (r=0.10m, r=0.30m ve r=0.50m) 6zelliklerinin
ortak oldugu ve algoritmadan bagimsiz olarak bu veri seti i¢in bu 6zelliklerin veri

setinin egitiminde bulunmas1 gereken 6zellikler oldugu soylenilebilir.

Her iki calisma bolgesi i¢in sonuclar birlikte degerlendirildiginde Z ve dikeylik
(r=0.30) ozelliklerinin her iki veri setinden olusturulan 5 senaryoda ortak ozellik

oldugu tespit edilmistir.

Makine 6grenmesi ¢aligmalarinda sik¢a rastlanilan %90 egitim - %10 test ve %70
egitim - %30 test yaklasimlar1 agisindan sonuglar incelendiginde, siniflandiricilarin
her iki bolge icin S1 ve S2 senaryolarina iligskin kullandiklari ortak 6zellikler; Z, Rf,
dikeylik (r=0.10m ve r=0.30m) ve diizlemsellik (r=1m) olarak tespit edilmisgtir.
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8.2 Derin Ogrenme Yontemi (KPConv) ile Elde Edilen
Simiflandirma Sonuc¢larinin Yorumlanmasi

KPConv ile hatal1 siniflandirilan noktalara iligskin karsilastirma yorum yapilabilmesi
icin en iyi ve en kotli model dogrulugu elde eden senaryolara ait sonuglar, dogru
ve yanlhis siiflandirilmis nokta seklinde iki sinifa indirgenmis ve siniflandirma
gorselleri olusturulmustur (Sekil [8.7).  Sekil [8.7) incelendiginde hatali simf

a)

[ Dogru Smiflandirilms Nokta
B Yanhs Smflandirilms Nokta

Sekil 8.7 a) S3 senaryosunda KPConv ile dogru ve yanlis tahmin edilen noktalar;
b) S1 senaryosunda KPConv ile dogru ve yanlis tahmin edilen noktalar

tahminlerinin makine 6grenmesi sonuclarinda oldugu gibi siflar aras1 kesisim
noktalarinda oldugu goriilmektedir. Sekil [8.7a’da kaplama smifi olmast gereken
sinfin hatali tahmin edildigi goriilmektedir. Bu durum, DO yontemleri ile yapilan
siniflandirmada geometrik Ozelliklerin renk bilgisi gore daha baskin oldugunu
gostermektedir. Bu sonu¢ Bayrak vd. [136]’in yapmus oldugu calisma ile de
desteklenmektedir.

Sekil [8.8] incelendiginde hatali siniflandirmalarin genellikle iki sinifin kesigim
bolgesinde gerceklestifi goriilmektedir. S4 senaryosunda bu karisiklik daha az
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Bl Dozru Smflandirilmis Nokta
b) | Yanhs Simflandirilmis Nokta

Sekil 8.8 a) S4 senaryosunda KPConv ile dogru ve yanlig tahmin edilen noktalar;
b) S3 senaryosunda KPConv ile dogru ve yanlis tahmin edilen noktalar
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iken S3 senaryosunda daha fazladir. Bu durum egitim veri setinde siniflar1 temsil
eden noktalarin, 2 sinif arasindaki farki ayirt edemeyecek geometrik yakinlga sahip
oldugu ile aciklanabilir. Buna 6rnek olarak, zemin ile su borusunun kesisim noktasi
verilebilir. Su borusunun yiizeyini kaplayan toprak yapi, model tarafindan su
borusu olarak yanlis stmiflandirilmistir.  Yine zeminle ayni dogrultuda olan diger

katmaninda yer alan tahtalarda, yer yer zemin olarak tahmin edilmisgtir.

8.3 Derin Ogrenme ve Makine Ogrenmesi Sonuclarmn
Karsilastirlmasi

YTU Hidrolik Laboratuvar1 senaryolarma ilsikin makine 6grenmesi ve derin
ogrenme yontemleri ile elde edilen model dogruluklarinin kargsilagtirilmasi
Tabld8.9/de verilmistir. Tablo incelendiginde KPConv biitiin senaryolarda makiane

ogrenmesi siniflandiricisina gore daha iistiin performans gostermistir.

1.000
0.950
0.900
0.850
0.800
51 52 53 54 55

0.750

¥TU Hidrolik Laboratuvan

m Derin Ogrenme Model Dogrulugu m Makine Ogrenmesi Model Dogrulugu

Sekil 8.9 YTU veri seti icin derin 6grenme ve makine 6grenmesi yontemlerinin
siniflandirma model dogruluklarinin karsilastirilmasi

Tablde Britanya Kolumbiyas1 I¢cmesuyu Hattina iliskin simiflandirma
dogruluklarmin kiyaslanmasi gosterilmektedir. YTU senaryo sonuclarina benzer
sekilde derin 6grenme yonteminin her senaryo i¢in siiflandirma performasinin
oldukga iistiin oldugu goriilmektedir. Ozellikle diisiik egitim verisinin oldug
S5 senaryosunda derin 6grenmenin yiiksek dogruluk elde etmesi, segilen egitim
alaninin, biitiin veriyi kapsayacak nitelikte olmasi ve veri icerisindeki sinifsal
varyasyonlarin az olmasi nedeniyle aciklanabilir. Ayrica makine 6grenmesinin

geometrik Ozelliklere gore siniflandirma yapmasi, derin 6grenmenin ise geoemtrik
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0.700

Britanya Kolumbiyasiigmesuyu Hatti

m Derin Jgrenme Model Dogrulugu m Makine O grenmesi Model Dogrulugu

Sekil 8.10 Britanya Kolumbiyas: veri seti i¢in derin 6grenme ve makine 6grenmesi
yontemlerinin siniflandirma model dogruluklarinin kargilastirilmasi

ozelliklere ek olarak semantik iligkiyi de irdelemesi model dogrulugunu artiran
bir diger unsur olarak belirtilebilir. Yani boru sinifi dirsek ile etkilesim halinde
bulunabilir ancak bir ¢it sinifi ile dogrudan bir baglanti i¢inde bulunmaz. Bu
sebeple makine 6grenmesinde gii¢c kaynagi sinifi ile duvar ya da kapi sinifi karisiklik
gosterirken, derin 6grenme ile siniflandirmada bu duruma rastlanma olasilig1 bu

siiflar bitisik olmadig: siirece oldukca diistiktiir.
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SONUC

Bu calismada, yersel lazer tarayici ile elde edilen bir yapi lizerindeki altyap:
unsurlar1 ve bir IHA ile elde edilen su boru hattinin nokta bulutlarinin
simniflandirilmasinda ti¢ farkli makine O68renmesi ve bir derin O68renme
algoritmasinin performansi incelenmistir. Karmagik yapilardaki altyapi
nesnelerinin siniflandirilmast arastirllmis ve derin 6grenme yontemi, makine
ogrenmesi siniflandiricilarina gore daha iistiin sonuglar elde etmistir.  Her
iki calisma bolgesinde yer alan altyapr elemanlarindan biiyliik boru ve su
borusu sinifinin F1-Skor degerlerinin yiiksek olmasi, arazi kullanimi ve binalar
ile agaclar gibi unsurlarin nokta bulutlarindan simiflandirilmas: gibi bir¢ok
calismada kullanilan makine 6grenmesi siniflandiricilarinin, altyapi elemanlarinin
siniflandirilmasinda da kullanilabilir oldugunu gostermistir. Calisma kapsaminda
kullanilan XGBoost smiflandiricis1 genelde yiiksek sonuclar elde etse de, e8itim
stiresi acistdan RF ve LightGBM’e kiyasla daha fazla zamana gereksinim
duymaktadir. Bu nedenle, istenen siniflandirma kalitesine dayali olarak bir

siiflandiric1 segmek, hesaplama maliyetlerini azaltabilir.

Egitim setinde yer alan siniflarin homojen dagilim gostermemesi nedeniyle, elde
edilen model dogruluklar1 yaniltict olabilir. Ciinkii, veri seti icerinde nokta sayisi
az olan smiflarin model dogruluguna etkisi az olacaktir. Bu nedenle bu tarz
veri setlerinin smiflandirilmasinda dogruluk analizi gergeklestirilirken F1-Skor

degerinin goz Oniine alinmas1 daha dogru bir analiz saglayacaktir.

Calismada kullanilan makine 6grenmesi siniflandiricilarin, 6nemli ortak geometrik
ozellikler konusunda benzer ciktilara sahip oldugu goriilmiistiir. Prensiplerindeki
farkliliklara ragmen, bu yontemlerin bu 6zellikleri etkin bir sekilde tespit etmesi,
bu parametrelerin dogrudan bu siniflar1 tespit edebilecegine dair bir gosterge
olabilir. Smiflandiricilarin %90 egitim - %10 test ve %70 egitim - %30 test
yaklagimina gore elde ettikleri ortak ozellikler; Z, dikeylik ve diizlemselliktir. Bu
durum iki farkli test alan1 olmasina ragmen makine 6grenmesinin genellestirme

yetenegini On plana ¢ikarmaktadir. Mevcut ¢alismalarda, ortak parametreler heniiz
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nesne bazinda analiz edilmemistir ve sunulan ¢aligmanin, gelecekteki aragtirmalara
her siif icin geometrik Ozellikleri belirleme konusunda bir fikir acabilecegi
diisiiniilmektedir. Bununla birlikte, bu ¢calismanin sonuclari, 6zellikle iki farkl test
calismas1 baglaminda, diger benzer arastirma odaklar1 ve nokta bulutu veri setleri
icin 6nemli bir dneme sahiptir. Bu siniflandiricilarin, siniflandirma performanslari

ve Ozellik analizleri,

* Etiketleme siirecinin zaman alic1 ve dikkat gerektiren bir siire¢ olmasi,

* Literatiirde altyap1 elemanlarinin 3B siniflandirilmasi i¢in az sayida veya hig

halka ac¢ik veri bulunmamasi,

e Tiim smflarin farkli bolgelerde yaygin olma olasiliginin diisiik olmasi

nedeniyle, bu iki test alani ile sinirh kalmagtir.

Test alanlarinda derin 6grenme yontemi KPConv ile elde edilen siniflandirma
dogrulugu sonuglari, makine 6grenmesi siniflandiricilar ile kiyaslandiginda daha
iyl performans elde etigini gostermektedir. Bu durum, derin Ogrenmenin
egitim asamasinda hem geometrik hemde semantik iligkiyi birlikte ele almasiyla
aciklanabilir.  Ayrica senaryo sonuglari incelendiginde egitim setindeki nokta
sayilar1 azalma gosterdiginde makine Ogrenmesi ile elde edilen sonuglarda
(XGBoost; S1(0.963), S5(0.840) diisiis goriiliirken, derin dgrenme sonuglarinin
(KPConv; S1(0.972), S5(0.990)) bu durumdan etkilenmedigi goriilmiistiir.

Egitim siiresi agisindan derin 0grenmenin, makine Ogrenmesine kiyasla daha
kisa oldugu soylenebilir. Bunun en temel nedeni, derin 68renmenin GPU
(Graphics processing unit)’yu, makine Ogrenmesinin CPU (Central Process
Unit)’yu kullanmasidir. Bu agidan bakildiginda diisiik maliyetli ¢aligmalarda

makine 6grenmesi tercih edilebilecegi soylenebilir.
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A

EKLER

YTU Hidrolik Laboratuvarina iliskin olusturulan egitim ve test gorselleri Sekil
Sekil[A.2] Sekil[A.3] Sekil[A.4]ve Sekil[A.5[de sunulmustur.

S2

Sekil A.2 S2 Egitim ve Test (YTU Hidrolik Laboratuvarr)

Egitim Test

Sekil A.3 S3 Egitim ve Test (YTU Hidrolik Laboratuvari)
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Sekil A.4 S4 Egitim ve Test (YTU Hidrolik Laboratuvari)

Test

Sekil A.5 S5 Egitim ve Test (YTU Hidrolik Laboratuvari)

Britanya Kolumbiyas1 icmesuyu hattina iligkin olusturulan egitim ve test gorselleri

Sekil[A.6] Sekil[A.7,Sekil[A.8] Sekil[A.9] ve Sekil [A.107de sunulmustur.

Egitim
] - Test

S1

Sekil A.6 S1 Egitim ve Test (Britanya Kolumbiyasi)
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Sekil A.7 S2 Egitim ve Test (Britanya Kolumbiyasi)

S3

Sekil A.8 S3 Egitim ve Test (Britanya Kolumbiyasi)
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S4

Sekil A.9 S4 Egitim ve Test (Britanya Kolumbiyasi)

~ Test

1RLIN
SRR

il

Sekil A.10 S5 Egitim ve Test (Britanya Kolumbiyasi)
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Tahmin
Siif Zemin |SuBorusu| Dirsek |Baglant Elemanlan | Merdiven Cit iskele | Tasiyic1 Kolon Te Diger |Diisey Yiizey
Zemin 3288281 | 104128 0 249 4623 9498 611453 4897 ] 159911 94559
Su Borusu 61301 685663 73275 60024 1491 6264 7734 6835 1722 14093 25129
Dirsek 0 11833 51740 424 0 0 64 0 0 0 0
Baglanti Elemanlari 1 4444 0 67120 0 254 56 6198 0 0 180
Merdiven 15855 73 0 0 13731 3175 769 2693 0 277 36919
Cit 7964 2745 0 9879 778 170899 44244 16787 0 9211 5282 8
iskele 8483 2217 0 1108 1846 11258 381370 11092 0 2038 21379
Tagiyic Kolon 267 1272 0 24453 3 5964 3612 150041 0 0 9323
Te 5233 44456 1443 138 197 324 1536 0 17837 91 3111
Diger 58250 25630 0 3669 2112 12537 2782 6114 0 25006 33931
Diisey Yiizey 59668 6168 0 1 1711 3792 131 8547 0 2735 266781
Zemin 2817625 | 111796 0 2586 12876 17021 650934 7112 1374 586500 69775
Su Borusu 31063 657459 | 102047 48020 7479 10107 ] 12479 2131 49989 22767
Dirsek o 7943 56009 119 0 o o 0 o 0 0
Baglanti Elemanlari 1 4328 354 66772 4 1812 187 4720 0 75 0
= Merdiven 5781 703 0 2902 31354 11962 4177 4687 0 6312 5614 g
"5 Cit 1112 1423 453 7708 2606 183755 37216 18398 0 14040 1078 ;LL?-
© iskele 87 9970 22163 3094 2372 53914 205547 28856 0 24788 0 2
Tastyia Kolon 112 1878 54 14376 60 9622 563 155141 0 24 12505
Te 4896 41396 4385 1212 494 835 0 634 17344 695 2430
Diger 37600 22407 0 3683 3993 16947 4901 10516 1664 38089 30231
Diisey Yiizey 62790 1366 0 0 503 4409 0 5338 0 9031 266097
Zemin 2520621 | 132189 0 51 26643 25518 345186 14462 846 1135222 76861
Su Borusu 23137 680589 93787 51564 9246 8019 o 12181 1819 36007 27192
Dirsek 0 13475 49345 1251 0 0 0 0 0 0 0
Baglanti Elemanlari o 4183 254 65573 16 1480 127 6602 o 18 0
Merdiven 4362 988 0 944 16238 24859 3828 8463 0 7434 6326
Cit 1169 1645 161 7086 1799 183958 34868 20608 0 15144 1351
iskele 271 21037 19101 3500 3129 64500 273003 33329 0 22921 0
Tastyic Kolon 223 1751 220 12520 28 7571 487 158356 27 22 13530
Te 3165 39937 3846 1347 1647 787 0 1 20938 1218 1485
Diger 32078 28569 0 1763 3598 15845 4651 14997 681 40327 27522
Diisey Yiizey 54590 1343 0 0 280 3292 0 3578 0 11282 275169

Sekil A.11 S5 senaryosuna iligkin karisiklik matrisi (Biritanya Kolumbiyasi)
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