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OZET
DERIN OGRENME MODELLERIYLE ELEKTRIK TUKETIMI TAHMINI

Emrah DEMIR

Bilgisayar Miihendisligi Anabilim Dali
Bilgisayar Donanimi Bilim Dali

Eskisehir Teknik Universitesi, Lisansiistii Egitim Enstitiisii, Nisan 2024
Danisman: Prof. Dr. Serkan GUNAL

Niifus artisi, sanayilesme ve teknolojik gelismelerdeki egilimler, kiiresel elektrik
tilketiminde O6nemli bir artisa neden olmaktadir. Yenilenebilir enerji kaynaklarinda
onemli ilerlemeler kaydedilirken, sinirli ve gevresel kaygilara neden olan fosil yakitlar
hala elektrik tretiminin birincil kaynagi olmaya devam etmektedir. Bu sorunun
tistesinden gelmek ve enerji kullanimin1 optimize etmek i¢in elektrik talebinin dogru
tahmin edilmesi olduk¢a 6nemlidir. Bu nedenle bu tez ¢alismasinda, kisa vadeli (gelecek
24 saat) elektrik tiiketimi tahmini i¢in uzun kisa siireli bellek (LSTM) agi, evrigimli sinir
ag1 (CNN) ve bu mimarileri birlestiren topluluk 6grenimi temelli derin 6grenme modelleri
onerilmektedir. Modeller yalnizca elektrik tiiketimi verilerini degil, ayn1 zamanda
sicaklik, bagil nem ve riizgar hiz1 gibi ilgili meteorolojik parametreleri ve zaman
damgalar1 da dahil olmak iizere ek Oznitelikler kullanmaktadir. Modellerin egitimi ve
degerlendirilmesi i¢in cografi olarak farkl iki bolgeden alinan yaklasik 2,5 yillik saatlik
elektrik tiiketim, meteoroloji ve zaman damgasi verileri kullanilmistir. Kapsamli deneysel
caligmalar, s6z konusu modellerin uygun Oznitelik kiimeleriyle egitilmeleri halinde,
elektrik tiiketimi tahminine yonelik normallestirilmis kok ortalama kare hata (N-RMSE)
degerini “0,16”, normallestirilmis ortalama mutlak hata (N-MAE) degerini “0,13” ve
ortalama mutlak ylizde hata (MAPE) degerini “%4,05” seviyesine kadar diisiirebilecegini
ortaya koymustur. Sonug olarak, bu tez calismasi, elektrik tiiketimi tahmini i¢in etkili
modeller sunmasinin yani sira meteorolojik 6zniteliklerin tahmin performansi tizerindeki
etkisine iliskin degerli bilgiler de vermektedir. Bu katkilar, daha dogru ve giirbiiz tahmin

yontemlerinin gelistirilmesine yonelik gelecekteki arastirmalara rehberlik edebilecektir.

Anahtar Sozciikler: Elektrik tiiketimi tahmini, Derin 6grenme, Yapay zeka, LSTM,
CNN, Topluluk 6grenmesi.

v



ABSTRACT

ELECTRICITY CONSUMPTION FORECASTING WITH DEEP LEARNING
MODELS

Emrah DEMIR

Department of Computer Engineering
Programme in Computer Hardware
Eskisehir Technical University, Institute of Graduate Programs, April 2024
Supervisor: Prof. Dr. Serkan GUNAL

Current trends in population growth, industrialization, and technological
advancements are driving a significant increase in global electricity consumption. While
renewable energy sources are making significant strides, fossil fuels still remain the
primary source of electricity generation, posing challenges due to resource limitations
and environmental concerns. To address these challenges and optimize energy use,
accurate prediction of electricity demand is crucial. Therefore, in this thesis dissertation,
deep learning models based on long short-term memory (LSTM) network, convolutional
neural network (CNN), and ensemble learning combining both architectures are proposed
for short-term (next 24 hours) electricity consumption forecasting. The models utilize not
only electricity consumption data but also additional features including timestamps and
relevant meteorological parameters such as temperature, relative humidity, and wind
speed. Two geographically diverse datasets encompassing approximately 2.5 years of
hourly electricity consumption data as well as meteorology and timestamp data were
utilized for training and evaluating the models. Extensive experimental studies
demonstrated that the proposed models utilizing appropriate feature sets can achieve
normalized root mean square error (N-RMSE) values as low as “0.16”, normalized mean
absolute error (N-MAE) values as low as “0.13”, and mean absolute percentage error
(MAPE) values as low as “4.05%”. In conclusion, this dissertation presents not only
effective models for short-term electricity consumption forecasting but also valuable
insights into the impact of meteorological features on forecasting performance. These
contributions can guide future research efforts in developing even more accurate and
robust forecasting methods.

Keywords: Electricity consumption forecasting, Deep learning, Artificial intelligence,
LSTM, CNN, Ensemble learning.
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1. GIRIS

Modern diinyamizda yiiksek niifus yogunluguna sahip kentsel alanlar, dikkat
edilmesi gereken gesitli zorluklar1 biinyesinde barindirmaktadir. En kritik konulardan biri
istikrarli bir elektrik arzinin saglanmasidir. Giiniimiiz toplumlarinda elektrik evlere,
endistrilere, ulasima, saglik hizmetlerine, eglenceye ve sanata giic vererek cagdas
yasamin hayati bir unsuru haline gelmistir. Elektrige olan talep giinden giine artmaya
devam ederken, enerji kaynaklarimizi akillica kullanmak biiyiik bir 6nem tasimaktadir.
Riizgar, su, giines, dogal gaz, komiir, petrol ve niikleer enerji gibi ¢esitli elektrik enerjisi
kaynaklar1 olsa da bu kaynaklari sorumlu ve siirdiiriilebilir bir sekilde kullanmaliy1z.
Uretilen elektrigin depolanmasi pahali ve islevsel olarak zor oldugundan, elektrik giic
sistemi istikrar1 arz ve talep arasinda sarsilmaz bir denge gerektirir (Shahidehpour,
Yamin, & Li, 2003). Enerji yonetimi verimliligi agisindan elektrik tiretimi ve tiiketimini
dengelemek oldukca 6nemlidir. Enerji ihtiyacimizi dogru bir sekilde degerlendirerek
fazla veya eksik elektrik tiretmekten kaginmamiz gerekmektedir. Kaynaklarin verimli ve
stirdiiriilebilir kullanim1 i¢in enerji iiretimi ve tiikketimi arasindaki dengenin saglanmast
biiylik 6nem tagimaktadir.

Yetersiz elektrik iiretiminin bir dizi olumsuz etkisi olmaktadir (Kambule,
Yessoufou, & Nwulu, 2018), (Hunt, Stilpen, & de Freitas, 2018). Ornegin enerji talebinin
karsilanamamasina neden olabilir ve bu durum ¢esitli sektorlerin isleyisini 6nemli 6lclide
etkileyebilir. Elektrik talebinin karsilanamamasi ile elektrik kesintileri siklasarak ticari
faaliyetler ve endiistriyel {iretimin durmasi gibi giinliikk yasamin gesitli yonleri tizerinde
oldukca Onemli olumsuzluklar ortaya cikabilir. Bu tiir kesintiler farkli sektorlerde
operasyonel aksamalara yol agarak is kayiplarina ve diger olumsuz sonuglara yol agabilir.
Bu olumsuzluklar ayn1 zamanda iilkelerin ekonomik kalkinmasinin dniinde engel teskil
edebilmektedir. Yetersiz elektrik iiretimi, hastanelerde ve diger saghk kuruluslarinda
tibbi cihaz ve sistemlerin diizgiin ¢calismasini engelleyebilecegi gibi, giivenlik sistemlerini
ve aydinlatmay1 da etkisiz hale getirebilir. Elektrik kesintileri okul, {iniversite ve diger
kurumlardaki egitim faaliyetlerini de aksatabilir, iletisim kanallarinda, {iriin tedariginde
ve toplumsal istikrarda onemli aksamalara neden olabilir.

Ihtiyag fazlasi elektrik iiretimi cevreyi ve ekonomiyi olumsuz etkileyebilir.
Gilinlimiizde, elektrik tiretiminde komiir, petrol, dogalgaz gibi fosil yakitlarin kullanimi
yaygindir. Asir1 liretim, bu yakitlarin tiiketiminin artmasina ve daha yiiksek sera gazi

emisyonlarina yol agabilir. Ayrica hidroelektrik ve niikleer enerji gibi elektrik {iretiminde



kullanilan kaynaklarin asir1 tiikketimi su kaynaklarinin olumsuz etkilenmesinin yaninda
niikleer atik sorunlarma da yol acabilmektedir. Ihtiya¢ duyulandan daha fazla elektrik
{iretmenin ekonomik sonuglar1 da olabilir. Thtiyagtan fazla elektrik iiretmenin ekonomik
sonuglart da bulunmaktadir. Enerji fiyatlarinin diismesine neden olarak, enerji
sirketlerinin gelirlerini azaltabilir ve yatirimlar1 olumsuz etkileyebilir. Ayrica, enerji
iletim ve dagitim altyapisinin kapasitesini asarak elektrik piyasasinda gereksiz yatirimlara
yol agabilir.

Gelisen toplumlarla birlikte elektrik enerjisine olan ihtiyag her gecen giin
artmaktadir. Bu artan talebi karsilamak ve siirdiiriilebilir enerji kaynaklarini giivence
altina almak amaciyla, Uluslararasi Enerji Ajansi (International Energy Agency - IEA)
1974 yilinda kurulmustur. IEA nin sagladigi bilgiler, hitkiimetler ve endiistrinin enerji arz
giivenligini saglama, enerji verimliligini artirma ve yenilenebilir enerji kaynaklarina gegis
gibi konularda bilingli kararlar almasina yardimci olmaktadir. 2021 yilinda, IEA diinya
genelinde tiiketilen enerji kaynaklari ve miktarlart hakkinda kapsamli veriler
paylagmistir, bu da enerji politikalarinin ve stratejilerinin belirlenmesinde 6nemli bir rol
oynamaktadir. IEA tarafindan paylasilan 1973 ve 2019 yillarina ait diinya genelinde
elektrik tiiketiminin sektorlere gore dagilimi, sirasiyla Sekil 1.1'de ve Sekil 1.2°de

sunulmustur.
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M Diger: %5.8 H Ulasim: %2.4
M Ticari ve kamu hizmetleri: %15.3 = Mesken: %23.1

W Sanayi: %53.5

Sekil 1.1. Diinya, 1973 Sektorlere gore elektrik tiketim oranlari (World total final consumption by source,
2021)



M Diger: %8.5 B Ulagim: %1.8
Ticari ve kamu hizmetleri: %21.2 = Mesken: %26.6

M Sanayi: %41.9

Sekil 1.2. Diinya, 2019 Sektirlere gore elektrik tiketim oranlar: (World total final consumption by source,
2021)

S6z konusu sekillerde goriildiigii tizere, sektorlere gore en ¢ok elektrik tiikketimi
endiistri alaninda gergeklesmistir. 1973 yilinda, diinya genelinde endiistriyel faaliyetler
icin tliketilen elektrik, toplam tiiketiminin %53,5’ini olustururken, bu oran 2019 yilinda
%41,9’a gerilemistir. Yillar igcinde diinya genelindeki endiistriyel sektoriin toplam
elektrik kullanim oranindaki diisiisiine karsilik, konutlar, ticari - kamu hizmetleri ve diger
alanlardaki elektrik kullanim orami artarken, ulasimda kullanilan elektrigin oram
diismiistiir. Endiistri sektori gibi elektrik kullanim orani diisen ulasim, %2,4’ten %1,8’e
gerilemistir. Endiistri ve ulagimin aksine yillar i¢inde diinya genelinde elektrik kullanim
orant1 yiikselen konutlardaki elektrik tiikketiminin oran1 %23,1’den %26,6’ya yiikselmistir.
Ticari ve kamu hizmetlerindeki elektrik kullanim oran1 %15,3’ten %21,2’ye, diger
alanlarda kullanilan elektrigin oran1 %5,8’den %8,5’e yiikselmistir.

IEA tarafindan paylasilan 2021 raporuna gore, Tiirkiye, kisi bagina diisen yillik
elektrik tiiketim miktar1 agisindan diinya tlkeleri arasinda 63. sirada yer almaktadir. Bu
siralama, Tiirkiye'nin enerji tiiketimindeki yerini ve kiiresel enerji piyasasindaki roliinii
anlamamiza yardimct olmaktadir. Kisi bas1 yillik elektrik tiiketim miktarinin, Tiirkiye,
diinya ortalamas1 ve siralamada Tiirkiye ile benzer bdlgede olan diger iilkelerin genel

goriiniimt, Sekil 1.3’te sunulmustur.
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Ulkemizin 2021 yilindaki toplam elektrik tiikketiminin sektdrlere gore dagilimi

Sekil 1.4’te sunulmustur.

H Diger: %4.8 H Ulasim: %0.6
M Ticari ve kamu hizmetleri: %25.6 = Mesken: %21.8

B Sanayi: %47.2

Sekil 1.4. Tiirkiye, 2021 sektorlere gore elektrik tiketim oranlar: (Tiirkiye elektrik iiretim ve tiiketim
bilgileri, 2021)



S6z konusu sekilde goriildigi tizere, 2021 yilinda endiistri sektorii %47,2°lik
elektrik tiiketim orani ile en iist sirada yer alirken, %25,6 orani ile ticari ve kamu
hizmetleri 2. Sirada bulunmaktadir. Bu iki sektori, %21,8’1ik elektrik tiiketim orani ile
konut sektori takip etmektedir.

Elektrige duyulan ihtiyacin artmasi ve toplumlarimizda hayati bir rol oynuyor
olmasi sebebi ile elektrik iiretim ve tiiketim miktarlarinin dogru tahmin edilmesi biiyiik
Oonem tasimaktadir. Glintimiizde elektrik arz ve talebinin saglanmasi i¢in hiikiimetler ve
elektrik liretim firmalar1 ¢esitli calismalar yapmaktadir. Son zamanlarda akademik
caligmalarin da ilizerinde yogunlastig1 bir alan olan zaman serisi tahmin modelleri bu
calismalarin bir koludur.

Zaman serisi tahmin modelleri, belirli bir zaman serisinin ge¢mis verilerini analiz
ederek gelecekteki degerlerini tahmin etmek i¢in kullanilan modellerdir. Bu modellerin
kullanimi ¢ok sayida alana yayilmaktadir; bu alanlardan biri de elektrik tretimi ve
tiketiminin tahminidir. Bu modeller, elektrik kaynaklarinin kullaniminin optimize
edilmesi ve olas1 olumsuz etkilerin dikkatle ele alinmasi agisindan 6zellikle 6nemlidir.
Tahmin modelleri, kisa vadeli, orta vadeli ve uzun vadeli (Weron, 2014) olmak tizere {i¢
farkli tahmin ufkuna gore kategorize edilmistir. Birka¢ dakikadan birkac giine kadar
uzanan zaman aralig1 i¢indeki tahminler, kisa vadeli tahminler olarak tanimlanir. Orta
vadeli tahmin alani, birkag giinden birkag aya kadar degisen tahminleri kapsar. Daha uzun
stirelere yonelik tahminler ise uzun vadeli tahminler olarak siniflandiriimaktadir.
Akademik calismalar, uzun bir siire boyunca bu modellerin arastirilmasina ve
gelistirilmesine biliylik 6nem vermistir.

Literatiirde istatistiksel ve makine 6grenmesine dayali tahmin modelleri yaygin
olmakla birlikte, makine 6grenmesinin bir alt dali olan derin 6grenme modelleri, iistiin
performanslar1 nedeniyle gelecek vaat eden bir yaklasim olarak ortaya cikmistir.
Karmagik sinir ag1 mimarileriyle karakterize edilen derin 6grenme modelleri, zaman
serisi verileri igindeki karmagik kaliplar1 ve bagimliliklar1 yakalamada iistiin yetenekler
sergilemektedir. Derin 6grenme tabanli modellerin bu dogal yetenekleri, tahmin
dogrulugunu artirmakta ve onlar1 tahmin uygulamalar i¢in cazip bir se¢im haline
getirmektedir.

Bu tez ¢alismasinda, kisa vadeli elektrik tiiketimi tahmini i¢in uzun kisa siireli
bellek agr (LSTM), evrisimli sinir agi (CNN) ve her iki mimariyi birlestiren bir

topluluktan (Ensemble) olusan derin grenme modelleri 6nerilmistir. Onerilen modellerin



etkinligi, sistematik bir yaklasim kullanilarak degerlendirilmis ve elde edilen sonuglarin
kapsamli bir analizi sunulmustur. Modelleri egitmek ve performanslarini analiz etmek
igin cografi olarak farkli bolgelerde bulunan iki farkli sehrin elektrik tiikketimi, meteoroloji
ve zaman verilerinden olusan 2 farkli veri seti {izerinde kapsamli caligmalar
gerceklestirilmistir.

Onerilen modellerin mimarisi i¢in, cok adimli tahmin yaklasimi benimsenerek,
gecmis 7 giiniin (168 saatlik veri) verileri kullanilarak, bir sonraki giiniin (24 saatlik
tahmin) saatlik frekansta tahminleri yapilmistir. Gelistirilen modellerin tahmin
performanslarini1 6lgmek igin ¢esitli performans metriklerinden faydalanilmistir. Bu tez

caligmasinin ana katkilari asagidaki gibidir:

1. Kisa vadeli elektrik tiiketimi tahmini i¢in yiiksek dogruluga sahip 6zgiin tahmin
modelleri gelistirilmistir.

2. Bu ¢alisma, gesitli uygulamalar i¢in derin 6grenme tabanli zaman serisi tahmin
modellerinden yararlanmak isteyen arastirmacilar, uygulayicilar ve endiistri
profesyonelleri i¢in degerli bir kaynak olarak hizmet edecektir.

3. Calismanin bulgularimin enerji sektoriine yonelik etkileri dikkate degerdir,
clinkii elektrik tiikketiminin tahmin edilmesine yonelik daha dogru ve verimli
modellerin gelistirilmesine yol agma potansiyeline sahiptirler. Karar verme ve
kaynak tahsisini daha bilingli ve stratejik bir sekilde bilgilendirebilecegi i¢in
bunun sektore genis kapsamli faydalari olacaktir.

4. Bu calisma, kisa vadeli elektrik tiikketimi tahmini i¢in etkili modeller sunmasinin
yaninda, ayni zamanda meteorolojik ve zaman damgasi gibi 6zniteliklerin
tahmin performansi iizerindeki etkisine iliskin degerli analizler sunmaktadir.

5. Bu katkilar, daha dogru ve saglam tahmin yontemlerinin gelistirilmesine

yonelik gelecekteki arastirma ¢abalarina 1s1k tutacaktir.

Tez calismasmin geri kalani su sekilde organize edilmistir: Ikinci béliimde,
literatiirdeki zaman serisi tahmin modellerinin kapsamli bir incelemesi yapilmus,
aralarindaki farklar vurgulanmis ve bu calismaya katkilari agiklanmistir. Ugiincii
boliimde, tez calismast kapsaminda Onerilen tahmin modelleri tanitilmistir. Bu
dogrultuda, modellerin egitilmesi ve test edilmesi i¢in kullanilan veri setleri agiklanmis,

modellerin mimarileri sunulmus ve modellerin tahmin performanslarinin belirlenmesi



icin kullanilan metrikler belirtilmistir. Dordiincti boliimde, deneysel sonuglarin kapsamli
bir analizi yapilmig ve 6nerilen modellerin performanslari tartisilmigtir. Son boliimde ise
tez ¢alismasinda elde edilen sonuglarin bir 6zeti sunulmus ve gelecek ¢alisma planlarina

deginilmistir.



2. LITERATUR TARAMASI

Zaman serisi tahmin problemlerinin iistesinden gelmek i¢in ilk asamalarda, kendine
Ozgii egilimler veya mevsimsellik igermeyen duragan zaman serilerini modellemek ve
tahminler tiretmek i¢in Otoregresif (AR) modeli 6nerilmistir. AR modeli, 6nceki zaman
adimlarindan elde edilen gbzlemlerin dogrusal bir kombinasyonunu kullanarak tahminler
tiretebilmektedir. Daha sonra bu klasik modele dayanarak Otoregresif Hareketli Ortalama
(ARMA) modeli 6nerilmistir (Pappas, et al., 2008). Ancak ARMA modeli duragan
olmayan yani trend ve mevsimsellik igeren zaman serisi verileri i¢in uygun degildir. Bu
nedenle daha sonra Otoregresif Entegre Hareketli Ortalama (ARIMA) oOnerilmistir
(Bowden & Payne, 2008). ARIMA, zaman serisi verileri lizerinde bir veya daha fazla
farklilastirma yontemi kullanilarak zaman serilerini duragan hale getirilebildigi igin

zaman serilerindeki trend ve mevsimsellik sorunlarinin iistesinden gelebilmektedir.

Destek Vektor Makinesi (SVM), ornekleri orijinal uzaydan yiiksek boyutlu bir
uzaya esleyerek calismaktadir. SVM, bu déniisiimden yararlanarak dogrusal regresyonu
gerceklestirmektedir (Yan & Chowdhury, 2014). Bu model, o6zellikle verileri iki
kategoriye ayirmay1 hedefledigi siniflandirma yontemlerinde etkili olmustur. ARIMA ve

SVM, dogrusal seriler lizerinde ¢alisan geleneksel zaman serisi tahmin modelleridir.

llerleyen asamalarda, verilerdeki son degisiklikleri 6n plana ¢ikararak tahminleri
giincelleme uygulamasmi igeren Ustel Diizeltme (ES) modeli tanitilmistir (Rendon-
Sanchez & de Menezes, 2019). Bu zaman serisi modeli, hesaplamada yeni verilere daha
yiiksek Onem atfeder ve eski verilere kiyasla onlara tahminde daha fazla agirlik
vermektedir. Zaman serisi tahminlerinde iistel diizeltme uygulamalari genellikle ti¢ temel
yontemi kullanmaktadir: basit iistel diizeltme, trend diizeltmeli iistel diizeltme ve

mevsimsel degisim.

Sonrasinda, dogrusal zaman serileri lizerinde iyi sonuclar veren geleneksel zaman
serisi modellerinden farkli olarak, dogrusal olmayan problemlerin ¢dziimiinde biiyiik
avantajlara sahip olan Yapay Sinir Aglar1 zaman serisi modelleri sunulmustur. Tiirkiye’de
aylik elektrik talebini tahmin etmeye yonelik bir ¢calisma yapilmistir (Hamzagebi, Es, &
Cakmak, 2019). S6z konusu c¢alismada, mevsimsellik ve trendin etkilerini modellemek
icin dort farkli yapay sinir ag1 (YSA) modeli kullanilmistir. Sonrasinda, en iyi performans
gosteren YSA modelinin performansi ile mevsimsel otoregresif entegre hareketli

ortalama (SARIMA) modelinin performansiyla karsilastirilmistir. Ilerleyen zamanlarda,
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iyi bilinen {i¢ tahmin modeli kullanilarak denetimli makine 6grenimi algoritmalarinin
kapsamli bir incelemesi yapilmistir (Ahmad & Chen, 2020). Bayesian Diizenlilestirme
Geri Yayilimli Sinir Aglar1 (BRBNN), Levenberg-Marquardt Geri Yayilimli Sinir Aglar
(LMBNN) ve Eslenik Olgekli Gradyan Geri Yayiliml1 Sinir Aglari (CSGBNN) modelleri
arasinda yapilan tahmin performanslarinin analizlerinde, BRBNN ve LBMNN

modellerinin daha iyi sonuglar verdigi gézlemlenmistir.

Topluluk 6grenimi (ensembling learning) olarak da bilinen topluluk olusturma,
makine 6greniminde gii¢lii bir teknik olarak kullanilmaktadir. Bu, esasen, herhangi bir
modelin tek basina elde edebileceginden daha iyi sonuglar elde etmek amaciyla birden
fazla modeli tek bir modelde birlestirmenin bir yolu olarak one siiriilmiistiir. Kisa vadeli
gaz talebini tahminlemesi iizerine yapilan bir ¢alismada 4 farkli topluluk tahmincisi
olusturulmus ve temel tahmin modelleri ile karsilagtirilmistir (Marziali, Fabbiani, &
Nicolao, 2021). Yazarlarin elde ettigi sonuglara gore topluluk 6grenimi yaklagimi siirekli

olarak temel modellerden daha iyi sonug¢ gostermistir.

Son yillarda makine 6grenmesinin bir alt modeli olan derin 6grenme modelleri,
zaman serisi tahminlerindeki ytliksek performanslartyla daha popiiler hale gelmistir. Cok
Basli Dikkat (MHA) ile CNN’i birlestiren hibrit bir derin 6grenme modeli, 2.075.259
zaman serisi iceren Kaliforniya Universitesi, Irvine (UCI) ev elektrigi veri seti
kullanilarak test edilmistir (Bu & Cho, 2020). Elde edilen sonuglara goére, onerilen
modelin performans agisindan mevcut derin 6grenme modellerini geride biraktigini
gozlemlenmistir. Yakin zamanda yapilan bir caligmada, Tiirkiye'de Kovid-19
donemindeki saatlik elektrik tiiketimi verileri kullanilarak GoogleNet, AlexNet,
SqueezeNet ve ResNetl8 gibi Onceden egitilmis modellerin yani sira giris sinyali
algoritmasina sahip CNN y6nteminin de yer aldig1 bir arastirma gergeklestirilmistir (Atik,
2022). Yazarlar, onerilen CNN modelinin dogruluk ve verimlilik a¢isindan diger 6nceden
egitilmis modellerden daha iyi performans gosterdigini ortaya koymustur. Bagka bir
calismada, bir LSTM modelinin performans:t {i¢ farkli hibrit ANFIS modeliyle
karsilagtirilmistir (Bilgili, Arslan, Sekertekin, & Yasar, 2022). Yazarlara gore, LSTM
modelinin genel olarak tiim ANFIS modellerinden daha iyi performans gosterdigi
belirtilmistir. Baska bir ¢calismada arastirmacilar, kisa vadeli elektrik tiiketimini tahmin
etmek i¢in LSTM zaman serisi tahmin modelini kullanmiglardir (Torres, Martinez-

Alvarez, & Troncoso, 2022). Yazarlar, ispanya’nin 10 dakikalik elektrik iretim verilerini



kullanarak 4 saatlik tahminler iiretmis ve LSTM modelinin etkinligini gozlemlemistir.
Baska bir caligmada, kanal iletisimini saglamak i¢in bir C3 blogu, verimli 6zellik ¢ikarimi
icin iki evrisimli katman iceren bir CNN modeli ve kesin tahmin icin bir LSTM
modelinden olusan yeni bir hibrit yaklasim tamitilmistir (Saeed, Paul, & Seo, 2022).
Yazarlarin elektrik yiikii verileri tizerinde yaptig1 ampirik analizler sonucunda, 6nerilen
hibrit modelin son derece dogru sonuglar verdigi 6ne siiriilmiistiir. Sonrasinda, gergek
elektrik enerjisi tiiketim verilerine dayanarak kisa vadeli elektrik yiiklerini tahmin etmek
icin artik CNN ve y181lmis LSTM katmanlarini birlestiren bir derin 6grenme mimarisi
sunulmustur (Khan, et al., 2022). Yazarlara gore Onerilen model, temel modellerle
karsilastirildiginda en diisiik hata oranini1 vermistir. Yapilan baska bir calismada kisa
vadeli elektrik yiikii tahmini i¢in yeni bir hibrit yaklasim onerilmistir (Alsharekh, et al.,
2022). Onerilen model hem konut IHEPC hem de ticari PJM veri setleri ile
degerlendirilmistir. Deneyler sonucunda yazarlar, Cok Katmanli LSTM (ML-LSTM)
mimarisi ile Artik CNN (R-CNN) modellerinin birlesiminden olugan hibrit modelin, diger
temel modellere gore 6nemli dlgiide diisiik hata orani sergiledigini bulmustur. Son olarak,
Tiirkiye’de aylik briit elektrik tiiketimini (GEC) tahmin etmek i¢in bir LSTM modeli
onerilmistir (Bilgili & Pinar, 2023). Yazarlar, Onerilen modeli SARIMA ile
karsilagtiritlmis ve onerilen LSTM modelinin SARIMA’ya gore daha dogru sonuglar

irettigini belirtmistir.

Extreme Gradient Boosting (XgBoost), dogruluk elde etmek i¢in Acggdzlii
Algoritmay1 (GA) kullanan baska bir zaman serisi modelidir. Algoritma, verileri daha
kiictik alt kiimelere boler ve modeli her bir alt kiimeye uygulayarak daha iyi dogruluk
elde edilmesini saglamaktadir. Ancak bu ayni zamanda egitim siiresini de arttirmaktadir.
Zheng ve arkadaslari, kisa vadeli yiik tahmini i¢in XgBoost algoritmasini Benzer Giinler
(SD) se¢imi ve Ampirik Mod Ayristirma (EMD) yontemleriyle birlestiren yeni bir
hibritlestirilmis model 6nermistir (Zheng, Yuan, & Chen, 2017). Yazarlara gore, onerilen
Xgboost-k-means yonteminin karsilastirilan diger modellere gore daha iyi sonuglar
verdigi gozlemlenmistir. Yakin zamanda yapilan baska bir akademik ¢alismada
arastirmacilar, pencereli XGBoost modeline dayali ultra kisa vadeli bir yiik tahmin
yontemini onermistir (Zhao, et al., 2022). Yapilan bu calisma ile, Singapur elektrik
piyasasinin ger¢ek zamanl elektrik fiyati tahmin edildi ve yazarlarin elde ettigi sonuglar,
onerilen modelin karsilagtirilan diger modellerden daha iyi performans gdsterdigini

ortaya koymustur.
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Facebook’un veri bilimi ekibi, Prophet olarak bilinen ve zaman serisi verileri
tizerinde giivenilir giinliik, haftalik, periyodik ve yillik tahminler sunabilen gii¢lii bir arag
gelistirmistir. Yakin zamanda yapilan bir c¢alismada, Prophet ve ARIMA tahmin
modellerinin dogrulugunu ve performansini degerlendirmek i¢in Kaggle kaynakli
dogrulanmig vakalari, 6liimleri ve iyilesmeleri igeren bir veri seti kullanilmistir (Satrio,
Darmawan, Nadia, & Hanafiah, 2021). Elde edilen sonuglara gore Prophet’in
ARIMA’dan daha iyi performans gosterdigi ve daha dogru tahminler {irettigi
saptanmistir. Sonrasinda, yavas geleneksel modellerin ve karmasik yapay zeka
modellerinin yarattigt zorluklarin iistesinden gelmek igin yeni bir hibrit model
tanitilmigtir (Bashir, Haoyong, Tahir, & Ligiang, 2022). Bu hibrit yaklasim, Prophet ve
LSTM modellerinin entegre edilmesiyle gelistirilmistir. Onerilen yaklagimin etkinligini
degerlendirmek i¢in model, 2014 — 2021 yillar1 arasindaki ger¢ek zamanli elektrik yiikii
verileri tizerinde egitilmis ve hibrit model tarafindan olusturulan tahminler diger temel
modellerin {irettigi tahminler ile karsilagtirilmistir. Bulgular, 6nerilen modelin diger temel

modellerle karsilastirildiginda iistiin dogruluk gosterdigini ortaya koymustur.

Derin Otoregresif (DeepAR), yakin zamanda Amazon tarafindan gelistirilen ve
piyasaya siiriilen, otoregresif tekrarlayan sinir aglarina dayanan olasiliksal bir tahmin
modelidir. Salinas ve arkadaslari, birbirine bagli bes zaman serisini kullanarak DeepAR
ile farkli zaman serisi modelleri arasinda karsilastirmali bir analiz gergeklestirmistir
(Salinas, Flunkert, Gasthaus, & Januschowski, 2020). Yazarlarin yaptig1 deney sonuglari,
DeepAR’in diger modellere gore ¢ok daha diisiik hata oranlarina sahip tahminler
iirettigini géstermistir. Baska bir calismada, cekirge optimizasyon algoritmasi (GOA) ve
DeepAR algoritmalarini birlestirerek derin sinir aglar1 (DNNS) i¢in hiperparametrelerin
optimizasyonunu ele alan NGOA-DeepAR adi verilen yeni bir hibrit model tanitilmigtir
(Arora, et al., 2022). Onerilen model iki farkli riizgar veri seti iizerinde egitilerek test
edilmistir. Yazarlar, onerilen modelin diger DeepAR tabanli modellerden daha iyi
performans gosterdigini saptamistir. Yakin zamanda yapilan bir ¢aligmada Li ve
arkadaslari, bir rulmanin kalan faydali 6mriinii tahmin etme araci olarak kapili tekrarlayan
birim derinliginde otoregresif (GRU-DeepAR) modelini tanitmistir (Li, Wang, Liu, &
Feng, 2023). Yazarlara gore yaklasimlari, karsilastirilan diger modellere kiyasla iistiin
dogruluk gostermistir. Daha sonra onerilen farkli bir ¢alismada, Deng ve arkadaslar
arastirmalarinda Onerdikleri D-former modelinin rulmanlarin kalan kullanim &mriine

iliskin oldukg¢a dogru bir tahmin sagladigini ileri siirmistiir (Deng, Li, & Zhang, 2023).
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Yakin zamanda yapilan bir ¢calismaya gore, kisa vadeli elektrik tahmini icin KNNA-
DeepAR adli yeni bir hibrit model tanitilmistir (Qiu, et al., 2023). Bu model en yakin
komsu ve DeepAR yaklasimlarini birlestirmektedir. Deneyler, Amerika Birlesik
Devletleri'ndeki on dort bolgenin elektrik yiiklerini kapsayan zaman serisi verileri
tizerinde gerceklestirilmistir. Yazarlara gore, KNNA-DeepAR modeli diger modellere

gore daha iyi performans gostermistir.

Bir baska mevcut zaman serisi modeli olan Yorumlanabilir Zaman Serisi Tahmini
icin Sinir Temelli Genisleme Analizi (N-BEATS), tek degiskenli zaman serisi noktalarini
dogru bir sekilde tahmin etmek icin geriye ve ileriye dogru kalan baglantilardan
yararlanan son teknoloji tiriinii bir derin 6grenme algoritmasidir. N-BEATS, gelecek vaat
eden giincel zaman serisi modellerinden biri olmasinin yaninda, zaman serisi tahmininin
dogruluk ve yorumlanma o&zelliklerini gelistirme potansiyeline sahiptir. Oreshkin ve
arkadaslari, orta vadeli yiik tahmini igin yeni bir model olan N-BEATS’i tanitmistir
(Oreshkin, Dudek, Petka, & Turkina, 2021). Yazarlar, modelin performansin 35 aylik
elektrik talebini i¢eren bir veri seti tizerinde egiterek tahminler liretmis ve N-BEATS’in
rakiplerinden daha iyi performans gosterdigi sonucuna ulagmistir. Bagka bir ¢alismada,
uzun vadeli yiiksek frekansh elektrik fiyatlarini tahmin etmek i¢cin mevsimsel ve trend
ayristirmasiyla (STL), zamansal evrisimli agla (TCN) ve N-BEATS modellerini
birlestiren hibrit bir yaklasim 6ne siiriilmustiir (Zhang, Song, Jiang, & Li, 2023). Yazarlar
tarafindan belirtilen deneylerin sonuglarina gore, Onerilen modelin hassasiyet ve
verimlilik agisindan diger modellerden daha i1yi performans gdsterdigini belirtilmistir.
Daha sonra Olivares ve arkadaslari, N-BEATS modelinin gelistirilmis bir versiyonu olan
NBEATSX’i onermistir (Olivares, Challu, Marcjasz, Weron, & Dubrawski, 2023).
Yazarlar tarafindan 5 farkli veri seti lizerinde yapilan deneylerde dnerilen model, orijinal

N-BEATS ve diger rakiplerinden daha iyi sonuglar vermistir.

Google, dikkat tabanli derin bir sinir ag1 kullanan, Zamansal Fiizyon
Transformatorii (TFT) adi verilen son teknoloji {irtinii bir zaman serisi tahmin modeli
gelistirmistir. Lim ve arkadaslari tarafindan yakin zamanda yiiriitiilen bir ¢alismada TFT
ve diger temel zaman serisi modelleri, elektrik, trafik ve perakende veri setleri lizerinde
egitilmis ve lrettikleri tahminler karsilagtirllmistir (Lim, Arik, Loeff, & Pfister, 2021).
Yazarlarin elde ettigi sonuglara gore, TFT rakiplerini geride birakmis ve daha dogru

tahminler {iretmistir. Sonrasinda, Hanoi sehrine ait 2014-2020 yillar1 arasindaki elektrik
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yiikii verileri kullanilarak kisa vadeli elektrik yiikiinii tahmin etmeye yonelik bir ¢alisma
yapilmistir (Huy, Minh, Tien, & Anh, 2022). Tahmin olusturmak i¢in TFT ve diger temel
modelleri kullanan ¢alismada, TFT nin 6nemli 6l¢iide daha diisiik hata oranina sahip
tahminler treterek diger temel modellerden daha iyi performans gosterdigi
gozlemlenmistir. Yakin zamanda yapilan bir arastirmaya gore arastirmacilar, ayni
bolgedeki binalar i¢in kisa vadeli elektrik yiikii tahminleri yapmak amaciyla transfer
ogrenmeyi (TL) ve TFT mimarisini birlestiren hibrit bir model 6ne siirmiistiir (Santos, et
al., 2023). Model, saatlik gegmis yiik verileri, hava durumu verileri ve bdlgeye 6zel
zaman dilimi verileri kullanilarak egitilmistir. Caligmanin yazarlari, 6nerilen modelin son
derece diisiik hata oranlariyla son derece kesin tahminler sagladigini kesfetmistir. Daha
sonrasinda Zheng ve arkadaslari, kisa vadeli bina enerji tiiketimini tahmin etmek igin
glinltik enerji titketim modeli (DECPR) ile TFT modelini birlesiminden olusan yeni bir
hibrit model 6nermistir (Zheng, Zhou, Liu, & Nakanishi, 2023). Yazarlara gore onerilen
hibrit model, bu alandaki diger mevcut modellerden daha iyi performans gdstermistir.
Son olarak, orta vadeli saatlik elektrik yiikii tahmini i¢in gelistirilmis zamansal fiizyon
transformatér modeli (ITFT) modeli Li ve arkadaslari tarafindan 6nerilmistir (Li, Tan,
Zhang, Miao, & He, 2023). Yapilan deneysel analiz sonuglarina gore onerilen modelin,
s06z konusu diger dort modelle karsilastirildiginda daha {istiin sonuglar verdigi ifade

edilmistir.
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3. ONERILEN TAHMIN MODELLERI

Bu tez calismasinda, kisa vadeli (gelecek 24 saat) elektrik tiiketimi tahmini igin
LSTM ve CNN modelleri ve her iki mimariyi birlestiren bir topluluk modeli
onerilmektedir. Onerilen modeller, elektrik tiiketim verilerinin yaninda meteorolojik ve
zaman damgasi gibi verileri de kullanmaktadir. Modellerin egitimi ve degerlendirilmesi
icin cografi olarak farkli bolgelerde olan Ohio/Dayton ve Texas/Houston sehirlerine ait
yaklasik 2,5 yillik saatlik elektrik tiiketim, sicaklik, bagil nem ve zaman damgasi
verilerinden olusan iki farkli veri seti kullanilmistir. Her bir veri seti i¢in Onerilen
modeller 16 farkli Oznitelik seti ile egitilmis ve egitilen modellerin performanslari

incelenmistir.

Bu boliimiin ait boliimlerinde deginilen konular su sekildedir: Boliim 3.1'de,
onerilen modelleri egitmek ve performanslarini 6lgmek i¢in kullanilan veri setleri ayrintili
olarak anlatilmigtir. B6liim 3.2'de, 6nerilen tahmin modellerinin mimarisi agiklanmustir.

Boliim 3.3'te, modellerin performansini 6l¢mek i¢in kullanilan metrikler agiklanmastir.

3.1. Veri Setleri
Onerilen modellerin egitilmesi ve tahmin performanslarinin analiz edilmesi i¢in iKi
farkli veri seti kullanilmistir. Bu veri setlerinin detaylari, takip eden alt boliimlerde

agiklanmaktadir.

3.1.1. Dayton

Ik olarak, Kaggle iizerinden acik bir sekilde paylasilan ve Amerika Birlesik
Devletleri’ndeki bolgesel bir iletim organizasyonu olan PJM Interconnection tarafindan
saglanmig olan Amerika’nin Ohio eyaletindeki Dayton sehrine ait elektrik tiiketimi
verileri kullanilmistir (Dayton, Hourly Electricity Consumption Data, 2023). Onerilen
modellerin analizlerinde, 120.840 saatten (5.035 giin) olusan verinin 20.424 saati (851
giin) kullanilmistir. Bunun sebebi, secilen diger sehire ait elektrik tiiketimi verisi ile ayni
miktarda verinin kullanilmak istenmesidir. Analizler i¢in kullanilan veriler 04/01/2016
ile 03/05/2018 arasindaki saatlik tiiketim degerlerini igermektedir. Dayton sehrinin s6z

konusu zaman araligina ait meteorolojik verilerine (sicaklik, bagil nem ve riizgar hiz) ise
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Open-Meteo tizerinden ulagilmigtir (Dayton, Hourly Weather Data, 2023). Dayton veri

setine ait egitim, validasyon ve test verilerinin dagilimi Tablo 3.1°de listelenmistir.

Tablo 3.1. Dayton veri seti: egitim, validasyon ve test verilerinin dagi/imi

Aciklama Saat
Egitim 9.144
Validasyon 2.352
Test 8.928
Toplam 20.424

Dayton sehrine ait giinliik elektrik tiikketimi (Elec), sicaklik (Temp), bagil nem
(Humid) ve riizgar hiz1 (Wind) verilerinin, s6z konusu zaman araligindaki degisimleri
Sekil 3.1'de yer almaktadir. Giinlilk elektrik tiiketimi verisi, ilgili giiniin saatlik
tilketimlerinin toplamiyla hesaplanirken sicaklik, bagil nem ve riizgar hiz1 verileri, ilgili

giiniin saatlik degerlerinin ortalamas1 alinarak hesaplanmustir.

DAYTON
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Sekil 3.1. Dayton sehrine ait geinliik elektrik tiketim, Sicakitk, bagil nem ve riizgar hizi verisi
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Bu veri setinde kullanilan elektrik tiiketimi ve meteoroloji verilerinin aralarindaki

iliskiyi gosteren korelasyon matrisi Sekil 3.2°de sunulmustur.

DAYTON Correlation Matrix
Elec Temp Humid Wind

1.0
Elec 0.02711 -0.28643 -0.01155

0.8

0.6
Temp] 0.02711 0.00881 -0.15188

0.4
Humid| -0.28643 0.00881 -0.12105 0.2

0.0
Wind| -0.01155 -0.15188 -0.12105

-0.2

Sekil 3.2. Dayton sehrine ait elektrik tiiketim, Sicaklik, bagil nem ve riizgar hizi korelasyon matrisi

S6z konusu matriste goriildiigii tizere Dayton sehrine ait elektrik tiiketimi ve

meteoroloji verileri arasindaki korelasyon oldukga diistiktiir.

3.1.2. Houston

Ikinci veri seti olarak, Amerika'nin Texas eyaletindeki Houston sehrine ait 20.424
saatlik (851 giin) elektrik tiikketimi verisine de Kaggle tizerinden erisilmistir (Houston, US
Top 10 Cities - Electricity Data, 2020). S6z konusu veriler, 01/01/2018 ve 30/04/2020
tarihleri arasindaki saatlik elektrik tiiketimi degerlerinden olusmaktadir. Houston sehrinin
s0z konusu zaman araligina ait meteorolojik verilerine (sicaklik, bagil nem ve riizgar hiz1)
de yine Open-Meteo iizerinden ulasilmistir (Houston, Historical Weather Api, 2024).
Houston veri setinin egitim, validasyon ve test verilerinin dagilim1 Tablo 3.2°de

sunulmustur.
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Tablo 3.2. Houston veri seti: egitim, validasyon ve test verilerinin dagilimi

Aciklama Saat
Egitim 9.144
Validasyon 2.352
Test 8.928
Toplam 20.424

Houston sehrine ait giinliik elektrik tiiketimi, sicaklik, bagil nem ve riizgar hizi

verilerinin, s6z konusu zaman araligindaki degisimleri Sekil 3.3'te yer almaktadir.

HOUSTON
Elec (Min: 215315.22 | Max: 407564.3 | Avg: 289751.51)
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Sekil 3.3. Houston sehrine ait giinliik elektrik tiiketim, sicaklik, bagil nem ve riizgar hizi verisi

Dayton veri setinin aksine, Houston sehri i¢in elektrik tiiketimi ve sicaklik
arasindaki korelasyon degeri yiiksek c¢ikmistir. Houston sehrine ait gilinliilk elektrik
tiiketim, sicaklik, bagil nem ve riizgar hiz1 bilgilerinin verildigi sekle baktigimizda,
elektrik tiiketimi ve sicaklik arasindaki bu iligki daha net goriilebilmektedir. Houston
sehrine ait elektrik tiiketimi, sicaklik, bagil nem ve riizgar hiz1 verilerinin korelasyon

matrisi Sekil 3.4'te sunulmustur.
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HOUSTON Correlation Matrix

Temp Humid Wind

1.0

Elec -0.24643 -0.02258

0.8

0.6

0.02884 -0.03928

0.4

-0.21179

Humid! ©0.24643 0.02884

0.2

0.0
Wing, -0.02258 -0.03928

-0.21179

-0.2

Sekil 3.4. Houston sehrine ait elektrik tiiketim, sicaklik, bagil nem ve riizgar hizi korelasyon matrisi

3.2. Tahmin Modelleri
Bu tez ¢alismasinda, kisa vadeli elektrik tiiketimi tahmini i¢in, LSTM, CNN ve
Topluluk temelli derin 6grenme modelleri Onerilmistir. Bu modellerin yapisi, alt

boliimlerde detayli sekilde agiklanmaktadir.

3.21. LSTM

LSTM, sirali verilerdeki uzun vadeli bagimliliklar1 ve iliskileri yakalamak i¢in
tasarlanmig bir RNN mimarisidir. LSTM aglarinin temel 6zelligi, uzun diziler boyunca
bilgi depolayabilen ve alabilen bir bellek hiicresini siirdiirme yetenekleridir. Bu sayede,
RNN’lerin egitimini engelleyebilecek kaybolan gradyan sorununun {istesinden
gelmelerine yardime olmaktadir (Torres, Martinez-Alvarez, & Troncoso, 2022). LSTM

mimarisi, bellek hiicresine giren ve ¢ikan bilgi akisini kontrol eden ti¢ kap1 igermektedir:

1. Forget Gate: Onceki durumdan hangi bilginin atilmasi gerektigini belirler.
2. Input Gate: Hangi yeni bilginin ilgili olduguna ve bellek hiicresinde

saklanmas1 gerektigine karar verir.
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3. Output Gate: Bellek hiicresinden hangi bilginin tahmin olarak ¢ikarilacagini

secer.

Bu kapilarin birlesimi, LSTM’lerin uzun diziler boyunca bilgileri segici olarak
depolamasina ve almasina olanak tanir; bu da onlar1 zaman serisi verileri, dogal dil isleme
ve diger siral1 veri uygulamalarini igeren gorevler i¢in ¢ok uygun hale getirmektedir. Bir
LSTM hiicresinin semast Sekil 3.5’te, optimizasyonlar sonucunda elde edilen

hiperparametre degerleri ise Tablo 3.3’te verilmistir.

Yt

Ct—l /)? /D ) Ct

ht—1 »

Sekil 3.5. Bir LSTM hiicresinin semas: (Torres, Martinez-Alvarez, & Troncoso, 2022)

Tablo 3.3. LSTM hiperparametreleri

Hiperparametre Deger
Units 14

Batch size 168

Max epochs 300

Early stopping patience 15 (monitor: val_loss, restore_best_weight: True)
Model Sequential
Activation Relu
Optimizer Adam
Dense 24 (saat)
Learning rate 0.001
Dropout rate 0

Loss MSE
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3.2.2. CNN
CNN modelleri, goriintii ve dogal dil isleme konularindaki performansinin yani sira
zaman serisi verilerin tahmininde de yiiksek performans gosterebilmektedir (Khan, et al.,

2022). Bir CNN'nin temel mimari bilesenleri sunlar1 igerir:

1. Convolutional Layers: Bu katmanlar, filtreleri (¢ekirdek olarak da bilinir)
kullanarak giris verilerine evrisimsel islemler uygular. Filtreler, yerel 6zellikleri
cikarmak i¢in giris verilerinin ilizerinde kayan kiigiik matrislerdir. Evrigimli
katmanlar, verilerdeki hiyerarsik 6zellikleri yakalama yetenegine sahiptir.

2. Pooling Layers: Havuzlama katmanlari, girisin uzamsal boyutlarini alt
ornekleyerek agdaki hesaplama miktarim1 azaltir. Maksimum havuzlama, bir
bolge icindeki maksimum degerin korundugu yaygin bir havuzlama islemi
tiridir.

3. Fully Connected Layers: Bu katmanlar, bir katmandaki her néronu bir sonraki
katmandaki her nérona baglar. Genellikle siniflandirma gérevleri i¢in agin son
katmanlarinda kullanilirlar.

4. Activation Functions: ReLU (Diizeltilmis Dogrusal Birim) gibi dogrusal
olmayan aktivasyon fonksiyonlari, aga dogrusal olmamay: kazandirmak ve

karmasik kaliplar1 6grenmesini saglamak i¢in uygulanir.

Yapilan optimizasyon ¢aligsmalar1 sonucunda elde edilen ve bu ¢alisma i¢in 6nermis
oldugumuz CNN mimarisi Sekil 3.6’da 6nerilen model igin kullanilan hiperparametre

degerleri ise Tablo 3.4’te sunulmustur.

Bu tez ¢alismasinda 6nerilen CNN modelinde 4 adet Convolutional Layer ve Max
Pooling katman1 bulunmaktadir. Tek degiskenli elektrik tiikketimi tahminleri i¢in genelde
ConvlD ve MaxPoolinglD kullanilmaktadir. Ancak ConvlD aldig1 girdiyi verilen
“Filters” degerine gore ¢ikt1 olarak vermektedir. Birden fazla 6znitelik girdi olarak
verilince tek bir ¢ikti degeri olusmakta ve girdi olarak verilen birden fazla 6zniteligin
model boyunca egitimi miimkiin olmamaktadir. Ornek verecek olursak; (168,7) lik
girdilerimiz olsun. Buradaki girdi verileri gegmis 168 saati ve 7 farkli 6zniteligi ifade
etmektedir. Conv1D igin “Filters” degeri 32 secildigi durumda ¢ikt1 (168,32) olacaktir.
MaxPooling1D asamasindan sonra bir sonraki Conv1D i¢in girdi (84,32) olacak ve farkh
Ozniteliklerin bilgileri kaybedilecektir. Bu sorunun iistesinden gelmek i¢in Conv2D ve

MaxPooling2D katmanlar1 kullanilmistir. Conv2D katmanlarina girdileri (168,7,1)

20



seklinde gonderdigimizde katmanlarin ciktilar1 (168,7,32) seklinde olmaktadir. Bu
sayede, model egitiminde kullandigimiz her bir 6znitelik degeri biitiin katmanlar boyunca
korunmus olacaktir. Bu yaklasim, 6nermis oldugumuz ve birden fazla 6znitelik ile

egitilen CNN modelimizin tahmin performansini 6nemli dlgiide gelistirmistir.

;2:
;}
3
%i
3
= - -> - -» = =P Oupus
§
3
=
Input Signal(s)  Convolutional Convolutional Convolutional Convolutional Flatten & Fully
+ + + + Connected
Max Pooling Max Pooling Max Pooling Max Pooling
Sekil 3.6. Onerilen CNN mimarisi
Tablo 3.4. CNN hiperparametreleri
Hiperparametre Deger
Conv2D -1 Filters: 4, Kernel_size: 5, padding: ‘same’
MaxPooling2D - 1 Pool_size: 4, padding: ‘same’
Conv2D -2 Filters: 8, Kernel size: 5, padding: ‘same’
MaxPooling2D — 2 Pool_size: 4, padding: ‘same’
Conv2D -3 Filters: 16, Kernel size: 5, padding: ‘same’
MaxPooling2D - 3 Pool_size: 4, padding: ‘same’
Conv2D -4 Filters: 32, Kernel size: 5, padding: ‘same’
MaxPooling2D - 4 Pool_size: 4, padding: ‘same’
Batch size 128
Max epochs 300
Early stopping patience 30 (monitor: val_loss, restore_best_weight: True)
Model Sequential
Activation Relu
Optimizer Adam
Dense 24 (saat)
Learning rate 0.001
Dropout rate 0.4
Loss MSE

21



3.2.3. Topluluk
Topluluk 6grenimi, makine 6greniminde kullanilan gii¢lii bir tekniktir. Bu teknik
aslinda, daha dogru tahminler iireten bir model olusturmak i¢in birden fazla modelin

irettikleri tahminlerin birlestirildigi stratejidir.

Topluluk yontemlerinin gelistirilmis dogruluk, genellenebilirlik, azaltilmig
varyans/Onyargi ve esneklik gibi avantajlar1 bulunmaktadir. Bu yontem ile birden fazla
model birlestirildiginden, genellikle tek bir modele kiyasla gériinmeyen veriler tizerinde
daha iyi dogruluk ve genellestirilebilirlik elde edilebilir. Ayrica, bireysel modellerden
kaynaklanan hatalarin ortalamasini almaya yardimci olarak daha saglam tahminlere yol
acabilir. Son olarak modellerin gii¢lii yonlerinden yararlanmak i¢in farkli model tiirleri

bir topluluk gurubu iginde birlestirilebilir.

Topluluk yontemlerinin, yukarida bahsedilen avantajlarinin yaninda artan
karmagiklik, yorumlamada zorluk gibi dezavantajlart da bulunmaktadir. Topluluk
yontemi kullanilarak birden fazla model olusturmak ve egitmek, tek bir model
kullanmaya kiyasla hesaplama agisindan daha masrafli olabilir. Ayrica, bireysel
modellere gore daha az yorumlanabilir olabilecegi igin bu da iiretilen tahminin nedeninin

anlasilmasini zorlagtirmaktadir.

Ortalama Alma (Averaging), Oylama (Voting), Torbalama-Onyiikleme Toplama
(Bagging-Bootstrap Aggregating), Yiikseltme (Boosting) ve Istifleme (Stacking) gibi
topluluk yontemi tiirleri mevcuttur. Bu yontemleri biraz daha detaylandiracak olursak,
Averaging, regresyon sorunlari i¢in basit ama etkili bir yaklagimdir. Nihai tahmini elde
etmek i¢in tiim temel modellerden gelen tahminlerin ortalamasi alinir. Bu, bireysel
modellerden kaynaklanan hatalarin sapmasini azaltarak daha diizgiin ve daha dogru bir
genel tahmine yol agmaktadir. Voting, genellikle smiflandirma problemlerinde
kullanilmaktadir. Her temel model, en olasi sinifa oy verir ve son tahmin, en ¢ok oyu alan
siiftir. Bu yaklasim, herhangi bir tek modelin tahminindeki aykiri degerlerin veya
hatalarin etkisini azaltmaya yardimci olmaktadir. Bagging-Bootstrap Aggregating
yonteminde, orijinal verilerin farkli alt kiimeleri (degistirme ile) egitilerek birden fazla
model olusturulmaktadir. Bu, topluluga cesitlilik katarak varyansi azaltarak ve potansiyel
olarak dogrulugu artirmaktadir. Boosting, temel modellerin sirayla egitildigi bir
yaklasimdir. Her model, bir 6nceki modelin tahmin hatalarindan 6grenmeye odaklanir.

Bu yaklagim dogrulukta 6nemli gelismelere yol agabilir, ancak ayni zamanda asir1 uyum
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saglamaya da daha yatkindir. Stacking, bir meta-model olusturmay1 igerir. Temel
modeller tahminlerini egitim verileri lizerinde yapar ve bu tahminler meta modelin
Ozellikleri haline gelir. Meta-model daha sonra nihai tahminleri yapmak i¢in bu 6zellikleri
birlestirmeyi ogrenir. Istifleme, farkli modellerin gii¢lii yanlarindan yararlanirken

potansiyel olarak zayif yonlerinin iistesinden gelmenize olanak tanir.

Bu tez ¢alismasinda, topluluk modeli olarak ortalama yaklasimi tercih edilmis ve

LSTM ile CNN modellerine ait tahminlerin ortalamalar1 hesaplanmaistir.

3.3. Performans Metrikleri

Onerilen modellerin performanslarini karsilastirmak i¢in normallestirilmis kok
ortalama kare hata (N-RMSE), normallestirilmis ortalama mutlak hata (N-MAE) ve
ortalama mutlak yilizde hata (MAPE) metrikleri kullanilmustir.

3.3.1. N-RMSE

RMSE, tahmine dayali bir modelin dogrulugunu degerlendirmek i¢in yaygin olarak
kullanilan bir hata metrigidir (Chai & Draxler, 2014). Ozellikle regresyon analizi alaninda
popiilerdir. RMSE, tahmin edilen degerler ile gercek degerler arasindaki hatalarin
ortalama biyiikligiini hesaplar. N-RMSE ise RMSE’ yi veri araligina gore
Olceklendirerek farkli veri kiimeleri arasinda daha yorumlanabilir ve karsilastirilabilir

hale getirmektedir. RMSE ve N-RMSE’nin formiilleri sirast1 ile (1) ve (2)’de verilmistir.

RMSE = |2 51,0 — 907 (3.)

RMSE

N-RMSE = o —mn )

(3.2)

Formiil (3.1) ve (3.2)’ de, n gdzlemlerin veya veri noktalarinin sayisi, y; i
indeksindeki veri noktasinin gergek (gozlenen) degeri, ¥; ise i indeksindeki veri noktasi
icin tahmin edilen degeri, max(y) ger¢ek (gozlenen) degerlerin maksimum degerini,

min(y) ise gercek (gozlenen) degerlerin minimum degerini ifade etmektedir.

RMSE, ger¢ek ve tahmin edilen degerler arasindaki kare farklarin ortalamasinin

karekokii alinarak hesaplanir. Bu islem, RMSE degerinin orijinal verilerle ayn1 birimlerde
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yorumlanabilir olmasin1 saglamak i¢in uygulanmaktadir. Digiik bir RMSE degeri,

modelin dogruluk oraninin yiiksek oldugu anlamina gelmektedir.

3.3.2. N-MAE

MAE, tahmine dayal1 bir modelin performansini degerlendirmek i¢in yaygin olarak
kullanilan bagka bir hata metrigidir. Tahmin edilen degerler ile gerg¢ek degerler arasindaki
hatalarin ortalama biiyiikligiinii hesaplayarak tahminlerin dogrulugunu gosterir (Chai &
Draxler, 2014). N-MAE, MAE’ yi veri araligina gore 6l¢eklendirerek farkli veri kiimeleri
arasinda daha yorumlanabilir ve karsilastirilabilir hale getirmektedir. MAE ve N-

MAE’nin formiilleri sirasi ile (3) ve (4)’te verilmistir.

1 "
MAE = n =11y = 3l (3.3)

MAE
N-MAE = ) (3.4)

Formiil (3.3) ve (3.4)’ te, n gozlemlerin veya veri noktalarnin sayisi, y; i
indeksindeki veri noktasinin gergek (gbzlenen) degeri, ¥; ise i indeksindeki veri noktasi
icin tahmin edilen degeri, max(y) gercek (gozlenen) degerlerin maksimum degerini,

min(y) ise gergek (gbzlenen) degerlerin minimum degerini ifade etmektedir.

MAE, gercek ve tahmin edilen degerler arasindaki mutlak farklarin ortalamasi
aliarak hesaplanmaktadir. RMSE’den farkli olarak MAE, hatalarin karesini almaz; bu
da MAE’nin biiyiik hatalara karsi daha az duyarli olmasini saglamaktadir. Biiyiik
hatalarin kabul edilebilir oldugu veya tiim hatalara esit agirlik vermek istediginiz
durumlarda bir avantaj olabilmektedir. RMSE’ye benzer sekilde, daha diisiik bir MAE,
modelin tahminlerinin ortalama olarak ger¢ek degerlere daha yakin oldugunu
gosterdiginden daha iyi model performansini géstermektedir. Tersine, daha yiiksek bir
MAE, modelin tahminlerinde daha biiyiik hatalara sahip oldugunu gostermektedir. RMSE
ve MAE arasindaki se¢im genellikle var olan problemin belirli karakteristigine ve

degerlendirme 6l¢iitiiniin istenen 6zelliklerine baghdir.
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3.3.3. MAPE
MAPE, zaman serisi verileri i¢in tahmin modellerinin dogrulugunu degerlendirmek
icin kullanilan yaygin bir hata metrigidir. MAPE, tahminlerinizin gercek degerlere ne

kadar yakin oldugunu goésterir. MAPE nin formiilii (5)’ te verilmistir.
1 i—3i
MAPE = ~ Y1, |yy—y| .100 (3.5)

Formiil (3.5)’ te, n gbzlemlerin veya veri noktalarinin sayisi, y; i indeksindeki veri
noktasinin gergek (gozlenen) degeri, ¥; ise i indeksindeki veri noktasi i¢in tahmin edilen
degeri ifade etmektedir. Her gbzlem igin mutlak yiizdelik hata hesaplanir, hesaplanan
degerler toplanir ve ardindan ortalama hatay1 elde etmek i¢in toplam gdzlem sayisina

boliiniir. Son olarak sonucu yiizde olarak ifade etmek i¢in elde edilen deger 100 ile

carpilir.

MAPE, gerc¢ek degerlere gore gercek ve tahmin edilen degerler arasindaki ortalama
mutlak farkin bir Slciisiinii saglar. Ozellikle, talep tahmini (6rn: elektrik talebi), satis
tahmini ve finansal tahmin gibi alanlarda tahmin modellerinin dogrulugunu
degerlendirmek i¢in kullanilan yaygin bir performans metrigi olarak kullanilmaktadir.

Daha diisiik bir MAPE, daha yiiksek bir dogruluga karsilik gelmektedir.
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4. DENEYSEL CALISMA VE TARTISMALAR

Bu tez ¢calismasinda, kisa vadeli (24 saat) elektrik tiiketimini tahmin edebilmek i¢in
LSTM, CNN ve topluluk temelli derin 6grenme modelleri Onerilmistir. Modellerin
egitimi i¢in cografi olarak farkli bolgelerdeki iki sehire ait elektrik tiikketim, sicaklik, bagil
nem, riizgar h1z1 ve zaman damgasi verileri kullanilmistir. Onerilen modeller, her bir veri
seti lizerinde 16 farkli oznitelik seti ile egitilmis ve her modelin tahmin performansi
karsilastirmali sekilde analiz edilmistir. Soz konusu oOznitelik setleri, Tablo 4.1'de

listelenmektedir.

Tablo 4.1. Tahmin modellerinde kullanilan oznitelik setleri

No Oznitelik Seti

1 Elec

2 Elec+Temp

3 Elec+Humid

4 Elec+Wind

5 Elec+Time

6 Elec+Temp+Humid

7 Elec+Temp+Wind

8 Elec+Temp+Time

9 Elec+Time+Humid

10 Elec+Time+Wind

11 Elec+Humid+Wind

12 Elec+Temp+Humid+Wind
13 Elec+Temp+Humid+Time
14 Elec+Time+Humid+Wind
15 Elec+Temp+Time+Wind
16 Elec+Temp+Humid+Wind+Time

On islemler kapsaminda, ilk olarak sayisal verilerin formatlar diizenlenmistir. Veri
setlerini, eksik ve aykir1 degerlerden arindirmak igin ilgili degerler, 24 saat 6ncesinin
verileri kullanilarak giincellenmistir. Yanlili§1 dnlemek i¢in elektrik tiiketimi, meteoroloji
ve zaman damgasi 6znitelik verileri, egitim seti temel alinarak 0 ile 1 arasina normalize
edilmistir. Veri setlerine ait zaman damgasi1 Oznitelik degerleri, elektrik tiiketiminin
gerceklestigi “Ay” i¢in [1-12], “Giin” i¢in [ 1-7] ve “Saat” i¢in [0-23] araligindaki degerler

kullanilarak dongiisel olarak kodlanmustir.

Tahminlerde, kayan pencere (sliding window) yaklasimi kullanilmistir. 168

saatlik (7 giin) veriler kullanilarak, sonraki 24 saatin (1 giin) tiiketim degerleri tahmin
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edilmistir. Modeller, ¢ok adimli tahmin yaklagimu ile tasarlanarak bir defada 24 saatlik
tahminler yapilmigtir. Toplam 20.424 saatten (851 giin) olusan her bir veri setinin ilk
9.144 saati (381 giin) egitim i¢in kullanilarak 374 girdi-¢ikt1 ¢ifti elde edilmistir. S6z
konusu veri setinin takip eden 2.352 saati (98 giin) validasyon igin kullanilarak 91 girdi-
cikt1 ¢ifti elde edilmistir. Veri setinin son 8.928 saatlik (372 giin) kismi ise test igin
kullanilarak 365 girdi-¢ikt1 ¢ifti elde edilmistir.

Modellerin egitimlerinde, maksimum epoch degeri 300 olarak belirlenmistir.
Ayrica, modelin asir1 uyma (overfitting) durumuna diismesini engellemek icin erken
durdurma (early stopping) yaklasimindan faydalanmistir. Bu kapsamda, modeller egitim
siirecinin herhangi bir asamasindayken belirlenen epoch degeri siiresince validasyon
verisinin tahmin performansinda bir gelisim gozlenmez ise egitim sonlandirilmigtir.
Yapilan analizler sonucunda early stopping degeri, LSTM modeli i¢in 15, CNN modeli
icin ise 30 olarak belirlenmistir. Bundan dolay1, her modelin egitim siireleri ve epoch

sayilar1 farklilik gosterebilmektedir.

Meteoroloji ve zaman 6zniteliklerinin, 6nerilen modellerin tahmin performansina
etkilerini dogru bir sekilde hesaplamak amaciyla rastgele tohum (Random Seed) degeri
belirlenmistir. Rastgele tohumun belirlenmesi, zaman serisi modelleri igerisindeki
birtakim islemlerin rastgeleligini kontrol altina almak i¢in kullanilan bir yontemdir.
Onerilen modellerimiz igin rastgele tohum degeri ayarlandiginda, her seferinde rastgele
sonuglar iiretilen siire¢lerden tutarli bir sekilde ayni sonuglar almabilmektedir. Ornek
verecek olursak; Elect+Temp+Time Oznitelik seti ile egitilen LSTM modelimiz i¢in
rastgele tohumu belirledigimiz zaman, modeli farkli zamanlarda kag defa egitip tahminler
tirettigimizden bagimsiz olarak modelimiz her zaman ayni1 tahminleri tretecektir. Bu
yaklagim, farklt model konfigiirasyonlarinda hata ayiklamak ve karsilastirmak i¢in ¢ok
onemlidir. Ayrica, farkli Oznitelikler ile egitilen modelleri veya egitim tekniklerini
karsilastirirken esit sartlar saglanmasi olduk¢a dnemlidir. Rastgele bir baglangi¢ noktasi
ayarlamak, tiim modellerin ayni rastgele say1 dizisini kullanmasini1 garanti ederek bunu
basarmaya yardimci olmaktadir. Yaptigimiz analizler sonucunda iki farkli veri setimiz
icin rastgele tohum degerinin 47 oldugunu hesaplanmis Ve hiperparametre
optimizasyonlar1 segilen rastgele tohum degerine gore yapilmistir. Bu sayede farkli
Oznitelikler secilerek egitilen modellerin tekrarlanabilir ve adil degerlendirilmis

oldugundan emin olabiliriz.
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Deneysel ¢alismalarda, Python 3.9 programlama dili kullanilmistir. Derin 6grenme
modelleri i¢in Tensorflow ve Keras kiitliphaneleri kullanilmistir. Yazilim gelistirme araci
olarak, gelismis hata ayiklama ve zengin bir arayiize sahip olmasindan dolayr PyCharm
kullanilmistir.  Gelistirilen modellerin diizenlilestirilmesine (Regularization) yo6nelik

hiperparametre optimizasyonlar1, Keras-Tuner kiitiiphanesi yardimiyla yapilmustir.

4.1. Dayton Veri Setiyle Egitilen Modeller
Bu boéliimde, Dayton veri setiyle egitilen tahmin modellerinin performanslar

kapsamli sekilde incelenmistir.

4.1.1. LSTM modeli

Dayton veri setinin sadece elektrik tiiketimi Ozniteligi ile egitilen LSTM
modelinin kayip grafigi Sekil 4.1°de sunulmustur. S6z konusu kay1p grafiginde goriildiigii
tizere, elektrik tiiketimi Ozniteligi ile egitilen modelin early-stopping parametresiyle
sonlandirilmadan 300 epochta egitim siirecinin tamamlandig1 goriilmektedir. Bu modelin
egitim siiresi “77,18” saniye olarak dl¢iilmiis olup, kayip grafigine bakildiginda 6nerilen
modelde overfitting gergeklesmedigi goriilebilmektedir. Bu veri seti kullanilarak egitilen
diger LSTM modellerinin kayip grafikleri de benzer karakteristige sahip olup, egitim

verisine asirt uyma durumu s6z konusu degildir.

LSTM Model Loss (Elec)
Metrics: MSE
Epochs: 300

Training
Validation

Loss

Epochg

Sekil 4.1. Dayton veri seti: elektrik tiiketimi ozniteligiyle egitilen LSTM modelinin kayp grafigi
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Farkli 6znitelik setleriyle egitilen LSTM modelleriyle elde edilen ortalama N-
RMSE, N-MAE ve MAPE degerleri Sekil 4.2°de verilmistir.

N-RMSE
0.25
0.24
0.23
0.22
021
0.2
0.19
0.18
0.17
0.16
TSI LSS
& &J N & ,\o,é‘qx r & . <8 R & P & xoé\b Q\\\'&\b 3&‘;& 3\0&6 « & \‘\\{\b
& E ¢ ,@"‘x & & &
&
o«
(@)
N-MAE
0.21

MAPE

4.5

Sekil 4.2. Dayton veri seti: farkli éznitelik setleri i¢cin LSTM modeliyle elde edilen ortalama (a) N-RMSE,
(b) N-MAE ve (c) MAPE degerieri
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S6z konusu sekilde goriildiigi tizere, sicaklik, bagil nem, riizgar hiz1 ve zaman
damgasi Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
tahmin performansini genel olarak iyilestirdigi goriilmektedir. N-RMSE, N-MAE ve
MAPE degerleri sirasiyla “%19,79”, “%20,38” ve “%22,31” oranina kadar iyilesmistir.

Elektrik tiiketimi 6zniteliginin yaninda sicaklik, bagil nem, riizgar hizi ve zaman
damgas1 Ozniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin
performans1 Elec+Time oOznitelik setinde elde edilmistir. Sadece elektrik tiiketimi
Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,24”,
“0,20” ve “%5,96” olurken Elec+Time 0zniteligi ile egitilen modelde bu degerler “0,19”,
“0,16” ve “%4,67” olarak hesaplanmistir. Bu veri seti igin, zaman damgasi 6zniteligi
diger Ozniteliklere gore tahmin performansini daha g¢ok iyilestirmistir. Birden fazla
Oznitelik kullanilarak yapilan egitim ve testler sonucunda, Elec+Temp+Humid+Time
Oznitelik seti ile egitilen LSTM modelinin, en iyi tahmin performansini gosterdigi
anlasilmistir. Bu modelin N-RMSE, N-MAE ve MAPE degerleri sirast ile 0,197, <“0,16”
ve “%4,63” olarak hesaplanmustir. Sekil 4.3’te ise elektrik tiikketimi 6zniteligi ile egitilen

LSTM modelinin, test setinin tamamindaki tahmin performansi verilmistir.

LSTM (Elec)
N-RMSE (Average: 0.23683)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average

—— MAPE
—————— Average

n I
| |
H— | i

Percentage
o

2017-06 2017-07 2017-08 2017-09 2017-10 2017-11 2017-12 2018-01 2018-02 2018-03 2018-04 2018-05
Year-Month

Sekil 4.3. Dayton veri seti: elektrik tiiketimi ozniteligiyle egitilen LSTM modelinin test setinin tamamindaki
tahmin performansi
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So6z konusu sekilde goriildiigii tizere, ilgili model kis aylarinda en iyi tahmin
performansini gosterirken, yaz aylarinda en diisiik tahmin performansini gdstermistir.
Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE degerleri sirasi
ile “%4,94”, “%6,02”, “%7,08” ve “%5,28” seklinde hesaplanmistir. Ayrica, modelin
tahmin edilen yil genelinde hafta i¢i ve hafta sonu giinlerindeki ortalama MAPE degerleri
sirast  ile  “%5,28” ve “%7,65” olarak hesaplanmistir. Sekil 4.4’te ise
Elec+Temp+Humid+Time Oznitelikleri ile egitilen LSTM modelinin, test setinin

tamamindaki tahmin performansi verilmistir.

LSTM (Elec + Temp + Humid + Time)
N-RMSE (Average: 0.19053)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average

—— MAPE
—————— Average

=
Nt
n

Percentage
<
0

o
o
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Sekil 4.4. Dayton veri seti: Elec+Temp+Humid+Time oznitelikleriyle egitilen LSTM modelinin test setinin
tamamindaki tahmin performansi

Bu sekilden anlasilacagi iizere, model, sadece elektrik tiiketimi Ozniteligi ile
egitilen LSTM modelinde oldugu gibi, kis aylarinda en iyi, yaz aylarinda ise en kotii
tahmin performansin1 gostermistir. Modelin  kis, ilkbahar, yaz ve sonbahar
mevsimlerindeki ortalama MAPE degerleri sirasi ile “%4,22”, “%4,35”, “%5,01” ve
“0%4,91” seklinde hesaplanmistir. LSTM modelinin egitimine sicaklik, zaman damgasi
ve bagil nem Ozniteliklerinin eklenmesi ile mevsim tahminleri genel olarak iyilesmistir.

Sadece elektrik tiiketimi 6zniteligi ile egitilen modelin aksine bu model hafta sonu giinleri
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icin daha iyi tahminler iiretmistir. Hafta i¢i ve hafta sonu gilinlerinin ortalama MAPE
degerleri “%4,66” ve “%4,54” olarak hesaplanmigtir. Burada zaman damgasi

Ozniteliginin modelin tahmin performansina 6nemli 6l¢iide katki sagladigi goriilmiistiir.

4.1.2. CNN modeli
Dayton veri setinin sadece elektrik tiiketimi 6zniteligi ile egitilen CNN modelinin
kay1p grafigi Sekil 4.5’te verilmistir.

CNN Model Loss (Elec)
Metrics: MSE
Epochs: 231

Training
Validation

Loss

“Epochs

Sekil 4.5. Dayton veri seti: elektrik tiketimi 6zniteligiyle egitilen CNN modelinin kayp grafigi

S6z konusu kayip grafiginde goriildiigli iizere, elektrik tiikketimi 6zniteligi ile
egitilen modelin 231 epochta egitim siirecinin tamamlandig1 goriilmektedir. Bu modelin
egitim siiresi “34,93” saniye olarak dl¢iilmiis olup, kayip grafigine bakildiginda dnerilen
modelde overfitting gerceklesmedigi goriilebilmektedir. Bu veri seti kullanilarak egitilen
diger CNN modellerinin kayip grafikleri de benzer karakteristige sahip olup, egitim
verisine asirt uyma durumu s6z konusu degildir. Farkli 6znitelik setleriyle egitilen CNN
modelleriyle elde edilen ortalama N-RMSE, N-MAE ve MAPE degerleri Sekil 4.6’da

verilmistir.

S6z konusu sekilde goriildiigi tizere, sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
tahmin performansini genel olarak iyilestirdigi goriilmektedir. N-RMSE, N-MAE ve
MAPE degerleri sirasiyla “%25,58”, “%27,24” ve “%?26,85” oranina kadar iyilesmistir.
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N-RMSE

MAPE

(©)

Sekil 4.6. Dayton veri seti: farkli éznitelik setleri icin CNN modeliyle elde edilen ortalama (a) N-RMSE,
(b) N-MAE ve (c) MAPE degerieri

Elektrik tiiketimi 0zniteliginin yaninda sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin

performans1 Elec+Time Oznitelik setinde elde edilmistir. Sadece elektrik tiiketimi
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Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,22”,
“0,19” ve “%5,55” olurken Elec+Time 0zniteligi ile egitilen modelde bu degerler “0,18”,
“0,16” ve “%4,53” olarak hesaplanmistir. Birden fazla 6znitelik kullanilarak yapilan
egitim ve testler sonucunda, ElectTemp+Humid+Wind+Time Oznitelik seti ile egitilen
CNN modelinin, en iyi tahmin performansin1 gosterdigi anlasilmistir. Bu modelin N-
RMSE, N-MAE ve MAPE degerleri sirasi ile “0,16”, “0,14” ve “%4,05” olarak
hesaplanmustir. Sekil 4.7°de ise elektrik tiiketimi 6zniteligi ile egitilen CNN modelinin,

test setinin tamamindaki tahmin performansi verilmistir.

CNN (Elec)
o8 N-RMSE (Average: 0.21881)
’ ‘ —— N-RMSE
—————— Average
\
1
|
I
i
|
A
A
s | ‘ —— N-MAE
: | | I A | M Average
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Sekil 4.7. Dayton veri seti: elektrik tiketimi 6zniteligiyle egitilen CNN modelinin test setinin tamamindaki
tahmin performansi

S6z konusu sekilde goriildiigii iizere, ilgili model kis aylarinda en 1yi tahmin
performansini gosterirken, yaz aylarinda en diisiik tahmin performansini gostermistir.
Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE degerleri siras1
ile “%5,117, “%5,217, “%6,16” ve “%5,68” seklinde hesaplanmistir. Ayrica, modelin
tahmin edilen y1l genelinde hafta i¢i ve hafta sonu gilinlerindeki ortalama MAPE degerleri
sirasiyla “%5,15” ve “%6,53” olarak hesaplanmistir. Modelin, hafta i¢i glinlerini daha iyi
tahmin ettigi anlagilmaktadir. Sekil 4.8’de ise Elec+Temp+Humid+Wind+Time
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Oznitelikleri ile egitilen CNN modelinin, test setinin tamamindaki tahmin performansi

verilmigtir.
CNN (Elec + Temp + Humid + Wind + Time)
10 N-RMSE (Average: 0.16284)
‘ —— N-RMSE
0.8 H—rt——q Average
06 \‘
s
= 0.4
0.2{ |
0.0
08 —— N-MAE
—————— Average
0.6
=
20,4
0.2
0.0
200 —— MAPE
R (e Average

2017-06 2017-07 2017-08 2017-09 2017-10 2017-11 2017-12 2018-01 2018-02 2018-03 2018-04 2018-05
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Sekil 4.8. Dayton veri seti: Elec+Temp+Humid+Wind+Time oznitelikleriyle egitilen CNN modelinin test
setinin tamamindaki tahmin performansi

Bu sekilden anlasilacag: iizere, model, sadece elektrik tiikketimi Ozniteligi ile
egitilen CNN modelinde oldugu gibi, kis aylarinda en iy1i, yaz aylarinda ise en kotii tahmin
performansini gostermistir. Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki
ortalama MAPE degerleri siras1 ile “%3,41”, “%3,80”, “%4,87” ve “%4,13” seklinde
hesaplanmistir. CNN modelinin egitimine sicaklik, bagil nem, riizgar hizt ve zaman
damgas1 Ozniteliklerinin eklenmesi ile mevsim tahminleri genel olarak iyilesmistir.
Sadece elektrik tiikketimi 6zniteligi ile egitilen modelde oldugu gibi bu model de hafta igi
giinlerini daha iyi tahmin etmistir. Hafta i¢i ve hafta sonu giinlerinin ortalama MAPE

degerleri “%3,99” ve “%4,22” olarak hesaplanmuistir.

4.1.3. Topluluk modeli
Farkli 6znitelik setleriyle egitilen Topluluk modelleriyle elde edilen ortalama N-
RMSE, N-MAE ve MAPE degerleri Sekil 4.11°de verilmistir.
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N-RMSE

0.2

N-MAE

MAPE

Sekil 4.9. Dayton veri seti: farkili oznitelik setleri i¢in Topluluk modeliyle elde edilen ortalama (a) N-RMSE,
(b) N-MAE ve (c) MAPE degerieri

S6z konusu sekilde goriildiigli iizere, sicaklik, bagil nem, riizgar hiz1 ve zaman

damgasi Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
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tahmin performansini1 genel olarak iyilestirdigi goriilmektedir. N-RMSE, N-MAE ve
MAPE degerleri sirasiyla “%21,10”, “%22,30” ve “%?22,80 oranina kadar iyilesmistir.

Elektrik tiikketimi 6zniteliginin yaninda sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin
performansi Elec+Time oOznitelik setinde elde edilmistir. Sadece elektrik tiiketimi
Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,22”,
“0,18” ve “%5,40” olurken Elec+Time 6zniteligi ile egitilen modelde bu degerler “0,18”,
“0,15” ve “%4,39” olarak hesaplanmistir. Birden fazla 6znitelik kullanilarak yapilan
egitim ve testler sonucunda, Elec+Temp+Humid+Time 6znitelik seti ile egitilen Topluluk
modelinin, en iyi tahmin performansim gosterdigi anlasilmistir. Bu modelin N-RMSE,
N-MAE ve MAPE degerleri sirast ile “0,17”, “0,14” ve “%4,17” olarak hesaplanmistir.
Sekil 4.12°de ise elektrik tiikketimi 6zniteligi ile egitilen Topluluk modelinin, test setinin

tamamindaki tahmin performansi verilmistir.

Ensemble (Elec)
N-RMSE (Average: 0.21644)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average

—— MAPE
—————— Average

|
1 | fil
;"‘j\‘f\:}\ ! [ H‘J

Percentage

N 2 o ®

2017-06 2017-07 2017-08 2017-09 2017-10 2017-11 2017-12 2018-01 2018-02 2018-03 2018-04 2018-05
Year-Month

Sekil 4.10. Dayton veri seti: elektrik tiiketimi ozniteligiyle egitilen Topluluk modelinin test setinin
tamanmundaki tahmin performansi

S6z konusu sekilde gorildiigi iizere, ilgili model kis aylarinda en iyi tahmin

performansin1 gosterirken, yaz aylarinda en diisiik tahmin performansini gostermistir.

37



Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE degerleri sirasi
ile “%4,77”, “%5,44”, “%6,00” ve “%5,38” seklinde hesaplanmistir. Ayrica, modelin
tahmin edilen y1l genelinde hafta i¢i ve hafta sonu giinlerindeki ortalama MAPE degerleri
sirast  ile  “%4,86” ve “%6,75” olarak hesaplanmistir. Sekil 4.13’te ise
Elec+Temp+Humid+Time Oznitelikleri ile egitilen Topluluk modelinin, test setinin

tamamindaki tahmin performansi verilmistir.

Ensemble (Elec + Temp + Humid + Time)
N-RMSE (Average: 0.17091)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average

—— MAPE
—————— Average

2017-06 2017-07 2017-08 2017-09 2017-10 2017-11 2017-12 2018-01 2018-02 2018-03 2018-04 2018-05
Year-Month

Sekil 4.11. Dayton veri seti: Elec+Temp+Humid+Time oznitelikleriyle egitilen Topluluk modelinin test
setinin tamamindaki tahmin performansi

Bu sekilden anlasilacag: iizere, model, sadece elektrik tiikketimi Ozniteligi ile
egitilen Topluluk modelinde oldugu gibi, kis aylarinda en iyi, yaz aylarinda ise en koti
tahmin performansini gostermistir. Modelin kis, ilkbahar, yaz ve sonbahar
mevsimlerindeki ortalama MAPE degerleri sirasi ile “%3,69”, “%3,91”, “%4,71” ve
“0%4,37” seklinde hesaplanmistir. Topluluk modelinin egitimine sicaklik, bagil nem,
riizgar hiz1 ve zaman damgasi 6zniteliklerinin eklenmesi ile mevsim tahminleri genel
olarak iyilesmistir. Modelin, hafta i¢i ve hafta sonu giinlerinin ortalama MAPE degerleri

“%4,16” ve “%4,19” olarak hesaplanmistir. Bu model, sadece elektrik tiikketimi 6zniteligi
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ile egitilen modelde oldugu gibi hafta i¢i giinlerini ¢ok az bir fark ile daha iyi tahmin

etmistir.

4.1.4. Giinliik performans analizi

Onerilen modellerin tahmin performanslarini daha yakindan gdzlemleyebilmek ve
karsilastirabilmek amaciyla, Dayton veri setine ait yaz ve kis mevsimlerinden ikiser giin
secilmigtir. Elektrik tiiketim oriintiileri mevsimlere ve giinlere gore farklilik gosterdigi
icin, segilen gilinlerin birinin hafta i¢i, digerinin ise hafta sonu olmasina &6zen
gosterilmistir. Bu sekilde, modellerin farkli kosullar altinda nasil performans gosterdigi
daha net bir sekilde degerlendirilebilecektir. Onerilen modellerin ilgili giinlere ait
tahminlerini, tahmin performanslarin1 ve gergek tiikketim degerlerini gosteren grafikler
Sekil 4.12, Sekil 4.13, Sekil 4.14 ve Sekil 4.15’te verilmistir. S6z konusu grafikler,
modellerin performanslarint goérsel olarak karsilastirmamiza ve her bir modelin

dogrulugunu ve tutarliligin1 degerlendirmemize olanak tanimaktadir.

LSTM (Elec): RMSE= 76.24| MAE= 61.33| MAPE= 3.47%
LSTM (Elec+Temp+Humid+Time): RMSE= 45.46| MAE= 41.59| MAPE= 2.24%
CNN (Elec): RMSE= 68.07| MAE= 55.87| MAPE= 2.66%
CNN (Elec+Temp+Humid+Wind+Time): RMSE= 65.82| MAE= 46.65| MAPE= 2.29%
Ensemble (Elec): RMSE= 55.18| MAE= 46.15| MAPE= 2.42%
Ensemble (Elec+Temp+Humid+Time): RMSE= 53.84| MAE= 40.14| MAPE= 2.01%

Observed

LSTM (Elec)

LSTM (Elec+Temp+Humid+Time)

CNN (Elec)

CNN (Elec+Temp+Humid+Wind+Time)
Ensemble (Elec)

Ensemble (Elec+Temp+Humid+Time)

2200

2000

MWh

1800\,

1600

Date: 2017-06-01 (Thursday)

Sekil 4.12. Dayton veri seti: yaz mevsimi hafta i¢inde LSTM, CNN ve Topluluk modellerinin tahmin
performanslarmin karsitlastirmasi

39



LSTM (Elec): RMSE= 232.21| MAE= 175.74| MAPE= 11.53%

LSTM (Elec+Temp+Humid+Time): RMSE= 90.67| MAE= 83.84| MAPE= 5.07%

CNN (Elec): RMSE= 205.26| MAE= 166.80| MAPE= 10.73%

CNN (Elec+Temp+Humid+Wind+Time): RMSE= 92.29| MAE= 84.14| MAPE= 4.93%

Ensemble (Elec): RMSE= 218.04| MAE= 170.65| MAPE= 11.10%

Ensemble (Elec+Temp+Humid+Time): RMSE= 79.90| MAE= 73.17| MAPE= 4.35%
—— Observed

2200 —— LSTM (Elec)

—————— LSTM (Elec+Temp+Humid+Time)
—— CNN (Elec)

—————— CNN (Elec+Temp+Humid+Wind+Time)
—— Ensemble (Elec)
—————— Ensemble (Elec+Temp+Humid+Time)

2000

1800

MW

1600

1400

Date: 2017-07-09 (Sunday)

Sekil 4.13. Dayton veri seti: yaz mevsimi hafta sonunda LSTM, CNN ve Topluluk modellerinin tahmin
performanslarimin karsilagtirmasi

LSTM (Elec): RMSE= 133.10| MAE= 101.38| MAPE= 3.73%
LSTM (Elec+Temp+Humid+Time): RMSE= 99.54| MAE= 82.81| MAPE= 3.08%
CNN (Elec): RMSE= 122.21| MAE= 99.21| MAPE= 3.72%
CNN (Elec+Temp+Humid+Wind+Time): RMSE= 87.35| MAE= 79.60| MAPE= 2.95%
Ensemble (Elec): RMSE= 119.36| MAE= 94.28| MAPE= 3.50%
Ensemble (Elec+Temp+Humid+Time): RMSE= 77.18| MAE= 61.28| MAPE= 2.31%
3000 —— Observed
—— LSTM (Elec)
—————— LSTM (Elec+Temp-+Humid+Time)
2900 —— CNN (Elec)

—————— CNN (Elec+Temp+Humid+Wind+Time)
—— Ensemble (Elec)
28000 NN s AN ] e Ensemble (Elec+Temp+Humid+Time)

2700

MWh

26001\
2500

2400

Date: 2018-01-03 (Wednesday)

Sekil 4.14. Dayton veri seti: kis mevsimi hafta icinde LSTM, CNN ve Topluluk modellerinin tahmin
performanslarimin karsilastirmasi
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LSTM (Elec): RMSE= 91.11| MAE= 71.48| MAPE= 3.51%

LSTM (Elec+Temp+Humid+Time): RMSE= 42.81| MAE= 35.07| MAPE= 1.71%

CNN (Elec): RMSE= 87.54| MAE= 71.15| MAPE= 3.42%

CNN (Elec+Temp+Humid+Wind+Time): RMSE= 54.92| MAE= 44.51| MAPE= 2.07%

Ensemble (Elec): RMSE= 71.74| MAE= 56.91| MAPE= 2.74%

Ensemble (Elec+Temp+Humid+Time): RMSE= 25.54| MAE= 19.78| MAPE= 0.97%
—— Observed

2300 —— LSTM (Elec)

—————— LSTM (Elec+Temp+Humid+Time)
—— CNN (Elec)

—————— CNN (Elec+Temp+Humid+Wind+Time)
—— Ensemble (Elec)
—————— Ensemble (Elec+Temp+Humid+Time)

2200

2100

MWh

2000

1900

1800

Date: 2017-12-10 (Sunday)

Sekil 4.15. Dayton veri seti: kis mevsimi hafta sonunda LSTM, CNN ve Topluluk modellerinin tahmin
performanslarimin karsilagtirmasi

S6z konusu grafiklerden anlasilacagi ilizere, genel olarak secilen giinler i¢in
Topluluk modellerinin daha iyi tahmin performansi gosterdigi goriilmektedir. Elbette bu
durum, farkli giinler arasinda degisiklik gosterebilir. Bazi giinler i¢in LSTM veya CNN
modelleri daha 1yi tahminler tiretebilmektedir. Ancak, y1l geneline bakildiginda, 6nerilen
modellerin tahmin performanslar1 sirasiyla Topluluk, CNN ve LSTM olarak

hesaplanmustir.

4.2. Houston Veri Setiyle Egitilen Modeller
Bu bdliimde, Houston veri setiyle egitilen tahmin modellerinin performanslar

kapsamli sekilde incelenmistir.

4.2.1. LSTM modeli
Houston veri setinin sadece elektrik tiiketimi Ozniteligi ile egitilen LSTM

modelinin kayip grafigi Sekil 4.16’da sunulmustur.

41



LSTM Model Loss (Elec)
Metrics: MSE
Epochs: 87

Training
Validation

Loss

:Epochs :

Sekil 4.16. Houston veri seti: elektrik tiiketimi ozniteligiyle egitilen LSTM modelinin kayip grafigi

S6z konusu kayip grafiginde goriildiigu lizere, elektrik tiiketimi Ozniteligi ile
egitilen modelin 87 epochta egitim siirecinin tamamlandig1 goriilmektedir. Bu modelin
egitim siiresi “22.73” saniye olarak dl¢iilmiis olup, kayip grafigine bakildiginda 6nerilen
modelde overfitting gerceklesmedigi goriilebilmektedir. Bu veri seti kullanilarak egitilen
diger LSTM modellerinin kayip grafikleri de benzer karakteristige sahip olup, egitim
verisine agir1 uyma durumu s6z konusu degildir. Farkli 6znitelik setleriyle egitilen LSTM
modelleriyle elde edilen ortalama N-RMSE, N-MAE ve MAPE degerleri Sekil 4.17°de

verilmistir.

S6z konusu sekilde gortildiigii tizere, sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
tahmin performansin1 genel olarak iyilestirdigi goriilmektedir. N-RMSE, N-MAE ve
MAPE degerleri sirasiyla “%21,34”, “%21,53” ve “%?20,19” oranina kadar iyilesmistir.

Elektrik tiiketimi 6zniteliginin yaninda sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin
performansi Elec+Temp Oznitelik setinde elde edilmistir. Sadece elektrik tliketimi
Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,25”,
“0,21” ve “%6,31” olurken Elec+Temp 6zniteligi ile egitilen modelde bu degerler “0,217,
“0,18” ve “%5,53” olarak hesaplanmistir. Bu veri seti i¢in, sicaklik 6zniteligi diger
Ozniteliklere gore tahmin performansini daha ¢ok iyilestirmistir. Birden fazla 6znitelik

kullanilarak yapilan egitim ve testler sonucunda, Elec+Temp+Time 6znitelik seti ile
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egitilen LSTM modelinin, en iyi tahmin performansini gosterdigi anlagilmistir. Bu
modelin N-RMSE, N-MAE ve MAPE degerleri sirast ile “0,19”, “0,16” ve “%5,04”

olarak hesaplanmustir.

N-RMSE

N-MAE

MAPE
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6.1
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Sekil 4.17. Houston veri seti: farkl dznitelik setleri icin LSTM modeliyle elde edilen ortalama (a) N-RMSE,
(b) N-MAE ve (c) MAPE degerieri
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Sekil 4.18°de ise elektrik tiketimi &zniteligi ile egitilen LSTM modelinin, test

setinin tamamindaki tahmin performansi verilmistir.

LSTM (Elec)
N-RMSE (Average: 0.24543)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average

—— MAPE
—————— Average

2019-06 2019-07 2019-08 2019-09 2019-10 2019-11 2019-12 2020-01 2020-02 2020-03 2020-04
Year-Month

Sekil 4.18. Houston veri seti: elektrik tiketimi ozniteligiyle egitilen LSTM modelinin test setinin
tamamindaki tahmin performansi

S6z konusu sekilde goriildiigii iizere, ilgili model kis aylarinda en 1yi tahmin
performansini gosterirken, yaz aylarinda en diisiik tahmin performansini gostermistir.
Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE degerleri sirasi
ile “%5,417, “%7,27”, “%5,69” ve “%6,88” seklinde hesaplanmistir. Ayrica, modelin
tahmin edilen y1l genelinde hafta i¢i ve hafta sonu gilinlerindeki ortalama MAPE degerleri
sirasi ile “%6,02” ve “%7,03” olarak hesaplanmistir. Sekil 4.19°da ise Elec+Temp+Time
Oznitelikleri ile egitilen LSTM modelinin, test setinin tamamindaki tahmin performansi

verilmistir.

S6z konusu sekilden anlasilacagi lizere, model, sadece elektrik tiiketimi 6zniteligi
ile egitilen LSTM modelinde oldugu gibi, kis aylarinda en iyi, yaz aylarinda ise en kotii
tahmin performansint gostermistir. Modelin kig, ilkbahar, yaz ve sonbahar
mevsimlerindeki ortalama MAPE degerleri siras1 ile “%3,50”, “%6,37”, “%4,53” ve

“%S5,75” seklinde hesaplanmistir. LSTM modelinin egitimine sicaklik ve zaman damgasi
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Ozniteliklerinin eklenmesi ile mevsim tahminleri genel olarak iyilesmistir. Sadece elektrik
tiiketimi Ozniteligi ile egitilen modelde oldugu gibi bu model de hafta i¢i giinlerini ¢ok az
bir fark ile daha iyi tahmin etmistir. Hafta i¢i ve hafta sonu giinlerinin ortalama MAPE

degerleri “%5,03” ve “%5,07” olarak hesaplanmustir.

LSTM (Elec + Temp + Time)
N-RMSE (Average: 0.19306)
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Sekil 4.19. Houston veri seti: Elec+Temp+Time dznitelikleriyle egitilen LSTM modelinin test setinin
tamamindaki tahmin performansi

4.2.2. CNN modeli
Houston veri setinin sadece elektrik tiikketimi 6zniteligi ile egitilen CNN modelinin

kayip grafigi Sekil 4.20’de verilmistir.

S6z konusu kayip grafiginde goriildiigli iizere, elektrik tiikketimi 6zniteligi ile
egitilen modelin 145 epochta egitim siirecinin tamamlandig1 goriilmektedir. Bu modelin
egitim siiresi “11,01” saniye olarak dl¢iilmiis olup, kayip grafigine bakildiginda dnerilen
modelde overfitting gerceklesmedigi goriilebilmektedir. Bu veri seti kullanilarak egitilen
diger CNN modellerinin kayip grafikleri de benzer karakteristige sahip olup, egitim

verisine asirt uyma durumu séz konusu degildir.
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CNN Model Loss (Elec)
Metrics: MSE
Epochs: 145

Training
Validation

Loss

E[;ochs i

Sekil 4.20. Houston veri seti: elektrik tiketimi ozniteligiyle egitilen CNN modelinin kayp grafigi

Farkli 6znitelik setleriyle egitilen CNN modelleriyle elde edilen ortalama N-
RMSE, N-MAE ve MAPE degerleri Sekil 4.21°de verilmistir.

So6z konusu sekilde goriildiigii tizere, sicaklik, bagil nem, riizgar hiz1 ve zaman
damgasi Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
tahmin performansini genel olarak iyilestirdigi goriilmektedir. N-RMSE, N-MAE ve
MAPE degerleri sirasiyla “%26,24”, “%27,45” ve “%28,99” oranina kadar iyilesmistir.

Elektrik tiiketimi 0zniteliginin yaninda sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin
performanst Elec+Temp Oznitelik setinde elde edilmistir. Sadece elektrik tiiketimi
Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,26”,
“0,23” ve “%7,16” olurken Elect+Temp 0zniteligi ile egitilen modelde bu degerler “0,22”,
“0,23” ve “%5,65” olarak hesaplanmistir. Birden fazla 6znitelik kullanilarak yapilan
egitim ve testler sonucunda, Elec+Temp+Time 6znitelik seti ile egitilen CNN modelinin,
en iyi tahmin performansini gosterdigi anlasilmistir. Buradan, 6nerilen CNN modeli igin
sicaklik ve zaman damgas1 6zniteliklerinin, diger 6zniteliklere kiyasla elektrik tliketimi
tahminine katkisinin daha ¢cok oldugu anlagilmaktadir. En iy1 tahmin performansinin elde
edildigi bu modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,19”, “0,17” ve

“%35,09” olarak hesaplanmustir.
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Sekil 4.21. Houston veri seti: farkli dznitelik setleri icin CNN modeliyle elde edilen ortalama (a) N-RMSE,
(b) N-MAE ve (c) MAPE degerleri

Sekil 4.22°de ise elektrik tiiketimi O6zniteligi ile egitilen CNN modelinin, test

setinin tamamindaki tahmin performans1 verilmistir.
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CNN (Elec)
N-RMSE (Average: 0.26368)
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Sekil 4.22. Houston veri seti: elektrik tiketimi ozniteligiyle egitilen CNN modelinin test setinin
tamamindaki tahmin performansi

S6z konusu sekilde goriildiigii iizere, ilgili model kis aylarinda en 1yi tahmin
performansini gosterirken, yaz aylarinda en diisiik tahmin performansini gostermistir.
Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE degerleri sirasi
ile “%5,37”, “%7,39”, “%8,33” ve “%7,57” seklinde hesaplanmistir. Ayrica, modelin
tahmin edilen y1l genelinde hafta i¢i ve hafta sonu giinlerindeki ortalama MAPE degerleri
sirasi ile “%7,18” ve “%7,13” olarak hesaplanmistir. Bu modelin hem hafta i¢i hem de
hafta sonu giinleri i¢in tahmin performansinin birbirine yakin oldugu gériilmektedir. Sekil
4.23’te ise Elect+Temp+Time Oznitelikleri ile egitilen CNN modelinin, test setinin

tamamindaki tahmin performansi verilmistir.

S6z konusu sekilde anlasilacagi lizere, model, sadece elektrik tiikketimi 6zniteligi
ile egitilen CNN modelinin aksine, kis aylarinda en iyi, ilkbahar aylarindaysa en koti
tahmin performansini gostermistir. Modelin kis, ilkbahar, yaz ve sonbahar
mevsimlerindeki ortalama MAPE degerleri sirasi ile “%3,82”, “%6,33”, “%4,68” ve
“%S5,52” seklinde hesaplanmistir. CNN modelinin egitimine sicaklik ve zaman damgasi

Ozniteliklerinin eklenmesi ile mevsim tahminleri genel olarak iyilesmistir. Sadece elektrik
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tilketimi 6zniteligi ile egitilen modelin aksine bu model de hafta sonu giinlerini daha iyi
tahmin etmistir. Hafta ici ve hafta sonu glinlerinin ortalama MAPE degerleri “%5,15” ve

“%4,93” olarak hesaplanmustir.

CNN (Elec + Temp + Time)

N-RMSE (Average: 0.19449)
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Sekil 4.23. Houston veri seti: Elec+Temp+Time oznitelikieriyle egitilen CNN modelinin test setinin
tamamindaki tahmin performansi

4.2.3. Topluluk modeli
Farkli 6znitelik gruplari ile egitilen Topluluk modelleri ile elde edilen N-RMSE,
N-MAE ve MAPE degerleri Sekil 4.24°te verilmistir.

S6z konusu sekilde goriildiigii lizere, sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 Ozniteliklerinin her biri elektrik tiiketimi 6zniteligiyle birlikte kullanildiginda,
modelin 6grenme kapasitesini artirdig1 ve tahmin performansini genel olarak iyilestirdigi
goriilmektedir. Onerilen Topluluk modelinin, N-RMSE, N-MAE ve MAPE degerleri
strastyla “%24,95”, “%25,71” ve “%?24,84” oranina kadar iyilesmistir.
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Sekil 4.24. Houston veri seti: farkll oznitelik setleri i¢in Topluluk modeliyle elde edilen ortalama (a) N-
RMSE, (b) N-MAE ve (c) MAPE degerleri

Elektrik tiikketimi 6zniteliginin yaninda sicaklik, bagil nem, riizgar hiz1 ve zaman
damgas1 oOzniteliklerinden sadece biri eklenip model egitildiginde, en iyi tahmin

performans:t Elec+Temp Oznitelik setinde elde edilmistir. Sadece elektrik tiiketimi
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Ozniteligi ile egitilen modelin N-RMSE, N-MAE ve MAPE degerleri sirasi ile “0,25”,
“0,21” ve “%6,42” olurken Elect+Temp Ozniteligi ile egitilen modelde bu degerler “0,21”,
“0,18” ve “%5,36” olarak hesaplanmistir. Birden fazla 6znitelik kullanilarak yapilan
egitim ve testler sonucunda, Elec+Temp+Time Oznitelik seti ile egitilen Topluluk
modelinin, en iyi tahmin performansini gdsterdigi anlagilmistir. Bu modelin N-RMSE,
N-MAE ve MAPE degerleri sirast ile “0,18”, “0,16” ve “%4.83” olarak hesaplanmistir.
Sekil 4.25°te ise elektrik tiikketimi 6zniteligi ile egitilen Topluluk modelinin, test setinin

tamamindaki tahmin performansi verilmistir.

Ensemble (Elec)
N-RMSE (Average: 0.246)

—— N-RMSE
—————— Average

—— N-MAE
—————— Average
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Sekil 4.25. Houston veri seti: elektrik tiketimi ozniteligiyle egitilen Topluluk modelinin test setinin
tamamindaki tahmin performansi

So6z konusu sekilde goriildiigl iizere, ilgili model kis aylarinda en iyi tahmin
performansint  gosterirken, ilkbahar aylarinda en diisik tahmin performansim
gostermistir. Modelin kis, ilkbahar, yaz ve sonbahar mevsimlerindeki ortalama MAPE
degerleri sirast ile “%5,33”, “%7,25”, “%6,10” ve “%7,00” seklinde hesaplanmistir.
Ayrica, modelin tahmin edilen yil genelinde hafta i¢i ve hafta sonu giinlerindeki ortalama

MAPE degerleri sirasi ile “%6,31” ve “%6,71” olarak hesaplanmistir. Sekil 4.26°da ise
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Elect+Temp+Time 6znitelikleri ile egitilen Topluluk modelinin, test setinin tamamindaki

tahmin performansi verilmistir.

Ensemble (Elec + Temp + Time)
N-RMSE (Average: 0.18462)
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Sekil 4.26. Houston veri seti: Elec+Temp+Time oznitelikleriyle egitilen Topluluk modelinin test setinin
tamamindaki tahmin performansi

Bu sekilden anlasilacag iizere, model, sadece elektrik tiiketimi Gzniteligi ile
egitilen Topluluk modelinde oldugu gibi, kis aylarinda en iyi, ilkbahar aylarinda ise en
kotli tahmin performansim1  gostermistir. Modelin ki, ilkbahar, yaz ve sonbahar
mevsimlerindeki ortalama MAPE degerleri sirasi ile “%3,38”, “%6,107”, “%4,44” ve
“%5,39” seklinde hesaplanmigtir. Topluluk modelinin egitimine sicaklik ve zaman
damgas1 Ozniteliklerinin eklenmesi ile mevsim tahminleri genel olarak iyilesmistir.
Modelin, hafta i¢i ve hafta sonu giinlerinin ortalama MAPE degerleri “%4,88” ve
“%4,69” olarak hesaplanmistir. Sadece elektrik tiiketimi 6zniteligi ile egitilen modelin
aksine bu model, hafta sonu giinlerini daha iyi tahmin etmistir. Burada zaman damgasi

Ozniteliginin modelin tahmin performansina 6nemli 6l¢iide katki sagladig1 goriilmiistiir.
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4.2.4. Giinliik performans analizi

Onerilen modellerin tahmin performanslarmi daha yakindan gézlemleyebilmek ve
karsilastirabilmek adina, Houston veri setine ait yaz ve kis mevsimlerinden ikiser giin
secilmistir. Elektrik tiiketim Oriintiileri mevsimlere ve giinlere gore farklilik gosterdigi
icin, secilen gilinlerin birinin hafta i¢i, digerinin ise hafta sonu olmasma 06zen
gosterilmistir. Bu sekilde, modellerin farkli kosullar altinda nasil performans gosterdigi
daha net bir sekilde degerlendirilebilecektir. Onerilen modellerin ilgili giinlere ait
tahminlerini, tahmin performanslarin1 ve gercek tiikketim degerlerini gosteren grafikler

Sekil 4.27, Sekil 4.28, Sekil 4.29 ve Sekil 4.30’da verilmistir.

S6z konusu grafiklerden anlagilacag: iizere, genel olarak segilen giinler i¢in
Topluluk modellerinin daha iyi tahmin performans: gosterdigi goriilmektedir. Elbette bu
durum, farkli giinler arasinda degisiklik gosterebilir. Bazi giinler i¢in LSTM veya CNN
modelleri daha iyi tahminler tiretebilmektedir. Ancak, y1l geneline bakildiginda, 6nerilen

modellerin tahmin performanslar1 sirasiyla Topluluk, LSTM ve CNN olarak

hesaplanmustir.

LSTM (Elec): RMSE= 781.17| MAE= 655.94| MAPE= 4.24%

LSTM (Elec+Temp+Time): RMSE= 557.38| MAE= 408.36| MAPE= 2.73%

CNN (Elec): RMSE= 1157.24| MAE= 1015.31| MAPE= 6.14%

CNN (Elec+Temp+Time): RMSE= 499.52| MAE= 437.00| MAPE= 2.74%

Ensemble (Elec): RMSE= 504.14| MAE= 426.42| MAPE= 2.61%

Ensemble (Elec+Temp+Time): RMSE= 463.95| MAE= 378.70| MAPE= 2.44%
= Observed
—— LSTM (Elec)
—————— LSTM (Elec+Temp+Time)
—— CNN (Elec)

—————— CNN (Elec+Temp+Time)
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—————— Ensemble (Elec+Temp+Time)
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Date: 2019-07-11 (Thursday)

Sekil 4.27. Houston veri seti: yaz mevsimi hafta i¢cinde LSTM, CNN ve Topluluk modellerinin tahmin
performanslarmin karsilagtirmasi
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LSTM (Elec): RMSE= 856.68| MAE= 768.73| MAPE= 5.38%

LSTM (Elec+Temp+Time): RMSE= 262.13| MAE= 223.83| MAPE= 1.60%

CNN (Elec): RMSE= 521.21| MAE= 417.90| MAPE= 2.99%

CNN (Elec+Temp+Time): RMSE= 262.55| MAE= 224.91| MAPE= 1.53%

Ensemble (Elec): RMSE= 415.89| MAE= 358.67| MAPE= 2.58%

Ensemble (Elec+Temp+Time): RMSE= 245.70| MAE= 217.92| MAPE= 1.52%
—— Observed

18000 —— LSTM (Elec)

—————— LSTM (Elec+Temp+Time)
—— CNN (Elec)

17000
—————— CNN (Elec+Temp+Time)

—— Ensemble (Elec)

6000f —F+— S S N\ NN Ensemble (Elec+Temp+Time)

15000
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14000

13000

12000

Date: 2019-08-31 (Saturday)

Sekil 4.28. Houston veri seti: yaz mevsimi hafta sonunda LSTM, CNN ve Topluluk modellerinin tahmin
performanslarimin karsilagtirmasi

LSTM (Elec): RMSE= 424.08| MAE= 349.43| MAPE= 3.15%

LSTM (Elec+Temp+Time): RMSE= 263.93| MAE= 239.29| MAPE= 2.18%

CNN (Elec): RMSE= 415.57| MAE= 330.68| MAPE= 3.00%

CNN (Elec+Temp+Time): RMSE= 186.91| MAE= 147.65| MAPE= 1.32%

Ensemble (Elec): RMSE= 416.03| MAE= 333.20| MAPE= 3.01%

Ensemble (Elec+Temp+Time): RMSE= 160.11| MAE= 131.90| MAPE= 1.17%

12000 —— Observed

—— LSTM (Elec)
—————— LSTM (Elec+Temp+Time)
—— CNN (Elec)

115001 T TR, Ao\ | - CNN (Elec+Temp+Time)
—— Ensemble (Elec)

—————— Ensemble (Elec+Temp+Time)
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10000

9500

Date: 2020-01-30 (Thursday)

Sekil 4.29. Houston veri seti: kis mevsimi hafta i¢cinde LSTM, CNN ve Topluluk modellerinin tahmin
performanslarinin karsilastirmasi
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LSTM (Elec): RMSE= 492.46| MAE= 365.30| MAPE= 3.72%

LSTM (Elec+Temp+Time): RMSE= 379.52| MAE= 344.31| MAPE= 3.34%

CNN (Elec): RMSE= 463.17| MAE= 380.01| MAPE= 3.81%

CNN (Elec+Temp+Time): RMSE= 499.41| MAE= 397.96| MAPE= 3.67%

Ensemble (Elec): RMSE= 473.39| MAE= 367.60| MAPE= 3.71%

Ensemble (Elec+Temp+Time): RMSE= 412.88| MAE= 349.26| MAPE= 3.28%
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Date: 2019-12-28 (Saturday)

Sekil 4.30. Houston veri seti: kis mevsimi hafta sonunda LSTM, CNN ve Topluluk modellerinin tahmin
performanslarimin karsilagtirmasi

4.3. Literatiirle Karsilastirma
Tez caligmas1 kapsaminda gelistirilen modeller ile literatiirdeki modellerin
karsilastirmasi1 Tablo 4.2'de sunulmustur. S6z konusu tabloda, ilgili modellerle ulasilan

en iyi sonuclara yer verilmistir.

S6z konusu tabloda goriildiigii tizere, onerilen modellerin literatiirdeki ¢caligmalara
oranla daha iyi tahminler iirettigi acik bir sekilde goriilmektedir. Dayton sehrine ait
elektrik tiiketim verilerinin kullanildig1 (Khan, et al., 2022) tarafindan yapilan ¢aligmada,
farkli modeller egitilmis ve bir saatlik elektrik tiiketim tahmini yapilmistir. Bu modeller
igerisinde en iyi performansi gosteren LSTM modelinin, N-RMSE ve N-MAE degerleri
strastyla “0,383” ve “0,251” olarak hesaplanmistir. S6z konusu calismada elde edilen
sonuclara kiyasla, bu tez ¢alismasinda onerilen modellerin tahmin performansi oldukga
tyidir. Ayrica, bu tez calismasinda Onerilen modellerin 24 saat icin elektrik tiiketim
tahmini yaptig1 diisliniildiiglinde, literatiirde belirtilen modellere kiyasla daha {istiin

performans gosterdikleri agikca goriilmektedir.

Ilgili tabloda, (Butt, Hussain, Mahmood, & Lone, 2021) ve (Almaleck, et al.,
2024) tarafindan yapilan galismalarda, solo ve hibrit modeller egitilerek 24 saatlik

elektrik  tliketimi  tahminleri yapilmistir. Modellerin  tahmin  performansini
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degerlendirmek i¢in MAPE kullanilmis ve en iyi sonucun elde edildigi MLP i¢in bu deger

“%4,97” olarak hesaplanmistir. Bu tez ¢alismasinda, 6nerilen LSTM, CNN ve Topluluk
modelleri i¢in MAPE degerlerinin sirastyla “%4,63”, “%4,06” ve “%4,17” oldugu g6z

Oniine alindiginda, 24 saatlik elektrik tiiketimi tahminlerinde de onerilen modellerin

literatiirde bulunan modellere kiyasla daha iyi tahminler iirettigi anlasiimaktadir.

Tablo 4.2. Onerilen modellerin performansinin literatiirle karsilastirilmast

Yontem N-RMSE N-MAE MAPE Tahmin Ufku (Saat)
CNN (Khan, et al., 2022) 0,502 0,373 - 1
SVR (Khan, et al., 2022) 0,620 0,493 - 1
GRU (Khan, et al., 2022) 0,614 0,488 - 1
MLP (Khan, et al., 2022) 0,519 0,382 - 1
LSTM (Khan, et al., 2022) 0,383 0,251 - 1
Linear Regression (Khan, et al., 2022) 0,570 0,404 - 1
Decision Tree (Khan, et al., 2022) 0,571 0,359 - 1
ELM (Khan, et al., 2022) 0,563 0,427 - 1
MLP (Butt, Hussain, Mahmood, & Lone, %4,97 24
2021)
LSTM (Butt, Hussain, Mahmood, & Lone, %5,17 24
2021)
CNN (Butt, Hussain, Mahmood, & Lone, %5,62 24
2021)
SDA (Almaleck, et al., 2024) %12,39 24
MLR (Almaleck, et al., 2024) %11,24 24
BEM (Almaleck, et al., 2024) %9,09 24
ARIMAX (Almaleck, et al., 2024) %14,74 24
ARIMAX+BEM (Almaleck, et al., 2024) %10,41 24
BEM+ARIMAX (Almaleck, et al., 2024) %9,03 24
LSTM 0,191 0,159 4,63 24
Onerilen Modeller CNN 0,163 0,137 4,06 24
Topluluk 0,171 0,143 4,17 24
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5. SONUCLAR

Bu calismada, kisa vadeli (sonraki 24 saat) elektrik tiiketimi tahmini i¢in LSTM,
CNN ve bu iki mimarinin birlesiminden olusan Topluluk modelleri Onerilmistir.
Modellerin egitim ve test asamalar1 i¢in Amerika’nin Ohio ve Texas eyaletlerinde
bulunan Dayton ve Houston sehirlerine ait elektrik tiiketim, meteoroloji ve zaman
damgasi verileri kullanilmigtir. Modellerin egitim siireglerine gec¢ilmeden 6nce, birtakim
optimizasyon adimlar1 gerceklestirilmistir. Bu adimlar siras1 ile Onerilen model
mimarilerinin tasarlanmasi, rastgele tohum degerinin belirlenmesi ve hiperparametre
optimizasyonlar1 seklinde gergeklestirilmistir. Modellerin tahmin performanslarini

degerlendirmek i¢in N-RMSE, N-MAE ve MAPE metrikleri kullanilmistir.

Ayrica, meteoroloji ve zaman 6zniteliklerinin dnerilen modellerin elektrik tiiketim
tahmin performanslarina etkilerini gézlemlemek amaciyla 16 farkli 6znitelik seti ile
modeller egitilmis ve 24 saatlik tahminler iiretilmistir. Yapilan analizler sonucunda,
onerilen modeller, elektrik tiiketimi verilerinin yaninda meteoroloji ve zaman verileriyle
egitildiginde, genel olarak tahmin performanslarinin iyilestigi gozlemlenmistir. Houston
veri seti kullanilarak egitilen modellerde, LSTM modellerinin tahmin performans: daha
1y1 olurken, Dayton veri seti kullanilarak egitilen modellerde CNN modellerinin tahmin
performanst daha iyi olmustur. Deneysel calismalar sonucunda, modellerin tahmin
performans: siralamasi, Topluluk, CNN ve LSTM seklinde gerceklesmistir. LSTM
modelinin tahmin performansi, Dayton ve Houston veri setleri igin sirasi ile “%22,31” ve
“%21,53” oranina kadar iyilesme gostermistir. Bu iyilesme oranlari, CNN modeli i¢in
“027,24” ve “%28,99”, Topluluk modeli i¢in ise “%22,75” ve “%25,71” olarak
hesaplanmistir. Bu tez calismasinda, meteoroloji ve zaman verilerinin, Onerilen
modellerin elektrik tiiketimi tahmin performanslarini 6nemli 6l¢iide iyilestirdigi agik bir
sekilde gortilmistiir. Her iki veri seti igin 6nerilen modellerin tahmin performanslari, kis
aylari i¢in en Iyi olurken, Dayton veri seti i¢in yaz, Houston veri seti i¢in ise ilkbahar

aylar1 en kotii olmustur.

Google tarafindan gelistirilen, ¢ok degiskenli derin 6grenme tabanli TFT modeli ile
benzer ¢caligmalar yapmak, gelecek ¢aligma planlarimiz arasinda yer almaktadir. Ayrica,
N-BEATS ve DeepAR gibi tek degiskenli derin 6grenme tabanli zaman serisi tahmin
modellerinden, hibrit yaklasimlar ile ¢ok degiskenli modeller gelistirmek, uzun vadeli

planlarimiz arasinda yer almaktadir.
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