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ÖZET 

 

KARIN AĞRISI İLE ACİL SERVİSE BAŞVURAN HASTALARDA AKUT 

APANDİSİT TANISI İÇİN MAKİNE ÖĞRENMESİ YAKLAŞIMLARININ 

KULLANIMI 

 

AKMEŞE, Ömer Faruk 

Kırıkkale Üniversitesi 

Fen Bilimleri Enstitüsü 

Bilgisayar Mühendisliği Anabilim Dalı, Doktora Tezi 

Danışman: Prof. Dr. Hasan ERBAY 

Şubat 2020, 82 sayfa 

 

 

Genel cerrahi kliniklerinde en sık görülen acil hastalıklardan biri akut apandisittir. 

Özellikle 10 ila 30 yaşları arasında daha yaygındır. Ayrıca, tüm popülasyonun yaklaşık 

%7'sine yaşamlarının bir döneminde akut apandisit teşhisi konur ve ameliyat gerekir. 

Çalışma, makine öğrenmesi algoritmaları kullanarak erken akut apandisit tanısı için 

kolay, hızlı ve doğru bir tahmin yöntemi geliştirmeyi amaçlamaktadır. Retrospektif 

klinik kayıtlar, tahmin edici veri madenciliği modelleri ile analiz edilmiştir. Çeşitli 

makine öğrenme algoritmalarıyla elde edilen modellerin öngörü başarıları 

karşılaştırılmıştır. Çalışmada 348 erkek (%58,49) ve 247 kadın (%41,51) dahil olmak 

üzere toplam 595 klinik kayıt kullanılmıştır. Gradyan artırılmış ağaçlar algoritmasının 

%95,31'lik doğru tahmin başarısı ile en iyi başarıya ulaştığı tespit edilmiştir. Bu 

çalışmada, akut apandisitli bireyleri tanımlamak için makine öğrenmesine dayalı bir 

tahmin yöntemi geliştirilmiştir. Bu yöntemin özellikle hastanelerde, acil servislerde 

apandisit belirtileri olan hastalara fayda sağlayacağı düşünülmektedir. 

 

Anahtar kelimeler: Akut Apandisit, Makine Öğrenmesi, Ameliyat Tahmini 
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ABSTRACT 

 

THE USE OF MACHINE LEARNING APPROACHES FOR THE DIAGNOSIS OF 

ACUTE APPENDICITIS IN PATIENTS PRESENTING TO THE EMERGENCY 

DEPARTMENT WITH ABDOMINAL PAIN 

 

AKMEŞE, Ömer Faruk 

Kırıkkale University 

Graduate School of Natural and Applied Sciences 

Department of Computer Engineering, M.Sc. Thesis 

Supervisor: Prof. Dr. Hasan ERBAY 

February 2020, 82 pages 

 

 

Acute appendicitis is one of the most common emergency diseases in general surgical 

clinics. It is more common, especially between the ages of 10 and 30 years. Also, 

approximately 7% of the entire population is diagnosed with acute appendicitis at some 

time in a period of their lives and requires surgery. The study aims to develop an easy, 

fast, and accurate estimation method for early acute appendicitis diagnosis using 

machine-learning algorithms. Retrospective clinical records were analyzed with 

predictive data mining models. The predictive success of the models obtained by 

various machine-learning algorithms was compared. A total of 595 clinical records 

were used in the study, including 348 males (58.49%) and 247 females (41.51%). It 

was found that the Gradient boosted tree algorithm achieves the best success with an 

accurate prediction success of 95.31%. In this study, an estimation method based on 

machine learning was developed to identify individuals with acute appendicitis. It is 

thought that this method will benefit patients with signs of appendicitis, especially in 

emergency departments in hospitals. 

 

Keywords: Acute appendicitis, Machine learning, Surgery prediction 
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1. GİRİŞ 

 

Bilişim sektöründeki gelişmeler, hayatımızın her alanında kendisini günden güne daha 

fazla hissettirmektedir. Özellikle sağlık sektöründe hasta doktor iletişiminde kullanılan 

bilişim teknolojileri ürünleri, gerek donanım gerekse yazılım olarak çeşitlenerek 

artmaktadır. Günümüzde birçok hastalık için bulguların tespitinde geleneksel 

yöntemler kullanılmaktadır. Daha önceden yapılmış ve literatürde bulunan birçok 

çalışma, dijital ortamda alınan verilerin daha güvenli, erişilebilir ve işlenebilir halde 

olduğunu belirtmektedir [1]. Dijital ortamda elde edilen verilerin veri madenciliği 

yöntemleri kullanılarak analiz edilmesi, hasta verilerinin anlamlandırılması, tıbbi 

teşhis, uygun tedavi sürecinin belirlenmesi, teşhis ve tedavi etkinliğinin ölçülmesi ve 

uygun ilaç dozunun ayarlanması gibi amaçları bulunmaktadır. 

Bilişim teknolojilerinin gelişimiyle sağlık sektöründe tele-sağlık hizmetleri gelişmeye 

ve çeşitlenmeye başlamıştır. Ülkemizde de çeşitli hastalıkların teşhisinde ve takibinde 

bilişim teknolojileri kullanılmaya başlanmıştır. Burada amaç insan hatalarının 

azaltılması, sağlık personelinin ve kaynakların daha verimli kullanılması, sağlık 

hizmetlerinin kalitesinin yükseltilmesi ve daha sürdürülebilir, etkin tedavi hizmeti 

sunmanın yanı sıra hızla artan tıbbi verilerin toplanması, saklanması ve analiz edilerek 

karar destek aşamasında uzman hekimin hizmetine sunulmasıdır.  

Tıbbi tanı koyma, hastanın gerçekçi verileri, doğru tıbbi literatür bilgisi ve klinik 

tecrübeler gerektiren karmaşık ve önemli bir süreçtir. Tıbbi tanı süreci, içinde birçok 

beklenmedik durum bulundurduğundan dolayı diğer sektörlerdeki tanımlama 

süreçlerine göre çok daha karmaşık bir yapıdadır. Klinik kararlar çoğu zaman 

doktorların algı ve deneyim temeline dayanılarak alınır [2].  Bununla beraber hastalar 

her zaman şikâyetlerini doğru bir şekilde aktaramayabilir. Veri miktarının da çok hızlı 

bir şekilde artması karar verme açısından zorluklara sebep olmaktadır. Mevcut sağlık 

bilgi sistemleri birçok yönden hasta verisini anlamlandırma ve tedavi etkinliğini 

ölçmeyi sağlayacak analiz yöntemleri içermemektedir. Fakat bu tür analiz ve veriyi 

anlamlandırma yöntemleri gerek tedavi ekibinin zamanını etkin kullanması gerekse 

hastanın tedavi sürecinin seyrinin mercek altına alınması için yüksek önem 

taşımaktadır.  
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Apandisit komplikasyonlarını ve negatif apendektomiyi önlemek için kesin bir tanı 

gereklidir. Apandisit tanısı öncelikle iltihaplanma için belirleyici olan biyokimyasal 

testlere dayanır. Bu yöntemin tek başına kullanılması, %12,3-19 oranında negatif bir 

apendektomi oranı ortaya çıkarmıştır. Modern görüntüleme ve laboratuvar 

incelemelerinde, gözle görülür iyileşmeler olmasına rağmen doğru teşhis bir problem 

olarak devam etmektedir [3-6]. Herhangi bir komplikasyonsuz tanı koymak için CRP 

(C-reaktif protein), WBC (lökosit) sayısı, NEU (nötrofil) oranı, bilirubin gibi ulaşımı 

kolay yöntemlerin yanı sıra, ultrason ve tomografi gibi görüntüleme teknikleriyle de 

çalışmalar yapılmıştır [7, 8]. Radyolojik yöntemler, özellikle ultrasonografi ve 

bilgisayarlı tomografi, akut apandisit ve komplikasyonlarının tanısında yaygın ve 

başarılı bir şekilde kullanılmaktadır [9, 10]. Bununla birlikte, bu yöntemler özel 

ekipman ve deneyimli radyologlar gerektirdiği için makine öğrenmesi, hastalığın 

teşhisinde alternatif bir yöntem olarak kullanılmıştır.  

Veri madenciliği, istatistiksel yaklaşımları kullanarak büyük veri setlerinden gizli 

kalıpları keşfetmeye yönelik bir metodolojidir [11]. Geleneksel istatistiksel tekniklerin 

aksine, veri madenciliği temel olarak verileri bilgiye dönüştürme ve bu verilerden 

öğrenme ile ilgilidir [12]. Veri madenciliğinin çeşitli uygulamaları arasında, sağlık 

alanında kullanımı istisna değildir. Tıbbi veri setlerinin analizinde ve güçlü kalıpların 

çıkarılmasında çok faydalı olduğu kanıtlanmıştır [13, 14]. Bu çalışmada, hastaların kan 

örneklerinden elde edilen veriler kullanılarak cerrahinin gerekliliğini tahmin etmek 

üzerinde durulmuştur. Bu nedenle, hastalıkla ilgili tanıların doğruluğunu test etmek, 

kaynak tüketimini en aza indirmek ve sınırlı sağlık hizmetlerinden daha doğru 

yararlanılmasını sağlamak amaçlanmaktadır. 

Akut apandisit şüphesi olan çoğu hastada, teşhis prosedürleri kan değerleri veya elde 

edilen görüntüler kullanılarak gerçekleştirilir. 2008 yılında temel istatistiksel 

yöntemler ile akut apandisiti araştıran çalışmada, 302 apendektomi yapılan hastanın 

cinsiyet, yaş ve WBC değerleri incelenmiştir [15]. Ancak, bilişim teknolojileri 

kullanarak veri madenciliği veya makine öğrenmesi ile akut apandisiti öngörme veya 

tedavi etme konusunda çok az çalışma vardır. Demirhan ve arkadaşları, tıpta yapay 

zekâ uygulamaları araştırması yapmıştır. Yapay sinir ağlarının (YSA) akut sağ kasık 

ağrısı olan hastalar için tanıdaki rolünü değerlendiren bir sistem geliştirilmiştir. 

Geliştirilen sistemde, bir eğitim hastanesinden toplanan hasta verileri YSA'nın eğitim 



3 
 

ve testinde kullanılmıştır. Sistemin performansı Alvarado skoru ve deneyimli 

doktorların değerlendirmeleriyle karşılaştırılmıştır. Hastaların semptomları ve 

bulguları, hematolojik değerlendirme ve demografik bilgiler YSA'da giriş verileri 

olarak kullanılmıştır [16]. Bir başka apandisit çalışmasında, apandisit verilerinde 

bulanık çıkarım sistemlerinin ve lojistik regresyon sınıflandırıcılarının performansı 

karşılaştırılmıştır [17]. KEEL (Evrimsel Öğrenmeye Dayalı Bilgi Çıkarımı) 

veritabanından seçilen örneklem üzerinde seçilen R programı ile yapılan çalışmada, 

bulanık çıkarım sistemleri ve lojistik regresyonun doğruluk değerleri yüksektir. 

Verilerin kümeleme yöntemiyle işlendiği bir başka çalışmada cinsiyet, karın ağrısı, 

yaş parametreleri ve WBC, MPV (trombosit), LYM (lenfosit), NEU ve CRP değerleri 

kullanılmıştır. Çalışmadaki ideal küme sayısı dört olarak belirlenmiştir. Bu kümeleme 

çalışmasının doktor görüşlerini içeren ideal bir karar destek sistemi tasarlaması 

amaçlanmıştır [18]. 
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2. AKUT APANDİSİT İLE İLGİLİ YAYINLARIN BİBLİYOMETRİK 

ANALİZİ 

 

Thomson Reuters Web of Science indeksine göre “akut appendicitis” ve 

“appendectomy” anahtar kelimesi ile çalışmaların başlığını kapsayan “Title” listesinde 

1980 ve 2019 yılları arasındaki çalışmaların taranması sonucunda “5835” çalışma 

bulunmuştur. (Erişim tarihi: 21.01.2020; Title: ("acute appendicitis") or Title: 

(appendectomy); Analysis: [excluding]: Document Types: (Editorial Material or Note 

or Correction or Discussion or Early Access or Book Chapter or News Item or Book 

or Book Review or Hardware Review or Item About an Individual or Poetry or 

Retracted Publication); Timespan: 1980-2019). Şekil 2.1’e göre 1980 ve 2019 yılları 

arasındaki çalışmaların doküman tiplerine göre dağılımı; 4213’ü (%72,2) makale, 

704’ü (%12,06) özet bildiri, 681’i (%11,67) editöre mektup, 305’i (%5,22) tam metin 

bildiri, 199’u (%3,41) derleme olarak görülmektedir. 

 

Şekil 2.1. Çalışmaların doküman tiplerine göre dağılımı 

5835 çalışma incelendiğinde yayın yapan ilk on ülke sırasıyla Amerika (1411), 

Türkiye (428), İngiltere (410), Almanya (263), Güney Kore(205), Çin Halk 

Cumhuriyeti (174), Fransa (173), Japonya (160), İtalya (157) ve Kanada (147) olarak 

bulunmuştur. Bu konudaki çalışmaların %24’ü sadece Amerika’ya aittir. Türkiye ise 

428 (%7,3) yayınla bu konuda dünyada en çok çalışma yapan ülkeler arasında 2. sırada 

yer almaktadır. Şekil 2.2’de yayın sayısına göre ilk on ülkenin grafiği görülmektedir. 
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Şekil 2.2. Yayın sayısına göre ilk on ülke 

5835 çalışma incelendiğinde, çalışmaların dahil oldukları ilk on alanın sırasıyla 

Cerrahi (Surgery) 2895 (%49,61), Genel İç Tıp (General Internal Medicine) 875 

(%14,99), Gastroenteroloji Hepatolojisi (Gastroenterology Hepatology) 653 

(%11,19), Pediatri (Pediatrics) 461 (%7,9), Radyoloji Nükleer Tıp ve Tıbbi 

Görüntüleme (Radiology Nuclear Medicine Medical Imaging) 398 (%6,82), Acil Tıp 

(Emergency Medicine) 280 (%4,79), Kadın Hastalıkları ve Doğum (Obstetrics 

Gynecology) 176 (%3,01), Araştırma Deneysel İlaç (Research Experimental 

Medicine) 107 (%1,83), Patoloji (Pathology) 87 (%1,49) ve Halk Çevresel İş Sağlığı 

(Public Environmental Occupational Health) 74 (%1,26) olduğu görülmüştür.  

 

Şekil 2.3. Çalışmaların dahil oldukları ilk on alan 
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Şekil 2.4’te yıllara göre yayın sayılarının grafiği yer almaktadır. Bu grafik 

incelendiğinde yıllara göre yayın sayısının genellikle arttığı görülmektedir. 

 

Şekil 2.4. Yayınların yıllara göre dağılımı 
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3. AKUT APANDİSİT  

 

3.1. Tanım 

 

Her yaş grubunda görülebilen akut apandisit (AA), Appendix vermiformisin iltihabi 

bir hastalığı olarak bilinmektedir. Ayrıca %7 hayat riskiyle beraber acil abdominal 

cerrahide en sık karşılaşılan endikasyondur [19]. 

AA için apendektomi, genel cerrahlar tarafından uygulanan en yaygın acil cerrahi 

işlemlerden biridir. Gecikmiş cerrahi, perfore apandisit oranını artırabileceği için 

apendektomi tanıdan birkaç saat sonra yapılmalıdır [20-23]. Apandisit, karnın en sık 

görülen cerrahi patolojisi olmasına rağmen teşhisi, takibi ve tedavisi cerrahın 

tecrübesine ve tercihine göre değişmektedir [24, 25]. Hastaların yaklaşık üçte biri 

atipik şikâyetler göstermektedir [26]. Bu durum genellikle tanıdaki gecikmeler ve 

oluşan komplikasyonlar ile ilişkilidir. AA şüphesi olan birçok hasta, herhangi bir 

komplikasyon olmadan tanı konup ameliyat edilse bile, %22 ila %62 arasında 

komplikasyon geliştirebilir [27]. Şekil 3.1’de Appendix vermiformis’in görüntüsü yer 

almaktadır. 

 

Şekil 3.1. Appendix vermiformis [28] 
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3.2. İnsidans (Sıklık) 

 

AA, her yaştan geniş bir hasta grubunda görülür. Özellikle 10-30 yaş arasındaki genç 

erişkinlerde yaygındır. Bununla birlikte nüfusun yaklaşık %7'sinde apandisit 

görülmektedir [29-31].  

Non-travmatik akut cerrahi batının en sık nedeni akut apandisittir [29]. AA’nın her 

yaşta ortaya çıkması mümkündür. Yetişkinlerde hastalık genellikle 20-30 yaşlarında 

görülmektedir [32]. 40 yaş sonrası ise görülme sıklığı giderek azalır. 10-29 yaş 

aralığındaki hastalarda akut apandisit belirtilerinin ortaya çıkma oranı %40’dır. Bu 

yüzden AA için daha çok gençlere özgü bir hastalık denilebilir. Ayrıca kadınlardaki 

görülme sıklığı erkeklere göre hafif daha azdır [33].  

Şekil 3.2’de anonimleştirilmiş tıbbi kayıtlardan hesaplanan verilere göre oluşturulmuş 

grafiklere yer verilmiştir. Buna göre apandisit tanısı olan kişilerin yaş ortalaması 

27'dir. Apandisit, erkekler arasında daha yaygındır. Kafkasyalılar ve Latinler 

arasındaki yaygınlık daha yüksektir. Yüksek gelirli bireylerde ise prevalans daha 

yüksektir [34]. 

 

Şekil 3.2. Apandisit ile ilgili demografik bilgiler, risk faktörleri ve gelir etkisi [34] 
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Küresel olarak 1990 yılında 88.000 olan ölüm sayısı 2013 yılında azalarak 72.000’e 

düşmüştür [35]. Dünya sağlık örgütünün (WHO) istatistiklerine göre 2012 yılında 

milyon kişi başına apandisit ölümü Şekil 3.3’te görülmektedir. 

 

Şekil 3.3.  2012 yılında küresel çapta milyon kişi başına apandisit ölümü [36] 

 

3.3. Tanı 

 

AA tanısı, hasta öyküsü, fiziki muayene, laboratuvar belirteçleri ve görüntüleme 

yöntemleri ile konulmaya çalışılır [37, 38]. Apandisitin temel belirtisi karın 

(abdominal) ağrısıdır. Şekil 3.4’te Apandisit iltihabını gösteren 3 boyutlu bir görsel 

bulunmaktadır. 

 

Şekil 3.4. Apandisit iltihabını gösteren 3 boyutlu grafik [39] 
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Hastaların büyük çoğunluğunda ağrıyla beraber iştahsızlık, bulantı ve kusma da 

görülür. Belirtilerin meydana gelme sırası ayırıcı tanı için mühimdir. Semptomların 

sıralaması iştahsızlık, karın ağrısı ardından kusma şeklinde görülür. Karın ağrısı 

olmadan kusma gerçekleşmişse, ayırıcı tanı için apandisit düşünülmemelidir [33].  

Morbidite ve mortalite için en önemli faktörün tanıdaki gecikme olduğu bilinmektedir. 

Ayırıcı tanı hastanın çocuk, kadın veya yaşlı olması durumunda daha da zordur. Küçük 

çocukların ve yaşlıların belirtileri anlatamamaları ve yeterli iletişim kurulamaması 

tanıyı geciktirebilir. Öte yandan, üreme çağındaki kadınlarda yumurtalık ve tubal 

hastalığının semptomları ve bulguları ortaya çıkabilir. Hekim, akut apandisiti ve 

karışabilecek diğer hastalıkları da iyi bilmelidir. Bu şartlar altında ilave tanı testleri 

gerekli olabilir. Doğru teşhis için Alvaroda skoru gibi bir skorlama veya tomografi, 

ultrason gibi görüntüleme teknikleri gerekebilir [40-42]. 

 

3.3.1. Fiziki Bulgular 

 

AA’nın klinik tanısı detaylı hasta öyküsüne ve kapsamlı fizik muayenesine dayanır.  

Hastada ateş, yüzde kızarıklık ve ağız kokusu görülebilir. Ağrı, öksürmekle artış 

gösterir. Apandisiti doğrulamada sıçrama testi çocuklar için basit bir testtir. 

Çocuklardan sıçraması istendiğinde ağrısı olduğu için reddedecektir. Rektal veya 

vajinal muayene bulguları normal olabilmektedir. Rektal muayene, akut karın ağrısı 

olan hastada değerlendirmenin bir parçasıdır, ancak apandisit tanısında rektal 

incelemenin değeri tartışmalıdır. 1204 hastada yapılan bir çalışmadaki bulgulara göre 

rektal incelemede sağ taraflı ağrının varlığı apandisitli hastalarda daha sık olmasına 

rağmen tanıdaki katkısının çok az olduğu bildirilmiştir [43-45]. 

 

3.3.2. Laboratuvar Bulguları 

 

Karın ağrısı ile hastaneye başvuran hastalar için tam kan sayımı, üre ve elektrolit 

analizleri için kan tahlili yapılmaktadır. AA tanısında en sık faydalanılan belirteçler 

WBC ve CRP’dir. Özellikle CRP, WBC sayısı ve NEU yüzdesi tanı için değerlidir. Bu 

belirteçler skorlama sistemlerinde parametre olarak kullanılmaktadır. Bu testler tanıda 

kullanılabileceği gibi komplikasyon olup olmadığı hakkında da bilgi verebilir [15, 46]. 
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CRP’nin kandaki düzeyleri yaş, doku travması, enfeksiyon, kronik inflamasyon, 

malignite, otoimmün hastalıklar başta olmak üzere pek çok nedene bağlı olarak 

yükselebilir. Duyarlı ancak non-spesifik bir belirteçtir. İnflamasyonun başlangıcından 

itibaren 6-8 saat içinde yükselmeye başladığı için ilk muayenede diğer tetkiklerle 

birlikte istenmelidir. Kontrol amaçlı alınan kan örneğinde WBC sayısı ile beraber CRP 

düzeyinde de azalma saptanırsa apandisit tanısından uzaklaşılır. Yükselen değerler ise 

tanıyı destekler. CRP değerinde yükselme olmaması tanıyı dışlatmaz [47]. 

AA, çok sayıda çalışmaya konu olsa da tanısal değerleri yoktur. Klinik olarak 

gözlemlenen hastalar için yapılan testlerin tekrarlanması yararlı olabilir. Ancak 

yapılan iki testin normal olması durumunda testlerin tekrarlanması veya daha ileri 

tetkiklerin yapılması gerektiği belirtilmektedir. İnflamatuar belirteçler (CRP, WBC ve 

NEU sayısı) normal ise AA tanısı olası değildir. Bu testlerdeki performanslar çalışılan 

popülasyonlarla bariz bir şekilde ilişkilidir. Laboratuvar sonuçlarını okurken dikkat 

edilmesi gereken nokta farklı merkezlerde az sayıda kişinin katılımı ile yapılan farklı 

çalışmalarda, bu değerlerin yüksekliğinin tanımlanmasında farklı kesim noktalarının 

kullanılmış olmasıdır.  AA tanısı için laboratuvar bulgularının ayrıcı tanıda yer alan 

diğer patolojilerle de desteklenmesi gerektiğine vurgu yapılmaktadır. Ayrıca amilaz, 

lipaz, karaciğer fonksiyon testleri ve pıhtılaşma testleri de AA ayırıcı tanısı için 

gerekebilmektedir [48-56]. 

Hasta hikâyesi ve muayenenin tanıdaki doğruluk oranı %84 iken, ilave olarak WBC 

sayımı ve CRP konsantrasyonunu içeren bilgilerin değerlendirilmesi doğruluğu 

%92’ye kadar çıkarır. Kesin apandisit teşhisi olan hastalar, sıvı takviyesi ile antibiyotik 

almalıdır. Ameliyata alınmaları için daha fazla araştırma yapılmasına gerek yoktur. 

Ancak kesin olmayan bulgular ile hastaneye başvuran hastalar için görüntüleme 

yöntemleri değerlendirilmelidir [19]. 

 

3.3.3. Radyolojik Bulgular 

 

Muayene ve laboratuvar bulguları ile tanı koyabilmek hastaların büyük çoğunluğu için 

mümkündür. AA tanısı öykü, fiziki muayene ve laboratuvar bulguları klasik 

olduğunda klinik olarak konulabilir ve görüntüleme yapılmayabilir. Ancak atipik 

vakalar için görüntüleme yöntemlerinin de kullanılması gerekebilir [57].  
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Ultrasonografik (USG) değerlendirme, rutin uygulamada akut apandisit şüpheli 

hastalar için ilk başvurulan yöntemdir. USG incelemesinde çapının >6 cm olması, bası 

ile farklılık göstermemesi ve çevresinde sıvı varlığı apandisit lehine düşündüren 

bulgular olarak sıralanabilir. Akut apandisitin ayrıcı tanısı için diğer patolojilerle 

ayrımında USG incelemesi oldukça değerli sonuçlar vermektedir [58]. USG radyasyon 

içermediği için çocuk ve genç insanlarda tercih edilen bir tekniktir. Bununla birlikte 

tecrübeli kişiler için apandisiti göstermede değerli bir yöntemidir [59]. Ucuz ve hızlı 

olması, radyasyon içermemesi, kontrast madde gerektirmemesi, gebelerde 

kullanılabilmesi ve karın ağrısının diğer nedenlerinin de belirlenebilmesi gibi 

özellikler ultrasonografinin avantajları arasında sayılabilir. Ancak uzmana olan 

bağımlılık ve bağırsaktaki gazlar nedeniyle apendiksin görülememe durumu ise 

dezavantajıdır [59, 60]. Akut apandisitin tanısında ultrasonografi ancak yardımcı 

olabilir. USG, fizik muayene ve öykünün önüne geçmemelidir [61]. Şekil 3.5’te Akut 

apandisit gösteren bir ultrason görüntüsü yer almaktadır. 

 

Şekil 3.5. Akut apandisitin ultrason görüntüsü [62] 

Günümüzde giderek yaygınlaşan diğer bir görüntüleme yöntemi de bilgisayarlı 

tomografidir (BT). Özellikle USG ile tanının dışlanamadığı durumlarda genellikle 
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başvurulmaktadır. Apendiks çapında artış, duvarda kalınlaşma ve/veya kontrast 

tutulumu ve çevre yağ dokuların değerlendirilmesi BT’de akut apandisit lehine 

düşündüren bulgular olarak sıralanabilir [58, 63]. BT, hastanede kalış süresinde 

azalmaya sebep olmaktadır. Yine de yalnızca akut apandisitin tanısında şüphelenilen 

hastalarda radyolojik bulgulara bakılmalıdır. Cerrahi müdahalenin yerine geçmesine 

veya cerrahi müdahalede gecikmeye sebep olmamalıdır [64]. Yüksek dozda 

radyasyona maruz kalma ve gebelerde kullanılamaması dezavantajlarındandır. Şekil 

3.6’da akut apandisit gösteren bir BT taraması görülmektedir. 

 

Şekil 3.6. Akut apandisit gösteren bir BT taraması [65] 

AA hastalarında tanı için kullanılan bir başka görüntüleme yöntemi de manyetik 

rezonans görüntülemedir (MRG). AA tanısında kullanımı son yirmi yılda artmıştır. 

MRG’nin kolay ulaşılabilir olmaması, fazla maliyetli olması, görüntüleme süresinin 

uzun olması ve hasta uygunluğunun aranması kullanımını sınırlamaktadır.  

Şekil 3.7’de akut apandisiti gösteren bir MRG taraması görülmektedir. Gebeliğin 

dönemine göre USG'deki değişen sonuçlar, gebelerde MRG’nin AA tanısında tercih 

edilebilir bir yöntem olmasına neden olmuştur. MRG'nin gebelerde AA tanısında 

duyarlılığı %100, özgüllüğü %90 civarındadır [66-68].  
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Şekil 3.7. Akut apandisit gösteren bir MRG taraması [69] 

 

3.3.4. Skorlama Sistemleri 

 

AA tanısında skorlama sistemleri temel olarak klinik, fizik muayene, laboratuvar 

incelemeleri ve görüntüleme yöntemlerinin bir arada kullanılması ile 

oluşturulmaktadır. Tanıda her ne kadar yeni uygulamaların da devreye girmesi ile 

birlikte başarı elde edilse de hala negatif apendektomi ve perforasyon hızlarının fazla 

olması farklı yaklaşımlara ihtiyaç olduğunu ortaya koymuştur [70]. Şekil 3.8’de 

Alvaroda skorlama sistemini görülmektedir. 1986 yılında Alvarado, 8 parametreden 

oluşan ve bugün en çok kabul gören bir skorlama sistemi geliştirmiştir. Bu skorlama 

toplam 10 puan üzerinden değerlendirilmektedir. Toplam puan >6 ise hastaların 

ameliyat edilmesi, 5-6 puan alanların izlenmesi, <5 puan alan hastalarda da AA 

olasılığının çok düşük olacağı için tanının dışlanabileceği önerilmiştir [71]. Alvarado 

skoruna göre klinik değerlendirmeyi, fiziki ve laboratuvar bulgularını ve 

görüntülemeyi birleştiren sistematik bir değerlendirme Şekil 3.9’da bulunmaktadır 

[72]. 
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Şekil 3.8. Alvarado skorlama sistemi 

 

Şekil 3.9. Apandisit şüphesi olan hastalarda yaklaşım [72].  



16 
 

Daha sonra birçok çalışmada Alvarado skorlama sistemi değiştirilerek yeni skorlama 

sistemleri üzerinde çalışılmıştır. Ohmann, Tzanakis, Andersson skorlama sistemleri 

bunlardan bazılarıdır. Skorlama sistemlerinin, özellikle görüntüleme yöntemlerinin 

kullanılamadığı sağlık merkezlerinde negatif apendektomi oranlarını azalttığı ve 

komplikasyon gelişmeden operasyon kararı alınmasına yardımcı olduğu görülmüştür 

[73]. Doğru tanıyı bulmak için skorlama, görüntüleme yöntemleriyle desteklenmelidir 

[42]. 

 

3.4. Cerrahi Tedavi 

 

AA’nın kesin tedavisi cerrahidir. Günümüzde antibiyoterapi gündeme gelse de en sık 

kullanılan tedavi yöntemi apendektomidir [64].  Komplikasyonları önlemek için 

tedavinin altın standardı, erken apendektomi olarak önerilmiştir. Bütün 

apendektomilerin %84’ü akut patoloji için yapılmaktadır. Bununla birlikte, yapılan bir 

araştırmada cerrahi girişim uygulanan hastaların %16’sında normal bir appendix 

bulunmuştur. Bu oranın da %68’ini kadın hastalar oluşturmaktadır. [74, 75].  

Cerrahinin zamanlaması oldukça önemlidir. Bulgular başladıktan sonra geçen 36 

saatlik sürede perforasyon oranları %16-36 bulunmuştur. Takip eden her 12 saatte 

riskin %5 arttığı bildirilmiştir [20]. Perforasyonda morbidite, basit apandisite göre 100 

kat daha fazladır ve mortalite %0,1 iken %10’lara ulaşmaktadır. Bu nedenle erken 

cerrahi girişim ön planda olmalıdır [76]. Apendektomi açık cerrahi olarak veya 

laparoskopik girişimle yapılabilir.  
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4. VERİ MADENCİLİĞİ VE MAKİNE ÖĞRENMESİ 

 

Günümüzde sürekli olarak ve hayatın her alanında çok sayıda verinin kaydı 

yapılmaktadır. Genel bir söylem olarak bilgi çağında yaşadığımız ifade edilir. Ancak 

gerçekte veri çağında yaşamaktayız. Her geçen gün hayatın neredeyse bütün alanları 

hakkında terabayt veya petabayt büyüklüğünde veri bilgisayar ağlarımızda 

birikmektedir [77].  Bu durumda hali hazırda var olan verilerden nasıl daha etkin 

faydalanılacağı konusu üzerinde bir gereklilik söz konusudur. Bu gereklilik, veri 

madenciliğinin doğmasına neden olmuştur. Buradaki en önemli konu ise geçmişin en 

iyi şekilde anlaşılmasını sağlamak ve daha iyi karar verebilmeyi sağlayan tahmin 

yapabilecek ve en etkili girdileri tespit edebilecek verilerin ortaya çıkarılabilmesi için 

uygun bilgiyi ayıklayabilmektir [78]. 

Son yıllarda veri bilimi ile ilgili gelişmeler neticesinde birçok terimin ortaya çıkması, 

karışıklığa neden olabilmektedir. Veri madenciliği ve makine öğrenmesi kavramları 

bu duruma örnek olarak gösterilebilir. Her ikisinin de analitik süreçler olması, her 

ikisinin de örüntü tanımada iyi olması, her ikisinin de karar vermeyi geliştirebilmek 

için verilerden öğrenmekle ilgilenmesi ve büyük miktarda veri gerektirmesi iki kavram 

arasındaki benzerlikleri gösterir. Makine öğrenmesi, modeller oluşturmak ve kalıplar 

bulmak için bazı veri madenciliği tekniklerini kullanabilir, böylece daha iyi tahminler 

yapabilir. Bununla beraber veri madenciliği de bazen daha doğru analiz üretmek için 

makine öğrenme tekniklerini kullanabilir. Bu anlamda bu iki kavramın iç içe olduğu 

söylenebilir. Ancak bir takım farklılıkları da vardır. Örneğin veri madenciliği verilerde 

zaten mevcut olan kalıpları ararken, makine öğrenmesi, önceden var olan verilere 

dayanarak gelecekteki sonuçları tahmin etmek için kullanılabilir. Veri madenciliği, 

insan müdahalesine ve karar almaya dayanan daha manuel bir süreçken, makine 

öğrenmesi, genellikle ilk kurallar uygulandıktan sonra, öğrenme ve bilgi çıkarma 

süreci otomatiktir. Yani insan müdahalesi olmadan gerçekleşir ve makine kendi 

kendine öğrenmeye başlar. Ayrıca veri madenciliği, kalıpları bulmak için mevcut bir 

veri kümesinde kullanılırken, makine öğrenmesi yeni veri kümeleri hakkında 

tahminler yapmayı öğreten bir “eğitim” veri kümesi üzerinde eğitilir [79].   

Makine öğrenmesi veri madenciliği alanıyla da doğrudan ilişkilidir. Makine öğrenmesi 

tekniklerinin büyük veri tabanlarına uygulanması işlemine veri madenciliği adı 
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verilmiştir [80]. Makine öğrenmesi için veri madenciliği sürecinin uygulama aşaması 

da denilebilir. İki terim arasındaki en önemli fark; veri madenciliği ortaya çıkan bilgi 

ile ilgilenirken, makine öğrenmesi, öğrenme yöntemlerinin geliştirilmesi ve 

tahminlerin en iyi performansı sergilemesi ile ilgilenir. Makine öğrenmesi sadece 

veriler üzerinde uygulanan bir teknikten ibaret değildir. Aynı zamanda yapay zekâ 

konusudur [81]. 

Hem veri madenciliği hem de makine öğrenimi veri bilimine dayanır ve genellikle bu 

çatı altında kalır. Bu kavramların birbirleriyle ilişkisi Şekil 4.1’de görülmektedir. 

 

Şekil 4.1 Veri bilimi ile ilgili kavramlar 

 

4.1. Veri Madenciliği Tanımı 

 

Disiplinler arası bir çalışma alanı olan veri madenciliğinin literatürde birçok tanımı 

yer almaktadır. Genel bir tanımla mevcut verilerin analiz edilmesi sonucunda 

verilerden anlamlı bilgilerin çıkarılması işlemidir. 

Veri madenciliği (aynı zamanda bilgi keşfi süreci), istatistiksel yaklaşımlar kullanarak 

muazzam veri kümelerinden gizli kalıpları keşfetmeye yarayan bir metodolojidir [11]. 

Veri madenciliği genel olarak büyük veri kümelerinden bilgiye ulaşmak ya da bilgiyi 

madenleme işlemi olarak tanımlanabilir [82].  
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Veri madenciliği, teknolojinin sağladığı veri depolama ve veri işleme hızındaki artışla, 

farklı disiplinlerin sunduğu araçlarla, çok büyük miktardaki verilerle, karar vericinin 

etkin bir şekilde bilgiye dayalı karar vermesini sağlamak amacıyla, önceden 

bilinmeyen ve klasik metotlarla ortaya çıkarılması güç olan, faydalı ve ilginç olan 

ilişki, örüntü veya eğilimlerin otomatik ya da yarı otomatik bir şekilde ortaya 

çıkarılmasıdır [83]. Veri madenciliği, geniş kapsamlı bir mevcut veri setinin önceden 

bilinmeyen özelliklerinin araştırılmasına odaklanmaktadır [84]. Veri madenciliği 

yöntemleri birçok araştırmacı tarafından tahmin amacıyla da kullanılmaktadır. Veri 

madenciliği teknikleri altındaki sınıflandırma ve değerlendirme, eğitim verilerinin 

oluşturulmasında, tahmin modelinin sınıflandırılmasında ve sınıflandırma 

verimliliğinin test edilmesinde yardımcı olmaktadır [85]. 

Veri madenciliği, veri tabanında biriken veri setleri üzerinde yapay zekâ algoritmaları 

ile istatiksel analiz yöntemlerinin bir kombinasyonun kullanılması sonucu, önceden 

öngörülemeyen karar verme süreçlerinde kullanışlı olabilecek faydalı bilgilerin 

çıkarımını yapabilen bir yöntemdir. Bu yöntem, test sonuçlarını tahmin etmek, ürün 

geliştirmek, tıbbi teşhis ve tedavi sürecini belirlemek gibi amaçlara yönelik olarak tıp, 

biyoloji, genetik, kimya, uzay, eğitim, yüzey analizi ve coğrafi bilgi alanları ile 

özellikle rekabet avantajı kazandırması nedeniyle pazarlama, işletme, bankacılık gibi 

daha birçok sektörde kendisine kullanım alanı bulmuştur [86]. Bugüne dek veri 

madenciliğinin pek çok tanımı yapılmıştır. Veri madenciliği tanımları incelendiğinde, 

ortak nokta, çok büyük miktarlarda veri içermesi, bu verilerden anlamlı bilgiler elde 

edilmesi ve çeşitli verilerden daha önce keşfedilememiş bilgilerin ortaya çıkarılmasıdır 

[87]. 

Sayısal teknolojilerin gelişmesiyle birlikte kurumlarda ve işletmelerde çok fazla veri 

birikimi oluşmaktadır. Verinin büyüyen hızına yetişmek her geçen gün daha da 

zorlaşmaktadır. Depolanan bu veri yığınları içinden anlamlı ilişkilerin, örüntülerin ve 

eğilimlerin ortaya çıkarılması ihtiyacı doğmuş, doğru tahminlerin yapılması önem 

kazanmıştır. Veri tabanı, veri ambarı, internet gibi birçok veri depolanan ortamda 

veriler gün geçtikçe daha fazla birikmekte ve buna karşılık veriyi inceleyecek bilim 

adamlarının, mühendislerin ve analistlerin sayısı bu kadar hızlı artmamaktadır [88]. 

Bu verilerin sunduğu bilgileri kavramak, güçlü veri analizi araçları olmadan insani 
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yetenekleri aşmaktadır. Kısacası bu durum karar vericiyi veri zengini, aynı zamanda 

bilgi fakiri yapmaktadır [82, 89].  

 

4.2. Veri Tabanından Bilgi Keşfi 

 

Verinin bilgiye dönüşme süreci bilgi keşfi olarak adlandırılmaktadır. Veri kalitesinin 

veri madenciliği, makine öğrenmesi ve bilgi keşfi için büyük önemi bulunmaktadır 

[90]. Veri tabanından bilgi keşfi (VTBK) olarak da bilinen bilgi keşfi süreci bazı veri 

alanlarında yeni bir bilginin aranması işlemleri olarak tanımlanmaktadır [91]. Bu ve 

benzer tanımlara bakıldığında veri madenciliğinin bir süreç olduğu görülmektedir. 

 

Şekil 4.2 Veri tabanından bilgi keşfi süreci [92]. 

Şekil 4.2’de veri tabanından bilgi keşfi sürecinin ana safhaları görülmektedir. Bilgi 

keşfi süreci, veri üzerinde makine öğrenmesi metotlarının uygulanmasıdır. Diğer bir 

ifadeyle veri madenciliği olarak adlandırılır [93, 94]. 

 

4.3. Çapraz-Endüstri Standardı Süreci 

 

Veri madenciliği süreciyle ilgili en çok tercih edilen modellerden biri de Çapraz-

Endüstri Standardı Süreci (Cross Industry Standard Process for Data Mining) 

modelidir. CRISP-DM şeklinde kısaltılan model, 1996 yılının sonlarına doğru Daimler 

Chrysler, SPSS ve NCR markalarının temsilcileri olan veri madenciliği pazarının üç 

deneyimli analisti tarafından tasarlanmıştır [95].  

Şekil 4.3’te veri madenciliğinde temel olarak hangi yöntemi kullanıyorsunuz sorusuna 

verilen cevapların oranından da en yaygın olarak CRISP-DM yönteminin kullanıldığı 

anlaşılabilmektedir. 
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Şekil 4.3. Veri madenciliği yöntemlerinin kullanım dağılımları [96] 

 

Şekil 4.4. CRISP-DM sürecinin aşamaları [97] 

Veri madenciliğinin CRISP-DM metodolojisi, prosesin güvenilir ve standart 

olabilmesi için adım adım prosedürler önermektedir. Şekil 4.4’te bu adımlar 

görülmektedir. Bu metodoloji; iş anlayışı, veri anlayışı, veri hazırlama, modelleme, 
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değerlendirme ve dağıtımı içeren döngüsel bir süreci takip eder [95]. Veri madenciliği 

süreci, CRISP-DM’ye göre altı aşamadan meydana gelen bir döngü içerir. Her bir 

aşama sıra ile ilerlemektedir. CRISP-DM, veri madenciliği projesi için yol haritası 

görevi görmektedir. Bu döngü işin anlaşılmasıyla başlar. Daha sonra analiz için gerekli 

olan verilerin toplanıp anlaşılmasıyla süreç devam eder.  Bu iki aşama birbiriyle geri 

bildirimli şekilde çalışmaktadır. Bir sonraki aşama verilerin hazırlanmasıdır. 

Hazırlanan veri modellenir ve bu iki aşama da birbirlerini geri bildirimli olarak 

çalışmaktadır. Değerlendirme aşamasına geçildiğinde istatistiksel olarak modelin 

geçerliliği ve sonuçların doğruluk derecesi ölçülür. Ölçümü yapılan model, analizler 

için kullanılabilir hale getirilir. Kurulu modellerin gelecekteki veri setlerine 

uyarlanabilmesi sağlanabilir. Bu çalışmada da veri madenciliği için CRISP-DM 

metodolojisinden faydalanılmıştır.  

 

Şekil 4.5. Genel veri madenciliği süreci 

Şekil 4.5’te CRISP-DM’nin adımları ve bu adımların içerdiği görevler yer almaktadır.  

İşi anlama: CRISP-DM’nin bu ilk aşaması veri madenciliği çalışmasının hedeflerini 

ve ihtiyaçlarını anlamaya yöneliktir. Analistlerin hedefi, veri madenciliği 

uygulamalarının sonuçlarına etki edebilecek önemli etkenleri ortaya çıkarmaktır. Veri 

madenciliği projelerindeki başarı, projenin dikkatli bir şekilde planlanması, çok özel, 

gerçekleştirilebilir ve ölçülebilir bir hedefin olmasına bağlıdır [98]. 

Verileri anlama: İlk verilerin toplandığı ve bu toplanan verileri anlamaya ve 

tanımlamaya yönelik işlemlerin yapıldığı, verilerle ilgili ilk görüşlerin ortaya çıktığı 
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ve veri kalitesinin değerlendirildiği aşamadır. Bu aşamanın sonucunda analizi yapan 

kişi, çalışmada kullanılacak verilerle ilgili ön bilgi edinmiş olur. 

Verileri hazırlama: Ham veriden başlayarak verinin son haline geldiği sürece kadar 

yapılması gereken tüm işlemlerin ele alındığı aşamadır. Verilerin hazırlanması ve 

analize uygun hale getirilmesi için diğer aşamalara göre genellikle daha fazla zaman 

ve emek sarf edilir. Analiz için uygun olan değişkenlerin belirlenmesi, verilerin 

dönüşümü, temizlenmesi, yapılandırılması ve biçimlendirilmesi gibi süreçleri 

içermektedir. 

Verilerin ön işlemden geçirilmesi genellikle veri hacminin çok fazla olduğu 

durumlarda en çok süre isteyen aşamadır. CRISP-DM sürecinde en çok çaba ve 

zamanın (%80’inin) verilerin hazırlanması aşamasında harcandığı belirtilmektedir 

[96]. 

Modelleme: İşin anlama aşamasında belirlenen hedefler ışığında veri madenciliği 

tekniklerinin uygulandığı ve modelin oluşturulduğu aşamadır. Bu aşama kendi içinde 

modelleme tekniği seçimi, test verisi hazırlanması, modelin oluşturulması ve modelin 

değerlendirilmesi olarak dört kısımdan oluşur [95]. 

Kullanım amaçlarına göre algoritmalar tanımlayıcı ve tahmin edici yaklaşımlar olmak 

üzere ikiye ayrılır. Bu aşamada modelleme teknikleri içerisinden kullanıldıkları 

amaçlara göre en uygun olan teknik seçilir.  

Değerlendirme: Modelin işi anlama aşamasında belirlenen amaçlar açısından 

değerlendirilmesi işlemi bu aşamada yapılır. Süreç gözden geçirilir ve bir sonraki 

aşamada veri madenciliği süreçlerinden hangisinin uygulanacağına karar verilir [92]. 

Hayata Geçirme: Sürecin son kısmı olan hayata geçirme aşamasıdır. İzleme ve bakım 

işlemleri için planlama yapılır ve proje sonuçları raporlanır. Sonuçlar değerlendirilerek 

yorumlanır ve ortaya çıkarılan bilgiler neticesinde alınan kararlar gerçek hayatta 

uygulanır. Nihai amaç veriden kazanılan bilgiyi arttırmak olsa da açığa çıkarılan 

bilginin düzenlenmesi ve karar vericinin kullanabileceği ve anlayabileceği bir şekilde 

sunulması önemlidir.  
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4.4. Veri Madenciliği Modelleri  

 

Veri madenciliği modelleri, tahmin edici modeller ve tanımlayıcı modeller olmak 

üzere iki ana başlık altında toplanabilir. Tahmin edici modellerde, sonuçları bilinen 

verilerden yola çıkılarak bir model geliştirilmektedir. Geliştirilen bu model ile 

sonuçları bilinmeyen verilerin sonuç değerlerinin öngörülmesi amaçlanmaktadır [99]. 

Tahmin edici modellerde amaç geleceği tahmin eden çıkarımların yapılmasıdır. 

Tanımlayıcı modellerde ise verilerdeki örüntülerin tanımlanması ile karar vermede 

kılavuz olabilecek çıkarımların yapılması sağlanmaktadır. [100]. Şekil 4.6’da veri 

madenciliği modelleri görülmektedir. 

 

Şekil 4.6. Veri madenciliği modelleri 

Akpınar (2000) ise veri madenciliği modellerini gördükleri işlev bakımından aşağıdaki 

gibi sınıflandırmıştır [99]: 

 Sınıflama (Classification) ve Regresyon (Regression), 

 Kümeleme (Clustering), 
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 Birliktelik Kuralları (Association Rules) ve Ardışık Zamanlı Örüntüler 

(Sequential Patterns) 

Sınıflama ve Regresyon, verinin bir kısmı eğitim verisi olarak kullanılır ve kural 

çıkarımı yapılır. Elde edilen kurallardan yola çıkarak sınıfı belli olmayan verilerin 

sınıfı tahmin etmek için kullanılır. Sınıflama kategorik değişkenleri öngörürken, 

regresyon süreklilik gösteren değişkenlerin öngörülmesinde kullanılır [101]. 

Kümeleme, verinin içindeki benzerlikler veya uzaklıklar dikkate alınarak 

gruplandırılmasıdır. Kümeleme, genellikle bölümleme problemlerini çözmekte 

kullanılır. Kümeleme analizinde, kümeler içindeki gözlem birimlerine göre önceden 

belirlenmiş bir özellik dikkate alınarak birbirine benzeyen kümeler bulunur. Elde 

edilen kümelerdeki gözlem birimleri homojendir [102]. 

Birliktelik Kuralları, bir veri kümesindeki sıklıkla birlikte görülen özelliklere ait 

ilişkisel kuralların ortaya çıkarılmasıdır. Pazar sepet analizi adıyla da bilinen bu model, 

veri tabanında yer alan bir kaydın olduğu durumda diğer kaydın olma olasılığını 

değerlendirerek sonuca ulaşır. Ardışık zamanlı örüntüler ise birbiriyle ilişkili ve 

birbirini takip eden zamanlarda meydana gelen olaylar arasındaki ilişkiyi tanımlar. 

Örneğin X ameliyatı gerçekleştikten 15 gün sonra %20 olasılıkla Y enfeksiyonu oluşur 

şeklinde bir çıkarım ardışık zamanlı örüntüdür [99]. 

 

4.5. Makine Öğrenmesi 

 

Bilgisayarların öğrenme işlevini yerine getirebilmesi için çeşitli algoritmaların 

kullanılması ile ilgili çalışma alanına makine öğrenmesi denir [103]. Belli bir 

problemin çözülmesi için insanın problem çözme yeteneklerinin taklit edilmesi ve bu 

problemin çözülmesi için sistemin daha önceden bilgi ile donatılması makine 

öğrenmesi alanına girmektedir [104]. Makine öğrenmesi, analitik ve istatistiksel 

örüntü tanıma ve modelleme için otomatik veri analizi terimidir. Yeni verilerden tekrar 

tekrar öğrenmeye, oluşturulan modelleri güncellemeye ve böylece büyük veri 

setlerinde gizli bilgileri veya kalıpları bulmaya olanak tanır [95]. Makine öğrenme 

algoritmaları mevcut verileri kullanarak kendisini eğitir. Daha sonra olası yeni 

durumlar için tahminde bulunur. Literatüre bakıldığında çok sayıda makine öğrenmesi 
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yöntemi bulunmaktadır. Bu yöntemlerin başarısı, veriye göre farklılıklar 

göstermektedir. Bu yüzden belli bir yöntemin her veri için uygun olduğu söylemek 

doğru değildir.  

Medikal verilerin analizinde de makine öğrenmesi algoritmaları başlangıçtan beri 

kullanılmaktadır. Günümüzde verilerin toplama ve depolama adına daha ucuz ve 

uygulanabilir yöntemlerin gelişmesi, modern hastanelerin görüntüleme ve veri 

toplama cihazları ile donatılması, verilerin geniş paylaşım alanlarında toplanmasını ve 

paylaşılmasını sağlamıştır [104]. 

 

4.6. Makine Öğrenmesi Türleri 

 

Makine öğrenmesi temelde üç başlık altında incelenir; 

1. Denetimli Öğrenme (Supervised Learning) 

2. Denetimsiz Öğrenme (Unsupervised Leraning) 

3. Takviyeli Öğrenme (Reinforcement Learning) 

 

4.6.2. Denetimli Öğrenme 

 

Bu öğrenme modelinde eğitim verileri kullanılarak girdiler ve çıktılar arasındaki 

ilişkiyi belirleyen bir fonksiyon oluşturulur.  

 

Şekil 4.7. Denetimli öğrenme [105]. 

 



27 
 

Şekil 4.7’de denetimli öğrenme modelinin yapısı yer almaktadır. Denetimli öğrenme, 

etiketlenmiş verilerden oluşan öğrenme sürecidir. Veride, kategorik çıkışlar varsa 

sınıflandırma, nümerik çıkışlar varsa regresyon algoritmaları kullanılır. Geleceğe 

yönelik bir tahmin söz konusuysa bu model tercih edilir. Bu öğrenme modelinde 

öğrenmek için eğitim veri setine ihtiyaç duyulur.  

4.6.3. Denetimsiz Öğrenme 

Denetimsiz öğrenmede veri örneklerinin etiket bilgisi yoktur. Şekil 4.8’de denetimsiz 

öğrenme modelinin yapısı yer almaktadır.  

 

Şekil 4.8. Denetimsiz öğrenme [105].  

Bu yöntemde giriş verisinin hangi sınıfa ait olduğu belirsizdir. Girdilerin uzaklık, 

benzerlik gibi metriklere göre verilerin birbirlerine yakın benzerliklerinin yer aldığı 

kümeler öğrenilir ve bu şekilde kümeleme yapılır [80]. Bu öğrenme modelinde 

herhangi bir eğitim verisine ihtiyaç duyulmamaktadır. 

 

4.6.4. Takviyeli Öğrenme 

 

Diğer iki öğrenme yönteminden daha farklıdır. Şekil 4.9’da takviyeli öğrenme 

modelinin yapısı yer almaktadır. Model, adım adım öğrenilir. Üretilen sonuçlar için 

doğru veya yanlış şeklinde geri besleme veren bir eğitmen vardır. Makine bir karar 

verir ve kararın doğru olduğu durumlar için sistem ödüllendirilir. Kararın yanlış 

olduğu durumlarda ise sistem cezalandırılır. Asıl amaç makinenin çevreyle etkileşimi 

ve bu etkileşim sonucunda aldığı geri beslemeyle en uygun hareket tarzını 
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geliştirmesidir. Takviyeli öğrenmede büyüme, makinelerin yaptıkları şeyin sonucunu 

öğrenmelerine yardımcı olan çok çeşitli algoritmaların üretilmesine yol açmıştır. 

 

Şekil 4.9. Takviyeli öğrenme [105]. 
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5. MATERYAL VE METOT 

 

Önceki bölümlerde akut apandisit ile ilgili yayınların bibliyometrik analizi, akut 

apandisit tanımı, tanısı ve tedavisi, veri madenciliği ve makine öğrenmesi literatür 

taramaları ile gözden geçirilmiştir. Çalışmada, makine öğrenmesi algoritmaları 

kullanarak erken akut apandisit tanısı için kolay, hızlı ve doğru bir tahmin yöntemi 

geliştirmek amaçlanmış ve yapay sinir ağları, K-NN, lojistik regresyon, destek vektör 

makinesi, sınıflandırma ve regresyon ağaçları (CART),  rastgele orman ve gradyan 

artırılmış ağaçlar algoritmaları olmak üzere 7 adet makine öğrenme algoritması 

denenmiştir. Verilerin analizi için Python (3.7), RStudio ve Rapid Miner Studio (9.5) 

programları kullanılmıştır. 

 

5.1. Veri Toplama 

 

Veriler, Hitit Üniversitesi Eğitim ve Araştırma Hastanesi’nde toplanan klinik 

kayıtlardan elde edilmiştir. Bu veriler, apandisit şüphesi ile acil servise gelen 18 

yaşından küçük hastaların cinsiyet, yaş, laboratuvar göstergeleri ve ameliyat geçirip 

geçirmediklerini göstermektedir. Çalışmada, 348 erkek (%58,49) ve 247 kadın 

(%41,51) olmak üzere toplam 595 klinik kayıt kullanılmıştır. Ön işlemeden sonra 

klinik kayıt sayısı 595’den 428'e düşmüştür. Veri hakkındaki açıklamalar, laboratuvar 

belirteçleri, veri kümesinden bir kesit, dağılım ve tanımlayıcı istatistikler sırasıyla 

Çizelge 5.1, Çizelge 5.2, Çizelge 5.3, Çizelge 5.4’te verilmiştir. 

Çizelge 5.1. Veri kümesinin açıklaması 

İsim Tip Tanım Rol 

Grup Kategorik Ameliyat olmayan/Ameliyat olan Hedef 

Cinsiyet Kategorik Kadın/Erkek Giriş 

HGB Nümerik Hemoglobin Giriş 

NEU Nümerik Nötrofil Giriş 

LYM Nümerik Lenfosit Giriş 

MCV Nümerik Ortalama eritrosit hacmi Giriş 

MPV Nümerik Ortalama trombosit hacmi Giriş 

HTC Nümerik Hematokrit (kan ayırıcı) Giriş 

PLT Nümerik Trombosit (Damarda kan pıhtılaşması) Giriş 

CRP Nümerik C-reaktif protein Giriş 

WBC Nümerik Beyaz kan hücreleri (lökosit) Giriş 
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Veri kümesinin açıklamasını gösteren her kayıt için veri adı, veri tipi ve tanımı ve 

işlevi Çizelge 5.1’de gösterilmektedir.  

Çizelge 5.2. Akut apandisit veri kümesinde laboratuvar belirteçleri 

İsim 
Değer 

aralığı 
Ameliyat olan 

Ameliyat 

olmayan 
P değeri 

Grup 0 veya 1    

Cinsiyet 1 veya 2 77/137 104/110 < 0,008 

HGB 1,4-130 13,63±8,18 13,02±1,43 0,348 

NEU 0,8-29 11,82±5,31 9,11±5,77 < 0,001 

LYM 0,2-94 3,09±7,09 2,44±1,17 < 0,016 

MCV 4-97,3 80,98±8,76 81,2±5,79 0,434 

MPV 6-99 14,03±20,02 9,31±7,93 0,708 

HTC 3-99 40,32±6,24 39,69±3,49 0,143 

PLT 111-593 272,49±73,58 274,37±82,73 0,954 

CRP 0-302 39,61±51,62 22,86±40,64 < 0,001 

WBC 6-31590 15280±5302 12541±6259 < 0,001 

 

Çizelge 5.2, veri setindeki laboratuvar belirteçlerini göstermektedir. Grup 

değişkeninde 0, ameliyat olmayanları ve 1 ameliyat olanları ifade etmektedir. Cinsiyet 

değişkeni için 1 kadın ve 2 erkek anlamına gelir. Diğer veriler kan numunelerindeki 

değerlerdir. Değerler ortalama ± standart sapma olarak sunulmuştur. Kalın olanlar, 

anlamlı P değerini 0,05'ten az gösterir. 

Çizelge 5.3. İşlenmiş veri kümesinden bir kesit 

Grup Cinsiyet HGB NEU LYM MCV MPV HTC PLT CRP WBC 

0 1 13,3 7,28 1,58 85,6 7,5 39,4 246 3,02 9460 

0 1 10,6 10,33 1,57 76,1 6,8 32,9 466 14,7 13200 

0 2 12,1 2,27 2,07 84,3 8,3 36,6 207 63,7 5210 

0 1 14,3 14,94 2,13 84,2 8,4 44,1 324 4,75 18030 

1 2 13,9 5,62 3,26 90,1 7,2 43,7 265 95,8 10160 

1 2 14,9 10,48 1,5 86,3 8,6 45,7 167 3,14 12670 

1 2 13,1 8,95 1,83 75,9 7,9 40,1 193 7,43 11600 

1 1 13,9 7,43 1,8 84,5 7,8 41,5 355 27,3 18720 

1 1 14,8 8,99 0,94 83,1 8,1 43 241 52,5 10390 

1 1 13,3 9,32 1,42 88,2 7,3 41,3 299 3,14 11530 
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Çizelge 5.3’te veri kümesinden bir kesit yer almaktadır. 

Çizelge 5.4. Veri kümesinin dağılımı ve tanımlayıcı istatistikler 

  Count Mean Std Min %25 %50 %75 Max 

Cinsiyet 428   1    2 

Grup 428   0    1 

HB 428 13,32 5,87 1,4 12,2 13 14 130 

NEU 428 10,46 5,7 0,8 5,6 10 14,02 29 

LYM 428 2,77 5,08 0,2 1,5 2,1 3 94 

MCV 428 81,09 7,42 4 78,3 81,6 84,82 97,3 

MPV 428 11,67 15,39 6 7,8 8,4 9,2 99 

HTC 428 40,01 5,06 3 37,2 40 42,4 99 

PLT 428 273,42 78,2 113 219 257 321,25 593 

CRP 428 31,23 47,15 0 3,3 9,3 36,25 302 

WBC 428 13911,3 5954,01 6 8987,5 13205 18140 31590 

 

Çizelge 5.4’teki veri kümesinin dağılımı ve tanımlayıcı istatistikler şunları içermektedir; 

 Sayı (Count): giriş sayısı 

 Mean (Ortalama): girişlerin ortalaması 

 Std: Standart sapma 

 Min: minimum giriş 

 %25: İlk kartil 

 %50: Medyan veya ikinci kartil 

 %75: Üçüncü kartil 

 Max: Maksimum giriş 

 

5.2. Özellik Seçimi ve Ağırlıklandırma 

 

Karın ağrısı şikâyeti ile hastaneye başvuran hastalarda apandisit tanısı koymak için 

önemli olan özellikleri tanımlamada çeşitli çalışmalar yapılmıştır. Literatürde tanı için 

önemli olarak belirtilen nitelikler ve doktor tavsiyelerinin yanı sıra niteliklerin ağırlıkları 

da dikkate alınmıştır. Korelasyon ve ki-kare istatistiği ile etiket niteliğine göre 

özelliklerin ağırlıkları hesaplanmıştır. Bir niteliğin ağırlığı ne kadar yüksek olursa, o 

kadar ilgili sayılır. Korelasyon, iki özellik arasındaki ilişki derecesini ölçen -1 ile +1 
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arasında bir sayıdır. Korelasyon için pozitif bir değer, pozitif bir ilişki anlamına gelir. 

Korelasyon için negatif bir değer, negatif veya ters bir ilişkiyi ifade eder. Ki-kare 

istatistiği, gözlemlenen frekansların dağılımının teorik olarak beklenen frekanslardan 

farklı olup olmadığını belirlemek için kullanılan parametrik olmayan bir istatistiksel 

tekniktir. Ki-kare istatistikleri nominal veriler kullanır, dolayısıyla araçlar ve varyanslar 

yerine bu test frekansları kullanır. Hesaplanan ağırlıklar 0 ile 1 arasında 

normalleştirilmiştir ve Çizelge 5.5’de görülmektedir. 

Çizelge 5.5. Özellikler ve ağırlıklandırma 

No Özellikler 
Ağırlıklandırma 

(Korelasyon) 
Özellikler 

Ağırlıklandırma 

(Ki-kare) 

1 NEU 1 NEU 1 

2 WBC 0,948 WBC 0,994 

3 CRP 0,769 CRP 0,436 

4 MPV 0,676 MPV 0,201 

5 Cinsiyet 0,535 LYM 0,120 

6 LYM 0,270 HTC 0,119 

7 HTC 0,255 Cinsiyet 0,079 

8 HB 0,211 MCV 0,075 

9 MCV 0,021 MPV 0,049 

10 MPV 0 HB 0 

 

5.3. Veri Ön İşleme 

 

Verilerin kalitesi, tahminin sonucunu büyük ölçüde etkiler. Veri hazırlama, veri 

temizleme, veri dönüştürme ve veri indirgeme gibi süreçler tahmin doğruluğu üzerinde 

etkisi büyüktür. Biyolojik, kimyasal, meteorolojik veya anket çalışmalarındaki verileri 

içeren veri kümeleri eksik değerler içerebilmektedir. Eksik değerlerin meydana gelme 

sebeplerinin çok sayıda sebebi bulunabilir. Bunlardan bazıları;  

 Elektronik sensor bozuklukları,  

 Ölçüm hatalarından kaynaklanan nedenler,  

 Bilimsel bir deney sonucunun ortaya çıkmaması (örneğin kimyasal bir 

tepkimenin gerçekleşmemesi),  

 Görüntü dosyalarının yeterli çözünürlüğe sahip olmaması, 
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 Dijital sistemlerde veri transferinde meydana gelen problemler, 

 Bilgisayar operatörünün veri giriş hataları, 

 Anket katılımcılarının bazı sorulara cevap vermekten kaçınması 

gibi nedenler gösterilmektedir [106-109]. Ön işlemenin gerektiği gibi yapılmadığı 

durumlarda çalışmanın başarısında ciddi düşüşler olabilir. Bu, ön işlemenin modelde 

önemli bir rol oynadığı anlamına gelir [110].  

Kayıtlardaki eksik değerler niteliklerin doğruluğunu korumak için silinmiştir. Ön 

işleme aşamasında, eksik veriler temizlenmiştir ve sonuç olarak, klinik kayıt sayısı 595 

kayıttan 428'e düşmüştür.  

 

Şekil 5.1. Ön işlemeden sonra cinsiyete göre ameliyat geçirenlerin grafiği 

Şekil 5.1’e göre ön işleme sonrasında ameliyat olanlar grubunda 77 (%36) kadın ve 

137 (%64) erkek, ameliyat olmayanların grubunda ise 104 (%48,6) kadın ve 110 

(%51,4) erkek vardı. Ayrıca son durumda 428 kaydın yarısı kadın, diğer yarısı erkektir. 

 

5.4. Makine Öğrenmesi Modelinin Oluşturulması 

 

Tahmin, makine öğrenme algoritmaları ile yapılmış ve bu algoritmaların doğrulukları 

karşılaştırılmıştır. Modellerde verilerin bir kısmı eğitim verisi olarak bir kısmı da 

modelin doğruluğunu test etmek için kullanılmıştır. Önerilen mimari, Şekil 5.2'de 
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gösterilmiştir. Şekil 5.2'de görülen mimariye göre toplanan veriler ön işlemeye tabi 

tutulmuştur. Bağımlı değişkeni belirledikten sonra veriler, eğitim ve test verisi olarak 

iki gruba ayrılmıştır. Verilerin yüzde yetmişi eğitim verisi olarak yüzde otuzu ise 

modeli test etmek için kullanılmıştır. Son olarak modelin performansı ve apandisit 

ameliyatı olması gerekenler değerlendirilmiştir.  

 

Şekil 5.2. Önerilen sistemin mimarisi 

Çalışmada uygulanan diğer bir mimari, Şekil 5.3'te gösterilmiştir. Şekil 5.3'te görülen 

mimariye göre toplanan veriler ön işlemeye tabi tutulmuştur. Bağımlı değişkeni 

belirledikten sonra veriler eğitim ve test verisi olarak iki gruba ayrılmıştır. Verilerin 

yüzde yetmişi eğitim verisi olarak yüzde otuzu ise modeli test etmek için 
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kullanılmıştır. Modelin birden fazla eğitim ve test grubu ile eğitilmesine izin verdiği 

için genellikle çapraz doğrulama tercih edilir. Gruplardan biri test seti, geri kalanı 

eğitim seti olarak kullanılır. Her grup, modeli eğitmek için bu şekilde tekrarlanır. Bu, 

modelin yeni verilerle ne kadar iyi performans göstereceği hakkında daha iyi bir fikir 

verir ve modelin doğruluğu için gereklidir. Genel olarak, veri kümesi 10 eşit parçaya 

bölünür. Bunlardan 1 tanesi test için, 9 tanesi eğitim için kullanılmaktadır. Her 

yinelemede, test sonuçları hesaplanır, ortalaması alınır ve performans elde edilir. Bu 

çalışmada, veri kümesi 10 eşit parçaya bölünmüştür. 

 

Şekil 5.3. Önerilen sistemin mimarisi (çapraz doğrulama) 

Uygulanan her iki mimaride sonuçların birbirine çok yakın olduğu görülmüştür. Bu 

durum, ilk mimaride bu veri seti için aşırı uyum (over-fitting) probleminin ortaya 

çıkmadığı şeklinde yorumlanabilir. 
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Makine öğrenmesinde, modelin gerçek veriler için doğru çalışıp çalışmayacağı 

konusunda tam olarak bilgi sahibi olunamadığı için çapraz doğrulama tekniği 

kullanılmaktadır. Çapraz doğrulama bir modelin gerçekte ne kadar doğru performans 

göstereceğini tahmin etmek için kullanılır. Bir modelin bağımsız test setleri üzerindeki 

performansının değerlendirilmesi, sonraki veriler üzerindeki performansının ne kadar 

iyi olacağı hakkında iyi bir fikir verir. Bu yöntemde veri kümesi rastgele k adet gruba 

ayrılır. Gruplardan biri test seti olarak kullanılırken geri kalan k-1 grup eğitim seti 

olarak kullanılır. Her bir grup sırasıyla test seti olarak tekrarlanır ve model eğitilir. 

Çapraz doğrulama işlemi k kez tekrarlanır. İterasyonlardan elde edilen k sonuçlarının 

ortalaması ile tek bir tahmin oluşturulur. K değeri veri setine göre ayarlanabilir. Bu 

modelde verilerin tamamı eğitim ve test olarak kullanılır ve modelin doğruluğu için 

oldukça fayda sağlar.  

 

Şekil 5.4. Çapraz doğrulama 

 

5.5. Model Performans Değerlendirmesi 

 

Kurulan modelin analizi yapıldığında en doğru sonucu bulmak için elde edilen 

ölçümlerin performansları değerlendirilir. Bu değerlerin hesaplanmasında doğru 

pozitif, yanlış pozitif, doğru negatif ve yanlış negatif değerleri kullanılmaktadır. Şekil 

5.5’te karışıklık matrisi yer almaktadır. Buna göre; 
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Doğru Pozitif (TP): Gerçekte pozitif sınıfına ait olan ve modelin de pozitif tahmini 

yaptığı durum. Örneğin hasta insanlar hasta olarak doğru tanımlanır (Doğru tahmin).  

Yanlış Pozitif (FP): Gerçekte negatif sınıfına ait olan ve modelin pozitif tahmini 

yaptığı durum. Sağlıklı insanlar hasta olarak yanlış tanımlanır (Tip I hatası). 

Doğru Negatif (TN): Gerçekte negatif sınıfına ait olan ve modelin de negatif tahmini 

yaptığı ve durum. Sağlıklı insanlar sağlıklı olarak doğru tanımlanır (Doğru tahmin). 

Yanlış Negatif (FN): Gerçekte pozitif sınıfına ait olan ve modelin negatif tahmin 

yaptığı durum. Hasta insanlar olarak sağlıklı olarak yanlış tanımlanır (Tip II hatası). 

 

Şekil 5.5. Karışıklık matrisi 

Çizelge 5.6. Değerlendirme ölçütleri [111, 112] 

Ölçüt Açıklama Formül 

Doğruluk 

(Accuracy, 

Recognition rate) 

Doğru tahmin edilen 

örneklerin, tüm örneklerin 

sayısına oranıdır. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=

𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

Hata oranı 

(Error rate, 

Misclassification 

rate) 

Yanlış tahmin edilen 

örneklerin, tüm örneklerin 

sayısına oranıdır. Doğruluk 

değeri ile toplamı bire eşittir. 

𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=

𝐹𝑃 + 𝐹𝑁

𝑃 + 𝑁
 

veya 

1 − 𝑑𝑜ğ𝑟𝑢𝑙𝑢𝑘 

Duyarlılık 

(Sensitivity, Recall, 

True 

positive rate-TPR) 

Doğru tahmin edilen pozitif 

sınıftaki örneklerin, gerçekte 

pozitif sınıftaki örneklerin 

sayısına oranıdır. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=

𝑇𝑃

𝑃
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Çizelge 5.6. Değerlendirme ölçütleri (devam) 

Belirleyicilik  

(Specificity, True 

negative rate- 

TNR) 

Doğru tahmin edilen negatif 

sınıftaki örneklerin, gerçekte 

negatif sınıftaki örneklerin 

sayısına oranıdır. 

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
=

𝑇𝑁

𝑁
 

Kesinlik  

(Pozitif öngörü 

değeri, Positive 

predictive value, 

precision) 

Doğru tahmin edilen pozitif 

sınıftaki örneklerin, pozitif 

sınıfta tahmin edilen 

örneklerin sayısına oranıdır. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
=

𝑇𝑃

𝑃′
 

Kesinlik 

(Negatif öngörü 

değeri 

Negative predictive 

value) 

Doğru tahmin edilen negatif 

sınıftaki örneklerin, negatif 

sınıfta tahmin edilen 

örneklerin sayısına oranıdır. 

𝑇𝑁

𝑇𝑁 + 𝐹𝑁
=

𝑇𝑁

𝑁′
 

Yanlış pozitif oranı 

(False positive rate-

FPR) 

Yanlış tahmin edilen negatif 

sınıftaki örneklerin, negatif 

sınıftaki örneklerin sayısına 

oranıdır. 

𝐹𝑃

𝐹𝑃 + 𝐹𝑁
=

𝐹𝑃

𝑁
 

veya 

1 − 𝑏𝑒𝑙𝑖𝑟𝑙𝑒𝑦𝑖𝑐𝑖𝑙𝑖𝑘 

Yanlış negatif oranı 

(False negative rate-

FNR) 

Yanlış tahmin edilen pozitif 

sınıftaki örneklerin, pozitif 

sınıftaki örneklerin sayısına 

oranıdır. 

𝐹𝑁

𝐹𝑁 + 𝑇𝑃
=

𝐹𝑁

𝑃
 

veya 

1 − duyarlılık 

F-ölçütü 

(F-score) 

Duyarlılık ve kesinliğin 

birlikte değerlendirildiği 

ölçüttür. 

2𝑥𝐾𝑒𝑠𝑖𝑛𝑙𝑖𝑘𝑥𝐷𝑢𝑦𝑎𝑟𝑙𝚤𝑙𝚤𝑘

𝐾𝑒𝑠𝑖𝑛𝑙𝑖𝑘 + 𝐷𝑢𝑦𝑎𝑟𝑙𝚤𝑙𝚤𝑘
 

 

Çizelge 5.6’da değerlendirme ölçütlerini içeren tablo, ölçütlerin açıklaması ve 

formülleri görülmektedir. 

 

5.6. Makine Öğrenmesi Algoritmaları 

 

Makine öğrenmesi söz konusu olduğunda akla birçok algoritma gelmektedir. Bu başlık 

altında çalışmada kullanılan algoritmaların yapısı gösterilmiştir. Bir algoritmanın 

diğerinden üstün ya da zayıf olduğunu söylemek mümkün değildir. Sonuçlar, veri 

setinin boyutu, yapısı gibi durumlara göre değişiklik gösterebilir. Bu nedenle verinin 

ve problemin durumuna göre farklı algoritmalar denenmeli ve en doğru makine 

öğrenmesi algoritmasına başvurulmalıdır. Bu çalışmada verinin ve problemin yapısına 

uygun düşen 7 algoritma kullanılmıştır. Bunlar, lojistik regresyon, yapay sinir ağları, 

k en yakın komşu, destek vektör makineleri, sınıflandırma ve regresyon ağaçları, 

rastgele orman ve gradyan artırılmış ağaçlar algoritmalarıdır. En başarılı algoritma 
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gradyan artırılmış ağaçlarıdır. Şekil 5.6’da makine öğrenmesi haritasına 

görülmektedir.  

 

Şekil 5.6. Makine öğrenmesi haritası 

 

5.6.1. Lojistik Regresyon 

 

Regresyon analizi, tahmin amaçlı kullanılan ve bağımlı değişken ile bağımsız 

değişkenler arasındaki ilişkinin fonksiyonel şeklini belirleyen bir yöntemdir [113]. 

Lojistik Regresyon, bir sonucu belirleyen ve bağımsız değişkenleri bulunan bir veri 
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setini analiz etmek amacıyla kullanılan istatistiksel bir yöntemdir. Regresyon olarak 

adlandırılmasına rağmen burada bir sınıflandırma söz konusudur.  

Son zamanlarda lojistik regresyon, kullanım kolaylığı ile beraber sayısal verilerin rahat 

yorumlanabilir olması nedeniyle ön plana çıkmış ve yoğun bir şekilde kullanılan bir 

yöntem haline gelmiştir. Genellikle tıp, biyoloji, ekonomi gibi alanlarda 

kullanılmaktadır [114]. 

 

Şekil 5.7. Lojistik regresyon 

 

Lineer regresyonun modifikasyonu ile ortaya çıkan lojistik regresyonda, sigmoid 

fonksiyonu 0 ile 1 arasında bir olasılık çıkarır. 

Sigmoid Fonksiyonu: 

 

f(x) =
1

1+e−𝑥 (5.1) 

 

Doğrusal regresyon modelinin formülü: 

 

𝑧 = 𝛽0 + 𝛽1𝑤 + 𝜀 (5.2) 
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Lojistik regresyonun yapısı Şekil 5.7’de görülmektedir. Veri setindeki her bir 

değişkene ait değerler başlangıç ağırlıklarıyla çarpılmaktadır ve bias ile toplanır. 

Böylece z değeri elde edilir. Literatürde ağırlıkların başlangıç değerleri genellikle 0,01 

olarak alınır. Bias için bu değer 0’dır. Elde edilen z değeri sigmoid fonksiyonuyla 0 

ile 1 arasındaki sonucu vermektedir. Bu aşamaya kadar olan kısım ileri yayılmayı ifade 

eder. Başlangıcı rastgele belirlenen ağırlık ve bias değerleri neticesinde sonuçlar yanlış 

üretilirse yani maliyet (cost) değeri büyükse geriye doğru gidilir. Bu kısım geri 

yayılma olarak adlandırılır. Maliyet fonksiyonunun türevi alınır ve ağırlıklar ile bias 

güncellenir. Bu işlem cost değeri minimum olana kadar tekrarlanır. 

 

5.6.2. Yapay Sinir Ağları 

 

Yapay sinir ağları (YSA), insan beyninin çalışma prensibini benzetim yoluyla taklit 

ederek analiz yapan, bu verilerden yeni bilgiler oluşturan bir yöntemdir. YSA’nın 

genel avantajları aşağıdaki gibi sıralanabilir [115].  

 Lineer olmayan yapıda olması 

 Girdi ve çıktı eşleştirmeleri ile tasarlanabilmesi 

 Adapte olabilmesi 

 Hataya karşı toleranslı olması 

YSA, bilgisayarların öğrenmesine yönelik çalışmaları kapsayan, yapay zekâ biliminin 

altında olan ve araştırmacıların da yoğun ilgilerinin olduğu bir alanıdır [116]. Basit bir 

tanımla adından da anlaşılacağı gibi yapay sinir ağlarının biyolojik sinir ağını taklit 

eden bir program olduğu söylenebilir. YSA, ağırlıklandırılmış şekilde birbirlerine 

bağlanmış olan birçok yapay nöronun oluşturduğu matematiksel bir modeldir. Bir sinir 

ağı birbirine bağlı bir yapay nöron grubundan oluşur.  

Şekil 5.8’de basit bir yapay sinir ağı yapısı görülmektedir. Görüldüğü gibi çok 

katmanlı durumlarda bir katmanın çıktısı bir diğer katmanın girdisi haline gelmektedir. 

YSA’da öğrenme, ağa gösterilen veriler için doğru çıktıları üretebilen optimum ağırlık 

değerlerinin bulunmasıyla gerçekleşir. En doğru ağırlık değerlerine ulaşıldığında 

verilerin temsil ettiği olay hakkında genellemeler yapılabilme yeteneğine kavuşulur. 

Verinin az olması, YSA’nın başarısında olumsuz etkiye neden olabilir.  
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Şekil 5.8. Basit yapay sinir ağı yapısı 

 

5.6.2.1. Derin Öğrenme 

 

Bir makine öğrenmesi sınıfı olan derin öğrenme, özellik çıkarma ve dönüştürme için 

birçok doğrusal olmayan işlem birimi katmanını kullanmaktadır. Şekil 5.9’da yapay 

sinir ağı ve derin öğrenme diyagramı görülmektedir. Her ardışık katman, bir önceki 

katmandaki çıktıyı girdi olarak almaktadır [117]. 

 

Şekil 5.9. Yapay sinir ağı ve derin öğrenme 

Derin öğrenmede yapay sinir ağları kullanılır ve görüntü kümelemede doğru sonuçlar 

elde etmek açısından mükemmel sonuçlar vermektedir.  
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Şekil 5.10. Veri miktarına göre derin öğrenme ve klasik öğrenme 

Son yıllardaki veri miktarının hızla artması ve bu artış karşısında makine öğrenme 

yöntemlerinin performans açısından yetersiz kalması derin öğrenmeye olan ihtiyacı 

artırmıştır. Şekil 5.10’daki grafiğe göre belli bir yere kadar her iki yöntemde 

performans açısından çok fark olmasa da veri miktarının çok fazla artması durumunda 

derin öğrenme öne geçmektedir. 

Günümüzde kamera sayılarının artmasıyla beraber dijital veride çok büyük miktarda 

bir birikim olduğu söylenebilir. Veri miktarının artması ve donanımdaki gelişmeler 

neticesinde derin öğrenme giderek yaygınlaşmaktadır. Derin öğrenme, yüz tanıma, ses 

tanıma, parmak izi okuyucular, plaka okuyucular, sürücüsüz arabalar ve güvenlik 

kameraları gibi alanlarda da kullanılmaktadır.  

İnsanlar bir hayvan görüntüsü tanımada, işaretlerin okumasında veya bir insanın 

yüzünün tanımasında bir çaba göstermezler. Beynimiz görüntüleri kolay bir şekilde 

anlayabilirken bilgisayarlar için çözülmesi zor problemlerdir. Son birkaç yılda, bu zor 

problemleri ele alma konusunda muazzam bir ilerleme kaydedilmiştir. Özellikle, derin 

bir konvolüsyonel nöral ağ olarak adlandırılan bir tür model ile görsel tanıma görevleri 

için makul seviyede bir performans sağlanmıştır. Nesnelerin görüntülerinin bilgisayar 

tarafından anlamlı hale getirilmesi büyük kolaylıklar sağlamaktadır.  

Makine öğrenmesinde özellikler makineye manuel olarak verilir. Ancak derin 

öğrenmede özellikler doğrudan veriden çıkarılır. Bu durum Şekil 5.11’de 
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gösterilmiştir. Şekle göre özellik çıkarımı ve sınıflandırma, derin öğrenme yönteminde 

model tarafından yapılır. Her derin öğrenme bir makine öğrenmesi iken her makine 

öğrenmesi bir derin öğrenme değildir.  

 

Şekil 5.11. Makine öğrenmesi ve derin öğrenmede özellik çıkarımı 

Derin öğrenme modelinin ideal hale gelmesi ve özelliklerin model tarafından 

çıkarılması için çok fazla veriye ihtiyaç duyulmaktadır. Makine öğrenmesinde ise 

değerlendirilecek özellikler bir kişi tarafından algoritmaya verildiği için çok daha az 

veri ile problemin çözümü mümkündür. Burada veri miktarının artması donanım 

yetersizliği gibi bir sonucu ortaya çıkarsa da bu problem içinde çeşitli çözüm yolları 

ortaya konmaktadır. Sonuç olarak, makine öğrenimi ve derin öğrenmenin birbirine 

göre üstün ve zayıf yönleri olduğu söylenebilir. Kısaca problemin durumu ve veri 

miktarı hangi yöntemin daha uygun olduğu konusunda bize fikir vermelidir. 

 

5.6.3. K-NN (K En Yakın Komşu)  

 

K En Yakın Komşu (K-NN) sınıflama yapmak amacıyla kullanılan makine öğrenmesi 

yöntemlerinden birisidir. K-NN, denetimli sınıflandırma yöntemleri arasındadır.  

K değeri sınıflandırmadaki eleman sayısını belirler. Tahmin yapılırken veri setindeki 

en yakın komşuları arar. Uzaklık hesaplamalarında genellikle Öklid olmak üzere 
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Manhattan, Minkowski ve Hamming fonksiyonları da kullanılabilir. Örnek örüntü 

vektörü, kendisine en çok benzeyen örüntünün sınıfından kabul edilir.  

Öklid uzaklığı fonksiyonu; 

 

𝑑(𝑝, 𝑞) = 𝑑(𝑞, 𝑝) =  √(𝑞1 − 𝑝1)2 + (𝑞2 − 𝑝2)2 + ⋯ + (𝑞𝑛 − 𝑝𝑛)2 (5.3) 

𝑑(𝑝, 𝑞) = 𝑑(𝑞, 𝑝) =  √∑ (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1  (5.4) 

 

KNN algoritmasının adımları şu şekildedir [118]; 

 İlk olarak K değeri belirlenir. 

 Kullanılan uzaklık fonksiyonuna göre diğer nesnelerden hedef nesneye olan 

mesafeler hesaplanır. 

 Uzaklıklar sıralanır ve en küçük uzaklığa göre en yakın komşuluklar bulunur. 

 En yakın komşuların y kategorisi değerleri toplanır. 

 En uygun komşu kategorisi seçilir. 

 

Şekil 5.12. K En Yakın Komşu sınıflandırması 

Şekil 5.12’de k=3 için ve k=6 için sınıflandırma durumu görülmektedir. En yakın 

komşu sayısının seçimi K-NN sınıflandırmasında çok önemlidir. 
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5.6.4. Destek Vektör Makineleri 

 

Destek Vektör Makineleri (DVM) sınıflama yapmak amacıyla kullanılan makine 

öğrenmesi yöntemlerinden birisidir. DVM, denetimli sınıflandırma yöntemleri 

arasındadır. 

Sınıflandırma problemlerinde yaygın olarak kullanılan DVM’nin doğruluk oranının 

yüksek olması, bu yöntemin kullanımını yaygınlaştırmıştır. Bu yöntemin diğerlerinden 

farkı, işlem sayısı ve algoritma karışıklığının az olmasıdır [119]. DVM, doğrusal ya 

da doğrusal olmayan şekilde olmak üzere ikiye ayrılır [120]. 1963'te Vapnik tarafından 

önerilen algoritma doğrusal bir sınıflandırıcı modeliydi [121]. Bununla birlikte, 

1992'de Bernhard E. Boser, Isabelle M. Guyon ve Vladimir N. Vapnik doğrusal 

olmayan sınıflandırıcıları oluşturmanın bir yolunu önerdiler [122].  

Doğrusal durumlarda, eğitim verisi ile elde edilen bir karar fonksiyonu yardımıyla 

sınıfların birbirinden ayrılması söz konusudur. Veri setini ikiye bölen doğruya karar 

doğrusu denir. Bu modeldeki temel amaç, sınıfları en uygun şekilde birbirinden 

ayıracak hiper düzlemi tespit etmektir. Doğrusal olmayan bir veri kümesi söz konusu 

olduğunda DVM’ler doğrusal bir hiper düzlem çizemediği için çekirdek (kernel) 

yöntemi kullanılır. Çekirdek yöntemi, doğrusal olmayan veriler için sınıflandırma 

doğruluğunu yüksek oranda arttırmaktadır. Şekil 5.13’te doğrusal ve doğrusal olmayan 

iki ayrı veri seti görülmektedir. 

 

Şekil 5.13. Doğrusal ve doğrusal olmayan iki ayrı veri seti [123] 
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5.6.5. Sınıflandırma ve Regresyon Ağaçları (CART) 

 

CART (Classification and Regression Trees) Sınıflandırma ve Regresyon Ağaçları 

olarak bilinir ve temelleri 1984 yılında Breiman, Freidman, Olshen ve Stone tarafından 

yazılan kitaba dayanmaktadır. CART algoritması sürekli ve kategorik verilerle ağaç 

modelinde ayırma kriterini hesaplama sırasında eksik gözlemleri önemsemeyen bir 

algoritmadır. Bağımlı değişken kategorik ise “sınıflandırma ağaçları”, sürekli yapıda 

ise “regresyon ağaçları” adını almaktadır [124]. Sınıflama kategorik değerlerin 

tahmininde, regresyon ise süreklilik gösteren değerlerin tahmininde kullanılır. Tahmin 

edilen bağımlı değişken kategorik veya süreklilik gösteren bir değere sahip olabilir. 

Bu yöntemde kullanılan algoritma bağımsız değişkenlerin bağımlı değişkene olan 

etkisini incelemenin yanı sıra model içerisindeki etkileşimi de incelemektedir. Böylece 

doğrusal olmayan ilişkilerin açıklanması da mümkün hale gelmektedir.  

Sınıflandırma ve regresyon ağaç yapılarında her düğümden meydana gelen iki dal 

yapısı mevcuttur. Her dal için yeni bölünmelerin meydana gelmesinde her düğüme 

belirlenmiş bir kriter uygulanır. Bu kriterlerin belirlenmesinde değişkenlerin sahip 

oldukları nitelikler etkilidir [125]. 

CART, bölme noktaları oluşturmak için Gini ya da Twoing algoritmasını kullanır.  

Gini yönteminde amaç her adımda en büyük veri kümesini elde etmek ve en iyi 

bölmeyi sağlamaktır. Gini yönteminde her bir nitelikle ilgili olarak sol ve sağ taraftaki 

bölünmeler için Ginisol ve Ginisağ değerleri olmak üzere; 

 k: Sınıf sayısı,  

 T: Bir düğümdeki örnekler, 

 Tsol: Sol düğümdeki örnek sayısı,  

 Tsağ: Sağ düğümdeki örnek sayısı, 

 Li: Sol düğümde i kategorisindeki örnek sayısı, 

 Ri: Sağ düğümde i kategorisindeki örnek sayısı olmak üzere; 

 

𝐺𝑖𝑛𝑖𝑠𝑜𝑙 = 1 − ∑ (
𝐿𝑖

𝑇𝑠𝑜𝑙
)𝑘

𝑖=1

2

 (5.5) 
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𝐺𝑖𝑛𝑖𝑠𝑎ğ = 1 − ∑ (
𝑅𝑖

𝑇𝑠𝑎ğ
)𝑘

𝑖=1

2

, (5.6) 

 

şeklinde hesaplanır. Her j niteliği için eğitim verisindeki satır sayısı n olmak üzere 

Gini indeksi ise; 

 

𝐺𝑖𝑛𝑖𝑗 =
1

𝑛
(|𝑇𝑠𝑜𝑙|𝐺𝑖𝑛𝑖𝑠𝑜𝑙 + |𝑇𝑠𝑎ğ|𝐺𝑖𝑛𝑖𝑠𝑎ğ) (5.7) 

 

formülüne göre hesaplanır [126]. 

Her defasında ana ve yavru düğümlerin %50′ sini içermeye çalıştığı için Twoing 

algoritması Gini’ ye göre daha dengeli bir yapı sunar. Bu yüzden yavaşlama 

olmaktadır. 

CART algoritmasında bağımlı değişken nominal ordinal veya sürekli olabilir. Belli 

değişkenlerin değerlerine göre oluşturulan kuralların toplanması ile model oluşur. 

 Seçilen bir kuralın düğümleri ikiye bölmesindeki mantık tekrarlanarak alt 

düğümlere uygulanır. 

 Eğer daha fazla kazanç elde edilecekse durma kurallarına göre dallanma durur. 

 Her ağaç terminal bir düğümde biter. 

 Her gözlem yalnızca bir terminal düğüme düşer. 

 Her terminal düğümü bir kural seti ile diğerlerinden ayrı olarak tanımlanmıştır 

[127]. 

 

5.6.6. Rastgele Orman 

 

Rastgele orman algoritması Karar ağaçları ve Torbalama yöntemlerinin bir arada 

kullanılması ilkesine dayanır ve Topluluk  (Ensemble) yöntemlerine girer [128]. 

Topluluk yöntemleri, bir öğrenme algoritmasını kullanarak birden fazla modeli eğiten 

bir makine öğrenmesi kavramıdır. Bu yöntemlerden olan Torbalama (Bagging) veya 

Artırmayı (Boosting) kullanmak için bir temel öğrenici algoritma seçilmelidir. 
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Torbalama yönteminde özellikler farklı şekillerde birleştirilerek yeni ağaçlar 

oluşturulur ve oluşturulan ağaçlardan en popüler olan sınıf seçilir. Bu yöntemde 

rastgele özellik kullanımı doğruluğun artmasına katkı sağlar [128]. Torbalama 

yönteminde herhangi bir elemanın yeni bir veri kümesinde görünme olasılığı aynıdır. 

Ancak, Artırmada gözlemler ağırlıklandırılır ve bu nedenle bazıları yeni setlerde daha 

sık yer almaktadır. Eğitim aşaması torbalama için paraleldir. Yani her model bağımsız 

olarak inşa edilir. Artırma, tahminlerin bağımsız olarak değil, sırayla yapıldığı bir 

topluluk yöntemidir. Bir başka deyişle, sonraki tahminciler öncekilerin hatalarından 

öğrenir [129].  

 

Şekil 5.14. Torbalama ve Artırma yöntemleri arasındaki fark [129] 

Şekil 5.14’te Torbalama ve Artırma yöntemleri arasındaki fark görülmektedir. Genel 

bir prensip olarak, Artırma algoritmaları, her bir yinelemede elde edilen zayıf 

öğreniciyi belirli kurallar altında birleştirerek güçlü bir öğrenici elde etmeye çalışır.  

Rastgele orman, regresyon veya sınıflandırma problemleri için kullanılan esnek bir 

makine öğrenmesi yöntemidir. En basit şekliyle tanımlamak gerekirse rastgele orman, 

oluşturulan çok sayıdaki karar ağacının daha doğru bir tahmin elde etmek için 

birleştirilmesidir. 

Rastgele orman, karar ağaçlarında çok sık meydana gelen aşırı uyum (over-fitting) 

problemini çözmek için hem veri setinden hem de öznitelik setinden rastgele çok 

sayıda farklı alt setler seçerek eğitim yapar. Böylece çok sayıda oluşan karar ağacından 

her biri bir tahminde bulunur. Regresyon probleminde karar ağaçlarının tahminlerinin 

ortalaması alınırken sınıflandırma probleminde en çok oy alan tahmin seçilir. Bu 
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modelde farklı veri setleri üzerinde eğitim gerçekleştiği için aşırı uyum azalır. Ayrıca, 

veri setindeki özellikler arasından en önemli olanları tanımlamak için kullanılabilir. 

 

Şekil 5.15. Rastgele orman diyagramı 

 

5.6.7. Gradyan Artırılmış Ağaçlar 

 

Gradyan artırılmış ağaçlar, regresyon veya sınıflandırma problemleri için kullanılan 

ve topluluk yöntemlerinden biri olan denetimli bir makine öğrenmesi tekniğidir. Her 

ağaç daha önce yetiştirilmiş ağaçlardan alınan bilgiler kullanılarak yetiştirilir. 

Regresyon problemi için gradyan artırmanın temel algoritması, x'in özellikleri temsil 

ettiği ve y'nin yanıtı temsil ettiği üzere aşağıdaki gibi genelleştirilebilir: 

1. Gradyan artırma, ilk yinelemede tahminler üreten bir 𝑓1fonksiyonu oluşturur. 

 

𝑓1(𝑥) = 𝑦, (5.8) 

 

2. Tahminler ve hedef değer arasındaki farkı hesaplar ve bu farklılıklar için ℎ1 

fonksiyonunu oluşturur. 

 

ℎ1(𝑥) = 𝑦 −  𝑓1(𝑥), (5.9) 
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3. Yeni bir ağaç oluşturur. 

 

𝑓2(𝑥) =  𝑓1(𝑥) +  ℎ1(𝑥), (5.10) 

 

4. Tahminler ve hedefler arasındaki farkı yeniden hesaplar. 

 

ℎ2(𝑥) = 𝑦 −  𝑓2(𝑥), (5.11) 

 

Bu şekilde, sürekli olarak “f” fonksiyonunun başarısını arttırmaya ve tahminler ile 

hedefler arasındaki farkı sıfıra indirmeye çalışır. 

 

Şekil 5.16. Gradyan artırma yöntemi 

Şekil 5.16’da Gradyan artırma yönteminin çalışma prensibi görülmektedir. Temel 

fikir, hatayı minimize etmek ve bir sonraki model için hedef çıktıları belirlemektir. Bu 

teknik, önceki tahmin hatalarından ders alarak sonraki tahminlerin ilerlemesine 

dayanır.  

Gradyan iniş, çok çeşitli sorunlara en uygun çözümleri bulabilen çok genel bir 

optimizasyon algoritmasıdır. Tahminler, kayıp fonksiyonu (MSE) minimum olacak ve 

tahmin edilen değerler gerçek değerlere yakın olacak şekilde güncellenir. Gradyan 

inişinin genel fikri, bir maliyet fonksiyonunu en aza indirmek için parametreleri tekrar 

tekrar ayarlamaktır. 

 

𝐽(𝜃) =
1

𝑛
∑ (ℎ𝜃(𝑥(𝑖)) − 𝑦(𝑖))

2𝑛

𝑖=1
 (5.12) 
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𝑛    Eğitim örneklerinin sayısı 

𝑥(𝑖)  Eğitim örnekleri için girdi vektörü 

𝑦(𝑖)  i. eğitim örnekleri için sınıf etiketi 

𝜃   Seçilen parametre değerleri veya ağırlıklar 

ℎ𝜃(𝑥(𝑖)) Algoritmanın, θ parametrelerini kullanan i. eğitim örnekleri için 

öngörüsü. 

Her yinelemede, kayıp fonksiyonunun kalıntısı gradyan iniş yöntemi kullanılarak 

hesaplanır ve bir sonraki yinelemenin hedef değeri haline gelir [130]. Özetle, gradyan 

artırılmış ağaçlar, her zayıf sınıflandırıcının türetilebilir kayıp fonksiyon değerini en 

aza indirmek için gradyan iniş yöntemini kullanır. 
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6. ARAŞTIRMA BULGULARI 

 

Bu bölümde araştırma sürecinde uygulanan tüm algoritmaların doğruluk oranları yer 

almaktadır. Şekil 6.1’de araştırmada kullanılan 7 makine öğrenme algoritmasının 

doğruluk yüzdeleri görülmektedir. 

 

Şekil 6.1. Algoritmaların doğruluk yüzdeleri 

Şekil 6.1’e göre en başarılı algoritma gradyan artırılmış ağaçları olarak bulunmuştur. 

128 klinik kayıttan 122'si doğru olarak tahmin edilmiştir. Böylece, modelin öngörme 

doğruluğu %95,31 olmuştur. Onu %92,96 ile rastgele orman algoritması izlemektedir. 

Çizelge 6.1’den 6.8’e kadar kullanılan algoritmaların karışıklık matrisi verilmiştir.  

Bu tablolarda bulunan TP, FP, TN, FN kısaltmalarının anlamları şöyledir; 

 TP (Doğru Karar): Gerçek durumda, ameliyat edilen hastaların doğru tahmin 

edildiği anlamına gelir. 

 FP (Tip I Hatası): Gerçek durumda ameliyat edilmeyen hastalar ameliyat 

edilmiş olarak bulunmuştur. 

 TN (Doğru Karar): Gerçek durumda ameliyat geçirmeyen hastaların doğru 

tahmini anlamına gelir. 

 FN (Tip II Hatası): Gerçek durumda ameliyat edilen hastalar ameliyat edilmedi 

olarak tahmin edilmiştir. 
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Çizelge 6.1. Yapay sinir ağları algoritmasına göre karışıklık matrisi 

Doğruluk: 

%64,84 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
45 (TP) 

Doğru Karar 

26 (FP) 

Tip I Hatası 
71 (P’) %63,38 

Tahmin 0 
19 (FN) 

Tip II Hatası 

38 (TN) 

Doğru Karar 
57 (N’) %66,67 

Toplam 64 (P) 64 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%70,31 %59,38   

 

Çizelge 6.1’e göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%64,84'dur. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.2, yapay sinir ağları algoritmasına göre tahmin sonuçlarını göstermektedir. 

Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmiştir. Buna göre, 

ameliyatsız 64 hastanın 38'i doğru olarak tahmin edilmiştir. Ayrıca ameliyat edilen 64 

hastanın 45'i doğru olarak tahmin edilmiştir. 

 

Şekil 6.2. Yapay sinir ağları algoritmasına göre tahmin sayıları 
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Çizelge 6.2. K-NN algoritmasına göre karışıklık matrisi 

Doğruluk: 

%66,41 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
43 (TP) 

Doğru Karar 

22 (FP) 

Tip I Hatası 
65 (P’) %66,15 

Tahmin 0 
21 (FN) 

Tip II Hatası 

42 (TN) 

Doğru Karar 
63 (N’) %66,67 

Toplam 64 (P) 64 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%67,19 %65,62   

 

Çizelge 6.2’ye göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%66,41'dir. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.3, K-NN algoritmasına göre tahmin sonuçlarını göstermektedir. Ameliyat 

olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmiştir. Buna göre, ameliyatsız 

64 hastanın 42'si doğru olarak tahmin edilmiştir. Ayrıca ameliyat edilen 64 hastanın 

43'ü doğru olarak tahmin edilmiştir. 

 

Şekil 6.3. K-NN algoritmasına göre tahmin sayıları 
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Çizelge 6.3. Lojistik regresyon algoritmasına göre karışıklık matrisi 

Doğruluk: 

%68,75 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
42 (TP) 

Doğru Karar 

18 (FP) 

Tip I Hatası 
60 (P’) %70 

Tahmin 0 
22 (FN) 

Tip II Hatası 

46 (TN) 

Doğru Karar 
68 (N’) %67,65 

Toplam 64 (P) 64 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%65,62 %71,88   

 

Çizelge 6.3’e göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%68,75'dir. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.4, lojistik regresyon algoritmasına göre tahmin sonuçlarını göstermektedir. 

Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmiştir. Buna göre, 

ameliyatsız 64 hastanın 46'sı doğru olarak tahmin edilmiştir. Ayrıca ameliyat edilen 

64 hastanın 42'si doğru olarak tahmin edilmiştir. 

 

Şekil 6.4. Lojistik regresyon algoritmasına göre tahmin sayıları 
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Çizelge 6.4. Destek vektör makinesi algoritmasına göre karışıklık matrisi 

Doğruluk: 

%79,69 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
52 (TP) 

Doğru Karar 

19 (FP) 

Tip I Hatası 
71 (P’) %73,24 

Tahmin 0 
7 (FN) 

Tip II Hatası 

50 (TN) 

Doğru Karar 
57 (N’) %87,72 

Toplam 59 (P) 69 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%88,14 %72,46   

 

Çizelge 6.4’e göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%79,69'dur. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.5, destek vektör makinesi algoritmasına göre tahmin sonuçlarını 

göstermektedir. Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade 

edilmiştir. Buna göre, ameliyatsız 69 hastanın 50'si doğru olarak tahmin edilmiştir. 

Ayrıca ameliyat edilen 59 hastanın 52'si doğru olarak tahmin edilmiştir. 

  

Şekil 6.5. Destek vektör makinesi algoritmasına göre tahmin sayıları 
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Çizelge 6.5. CART algoritmasına göre karışıklık matrisi 

Doğruluk: 

%80,47 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
47 (TP) 

Doğru Karar 

13 (FP) 

Tip I Hatası 
60 (P’) %78,33 

Tahmin 0 
12 (FN) 

Tip II Hatası 

56 (TN) 

Doğru Karar 
68 (N’) %82,35 

Toplam 59 (P) 69 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%79,66 %81,16   

 

Çizelge 6.5’e göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%80,47'dir. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.6, CART algoritmasına göre tahmin sonuçlarını göstermektedir. Ameliyat 

olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmiştir. Buna göre, ameliyatsız 

69 hastanın 56'sı doğru olarak tahmin edilmiştir. Ayrıca ameliyat edilen 59 hastanın 

47'si doğru olarak tahmin edilmiştir. 

   

Şekil 6.6. CART algoritmasına göre tahmin sayıları 
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Çizelge 6.6. Rastgele orman algoritmasına göre karışıklık matrisi 

Doğruluk: 

%92,96 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
55 (TP) 

Doğru Karar 

5 (FP) 

Tip I Hatası 
60 (P’) %91,67 

Tahmin 0 
4 (FN) 

Tip II Hatası 

64 (TN) 

Doğru Karar 
68 (N’) %94,12 

Toplam 59 (P) 69 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%93,22 %92,75   

 

Çizelge 6.6’ya göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%92,96’dır. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.7, rastgele orman algoritmasına göre tahmin sonuçlarını göstermektedir. 

Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmiştir. Buna göre, 

ameliyatsız 69 hastanın 64'ü doğru olarak tahmin edilmiştir. Ayrıca ameliyat edilen 59 

hastanın 55'i doğru olarak tahmin edilmiştir. 

   

Şekil 6.7. Rastgele orman algoritmasına göre tahmin sayıları 
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Çizelge 6.7. Gradyan artırılmış ağaçlar algoritmasına göre karışıklık matrisi 

Doğruluk: 

%95,31 
Gerçek 1 Gerçek 0 Toplam 

Precision 

(Kesinlik) 

Tahmin 1 
55 (TP) 

Doğru Karar 

2 (FP) 

Tip I Hatası 
57 (P’) %96,49 

Tahmin 0 
4 (FN) 

Tip II Hatası 

67 (TN) 

Doğru Karar 
71 (N’) %94,36 

Toplam 59 (P) 69 (N) 
128 

(P+N) 
 

Recall 

(Duyarlılık) 
%93,22 %97,1   

 

Çizelge 6.7’ye göre doğru tahmin edilen örneklerin tüm örnek sayısına oranı 

%95,31'dir. Bu oran toplam doğruluğu temsil eder. TP doğru pozitifler, TN doğru 

negatifler, FN yanlış negatifler ve FP yanlış pozitifler olarak temsil edilir. 

Şekil 6.8, Gradyan artırılmış ağaçlar algoritmasına göre tahmin sonuçlarını 

göstermektedir. Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade 

edilmiştir. Buna göre, ameliyatsız 69 hastanın 67'si doğru olarak tahmin edilmiştir. 

Ayrıca ameliyat edilen 59 hastanın 55'i doğru olarak tahmin edilmiştir. 

 

Şekil 6.8. Gradyan artırılmış ağaçlar algoritmasına göre tahmin sayıları 
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Çizelge 6.8. Gradyan artırılmış ağaçlar algoritmasına göre değerlendirme ölçütleri  

Ölçüt Açıklama Sonuç 

Doğruluk 

(Accuracy, Recognition rate) 

Doğru tahmin edilen örneklerin, tüm örneklerin 

sayısına oranıdır. 

%95,31 

Hata oranı 

(Error rate, Misclassification 

rate) 

Yanlış tahmin edilen örneklerin, tüm örneklerin 

sayısına oranıdır. Doğruluk değeri ile toplamı 

bire eşittir. 

%4,69 

Duyarlılık 

(Sensitivity, Recall, True 

positive rate-TPR) 

Doğru tahmin edilen pozitif sınıftaki 

örneklerin, gerçekte pozitif sınıftaki örneklerin 

sayısına oranıdır. 

%93,22 

Belirleyicilik  

(Specificity, True negative 

rate- 

TNR) 

Doğru tahmin edilen negatif sınıftaki 

örneklerin, gerçekte negatif sınıftaki örneklerin 

sayısına oranıdır. 

%97,1 

Kesinlik  

(Pozitif öngörü değeri, 

Positive predictive value, 

precision) 

Doğru tahmin edilen pozitif sınıftaki 

örneklerin, pozitif sınıfta tahmin edilen 

örneklerin sayısına oranıdır. 

%96,49 

Kesinlik 

(Negatif öngörü değeri 

Negative predictive value) 

Doğru tahmin edilen negatif sınıftaki 

örneklerin, negatif sınıfta tahmin edilen 

örneklerin sayısına oranıdır. 

%94,36 

Yanlış pozitif oranı 

(False positive rate-FPR) 

Yanlış tahmin edilen negatif sınıftaki 

örneklerin, negatif sınıftaki örneklerin sayısına 

oranıdır. 

%2,89 

Yanlış negatif oranı 

(False negative rate-FNR) 

Yanlış tahmin edilen pozitif sınıftaki 

örneklerin, pozitif sınıftaki örneklerin sayısına 

oranıdır. 

%6,78 

F-ölçütü 

(F-score) 

Duyarlılık ve kesinliğin birlikte 

değerlendirildiği ölçüttür. 

%94,83 

 

Çizelge 6.8’de araştırmada kullanılan gradyan artırılmış ağaçlar algoritmasına göre 

değerlendirme ölçütleri, ölçütlerin açıklamaları ve sonuçlar bulunmaktadır. 
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7. SONUÇLAR VE TARTIŞMA 

 

Bu retrospektif çalışmada 0-18 yaş arası hastaların laboratuvar verilerini kullanarak 

apandisit cerrahisinin gerekliliğini öngören bir model önerilmiştir. Önerilen model, 

akut apandisit şüphesi olan hastalarda cerrahi karar vermeyi iyileştirmek için bir tanı 

aracı olarak geliştirilmiştir. Bu yöntemle AA tanısı en fazla %95,31 doğrululukla ayırt 

edilebilmiştir. 

Muayene ve basit laboratuvar testleri sıklıkla akut apandisiti teşhis edebilir, ancak 

belirtiler atipik olduğunda tanı zordur. Tam kan sayımı kullanarak çalışmalarını 

yürüten araştırmacıların akut apandisit tanısında nötrofil/lenfosit oranları üzerinde 

daha fazla durdukları gözlenmiştir. Tanısal çalışmalarda, çoğunlukla bilgisayarlı 

görüntüleme teknikleri ve kan sayımlarından elde edilen değerlerin istatistiksel analizi 

ön plana çıkmaktadır. Çeşitli algoritmaların kullanımı ile bilgisayar kestirim 

becerilerinin katkısı az sayıda çalışmada görülmektedir. 

AA tanısı, hasta öyküsü, fiziki muayene, laboratuvar belirteçleri ve görüntüleme 

yöntemleri ile konulmaya çalışılır [37, 38]. Ancak özellikle atipik belirtiler gösteren 

vakalarda olmak üzere bu yöntemlerden ilk üçüyle teşhis belirlenemediyse 

görüntüleme yöntemlerine başvurulur. Görüntüleme yöntemleri her ne kadar tanıyı 

belirlemede önemli faydalar sağlasa da bazı sınırlılıkları bulunmaktadır. Örneğin 

ultrasonografide deneyimli bir uzmana bağımlı olmak ve bağırsak gazlarından dolayı 

apendiksin görülememe ihtimali vardır [59, 60]. Akut apandisit tanısı için preoperatif 

bilgisayarlı tomografinin artan kullanımı negatif apendektomi oranlarının 

azaltılmasına yardımcı olmuştur [131-134]. Bununla birlikte, bilgisayarlı tomografi 

kullanımı radyasyona gereksiz yere maruz kalmayla ilgili endişeleri artırmıştır [135]. 

Radyasyona maruz kalmaya ek olarak, bu yöntemler özel ekipman ve deneyimli 

radyologlar gerektirir. Ayrıca bu yöntem gebelerde de kullanılamaz. Manyetik 

rezonans görüntüleme ise kolay ulaşılabilir olmaması, fazla maliyetli olması, 

görüntüleme süresinin uzun olması ve hasta uygunluğunun aranması gibi kısıtlılıklara 

sahiptir. 

Bu çalışmanın diğerlerine göre farklı bir yönü, apendektomi tanısı için laboratuvar 

verilerine dayalı makine öğrenme yöntemlerinin kullanılmasıdır. Gelecekteki 
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çalışmalarda, modelin sürekli eğitimine yeni hasta verileri eklenmelidir. Veri sayısı 

arttıkça tahminin doğruluğunun artabileceği düşünülmektedir. Global olarak 

araştırmaya değer katan en önemli özellikler aşağıdaki gibi sıralanabilir.  

 Cerrahi operasyon için karar vermede, özel ekipman ve personelin 

bulunmaması durumunda tanıya yardımcı olmak, 

 Gereksiz apendektomilerin ve olası postoperatif komplikasyonların 

önlenmesine yardımcı olmak, 

 Hastanede kalış süresini azaltmak ve hasta başına düşen tedavi maliyetlerinden 

tasarruf sağlamak, 

 Hasta ile ilgilenen sağlık personelinin zamanlarını daha verimli 

kullanabilmelerini sağlamak, 

 Birimlerdeki hasta yoğunluğunun düşürülmesine katkı sağlamak ve böylece 

kaynak tüketimi azaltılmasına ve sınırlı sağlık bakımının daha doğru bir şekilde 

kullanılmasına yardım etmek, 

 Olası hayati tehlike durumunu önceden tahmin etmek ve erken müdahale için 

zaman sunabilmek, 

 Hastanın çocuk veya yaşlı olması durumunda yeterli iletişim kurulamaması 

veya şikâyetlerin doğru bir şekilde aktarılamaması nedeniyle tanının gecikme 

ihtimaline karşı teşhisin belirlenmesi için hekimlere yardımcı olmak, 

 Hastalıkla ilgili tanıların doğruluğunu test etmek, 

 Makalenin ana problemi olan apendektominin tanısı için kolay, hızlı ve doğru 

bir tahmin yöntemi geliştirmek. 
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