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OZET

KARIN AGRISI ILE ACIL SERVISE BASVURAN HASTALARDA AKUT
APANDISIT TANISI ICIN MAKINE OGRENMESI YAKLASIMLARININ
KULLANIMI

AKMESE, Omer Faruk
Kirikkale Universitesi
Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dali, Doktora Tezi
Danisman: Prof. Dr. Hasan ERBAY
Subat 2020, 82 sayfa

Genel cerrahi kliniklerinde en sik goriilen acil hastaliklardan biri akut apandisittir.
Ozellikle 10 ila 30 yaslar1 arasinda daha yaygindir. Ayrica, tiim popiilasyonun yaklasik
%7'sine yasamlarinin bir doneminde akut apandisit teshisi konur ve ameliyat gerekir.
Calisma, makine 6grenmesi algoritmalar1 kullanarak erken akut apandisit tanisi i¢in
kolay, hizli ve dogru bir tahmin yontemi gelistirmeyi amaglamaktadir. Retrospektif
klinik kayitlar, tahmin edici veri madenciligi modelleri ile analiz edilmistir. Cesitli
makine Ogrenme algoritmalariyla elde edilen modellerin 6ngérii  basarilar:
karsilastirilmistir. Calismada 348 erkek (%58,49) ve 247 kadin (%41,51) dahil olmak
tizere toplam 595 klinik kayit kullanilmistir. Gradyan artirilmis agaglar algoritmasinin
%95,31'lik dogru tahmin basarisi ile en iyi basariya ulastigi tespit edilmistir. Bu
calismada, akut apandisitli bireyleri tanimlamak i¢in makine 6grenmesine dayali bir
tahmin yontemi gelistirilmistir. Bu yontemin 6zellikle hastanelerde, acil servislerde

apandisit belirtileri olan hastalara fayda saglayacag: diistiniilmektedir.

Anahtar kelimeler: Akut Apandisit, Makine Ogrenmesi, Ameliyat Tahmini



ABSTRACT

THE USE OF MACHINE LEARNING APPROACHES FOR THE DIAGNOSIS OF
ACUTE APPENDICITIS IN PATIENTS PRESENTING TO THE EMERGENCY
DEPARTMENT WITH ABDOMINAL PAIN

AKMESE, Omer Faruk
Kirikkale University
Graduate School of Natural and Applied Sciences
Department of Computer Engineering, M.Sc. Thesis
Supervisor: Prof. Dr. Hasan ERBAY
February 2020, 82 pages

Acute appendicitis is one of the most common emergency diseases in general surgical
clinics. It is more common, especially between the ages of 10 and 30 years. Also,
approximately 7% of the entire population is diagnosed with acute appendicitis at some
time in a period of their lives and requires surgery. The study aims to develop an easy,
fast, and accurate estimation method for early acute appendicitis diagnosis using
machine-learning algorithms. Retrospective clinical records were analyzed with
predictive data mining models. The predictive success of the models obtained by
various machine-learning algorithms was compared. A total of 595 clinical records
were used in the study, including 348 males (58.49%) and 247 females (41.51%). It
was found that the Gradient boosted tree algorithm achieves the best success with an
accurate prediction success of 95.31%. In this study, an estimation method based on
machine learning was developed to identify individuals with acute appendicitis. It is
thought that this method will benefit patients with signs of appendicitis, especially in

emergency departments in hospitals.

Keywords: Acute appendicitis, Machine learning, Surgery prediction
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KISALTMALAR DiZiNi

AA Akut Apandisit
BT Bilgisayarli Tomografi

CRISP-DM Cross Industry Standard Process for Data Mining
(Capraz-Endiistri Standardi Stireci)

CRP C-reaktif protein

FN False Negative (Yanlis Negatif)

FP False Positive (Yanlis Pozitif)

HGB Hemoglobin

HTC Hematokrit (kan ayirici)

LYM Lenfosit

KEEL Evrimsel Ogrenmeye Dayali Bilgi Cikarim1
K-NN K En Yakin Komsu

MCV Ortalama eritrosit hacmi

ML Machine Learning(Makine 6grenmesi)
MPV Ortalama trombosit hacmi

MRG Manyetik Rezonans Goriintiileme

NEU Notrofil

PLT Thrombosis (Damarda kan pihtilagmasi)
TP True Positive (Dogru Pozitif)

TN True Negative (Dogru Negatif)

USG Ultrasonografi

VTBK Veri Tabanindan Bilgi Kesfi

WBC Beyaz kan hiicreleri (16kosit)

YSA Yapay Sinir Aglar



1. GIRIS

Bilisim sektoriindeki gelismeler, hayatimizin her alaninda kendisini giinden giine daha
fazla hissettirmektedir. Ozellikle saglik sektdriinde hasta doktor iletisiminde kullanilan
bilisim teknolojileri {iriinleri, gerek donanim gerekse yazilim olarak cesitlenerek
artmaktadir. Giliniimiizde bir¢cok hastalik icin bulgularin tespitinde geleneksel
yontemler kullanilmaktadir. Daha Onceden yapilmis ve literatiirde bulunan bir¢ok
calisma, dijital ortamda alinan verilerin daha giivenli, erisilebilir ve islenebilir halde
oldugunu belirtmektedir [1]. Dijital ortamda elde edilen verilerin veri madenciligi
yontemleri kullanilarak analiz edilmesi, hasta verilerinin anlamlandirilmasi, tibbi
teshis, uygun tedavi siirecinin belirlenmesi, teshis ve tedavi etkinliginin 6l¢iilmesi ve

uygun ila¢ dozunun ayarlanmasi gibi amaglar1 bulunmaktadir.

Bilisim teknolojilerinin gelisimiyle saglik sektdriinde tele-saglik hizmetleri gelismeye
ve gesitlenmeye baslamistir. Ulkemizde de gesitli hastaliklarin teshisinde ve takibinde
bilisim teknolojileri kullanilmaya baslanmistir. Burada amag¢ insan hatalarinin
azaltilmasi, saglik personelinin ve kaynaklarin daha verimli kullanilmasi, saglik
hizmetlerinin kalitesinin yiikseltilmesi ve daha siirdiiriilebilir, etkin tedavi hizmeti
sunmanin yani sira hizla artan tibbi verilerin toplanmasi, saklanmasi ve analiz edilerek

karar destek asamasinda uzman hekimin hizmetine sunulmasidir.

Tibbi tan1 koyma, hastanin gergekei verileri, dogru tibbi literatiir bilgisi ve klinik
tecriibeler gerektiren karmasik ve 6nemli bir siirectir. Tibbi tani siireci, iginde bir¢cok
beklenmedik durum bulundurdugundan dolay1r diger sektorlerdeki tanimlama
streglerine gore cok daha karmasik bir yapidadir. Klinik kararlar ¢ogu zaman
doktorlarin algt ve deneyim temeline dayanilarak alinir [2]. Bununla beraber hastalar
her zaman sikayetlerini dogru bir sekilde aktaramayabilir. Veri miktarinin da ¢ok hizli
bir sekilde artmasi karar verme agisindan zorluklara sebep olmaktadir. Mevcut saglik
bilgi sistemleri bircok yonden hasta verisini anlamlandirma ve tedavi etkinligini
Olcmeyi saglayacak analiz yontemleri igermemektedir. Fakat bu tiir analiz ve veriyi
anlamlandirma yontemleri gerek tedavi ekibinin zamanini etkin kullanmasi gerekse
hastanin tedavi siirecinin seyrinin mercek altina alinmasi i¢in yliksek Onem

tasimaktadir.



Apandisit komplikasyonlarini ve negatif apendektomiyi dnlemek igin kesin bir tani
gereklidir. Apandisit tanis1 dncelikle iltihaplanma i¢in belirleyici olan biyokimyasal
testlere dayanir. Bu yontemin tek basina kullanilmasi, %12,3-19 oraninda negatif bir
apendektomi oran1 ortaya c¢ikarmistir. Modern goriintiileme ve laboratuvar
incelemelerinde, gozle goriiliir iyilesmeler olmasina ragmen dogru teshis bir problem
olarak devam etmektedir [3-6]. Herhangi bir komplikasyonsuz tan1 koymak i¢in CRP
(C-reaktif protein), WBC (1okosit) sayisi, NEU (notrofil) orani, bilirubin gibi ulagimi
kolay yontemlerin yani sira, ultrason ve tomografi gibi goriintiileme teknikleriyle de
caligmalar yapilmistir [7, 8]. Radyolojik yontemler, ozellikle ultrasonografi ve
bilgisayarli tomografi, akut apandisit ve komplikasyonlarinin tanisinda yaygin ve
basarili bir sekilde kullanilmaktadir [9, 10]. Bununla birlikte, bu yontemler 6zel
ekipman ve deneyimli radyologlar gerektirdigi icin makine 6grenmesi, hastaligin

teshisinde alternatif bir yontem olarak kullanilmistir.

Veri madenciligi, istatistiksel yaklagimlar1 kullanarak biiylik veri setlerinden gizli
kaliplar1 kesfetmeye yonelik bir metodolojidir [11]. Geleneksel istatistiksel tekniklerin
aksine, veri madenciligi temel olarak verileri bilgiye doniistirme ve bu verilerden
ogrenme ile ilgilidir [12]. Veri madenciliginin gesitli uygulamalar1 arasinda, saglik
alaninda kullanimi istisna degildir. T1bbi veri setlerinin analizinde ve gii¢lii kaliplarin
c¢ikarilmasinda ¢ok faydali oldugu kanitlanmistir [13, 14]. Bu ¢alismada, hastalarin kan
orneklerinden elde edilen veriler kullanilarak cerrahinin gerekliligini tahmin etmek
tizerinde durulmustur. Bu nedenle, hastalikla ilgili tanilarin dogrulugunu test etmek,
kaynak tiikketimini en aza indirmek ve sirli saglik hizmetlerinden daha dogru

yararlanilmasini saglamak amaglanmaktadir.

Akut apandisit sliphesi olan ¢ogu hastada, teshis prosediirleri kan degerleri veya elde
edilen goriintiler kullanilarak gerceklestirilir. 2008 yilinda temel istatistiksel
yontemler ile akut apandisiti arastiran ¢aligmada, 302 apendektomi yapilan hastanin
cinsiyet, yas ve WBC degerleri incelenmistir [15]. Ancak, bilisim teknolojileri
kullanarak veri madenciligi veya makine 6grenmesi ile akut apandisiti 6ngérme veya
tedavi etme konusunda ¢ok az ¢alisma vardir. Demirhan ve arkadaslari, tipta yapay
zeka uygulamalari aragtirmasi yapmustir. Yapay sinir aglarinin (YSA) akut sag kasik
agrist olan hastalar i¢in tanidaki roliinii degerlendiren bir sistem gelistirilmistir.

Gelistirilen sistemde, bir egitim hastanesinden toplanan hasta verileri YSA'nin egitim



ve testinde kullanilmistir. Sistemin performanst Alvarado skoru ve deneyimli
doktorlarin degerlendirmeleriyle karsilastirilmistir. Hastalarin  semptomlar1  ve
bulgulari, hematolojik degerlendirme ve demografik bilgiler YSA'da giris verileri
olarak kullanilmistir [16]. Bir baska apandisit ¢alismasinda, apandisit verilerinde
bulanik ¢ikarim sistemlerinin ve lojistik regresyon siniflandiricilarinin performansi
karsilastirilnuistir  [17]. KEEL (Evrimsel Ogrenmeye Dayali Bilgi Cikarimi)
veritabanindan segilen 6rneklem tizerinde segilen R programi ile yapilan ¢alismada,
bulanik ¢ikarim sistemleri ve lojistik regresyonun dogruluk degerleri yiiksektir.
Verilerin kiimeleme yontemiyle islendigi bir baska ¢alismada cinsiyet, karin agrisi,
yag parametreleri ve WBC, MPV (trombosit), LYM (lenfosit), NEU ve CRP degerleri
kullanilmistir. Calismadaki ideal kiime sayis1 dort olarak belirlenmistir. Bu kiimeleme
calismasinin doktor goriislerini iceren ideal bir karar destek sistemi tasarlamasi

amaglanmistir [18].



2. AKUT APANDISIT iLE ILGILi YAYINLARIN BiBLIYOMETRIK
ANALIZI

Thomson Reuters Web of Science indeksine gore ‘“akut appendicitis” ve
“appendectomy” anahtar kelimesi ile galismalarin basligini kapsayan “Title” listesinde
1980 ve 2019 yillar1 arasindaki ¢aligmalarin taranmasi sonucunda “5835” calisma
bulunmustur. (Erisim tarihi: 21.01.2020; Title: ("acute appendicitis™) or Title:
(appendectomy); Analysis: [excluding]: Document Types: (Editorial Material or Note
or Correction or Discussion or Early Access or Book Chapter or News Item or Book
or Book Review or Hardware Review or Item About an Individual or Poetry or
Retracted Publication); Timespan: 1980-2019). Sekil 2.1°e gore 1980 ve 2019 yillari
arasindaki ¢aligmalarin dokiiman tiplerine gére dagilimi; 4213’4 (%72,2) makale,
704’1 (%12,06) 6zet bildiri, 681’1 (%11,67) editdre mektup, 305’1 (%5,22) tam metin
bildiri, 199’u (%3,41) derleme olarak goériilmektedir.

4213

704 681

305 199

Makale Ozet Makale Editére Mektup Tam Metin Bildiri Derleme

Sekil 2.1. Calismalarin dokiiman tiplerine gore dagilimi

5835 calisma incelendiginde yaym yapan ilk on iilke sirasiyla Amerika (1411),
Tiirkiye (428), Ingiltere (410), Almanya (263), Giiney Kore(205), Cin Halk
Cumhuriyeti (174), Fransa (173), Japonya (160), Italya (157) ve Kanada (147) olarak
bulunmustur. Bu konudaki ¢alismalarin %24’ sadece Amerika’ya aittir. Tiirkiye ise
428 (%7,3) yayinla bu konuda diinyada en ¢ok ¢alisma yapan iilkeler arasinda 2. sirada

yer almaktadir. Sekil 2.2°de yayin sayisina gore ilk on iilkenin grafigi gortilmektedir.
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Sekil 2.2. Yayin sayisina gore ilk on tilke

5835 calisma incelendiginde, ¢alismalarin dahil olduklart ilk on alanmn sirasiyla
Cerrahi (Surgery) 2895 (%49,61), Genel i¢ Tip (General Internal Medicine) 875
(%14,99), Gastroenteroloji Hepatolojisi  (Gastroenterology Hepatology) 653
(%11,19), Pediatri (Pediatrics) 461 (%7,9), Radyoloji Niikleer Tip ve Tibbi
Goriintilleme (Radiology Nuclear Medicine Medical Imaging) 398 (%6,82), Acil Tip
(Emergency Medicine) 280 (%4,79), Kadin Hastaliklar1 ve Dogum (Obstetrics
Gynecology) 176 (%3,01), Arastirma Deneysel Ila¢ (Research Experimental
Medicine) 107 (%1,83), Patoloji (Pathology) 87 (%1,49) ve Halk Cevresel is Saghg
(Public Environmental Occupational Health) 74 (%1,26) oldugu gortilmistiir.
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W Say 74 87 107 176 280 398 461 653 875 2895

Sekil 2.3. Calismalarin dahil olduklar1 ilk on alan



Sekil 2.4’te yillara gore yayin sayilarmin grafigi yer almaktadir. Bu grafik

incelendiginde yillara gore yayin sayisinin genellikle arttigi goriilmektedir.
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Sekil 2.4. Yayinlarin yillara gore dagilimi



3. AKUT APANDISIT

3.1. Tanmm

Her yas grubunda goriilebilen akut apandisit (AA), Appendix vermiformisin iltihabi
bir hastaligi olarak bilinmektedir. Ayrica %7 hayat riskiyle beraber acil abdominal

cerrahide en sik karsilasilan endikasyondur [19].

AA i¢in apendektomi, genel cerrahlar tarafindan uygulanan en yaygin acil cerrahi
islemlerden biridir. Gecikmis cerrahi, perfore apandisit oranini artirabilecegi icin
apendektomi tanidan birkag saat sonra yapilmalidir [20-23]. Apandisit, karnin en sik
goriilen cerrahi patolojisi olmasina ragmen teshisi, takibi ve tedavisi cerrahin
tecriibesine ve tercihine gore degismektedir [24, 25]. Hastalarin yaklasik ligte biri
atipik sikayetler gostermektedir [26]. Bu durum genellikle tanidaki gecikmeler ve
olusan komplikasyonlar ile iliskilidir. AA siiphesi olan bir¢ok hasta, herhangi bir
komplikasyon olmadan tani konup ameliyat edilse bile, %22 ila %62 arasinda
komplikasyon gelistirebilir [27]. Sekil 3.1°de Appendix vermiformis’in goriintiisii yer

almaktadir.

&

Large
intestine

Cecum —

Appendix

Sekil 3.1. Appendix vermiformis [28]



3.2. linsidans (Siklik)

AA her yastan genis bir hasta grubunda gériiliir. Ozellikle 10-30 yas arasindaki geng
erigkinlerde yaygindir. Bununla birlikte niifusun yaklasik %7'sinde apandisit

goriilmektedir [29-31].

Non-travmatik akut cerrahi batinin en sik nedeni akut apandisittir [29]. AA’nin her
yasta ortaya ¢ikmasi miimkiindiir. Yetiskinlerde hastalik genellikle 20-30 yaslarinda
goriilmektedir [32]. 40 yas sonrasi ise gorlilme sikligi giderek azalir. 10-29 yas
araligindaki hastalarda akut apandisit belirtilerinin ortaya ¢ikma orani %40’dir. Bu
yiizden AA i¢in daha ¢ok genclere 6zgii bir hastalik denilebilir. Ayrica kadinlardaki
goriilme siklig1 erkeklere gore hafif daha azdir [33].

Sekil 3.2°de anonimlestirilmis tibbi kayitlardan hesaplanan verilere gore olusturulmus
grafiklere yer verilmistir. Buna gore apandisit tanist olan kisilerin yas ortalamasi
27dir. Apandisit, erkekler arasinda daha yaygindir. Kafkasyalilar ve Latinler
arasindaki yayginlik daha yiiksektir. Yiiksek gelirli bireylerde ise prevalans daha
yiiksektir [34].

a) Yas Dagilimi b) Irksal / Etnik Dagihm
o0 Beyaz Kafkas
80-89
70-79 Esmer Latin
60-69 Afrika kokenli Amerikali
50-59
40-49 Asyah
30-39 Yerli Amerikan
20-29
Pasifik adall
10-19
0-9
0.0 75 150 225 30.0 6o o5 0 L5 20
W Ytzde m Goreceli Risk
c) Cinsiyet Dagilimi d) Gelir
<$32,793
Kadin

$32,794-$40,626
$40,627-852,387
Erkek

>852,388

. Bu renkteki cubuklar istatistiksel olrak anlamli iligkileri temsil eder.

Sekil 3.2. Apandisit ile ilgili demografik bilgiler, risk faktorleri ve gelir etkisi [34]



Kiiresel olarak 1990 yilinda 88.000 olan 6liim sayis1 2013 yilinda azalarak 72.000’e
diismiistiir [35]. Diinya saglik orgiitiiniin (WHO) istatistiklerine gére 2012 yilinda

milyon kisi basina apandisit 6liimii Sekil 3.3’te goriilmektedir.

2012 yilinda milyon kisi basina apandisit iama [ ]o [ 1 [ 2] 3 [ 4 [ 57 [ &1 [ 12-33 [ 477

Sekil 3.3. 2012 yilinda kiiresel ¢apta milyon kisi basina apandisit 6liimii [36]
3.3. Tam

AA tanmisi, hasta oykiisi, fiziki muayene, laboratuvar belirtegleri ve goriintiileme
yontemleri ile konulmaya calisiir [37, 38]. Apandisitin temel belirtisi karin
(abdominal) agrisidir. Sekil 3.4’te Apandisit iltihabin1 gosteren 3 boyutlu bir gorsel

bulunmaktadir.

Sekil 3.4. Apandisit iltihabini gosteren 3 boyutlu grafik [39]



Hastalarin biliylik ¢ogunlugunda agriyla beraber istahsizlik, bulanti ve kusma da
goriiliir. Belirtilerin meydana gelme sirasi ayirict tani i¢in mithimdir. Semptomlarin
siralamasi istahsizlik, karin agrisi ardindan kusma seklinde goriiliir. Karmn agrisi

olmadan kusma ger¢eklesmisse, ayirici tani i¢in apandisit diistintilmemelidir [33].

Morbidite ve mortalite i¢in en 6nemli faktoriin tanidaki gecikme oldugu bilinmektedir.
Ayirict tan1 hastanin gocuk, kadin veya yasli olmasi durumunda daha da zordur. Kiigiik
cocuklarin ve yaslilarin belirtileri anlatamamalar1 ve yeterli iletisim kurulamamasi
tan1y1 geciktirebilir. Ote yandan, iireme cagindaki kadinlarda yumurtalik ve tubal
hastaliginin semptomlar1 ve bulgular1 ortaya ¢ikabilir. Hekim, akut apandisiti ve
karigabilecek diger hastaliklari da iyi bilmelidir. Bu sartlar altinda ilave tani testleri
gerekli olabilir. Dogru teshis igin Alvaroda skoru gibi bir skorlama veya tomografi,

ultrason gibi goriintiileme teknikleri gerekebilir [40-42].

3.3.1. Fiziki Bulgular

AA’nin klinik tanisi detayli hasta oykiisiine ve kapsamli fizik muayenesine dayanir.
Hastada ates, ylizde kizariklik ve agiz kokusu goriilebilir. Agri, dksiirmekle artig
gosterir. Apandisiti dogrulamada sicrama testi cocuklar icin basit bir testtir.
Cocuklardan sicramasi istendiginde agris1 oldugu i¢in reddedecektir. Rektal veya
vajinal muayene bulgulari normal olabilmektedir. Rektal muayene, akut karin agrisi
olan hastada degerlendirmenin bir pargasidir, ancak apandisit tanisinda rektal
incelemenin degeri tartigmalidir. 1204 hastada yapilan bir ¢alismadaki bulgulara gore
rektal incelemede sag tarafli agrinin varlig1 apandisitli hastalarda daha sik olmasina

ragmen tanidaki katkisinin ¢ok az oldugu bildirilmistir [43-45].

3.3.2. Laboratuvar Bulgulan

Karin agrisi ile hastaneye bagvuran hastalar i¢cin tam kan sayimui, iire ve elektrolit
analizleri i¢in kan tahlili yapilmaktadir. AA tanisinda en sik faydalanilan belirtegler
WBC ve CRP’dir. Ozellikle CRP, WBC sayis1 ve NEU yiizdesi tan1 i¢in degerlidir. Bu
belirtecler skorlama sistemlerinde parametre olarak kullanilmaktadir. Bu testler tanida

kullanilabilecegi gibi komplikasyon olup olmadig1 hakkinda da bilgi verebilir [15, 46].
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CRP’nin kandaki diizeyleri yas, doku travmasi, enfeksiyon, kronik inflamasyon,
malignite, otoimmiin hastaliklar basta olmak iizere pek ¢ok nedene bagli olarak
yiikselebilir. Duyarl1 ancak non-spesifik bir belirtectir. inflamasyonun baslangicindan
itibaren 6-8 saat iginde yiikselmeye basladigi igin ilk muayenede diger tetkiklerle
birlikte istenmelidir. Kontrol amagli alinan kan 6rneginde WBC sayisi ile beraber CRP
diizeyinde de azalma saptanirsa apandisit tanisindan uzaklagilir. Yiikselen degerler ise

taniy1 destekler. CRP degerinde yiikselme olmamasi taniy1 dislatmaz [47].

AA, cok sayida calismaya konu olsa da tanisal degerleri yoktur. Klinik olarak
gozlemlenen hastalar i¢in yapilan testlerin tekrarlanmasi yararli olabilir. Ancak
yapilan iki testin normal olmasi durumunda testlerin tekrarlanmasi veya daha ileri
tetkiklerin yapilmasi gerektigi belirtilmektedir. inflamatuar belirtecler (CRP, WBC ve
NEU sayisi) normal ise AA tanisi olasi degildir. Bu testlerdeki performanslar ¢aligilan
popiilasyonlarla bariz bir sekilde iliskilidir. Laboratuvar sonuglarin1 okurken dikkat
edilmesi gereken nokta farkli merkezlerde az sayida kisinin katilimu ile yapilan farkl
calismalarda, bu degerlerin yiiksekliginin tanimlanmasinda farkli kesim noktalarinin
kullanilmis olmasidir. AA tanisi i¢in laboratuvar bulgularinin ayrici tanida yer alan
diger patolojilerle de desteklenmesi gerektigine vurgu yapilmaktadir. Ayrica amilaz,
lipaz, karaciger fonksiyon testleri ve pihtilasma testleri de AA ayirici tanist igin

gerekebilmektedir [48-56].

Hasta hikayesi ve muayenenin tanidaki dogruluk orani1 %84 iken, ilave olarak WBC
sayimi ve CRP konsantrasyonunu iceren bilgilerin degerlendirilmesi dogrulugu
%92’ye kadar ¢ikarir. Kesin apandisit teshisi olan hastalar, siv1 takviyesi ile antibiyotik
almalidir. Ameliyata alinmalari i¢in daha fazla arastirma yapilmasia gerek yoktur.
Ancak kesin olmayan bulgular ile hastaneye basvuran hastalar i¢in goriintiileme

yontemleri degerlendirilmelidir [19].

3.3.3. Radyolojik Bulgular

Muayene ve laboratuvar bulgulari ile tan1 koyabilmek hastalarin biiylik cogunlugu icin
miimkiindiir. AA tanis1 Oykii, fiziki muayene ve laboratuvar bulgulari klasik
oldugunda klinik olarak konulabilir ve goriintiileme yapilmayabilir. Ancak atipik

vakalar i¢in goriintiileme yontemlerinin de kullanilmasi gerekebilir [57].
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Ultrasonografik (USG) degerlendirme, rutin uygulamada akut apandisit siipheli
hastalar i¢in ilk bagvurulan yontemdir. USG incelemesinde ¢capinin >6 cm olmasi, basi
ile farklilik gostermemesi ve cevresinde sivi varligir apandisit lehine diisiindiiren
bulgular olarak siralanabilir. Akut apandisitin ayrici tanist i¢in diger patolojilerle
ayriminda USG incelemesi oldukg¢a degerli sonuglar vermektedir [58]. USG radyasyon
icermedigi i¢in ¢ocuk ve geng insanlarda tercih edilen bir tekniktir. Bununla birlikte
tecriibeli kisiler i¢in apandisiti gostermede degerli bir yontemidir [59]. Ucuz ve hizli
olmasi, radyasyon icermemesi, kontrast madde gerektirmemesi, gebelerde
kullanilabilmesi ve karmn agristnin diger nedenlerinin de belirlenebilmesi gibi
Ozellikler ultrasonografinin avantajlari arasinda sayilabilir. Ancak uzmana olan
bagimlhilik ve bagirsaktaki gazlar nedeniyle apendiksin goriilememe durumu ise
dezavantajidir [59, 60]. Akut apandisitin tanisinda ultrasonografi ancak yardimci
olabilir. USG, fizik muayene ve Oykiiniin oniine gegmemelidir [61]. Sekil 3.5’te Akut

apandisit gosteren bir ultrason goriintiisii yer almaktadir.

MI 1.2
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7.0\m 158/s

THI |
\

Messen

D= 18.1mm

Sekil 3.5. Akut apandisitin ultrason gorintiisii [62]

Giliniimiizde giderek yayginlasan diger bir goriintileme yontemi de bilgisayarli

tomografidir (BT). Ozellikle USG ile taninin dislanamadigi durumlarda genellikle
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basvurulmaktadir. Apendiks capinda artis, duvarda kalinlasma ve/veya kontrast
tutulumu ve cevre yag dokularin degerlendirilmesi BT de akut apandisit lehine
diisiindiiren bulgular olarak siralanabilir [58, 63]. BT, hastanede kalis siiresinde
azalmaya sebep olmaktadir. Yine de yalnizca akut apandisitin tanisinda siiphelenilen
hastalarda radyolojik bulgulara bakilmalidir. Cerrahi miidahalenin yerine gegmesine
veya cerrahi miidahalede gecikmeye sebep olmamalidir [64]. Yiiksek dozda
radyasyona maruz kalma ve gebelerde kullanilamamasi1 dezavantajlarindandir. Sekil

3.6’da akut apandisit gosteren bir BT taramasi1 goriilmektedir.

Sekil 3.6. Akut apandisit gosteren bir BT taramasi [65]

AA hastalarinda tani icin kullanilan bir baska goriintiileme yontemi de manyetik
rezonans goriintiilemedir (MRG). AA tanisinda kullanimi son yirmi yilda artmastir.
MRG’nin kolay ulasilabilir olmamasi, fazla maliyetli olmasi, goriintiileme siiresinin

uzun olmasi ve hasta uygunlugunun aranmasi kullanimini sinirlamaktadir.

Sekil 3.7°de akut apandisiti gosteren bir MRG taramasi goriilmektedir. Gebeligin
donemine gore USG'deki degisen sonuglar, gebelerde MRG’nin AA tanisinda tercih
edilebilir bir yontem olmasina neden olmustur. MRG'nin gebelerde AA tanisinda

duyarliligi %100, 6zgiilligi %90 civarindadir [66-68].
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Sekil 3.7. Akut apandisit gosteren bir MRG taramasi [69]

3.3.4. Skorlama Sistemleri

AA tanisinda skorlama sistemleri temel olarak klinik, fizik muayene, laboratuvar
incelemeleri ve gorlintileme yontemlerinin  bir arada kullanilmas1 ile
olusturulmaktadir. Tanida her ne kadar yeni uygulamalarin da devreye girmesi ile
birlikte basari elde edilse de hala negatif apendektomi ve perforasyon hizlarinin fazla
olmast farkli yaklagimlara ihtiya¢ oldugunu ortaya koymustur [70]. Sekil 3.8’de
Alvaroda skorlama sistemini goriilmektedir. 1986 yilinda Alvarado, 8 parametreden
olusan ve bugiin en ¢ok kabul géren bir skorlama sistemi gelistirmistir. Bu skorlama
toplam 10 puan tizerinden degerlendirilmektedir. Toplam puan >6 ise hastalarin
ameliyat edilmesi, 5-6 puan alanlarin izlenmesi, <5 puan alan hastalarda da AA
olasiligimin ¢ok diisiik olacagi igin taninin diglanabilecegi 6nerilmistir [71]. Alvarado
skoruna gore klinik degerlendirmeyi, fiziki ve laboratuvar bulgularmi ve

goriintiilemeyi birlestiren sistematik bir degerlendirme Sekil 3.9°da bulunmaktadir
[72].
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Alvarado Skorlama Sistemi

Agrinin sag alt kadrana gogl 1
Semptomlar Bulanti, Kusma 1
Istahsizlik 1
Sag alt kadranda hassasiyet 2
Klinik Bulgular Rebaund bulgusu 1
Yiksek ates 1
Laboratuvar Bulgular Lokositoz 2
Notrofilik sola kayma 1
Toplam 10

1-4 5-7 8-10

Sekil 3.8. Alvarado skorlama sistemi
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Sekil 3.9. Apandisit siiphesi olan hastalarda yaklagim [72].
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Daha sonra birgok ¢alismada Alvarado skorlama sistemi degistirilerek yeni skorlama
sistemleri lizerinde ¢alisilmistir. Ohmann, Tzanakis, Andersson skorlama sistemleri
bunlardan bazilaridir. Skorlama sistemlerinin, 6zellikle goriintiileme yontemlerinin
kullanilamadig1 saglik merkezlerinde negatif apendektomi oranlarini azalttigi ve
komplikasyon gelismeden operasyon karar1 alinmasina yardimci oldugu goriilmiistiir
[73]. Dogru taniy1 bulmak i¢in skorlama, gériintiileme yontemleriyle desteklenmelidir
[42].

3.4. Cerrahi Tedavi

AA’nm Kesin tedavisi cerrahidir. Glinimiizde antibiyoterapi giindeme gelse de en sik
kullanilan tedavi yontemi apendektomidir [64]. Komplikasyonlar1 6nlemek igin
tedavinin altin standardi, erken apendektomi olarak Onerilmistir. Biitiin
apendektomilerin %841 akut patoloji i¢in yapilmaktadir. Bununla birlikte, yapilan bir
arastirmada cerrahi girisim uygulanan hastalarin %16’sinda normal bir appendix

bulunmustur. Bu oranin da %68’ini kadin hastalar olusturmaktadir. [74, 75].

Cerrahinin zamanlamas1 oldukc¢a onemlidir. Bulgular basladiktan sonra gegcen 36
saatlik siirede perforasyon oranlart %16-36 bulunmustur. Takip eden her 12 saatte
riskin %5 arttig1 bildirilmistir [20]. Perforasyonda morbidite, basit apandisite gére 100
kat daha fazladir ve mortalite %0,1 iken %10’lara ulagsmaktadir. Bu nedenle erken
cerrahi girisim 6n planda olmalidir [76]. Apendektomi agik cerrahi olarak veya

laparoskopik girisimle yapilabilir.
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4. VERI MADENCILIiGi VE MAKINE OGRENMESI

Gliniimiizde stirekli olarak ve hayatin her alaninda ¢ok sayida verinin kaydi
yapilmaktadir. Genel bir sdylem olarak bilgi caginda yasadigimiz ifade edilir. Ancak
gercekte veri ¢aginda yasamaktayiz. Her gecen giin hayatin neredeyse biitiin alanlar
hakkinda terabayt veya petabayt biyiikligiinde veri bilgisayar aglarimizda
birikmektedir [77]. Bu durumda hali hazirda var olan verilerden nasil daha etkin
faydalanilacagi konusu iizerinde bir gereklilik s6z konusudur. Bu gereklilik, veri
madenciliginin dogmasina neden olmustur. Buradaki en 6nemli konu ise gegmisin en
iyi sekilde anlagilmasini saglamak ve daha iyi karar verebilmeyi saglayan tahmin
yapabilecek ve en etkili girdileri tespit edebilecek verilerin ortaya ¢ikarilabilmesi i¢in

uygun bilgiyi ayiklayabilmektir [78].

Son yillarda veri bilimi ile ilgili gelismeler neticesinde birgok terimin ortaya ¢ikmasi,
karigikliga neden olabilmektedir. Veri madenciligi ve makine 6grenmesi kavramlari
bu duruma ornek olarak gosterilebilir. Her ikisinin de analitik siire¢ler olmasi, her
ikisinin de oriintii tanimada iyi olmasi, her ikisinin de karar vermeyi gelistirebilmek
icin verilerden 6grenmekle ilgilenmesi ve bliylik miktarda veri gerektirmesi iki kavram
arasindaki benzerlikleri gosterir. Makine 6grenmesi, modeller olusturmak ve kaliplar
bulmak i¢in baz1 veri madenciligi tekniklerini kullanabilir, bdylece daha iyi tahminler
yapabilir. Bununla beraber veri madenciligi de bazen daha dogru analiz iiretmek i¢in
makine 6grenme tekniklerini kullanabilir. Bu anlamda bu iki kavramin i¢ i¢e oldugu
sOylenebilir. Ancak bir takim farkliliklar da vardir. Ornegin veri madenciligi verilerde
zaten mevcut olan Kkaliplari ararken, makine 6grenmesi, dnceden var olan verilere
dayanarak gelecekteki sonuglar1 tahmin etmek i¢in kullanilabilir. Veri madenciligi,
insan miidahalesine ve karar almaya dayanan daha manuel bir siiregken, makine
ogrenmesi, genellikle ilk kurallar uygulandiktan sonra, 6grenme ve bilgi ¢ikarma
stireci otomatiktir. Yani insan miidahalesi olmadan gergeklesir ve makine kendi
kendine 6grenmeye baglar. Ayrica veri madenciligi, kaliplar1 bulmak i¢in mevcut bir
veri kiimesinde kullanilirken, makine Ogrenmesi yeni veri kiimeleri hakkinda
tahminler yapmay1 6greten bir “egitim” veri kiimesi tizerinde egitilir [79].

Makine 6grenmesi veri madenciligi alaniyla da dogrudan iliskilidir. Makine 6grenmesi

tekniklerinin biiyiik veri tabanlarma uygulanmasi islemine veri madenciligi adi
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verilmistir [80]. Makine 6grenmesi i¢in veri madenciligi siirecinin uygulama asamasi
da denilebilir. iki terim arasindaki en onemli fark; veri madenciligi ortaya ¢ikan bilgi
ile ilgilenirken, makine ogrenmesi, 6grenme yontemlerinin gelistirilmesi ve
tahminlerin en iyi performans: sergilemesi ile ilgilenir. Makine 6grenmesi sadece
veriler iizerinde uygulanan bir teknikten ibaret degildir. Ayn1 zamanda yapay zeka
konusudur [81].

Hem veri madenciligi hem de makine 6grenimi veri bilimine dayanir ve genellikle bu

cat1 altinda kalir. Bu kavramlarin birbirleriyle iliskisi Sekil 4.1°de goriilmektedir.

Bilgisayar Bilimt

Veri Bilimi

Yapay Makine
Zeka Ogrenmesi

Veri
Ogrenme  Madencilig

Derin

Sekil 4.1 Veri bilimi ile ilgili kavramlar

4.1. Veri Madenciligi Tanim

Disiplinler arasi bir ¢alisma alan1 olan veri madenciliginin literatiirde birgok tanimi
yer almaktadir. Genel bir tanimla mevcut verilerin analiz edilmesi sonucunda

verilerden anlamli bilgilerin ¢ikarilmasi islemidir.

Veri madenciligi (ayn1 zamanda bilgi kesfi siireci), istatistiksel yaklagimlar kullanarak
muazzam veri kiimelerinden gizli kaliplar1 kesfetmeye yarayan bir metodolojidir [11].
Veri madenciligi genel olarak biiyiik veri kiimelerinden bilgiye ulasmak ya da bilgiyi

madenleme islemi olarak tanimlanabilir [82].
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Veri madenciligi, teknolojinin sagladig1 veri depolama ve veri isleme hizindaki artisla,
farkli disiplinlerin sundugu araglarla, ¢ok biiylik miktardaki verilerle, karar vericinin
etkin bir sekilde bilgiye dayali karar vermesini saglamak amaciyla, Onceden
bilinmeyen ve klasik metotlarla ortaya ¢ikarilmasi gii¢ olan, faydali ve ilging olan
iligki, oriinti veya egilimlerin otomatik ya da yari otomatik bir sekilde ortaya
cikarilmasidir [83]. Veri madenciligi, genis kapsamli bir mevcut veri setinin 6nceden
bilinmeyen O6zelliklerinin arastirilmasina odaklanmaktadir [84]. Veri madenciligi
yontemleri bir¢ok arastirmaci tarafindan tahmin amaciyla da kullanilmaktadir. Veri
madenciligi teknikleri altindaki siniflandirma ve degerlendirme, egitim verilerinin
olusturulmasinda, tahmin modelinin siniflandirilmasinda  ve  siiflandirma

verimliliginin test edilmesinde yardimci olmaktadir [85].

Veri madenciligi, veri tabaninda biriken veri setleri iizerinde yapay zeka algoritmalari
ile istatiksel analiz yontemlerinin bir kombinasyonun kullanilmasi sonucu, dnceden
ongoriilemeyen karar verme siireclerinde kullanighi olabilecek faydali bilgilerin
¢ikarimini yapabilen bir yontemdir. Bu yontem, test sonuglarini tahmin etmek, triin
gelistirmek, tibbi teshis ve tedavi siirecini belirlemek gibi amaglara yonelik olarak tip,
biyoloji, genetik, kimya, uzay, egitim, yilizey analizi ve cografi bilgi alanlar ile
ozellikle rekabet avantaji kazandirmasi nedeniyle pazarlama, isletme, bankacilik gibi
daha birgok sektorde kendisine kullanim alani bulmustur [86]. Bugiine dek veri
madenciliginin pek ¢ok tanimi yapilmistir. Veri madenciligi tanimlar1 incelendiginde,
ortak nokta, ¢ok biiyiikk miktarlarda veri icermesi, bu verilerden anlamli bilgiler elde
edilmesi ve ¢esitli verilerden daha 6nce kesfedilememis bilgilerin ortaya ¢ikarilmasidir

[87].

Sayisal teknolojilerin gelismesiyle birlikte kurumlarda ve igletmelerde ¢ok fazla veri
birikimi olugmaktadir. Verinin biiyliyen hizina yetismek her gecen giin daha da
zorlagmaktadir. Depolanan bu veri yiginlari iginden anlamli iliskilerin, oriintiilerin ve
egilimlerin ortaya cikarilmasi ihtiyact dogmus, dogru tahminlerin yapilmasi dnem
kazanmistir. Veri tabani, veri ambari, internet gibi birgok veri depolanan ortamda
veriler giin gegtikce daha fazla birikmekte ve buna karsilik veriyi inceleyecek bilim
adamlarinin, mithendislerin ve analistlerin sayis1 bu kadar hizli artmamaktadir [88].

Bu verilerin sundugu bilgileri kavramak, gii¢lii veri analizi araglar1 olmadan insani

19



yetenekleri asmaktadir. Kisacast bu durum karar vericiyi veri zengini, ayn1 zamanda

bilgi fakiri yapmaktadir [82, 89].
4.2.  Veri Tabamindan Bilgi Kesfi

Verinin bilgiye doniisme siireci bilgi kesfi olarak adlandirilmaktadir. Veri kalitesinin
veri madenciligi, makine 6grenmesi ve bilgi kesfi i¢in biiylik 6nemi bulunmaktadir
[90]. Veri tabanindan bilgi kesfi (VTBK) olarak da bilinen bilgi kesfi siireci baz1 veri
alanlarinda yeni bir bilginin aranmasi islemleri olarak tanimlanmaktadir [91]. Bu ve

benzer tanimlara bakildiginda veri madenciliginin bir siire¢ oldugu goriilmektedir.

VERI 6N DONUSTORME I VERI DEGERLEN-
segiwﬂj I$LEMEﬁ s MADENCILIGIﬂ DIRME 1
ON ISLENMiS

HEDEF VERI ORUNTULER

Sekil 4.2 Veri tabanindan bilgi kesfi siireci [92].

Sekil 4.2°de veri tabanindan bilgi kesfi siirecinin ana sathalar1 goriilmektedir. Bilgi
kesfi stireci, veri iizerinde makine 6grenmesi metotlariin uygulanmasidir. Diger bir

ifadeyle veri madenciligi olarak adlandirilir [93, 94].

4.3. Capraz-Endiistri Standardi Siireci

Veri madenciligi stireciyle ilgili en ¢ok tercih edilen modellerden biri de Capraz-
Endiistri Standardi Siireci (Cross Industry Standard Process for Data Mining)
modelidir. CRISP-DM seklinde kisaltilan model, 1996 yilinin sonlarina dogru Daimler
Chrysler, SPSS ve NCR markalarmin temsilcileri olan veri madenciligi pazarinin iig

deneyimli analisti tarafindan tasarlanmistir [95].

Sekil 4.3’te veri madenciliginde temel olarak hangi yontemi kullaniyorsunuz sorusuna
verilen cevaplarin oranindan da en yaygin olarak CRISP-DM yo6nteminin kullanildigi

anlasilabilmektedir.
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CRISP-DM

Kendi metodum

SEMMA

KDD

Metotlar

isletmemin metodu
Hic biri
Alana dzgil metotlar

Alana dzgil olmayan diger metotlar

10 20 30 40 50 60 70

=

Cevap sayisi

Sekil 4.3. Veri madenciligi yontemlerinin kullanim dagilimlari [96]

Verileri Anlama
Verileri Hazirlama

isi Anlama

Hayata Gegirme

(@

Veri Modelleme

Degerlendirme

Sekil 4.4. CRISP-DM siirecinin agsamalar1 [97]

Veri madenciliginin CRISP-DM metodolojisi, prosesin giivenilir ve standart
olabilmesi i¢in adim adim prosediirler Onermektedir. Sekil 4.4’te bu adimlar

goriilmektedir. Bu metodoloji; is anlayisi, veri anlayisi, veri hazirlama, modelleme,
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degerlendirme ve dagitimi iceren dongiisel bir siireci takip eder [95]. Veri madenciligi
stireci, CRISP-DM’ye gore alti asamadan meydana gelen bir dongii icerir. Her bir
asama sira ile ilerlemektedir. CRISP-DM, veri madenciligi projesi i¢in yol haritasi
gorevi gormektedir. Bu dongii isin anlagilmasiyla baglar. Daha sonra analiz i¢in gerekli
olan verilerin toplanip anlasilmasiyla siire¢ devam eder. Bu iki agsama birbiriyle geri
bildirimli sekilde c¢alismaktadir. Bir sonraki asama verilerin hazirlanmasidir.
Hazirlanan veri modellenir ve bu iki asama da birbirlerini geri bildirimli olarak
calismaktadir. Degerlendirme asamasina gecildiginde istatistiksel olarak modelin
gecerliligi ve sonuglarm dogruluk derecesi dlgiiliir. Olgiimii yapilan model, analizler
icin kullanilabilir hale getirilir. Kurulu modellerin gelecekteki veri setlerine
uyarlanabilmesi saglanabilir. Bu ¢alismada da veri madenciligi igin CRISP-DM

metodolojisinden faydalanilmistir.

isi Anlama Verileri Anlama verileri Modelleme Degerlendirme Hayata Gegirme
Hazirlama

Modelleme
Teknigi Secme

Sonuglarin
Degerlendirilmesi

Plani Hayata
Gegirme

is Amaglarini ilk Verileri

Verilerin Segilmesi
Kararlagtirma Toplama ¢

Plan izleme ve
Bakim

Test Tasarim
Olusturma

Durum Verileri Verilerin
Degerlendirmesi Tanimlama Temizlenmesi

Degerlendirme
Sireci

Veri Madenciligi Gelecek Adimlarin

Kararlastirilmasi

Verilerin

Son_t_:; Raporu
Yapilandirilmasi

Model insasi Uretme

Hedefleri Verileri Kesfetme
Belirleme

. 0
. 0
0

Proje Plani Veri Kalitesini Verilerin Model

Olusturma Dogrulama Tumlestirilmesi

Projenin
Degerlendirilmesi

Degerlendirme

Verileri
Bigimlendirme

Sekil 4.5. Genel veri madenciligi siireci
Sekil 4.5’te CRISP-DM’nin adimlari ve bu adimlarin igerdigi gorevler yer almaktadir.

Isi anlama: CRISP-DM’nin bu ilk asamas1 veri madenciligi ¢alismasinin hedeflerini
ve ihtiyaglarmi anlamaya yoneliktir. Analistlerin  hedefi, veri madenciligi
uygulamalarinin sonuglarina etki edebilecek 6nemli etkenleri ortaya ¢ikarmaktir. Veri
madenciligi projelerindeki basari, projenin dikkatli bir sekilde planlanmasi, ¢ok 6zel,

gerceklestirilebilir ve olgiilebilir bir hedefin olmasina baglidir [98].

Verileri anlama: Ilk verilerin toplandigi ve bu toplanan verileri anlamaya ve

tanimlamaya yonelik islemlerin yapildigi, verilerle ilgili ilk goriislerin ortaya ¢iktig
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ve veri kalitesinin degerlendirildigi asamadir. Bu asamanin sonucunda analizi yapan

kisi, calismada kullanilacak verilerle ilgili 6n bilgi edinmis olur.

Verileri hazirlama: Ham veriden baslayarak verinin son haline geldigi stirece kadar
yapilmasi gereken tiim islemlerin ele alindig1 asamadir. Verilerin hazirlanmasi ve
analize uygun hale getirilmesi i¢in diger asamalara gore genellikle daha fazla zaman
ve emek sarf edilir. Analiz i¢in uygun olan degiskenlerin belirlenmesi, verilerin
donilisiimii, temizlenmesi, yapilandirilmasi ve bigimlendirilmesi gibi siirecleri

icermektedir.

Verilerin 6n islemden gecirilmesi genellikle veri hacminin ¢ok fazla oldugu
durumlarda en ¢ok siire isteyen asamadir. CRISP-DM siirecinde en ¢ok ¢aba ve
zamanin (%80’inin) verilerin hazirlanmasi1 asamasida harcandigi belirtilmektedir

[96].

Modelleme: isin anlama asamasinda belirlenen hedefler 1s13inda veri madenciligi
tekniklerinin uygulandig1 ve modelin olusturuldugu asamadir. Bu asama kendi i¢inde
modelleme teknigi se¢imi, test verisi hazirlanmasi, modelin olusturulmasi ve modelin

degerlendirilmesi olarak dort kisimdan olusur [95].

Kullanim amaglarina gore algoritmalar tanimlayict ve tahmin edici yaklagimlar olmak
tizere ikiye ayrilir. Bu asamada modelleme teknikleri igerisinden kullanildiklari

amaglara gore en uygun olan teknik segilir.

Degerlendirme: Modelin isi anlama asamasinda belirlenen amaglar agisindan
degerlendirilmesi islemi bu asamada yapilir. Siire¢ gézden gegirilir ve bir sonraki

asamada veri madenciligi siireclerinden hangisinin uygulanacagina karar verilir [92].

Hayata Gegirme: Siirecin son kismi olan hayata gecirme asamasidir. Izleme ve bakim
islemleri i¢in planlama yapilir ve proje sonuglari raporlanir. Sonuglar degerlendirilerek
yorumlanir ve ortaya ¢ikarilan bilgiler neticesinde alinan kararlar gercek hayatta
uygulanir. Nihai amac¢ veriden kazanilan bilgiyi arttirmak olsa da agiga cikarilan
bilginin diizenlenmesi ve karar vericinin kullanabilecegi ve anlayabilecegi bir sekilde

sunulmasi1 onemlidir.
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4.4. Veri Madenciligi Modelleri

Veri madenciligi modelleri, tahmin edici modeller ve tanimlayict modeller olmak
tizere iki ana baglik altinda toplanabilir. Tahmin edici modellerde, sonuglari bilinen
verilerden yola ¢ikilarak bir model gelistirilmektedir. Gelistirilen bu model ile
sonuglart bilinmeyen verilerin sonug degerlerinin 6ngoriillmesi amaglanmaktadir [99].
Tahmin edici modellerde amag¢ gelecegi tahmin eden c¢ikarimlarin yapilmasidir.
Tanimlayic1 modellerde ise verilerdeki Oriintiilerin tanimlanmasi ile karar vermede

kilavuz olabilecek ¢ikarimlarin yapilmasi saglanmaktadir. [100]. Sekil 4.6’da veri

Siniflama (Classification)
Regresyon (Regression)

Zaman Serisi Analizi
(Times Series Analysis)

Kestirim (Prediction)
Kiimeleme (Clustering)

madenciligi modelleri goriilmektedir.

Tahmin Edici Modeller
(Predictive)

Veri Madenciligi

Ozetleme (Summarization)
Birliktelik Kurallan
(Association Rules)

Sira Oriintileri
(Sequence Discovery)

Tanimlayici Modeller
(Desciriptive)

Sekil 4.6. Veri madenciligi modelleri

Akpinar (2000) ise veri madenciligi modellerini gordiikleri islev bakimindan agagidaki

gibi siiflandirmustir [99]:

. Smiflama (Classification) ve Regresyon (Regression),

. Kiimeleme (Clustering),
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. Birliktelik Kurallar1 (Association Rules) ve Ardisitk Zamanli Oriintiiler

(Sequential Patterns)

Smiflama ve Regresyon, verinin bir kismi egitim verisi olarak kullanilir ve kural
cikarimi yapilir. Elde edilen kurallardan yola ¢ikarak sinifi belli olmayan verilerin
smifi tahmin etmek igin kullanilir. Siniflama kategorik degiskenleri 6ngoriirken,

regresyon siireklilik gosteren degiskenlerin 6ngoriilmesinde kullanilir [101].

Kiimeleme, verinin i¢indeki benzerlikler veya wuzakliklar dikkate alinarak
gruplandirilmasidir.  Kiimeleme, genellikle bdliimleme problemlerini ¢ozmekte
kullanilir. Kiimeleme analizinde, kiimeler i¢indeki gézlem birimlerine gére dnceden
belirlenmis bir 6zellik dikkate alinarak birbirine benzeyen kiimeler bulunur. Elde

edilen kiimelerdeki gézlem birimleri homojendir [102].

Birliktelik Kurallari, bir veri kiimesindeki siklikla birlikte goriilen 6zelliklere ait
iligkisel kurallarin ortaya ¢ikarilmasidir. Pazar sepet analizi adiyla da bilinen bu model,
veri tabaninda yer alan bir kaydin oldugu durumda diger kaydin olma olasiliginm
degerlendirerek sonuca ulasir. Ardigik zamanli Oriintiiler ise birbiriyle iligkili ve
birbirini takip eden zamanlarda meydana gelen olaylar arasindaki iligkiyi tanimlar.
Ornegin X ameliyat: gergeklestikten 15 giin sonra %20 olasilikla Y enfeksiyonu olusur

seklinde bir ¢ikarim ardisik zamanl Griintiidiir [99].

45. Makine Ogrenmesi

Bilgisayarlarin 6grenme islevini yerine getirebilmesi i¢in cesitli algoritmalarin
kullanilmasi ile ilgili ¢alisma alanina makine Ogrenmesi denir [103]. Belli bir
problemin ¢oziilmesi i¢in insanin problem ¢dzme yeteneklerinin taklit edilmesi ve bu
problemin c¢o6ziilmesi i¢in sistemin daha Onceden bilgi ile donatilmasi makine
O0grenmesi alanina girmektedir [104]. Makine Ogrenmesi, analitik ve istatistiksel
Ortintii tanima ve modelleme i¢in otomatik veri analizi terimidir. Yeni verilerden tekrar
tekrar Ogrenmeye, olusturulan modelleri giincellemeye ve boylece biliylik veri
setlerinde gizli bilgileri veya kaliplari bulmaya olanak tanir [95]. Makine 6grenme
algoritmalart mevcut verileri kullanarak kendisini egitir. Daha sonra olas1 yeni

durumlar i¢in tahminde bulunur. Literatiire bakildiginda ¢ok sayida makine 6grenmesi
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yontemi bulunmaktadir. Bu yontemlerin basarisi, veriye gore farkliliklar
gostermektedir. Bu yilizden belli bir yontemin her veri i¢in uygun oldugu sdylemek

dogru degildir.

Medikal verilerin analizinde de makine dgrenmesi algoritmalar1 baslangigtan beri
kullanilmaktadir. Giintimiizde verilerin toplama ve depolama adina daha ucuz ve
uygulanabilir yontemlerin gelismesi, modern hastanelerin goriintiileme ve veri
toplama cihazlari ile donatilmasi, verilerin genis paylasim alanlarinda toplanmasini ve

paylasilmasini saglamistir [104].

4.6. Makine Ogrenmesi Tiirleri

Makine 6grenmesi temelde {i¢ baslik altinda incelenir;

1. Denetimli Ogrenme (Supervised Learning)
2. Denetimsiz Ogrenme (Unsupervised Leraning)
3. Takviyeli Ogrenme (Reinforcement Learning)

4.6.2. Denetimli Ogrenme

Bu 6grenme modelinde egitim verileri kullanilarak girdiler ve c¢iktilar arasindaki

iligkiyi belirleyen bir fonksiyon olusturulur.

Goézetmen
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Sekil 4.7. Denetimli 6grenme [105].
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Sekil 4.7°de denetimli 6grenme modelinin yapis1 yer almaktadir. Denetimli 6grenme,
etiketlenmis verilerden olusan ogrenme siirecidir. Veride, Kategorik ¢ikislar varsa
siniflandirma, niimerik ¢ikiglar varsa regresyon algoritmalar1 kullanilir. Gelecege
yonelik bir tahmin s6z konusuysa bu model tercih edilir. Bu 6grenme modelinde

ogrenmek igin egitim veri setine ihtiyag duyulur.

4.6.3. Denetimsiz Ogrenme
Denetimsiz 6grenmede veri 6rneklerinin etiket bilgisi yoktur. Sekil 4.8’de denetimsiz

0grenme modelinin yapisi yer almaktadir.

( Ham Veri )

( Yorumlama

Sekil 4.8. Denetimsiz 6grenme [105].

Bu yontemde giris verisinin hangi smifa ait oldugu belirsizdir. Girdilerin uzaklik,
benzerlik gibi metriklere gore verilerin birbirlerine yakin benzerliklerinin yer aldig
kiimeler Ogrenilir ve bu sekilde kiimeleme yapilir [80]. Bu 6grenme modelinde

herhangi bir egitim verisine ihtiyag duyulmamaktadir.

4.6.4. Takviyeli Ogrenme

Diger iki 6grenme yonteminden daha farklidir. Sekil 4.9°da takviyeli 6grenme
modelinin yapisi yer almaktadir. Model, adim adim 6grenilir. Uretilen sonuglar icin
dogru veya yanlis seklinde geri besleme veren bir egitmen vardir. Makine bir karar
verir ve kararin dogru oldugu durumlar igin sistem odiillendirilir. Kararin yanlis
oldugu durumlarda ise sistem cezalandirilir. Asil ama¢ makinenin ¢evreyle etkilesimi

ve bu etkilesim sonucunda aldigi geri beslemeyle en uygun hareket tarzini
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gelistirmesidir. Takviyeli 6grenmede biiyiime, makinelerin yaptiklart seyin sonucunu

O0grenmelerine yardime1 olan ¢ok c¢esitli algoritmalarin liretilmesine yol agmustir.

( Ham Veri ) (—( Cevre )ﬁ

secimi ;
P (  Temsici —

Sekil 4.9. Takviyeli 6grenme [105].
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5. MATERYAL VE METOT

Onceki boliimlerde akut apandisit ile ilgili yaymlarin bibliyometrik analizi, akut
apandisit tanimi, tanist ve tedavisi, veri madenciligi ve makine 6grenmesi literatiir
taramalar1 ile gbozden gecirilmistir. Calismada, makine Ogrenmesi algoritmalari
kullanarak erken akut apandisit tanis1 i¢in kolay, hizli ve dogru bir tahmin yontemi
gelistirmek amaglanmis ve yapay sinir aglari, K-NN, lojistik regresyon, destek vektor
makinesi, smiflandirma ve regresyon agaglari (CART), rastgele orman ve gradyan
artirllmis agaclar algoritmalar1 olmak {izere 7 adet makine O0grenme algoritmasi
denenmistir. Verilerin analizi i¢in Python (3.7), RStudio ve Rapid Miner Studio (9.5)

programlari kullanilmistir.

5.1.  Veri Toplama

Veriler, Hitit Universitesi Egitim ve Arastirma Hastanesi’nde toplanan Klinik
kayitlardan elde edilmistir. Bu veriler, apandisit siiphesi ile acil servise gelen 18
yasindan kii¢iik hastalarin cinsiyet, yas, laboratuvar gostergeleri ve ameliyat gecirip
gecirmediklerini gostermektedir. Calismada, 348 erkek (%58,49) ve 247 kadin
(%41,51) olmak iizere toplam 595 klinik kayit kullanilmistir. On islemeden sonra
klinik kayit sayis1 595°den 428'e diismiistiir. Veri hakkindaki agiklamalar, laboratuvar
belirtecleri, veri kiimesinden bir kesit, dagilim ve tanimlayici istatistikler sirasiyla

Cizelge 5.1, Cizelge 5.2, Cizelge 5.3, Cizelge 5.4’te verilmistir.

Cizelge 5.1. Veri kiimesinin agiklamasi

Isim Tip Tamm Rol
Grup Kategorik Ameliyat olmayan/Ameliyat olan Hedef
Cinsiyet Kategorik Kadimn/Erkek Giris
HGB Niimerik Hemoglobin Giris
NEU Niimerik Nétrofil Giris
LYM Niimerik Lenfosit Giris
MCV Niimerik Ortalama eritrosit hacmi Giris
MPV Niimerik Ortalama trombosit hacmi Giris
HTC Niimerik Hematokrit (kan ayirici) Girig
PLT Niimerik Trombosit (Damarda kan pihtilagmasi) Giris
CRP Niimerik C-reaktif protein Girisg
WBC Niimerik Beyaz kan hiicreleri (16kosit) Girig
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Veri kiimesinin agiklamasini gosteren her kayit icin veri adi, veri tipi ve tanimi ve

islevi Cizelge 5.1°de gosterilmektedir.

Cizelge 5.2. Akut apandisit veri kiimesinde laboratuvar belirtegleri

Deger Ameliyat

Isim 5 Ameliyat olan P degeri
aralig olmayan

Grup Oveyal

Cinsiyet 1veya?2 77/137 104/110 < 0,008
HGB 1,4-130 13,63+8,18 13,02+1,43 0,348
NEU 0,8-29 11,82+5,31 9,11+5,77 < 0,001
LYM 0,2-94 3,09+7,09 2,44+1,17 <0,016
MCV 4-97,3 80,98+8,76 81,2+5,79 0,434
MPV 6-99 14,03+20,02 9,31+7,93 0,708
HTC 3-99 40,32+6,24 39,69+3,49 0,143
PLT 111-593 272,49+73,58 274,37+82,73 0,954
CRP 0-302 39,61+£51,62 22,86+40,64 <0,001
WBC 6-31590 1528045302 1254146259 <0,001

Cizelge 5.2, veri setindeki laboratuvar belirteglerini  gostermektedir. Grup
degiskeninde 0, ameliyat olmayanlari1 ve 1 ameliyat olanlar1 ifade etmektedir. Cinsiyet
degiskeni i¢in 1 kadin ve 2 erkek anlamina gelir. Diger veriler kan numunelerindeki
degerlerdir. Degerler ortalama + standart sapma olarak sunulmustur. Kalin olanlar,

anlamli P degerini 0,05'ten az gosterir.

Cizelge 5.3. Islenmis veri kiimesinden bir kesit

Grup Cinsiyet HGB NEU LYM MCV MPV HTC PLT CRP WBC

0 1 133 728 158 856 75 394 246 3,02 9460
106 10,33 157 76,1 6,8 329 466 14,7 13200
12,1 227 2,07 843 83 36,6 207 63,7 5210
143 1494 213 84,2 84 441 324 4,75 18030
139 562 326 901 72 43,7 265 958 10160
149 1048 15 86,3 86 457 167 3,14 12670
13,1 895 1,83 759 79 40,1 193 7,43 11600
139 743 18 84,5 78 415 355 27,3 18720
148 899 094 831 8,1 43 241 52,5 10390
133 932 142 882 73 413 299 3,14 11530

Rl R R R RRrolo o
PR RN NN RN e
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Cizelge 5.3’te veri kiimesinden bir kesit yer almaktadir.

Cizelge 5.4. Veri kiimesinin dagilimi ve tanimlayici istatistikler

Count Mean Std Min %25 %50 %75 Max
Cinsiyet 428 1 2
Grup 428 0 1
HB 428 13,32 5,87 1,4 12,2 13 14 130
NEU 428 10,46 5,7 0,8 5,6 10 14,02 29
LYM 428 2,77 5,08 0,2 15 2,1 3 94
MCV 428 81,09 7,42 4 78,3 816 8482 97,3
MPV 428 11,67 15,39 6 7,8 8,4 9,2 99
HTC 428 40,01 5,06 3 37,2 40 42,4 99
PLT 428 273,42 78,2 113 219 257 321,25 593
CRP 428 31,23 47,15 0 3,3 9,3 36,25 302
WBC 428 13911,3 5954,01 6 8987,5 13205 18140 31590

Cizelge 5.4’teki veri kiimesinin dagilimi1 ve tanimlayici istatistikler sunlari icermektedir;

e Say1 (Count): giris sayisi

e Mean (Ortalama): girislerin ortalamasi
e Std: Standart sapma

e Min: minimum girisg

e 9025: Ilk Kartil

e %50: Medyan veya ikinci Kartil

e %75: Uciincii kartil

e Max: Maksimum giris

5.2.  Ozellik Secimi ve Agirhiklandirma

Karin agris1 sikdyeti ile hastaneye basvuran hastalarda apandisit tanist koymak i¢in
onemli olan 6zellikleri tanimlamada c¢esitli galismalar yapilmustir. Literatiirde tani igin
onemli olarak belirtilen nitelikler ve doktor tavsiyelerinin yani sira niteliklerin agirliklar
da dikkate alimmistir. Korelasyon ve Kki-kare istatistigi ile etiket niteligine gore
ozelliklerin agirliklar1 hesaplanmigtir. Bir niteligin agirligi ne kadar yiiksek olursa, o

kadar ilgili sayilir. Korelasyon, iki 6zellik arasindaki iliski derecesini dlgen -1 ile +1
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arasinda bir sayidir. Korelasyon i¢in pozitif bir deger, pozitif bir iliski anlamina gelir.
Korelasyon i¢in negatif bir deger, negatif veya ters bir iliskiyi ifade eder. Ki-kare
istatistigi, gozlemlenen frekanslarin dagiliminin teorik olarak beklenen frekanslardan
farkli olup olmadigimi belirlemek i¢in kullanilan parametrik olmayan bir istatistiksel
tekniktir. Ki-kare istatistikleri nominal veriler kullanir, dolayisiyla araglar ve varyanslar
yerine bu test frekanslart kullanir. Hesaplanan agirhiklar 0 ile 1 arasinda

normallestirilmistir ve Cizelge 5.5’de goriilmektedir.

Cizelge 5.5. Ozellikler ve agirliklandirma

No Ogzellikler Agirhiklandirma Ozellikler Aglrlll_(landlrma
(Korelasyon) (Ki-kare)
1 NEU 1 NEU 1
2 WBC 0,948 WBC 0,994
3 CRP 0,769 CRP 0,436
4 MPV 0,676 MPV 0,201
5  Cinsiyet 0,535 LYM 0,120
6 LYM 0,270 HTC 0,119
7 HTC 0,255 Cinsiyet 0,079
8 HB 0,211 MCV 0,075
9 MCV 0,021 MPV 0,049
10 MPV 0 HB 0

5.3.  Veri On Isleme

Verilerin kalitesi, tahminin sonucunu biiylik Ol¢lide etkiler. Veri hazirlama, veri
temizleme, veri doniistiirme ve veri indirgeme gibi siiregler tahmin dogrulugu tizerinde
etkisi biiytiktiir. Biyolojik, kimyasal, meteorolojik veya anket ¢alismalarindaki verileri
iceren veri kiimeleri eksik degerler icerebilmektedir. Eksik degerlerin meydana gelme

sebeplerinin ¢ok sayida sebebi bulunabilir. Bunlardan bazilari;

e Elektronik sensor bozukluklari,

e Olgiim hatalarindan kaynaklanan nedenler,

e Bilimsel bir deney sonucunun ortaya c¢ikmamasi (6rnegin kimyasal bir
tepkimenin gerceklesmemest),

e (GOriintli dosyalariin yeterli ¢oziiniirliige sahip olmamasi,
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o Dijital sistemlerde veri transferinde meydana gelen problemler,
e Bilgisayar operatoriiniin veri giris hatalari,

e Anket katilimcilarinin bazi sorulara cevap vermekten kaginmasi

gibi nedenler gosterilmektedir [106-109]. On islemenin gerektigi gibi yapilmadig
durumlarda galismanin basarisinda ciddi diisiisler olabilir. Bu, 6n islemenin modelde

onemli bir rol oynadig1 anlamina gelir [110].

Kayitlardaki eksik degerler niteliklerin dogrulugunu korumak igin silinmistir. On
isleme asamasinda, eksik veriler temizlenmistir ve Sonug olarak, klinik kayit sayis1 595

kayittan 428'e diigmiistiir.

137

140 oy Ameliyat olmayan

e Ameliyat olan

110
104
I'
1 2

Cinsiyet (1 = Kadin, 2 = Erkek)

120

100

Sikhik

Sekil 5.1. On islemeden sonra cinsiyete gore ameliyat gecirenlerin grafigi

Sekil 5.1’e gore On isleme sonrasinda ameliyat olanlar grubunda 77 (%36) kadin ve
137 (%64) erkek, ameliyat olmayanlarin grubunda ise 104 (%48,6) kadin ve 110
(%51,4) erkek vardi. Ayrica son durumda 428 kaydin yarist kadin, diger yarisi erkektir.

5.4. Makine Ogrenmesi Modelinin Olusturulmas:

Tahmin, makine 6grenme algoritmalari ile yapilmis ve bu algoritmalarin dogruluklari
karsilastirilmistir. Modellerde verilerin bir kismi egitim verisi olarak bir kismi da

modelin dogrulugunu test etmek igin kullanilmistir. Onerilen mimari, Sekil 5.2'de
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gosterilmistir. Sekil 5.2'de goriilen mimariye gore toplanan veriler 6n islemeye tabi
tutulmustur. Bagimli degiskeni belirledikten sonra veriler, egitim ve test verisi olarak
iki gruba ayrilmistir. Verilerin ylizde yetmisi egitim verisi olarak yiizde otuzu ise
modeli test etmek i¢in kullanilmistir. Son olarak modelin performansi ve apandisit

ameliyat1 olmasi gerekenler degerlendirilmistir.

Veri Girisi ’

}

Veri Onisleme }-

|

Veriyi 2'ye bol ’

Hedefi Egitim
Belirle Verisi

( Ozellik Cikarimi Ozellik Cikarimi
ve Agirliklandirma ve Agirliklandirma

Tahmin Edici

Makine Ogrenmesi
Model

Algoritma Secimi

o e e g i S S 4 P

Tahmin

Yiiksek E
Hata?

‘ Sonuclarin Karsilastirmasi

Sekil 5.2. Onerilen sistemin mimarisi

Calismada uygulanan diger bir mimari, Sekil 5.3'te gosterilmistir. Sekil 5.3'te goriilen
mimariye gore toplanan veriler on iglemeye tabi tutulmustur. Bagimli degiskeni
belirledikten sonra veriler egitim ve test verisi olarak iki gruba ayrilmistir. Verilerin

ylizde yetmisi egitim verisi olarak yiizde otuzu ise modeli test etmek igin
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kullanilmistir. Modelin birden fazla egitim ve test grubu ile egitilmesine izin verdigi
igin genellikle ¢apraz dogrulama tercih edilir. Gruplardan biri test seti, geri kalani
egitim seti olarak kullanilir. Her grup, modeli egitmek i¢in bu sekilde tekrarlanir. Bu,
modelin yeni verilerle ne kadar 1yi performans gosterecegi hakkinda daha iyi bir fikir
verir ve modelin dogrulugu i¢in gereklidir. Genel olarak, veri kiimesi 10 esit parcaya
boliiniir. Bunlardan 1 tanesi test i¢in, 9 tanesi egitim i¢in kullanilmaktadir. Her
yinelemede, test sonuglar1 hesaplanir, ortalamasi alinir ve performans elde edilir. Bu

calismada, veri kiimesi 10 esit pargcaya bollinmiistiir.

Veri Girigi
i

Veri Onisleme }7

!
Veriyi 2'ye Bol

Makine

Ogrenmesi
Algoritmalan

I
Capraz Dogrulama JV Test

Y
N

[ Sonuglanin Kar:}llastlnlmam}

Sekil 5.3. Onerilen sistemin mimarisi (¢apraz dogrulama)

Uygulanan her iki mimaride sonuglarin birbirine ¢ok yakin oldugu goriilmiistiir. Bu
durum, ilk mimaride bu veri seti i¢in asir1 uyum (over-fitting) probleminin ortaya

¢ikmadigr seklinde yorumlanabilir.
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Makine 6grenmesinde, modelin gergek veriler i¢in dogru calisip ¢aligmayacagi
konusunda tam olarak bilgi sahibi olunamadigi ig¢in ¢apraz dogrulama teknigi
kullanilmaktadir. Capraz dogrulama bir modelin gergekte ne kadar dogru performans
gosterecegini tahmin etmek i¢in kullanilir. Bir modelin bagimsiz test setleri tizerindeki
performansinin degerlendirilmesi, sonraki veriler tizerindeki performansinin ne kadar
iyi olacagi hakkinda iyi bir fikir verir. Bu yontemde veri kiimesi rastgele k adet gruba
ayrilir. Gruplardan biri test seti olarak kullanilirken geri kalan k-1 grup egitim seti
olarak kullanilir. Her bir grup sirasiyla test seti olarak tekrarlanir ve model egitilir.
Capraz dogrulama islemi k kez tekrarlanir. iterasyonlardan elde edilen k sonuglarmin
ortalamasi ile tek bir tahmin olusturulur. K degeri veri setine gore ayarlanabilir. Bu
modelde verilerin tamami egitim ve test olarak kullanilir ve modelin dogrulugu i¢in

oldukca fayda saglar.

Sekil 5.4. Capraz dogrulama

5.5. Model Performans Degerlendirmesi

Kurulan modelin analizi yapildiginda en dogru sonucu bulmak i¢in elde edilen
Olctimlerin performanslar1 degerlendirilir. Bu degerlerin hesaplanmasinda dogru
pozitif, yanlis pozitif, dogru negatif ve yanlis negatif degerleri kullanilmaktadir. Sekil

5.5’te karigiklik matrisi yer almaktadir. Buna gore;
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Dogru Pozitif (TP): Gergekte pozitif sinifina ait olan ve modelin de pozitif tahmini

yapt1ig1 durum. Ornegin hasta insanlar hasta olarak dogru tanimlanir (Dogru tahmin).

Yanlis Pozitif (FP): Ger¢ekte negatif sinifina ait olan ve modelin pozitif tahmini

yaptig1 durum. Saglikli insanlar hasta olarak yanlis tanimlanir (Tip I hatast).

Dogru Negatif (TN): Gergekte negatif sinifina ait olan ve modelin de negatif tahmini

yaptig1 ve durum. Saglikli insanlar saglikli olarak dogru tanimlanir (Dogru tahmin).

Yanlis Negatif (FN): Gergekte pozitif siifina ait olan ve modelin negatif tahmin

yaptig1 durum. Hasta insanlar olarak saglikli olarak yanlis tanimlanir (Tip II hatast).

Gercek Durum
Durum Pozitif Durum Negatif Toplam
Tahmin False Positive - FP
: True Positive — TP
edilen Yanhs Nozitif P
durum Dogru Pozitif
Tahmin = Pozitif Tip | hatasi
edilen e —
alse Negative -
durum | Tahmin &
edilen FN True Negative - TN N
durum Yanhs Negatif Dogru Negatif
negatif )
Tip Il hatasi
Toplam P N P+N
Sekil 5.5. Karigiklik matrisi
Cizelge 5.6. Degerlendirme olgiitleri [111, 112]
Olciit Aciklama Formiil
Dogruluk Dogru tahmin edilen TP + TN TP + TN
(Accuracy, orneklerin, tim 6rneklerin =
Recognition rate) sayisina oranidir. TP+ FP+TN+FN P+N
Hata orani Yanlis tahmin edilen FP + FN _FP+FN
(Error rate, orneklerin, tiim drneklerin TP+FP+TN+FN P4+N
Misclassification sayisina oranidir. Dogruluk veya
rate) degeri ile toplami bire esittir. 1 — dogruluk
Duyarlilik Dogru tahmin edilen pozitif
(Sensitivity, Recall,  simiftaki drneklerin, gergekte TP TP
True pozitif siniftaki 6rneklerin TP+FN P

positive rate-TPR)

sayisina oranidir.
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Cizelge 5.6. Degerlendirme olgtitleri (devam)

Belirleyicilik Dogru tahmin edilen negatif

(Specificity, True siiftaki 6rneklerin, gergekte TN TN

negative rate- negatif siniftaki 6rneklerin TN+FP N

TNR) sayisina oranidir.

Kesinlik Dogru tahmin edilen pozitif

(Pozitif 6ngorii smiftaki 6rneklerin, pozitif TP TP

degeri, Positive sinifta tahmin edilen _— =

predictive value, orneklerin sayisina oranidir. TP+ FP P

precision)

Kesinlik Dogru tahmin edilen negatif

(Negatif ongori siniftaki drneklerin, negatif TN TN

degeri sinifta tahmin edilen _—=

Negative predictive  orneklerin sayisina oranidir. TN+FN N

value)

Yanlis pozitif oran1 ~ Yanlig tahmin edilen negatif FP  FP

(False positive rate-  simiftaki 6rneklerin, negatif FP+FN N

FPR) siiftaki 6rneklerin sayisina veya
oranidir. 1 — belirleyicilik

Yanlis negatif oran1 ~ Yanlig tahmin edilen pozitif FN ~ FN

(False negative rate- siniftaki 6rneklerin, pozitif FN+TP P

FNR) smiftaki 6rneklerin sayisina veya

oranidir.

1 — duyarlilik

Duyarlilik ve kesinligin
birlikte degerlendirildigi
olgtittiir.

F-olgiitii
(F-score)

2xKesinlikxDuyarlilik
Kesinlik + Duyarlilik

Cizelge 5.6’da degerlendirme oOlgiitlerini iceren tablo, oOlgiitlerin agiklamasi ve

formiilleri goriilmektedir.

5.6. Makine Ogrenmesi Algoritmalari

Makine 6grenmesi s6z konusu oldugunda akla bir¢ok algoritma gelmektedir. Bu baslik
altinda calismada kullanilan algoritmalarin yapisi gosterilmistir. Bir algoritmanin
digerinden {iistiin ya da zayif oldugunu séylemek miimkiin degildir. Sonuglar, veri
setinin boyutu, yapist gibi durumlara gore degisiklik gosterebilir. Bu nedenle verinin
ve problemin durumuna gore farkli algoritmalar denenmeli ve en dogru makine
O0grenmesi algoritmasina bagvurulmalidir. Bu ¢alismada verinin ve problemin yapisina
uygun diigen 7 algoritma kullanilmigtir. Bunlar, lojistik regresyon, yapay sinir aglari,
k en yakin komsu, destek vektdr makineleri, siniflandirma ve regresyon agaglari,

rastgele orman ve gradyan artirilmis agaglar algoritmalaridir. En basarili algoritma
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gradyan artirilmis agaclaridir.  Sekil 5.6’da makine Ogrenmesi haritasina

goriilmektedir.
Karar Agaclart
K-Means , Lojistik Regresyon
Fuzzy C-Means | S5l SLLEWEN Yapay Sinir Aglan
X-Means k-NN
Denetimsiz Denetimli ¥ SVM
Ogrenme Ogrenme
Apriori / 3
Eclat Oriinti Regresyon Lineer Regresyon

Polinomsal Regresyon

_Klasik
Ogrenme

Rastgele Orman

]’akviyeli Makine uluk T(E’;ZZ‘?AST
Ogrenme Toplulu

C")gren mesi Yontemlert
Artrma

Q-Ogrenme (Boosting)

TD-Ogrenme
A3C GBM
SARSA AdaBoost
XGBoost

Sinir Aglart
Evrisimli . Perceptrons
inl A ve Derin Algilaywcilar
Sinir Aglan =
(CNN) Ogrenme (MLP)

Tekrarlayan
Sinir Aglart
(RNN)

'Autoencoder

Uretken Oto Kodlayic

Cekismeli
Aglar
(GAN)

Sekil 5.6. Makine 6grenmesi haritasi

5.6.1. Lojistik Regresyon

Regresyon analizi, tahmin amagli kullanilan ve bagimli degisken ile bagimsiz
degiskenler arasindaki iliskinin fonksiyonel seklini belirleyen bir yontemdir [113].

Lojistik Regresyon, bir sonucu belirleyen ve bagimsiz degiskenleri bulunan bir veri
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setini analiz etmek amaciyla kullanilan istatistiksel bir yontemdir. Regresyon olarak

adlandirilmasina ragmen burada bir siniflandirma s6z konusudur.

Son zamanlarda lojistik regresyon, kullanim kolaylig1 ile beraber sayisal verilerin rahat

yorumlanabilir olmasi nedeniyle 6n plana ¢ikmis ve yogun bir sekilde kullanilan bir

yontem haline gelmistir.

kullanilmaktadir [114].

Genellikle tip, biyoloji, ekonomi gibi alanlarda

Tleri Yayilma

Agirliklar

Kayip Fonksiyonu:

loss = —(1 —y)log(1—§) —ylogy
Sigmoid

wl
Toplam
()

bias

Fonksiyonu Tahmin

, i |

L I / —| ¥ il }Etiket
T~<05 —»El \

fx) = e 9= sigmoid(z)
Maliyet Fonksiyonu:
RS "loss
cost = —
n

1

W =W - step

Step = Maliyet fonksiyonunun
tirevi

W:—W—G‘a(w—’b)

Geri Yayilma

I(w) Initial

weight \ ‘,: Gradient

Global cost minimum
JrinlW)

0] (w,b)

Sekil 5.7. Lojistik regresyon

Lineer regresyonun modifikasyonu ile ortaya cikan lojistik regresyonda, sigmoid

fonksiyonu 0 ile 1 arasinda bir olasilik ¢ikarir.

Sigmoid Fonksiyonu:

1
1+e™*

f(x) =

(5.1)

Dogrusal regresyon modelinin formiilii:

z=Lo+p1Ww+e

(5.2)
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Lojistik regresyonun yapisi Sekil 5.7°de goriilmektedir. Veri setindeki her bir
degiskene ait degerler baslangi¢ agirliklariyla ¢arpilmaktadir ve bias ile toplanir.
Boylece z degeri elde edilir. Literatiirde agirliklarin baslangi¢ degerleri genellikle 0,01
olarak alinir. Bias i¢in bu deger 0’dir. Elde edilen z degeri sigmoid fonksiyonuyla 0
ile 1 arasindaki sonucu vermektedir. Bu asamaya kadar olan kisim ileri yayilmay1 ifade
eder. Baslangici rastgele belirlenen agirlik ve bias degerleri neticesinde sonuglar yanlis
tiretilirse yani maliyet (cost) degeri biiyiikse geriye dogru gidilir. Bu kisim geri
yayilma olarak adlandirilir. Maliyet fonksiyonunun tiirevi alinir ve agirliklar ile bias

giincellenir. Bu iglem cost degeri minimum olana kadar tekrarlanir.

5.6.2. Yapay Sinir Aglar

Yapay sinir aglar1 (YSA), insan beyninin ¢alisma prensibini benzetim yoluyla taklit
ederek analiz yapan, bu verilerden yeni bilgiler olusturan bir yontemdir. YSA’nin

genel avantajlar1 agagidaki gibi siralanabilir [115].

e Lineer olmayan yapida olmasi
e @Girdi ve ¢kt eslestirmeleri ile tasarlanabilmesi
e Adapte olabilmesi

e Hataya kars1 toleransli olmasi

YSA, bilgisayarlarin 6grenmesine yonelik ¢alismalar1 kapsayan, yapay zeka biliminin
altinda olan ve arastirmacilarin da yogun ilgilerinin oldugu bir alanidir [116]. Basit bir
tanimla adindan da anlasilacagi gibi yapay sinir aglarinin biyolojik sinir agini taklit
eden bir program oldugu sdylenebilir. YSA, agirliklandirilmis sekilde birbirlerine
baglanmis olan birgok yapay néronun olusturdugu matematiksel bir modeldir. Bir sinir

ag1 birbirine bagl bir yapay noron grubundan olusur.

Sekil 5.8’de basit bir yapay sinir ag1 yapist gorilmektedir. Gorildigi gibi ¢ok
katmanli durumlarda bir katmanin ¢iktis1 bir diger katmanin girdisi haline gelmektedir.
YSA’da 6grenme, aga gosterilen veriler i¢in dogru ¢iktilari iiretebilen optimum agirlik
degerlerinin bulunmasiyla gerceklesir. En dogru agirlik degerlerine ulasildiginda
verilerin temsil ettigi olay hakkinda genellemeler yapilabilme yetenegine kavusulur.

Verinin az olmasi, YSA’ ’nin basarisinda olumsuz etkiye neden olabilir.
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Katman 3

Katman 1 Katman 2

Sekil 5.8. Basit yapay sinir ag1 yapisi

5.6.2.1. Derin Ogrenme

Bir makine 6grenmesi sinifi olan derin 6grenme, 6zellik ¢ikarma ve doniistiirme igin
bir¢cok dogrusal olmayan islem birimi katmanin1 kullanmaktadir. Sekil 5.9’da yapay
sinir ag1 ve derin 6grenme diyagrami goriilmektedir. Her ardisik katman, bir 6nceki

katmandaki ¢iktiyr girdi olarak almaktadir [117].

Basit sinir agi Derin 6grenme

@ Giris Katmani () Ara(Gizli) Katman @ Cikis Katmani

Sekil 5.9. Yapay sinir ag1 ve derin 6grenme

Derin 6grenmede yapay sinir aglar1 kullanilir ve goriintii kiimelemede dogru sonuglar

elde etmek acgisindan miikemmel sonuglar vermektedir.
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A Performans

Derin Ogrenme

Klasik Ogrenme

>
Egitim verisinin miktari

Sekil 5.10. Veri miktarina gore derin 6grenme ve klasik 6grenme

Son yillardaki veri miktarinin hizla artmasi ve bu artis karsisinda makine 6grenme
yontemlerinin performans agisindan yetersiz kalmasi derin 6grenmeye olan ihtiyaci
artirmigtir. Sekil 5.10°daki grafige gore belli bir yere kadar her iki yontemde
performans agisindan ¢ok fark olmasa da veri miktarinin ¢ok fazla artmasi durumunda

derin 6grenme One gegmektedir.

Giiniimiizde kamera sayilarinin artmasiyla beraber dijital veride ¢ok biiyiik miktarda
bir birikim oldugu sdylenebilir. Veri miktarinin artmasi ve donanimdaki gelismeler
neticesinde derin 6grenme giderek yayginlasmaktadir. Derin 6grenme, yiiz tanima, ses
tanima, parmak izi okuyucular, plaka okuyucular, siiriiciisiiz arabalar ve giivenlik

kameralar1 gibi alanlarda da kullanilmaktadir.

Insanlar bir hayvan goriintiisii tanimada, isaretlerin okumasinda veya bir insanin
yiizliniin tanimasinda bir ¢aba gostermezler. Beynimiz goriintiileri kolay bir sekilde
anlayabilirken bilgisayarlar i¢in ¢oziilmesi zor problemlerdir. Son birkag yilda, bu zor
problemleri ele alma konusunda muazzam bir ilerleme kaydedilmistir. Ozellikle, derin
bir konvoliisyonel noral ag olarak adlandirilan bir tiir model ile gorsel tanima gorevleri
icin makul seviyede bir performans saglanmistir. Nesnelerin goriintiilerinin bilgisayar

tarafindan anlamli hale getirilmesi biiytlik kolayliklar saglamaktadir.

Makine Ogrenmesinde Ozellikler makineye manuel olarak verilir. Ancak derin

ogrenmede Ozellikler dogrudan veriden ¢ikarilir. Bu durum Sekil 5.11°de
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gosterilmistir. Sekle gore 6zellik ¢ikarimi ve siniflandirma, derin 6grenme yonteminde
model tarafindan yapilir. Her derin 6§renme bir makine 6grenmesi iken her makine

Ogrenmesi bir derin 6grenme degildir.
MAKINE OGRENMESI

& L1 ==

Giris Ozellik Cikarimi Siniflandirma Cikig

DERIN OGRENME

L [ W ey Y
[ DN DN 4 £ D |
d | ¥ . | |
| 5= g E ) p )] s — |
Giris Ozellik Gikarimi + Siniflandirma Cikis

Sekil 5.11. Makine 6grenmesi ve derin 6grenmede 6zellik ¢ikarimi

Derin 6grenme modelinin ideal hale gelmesi ve oOzelliklerin model tarafindan
cikarilmasi i¢in ¢ok fazla veriye ihtiya¢ duyulmaktadir. Makine 6grenmesinde ise
degerlendirilecek 6zellikler bir kisi tarafindan algoritmaya verildigi i¢in ¢ok daha az
veri ile problemin ¢6ziimii miimkiindiir. Burada veri miktarinin artmasi donanim
yetersizligi gibi bir sonucu ortaya ¢ikarsa da bu problem i¢inde c¢esitli ¢6ziim yollar
ortaya konmaktadir. Sonug¢ olarak, makine 6grenimi ve derin 6grenmenin birbirine
gore Ustlin ve zayif yonleri oldugu sodylenebilir. Kisaca problemin durumu ve veri

miktar1 hangi yontemin daha uygun oldugu konusunda bize fikir vermelidir.

5.6.3. K-NN (K En Yakin Komsu)

K En Yakin Komsu (K-NN) siniflama yapmak amaciyla kullanilan makine 6grenmesi

yontemlerinden birisidir. K-NN, denetimli siniflandirma yontemleri arasindadir.

K degeri siniflandirmadaki eleman sayisini belirler. Tahmin yapilirken veri setindeki

en yakin komgular1 arar. Uzaklik hesaplamalarinda genellikle Oklid olmak iizere
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Manhattan, Minkowski ve Hamming fonksiyonlar1 da kullanilabilir. Ornek oriintii

vektori, kendisine en ¢ok benzeyen oriintiiniin sinifindan kabul edilir.

Oklid uzaklig: fonksiyonu;

dp,q) =d(q,p) = V(@1 —p1)?> + (@2 —p2)?> + -+ (@ —Pn)?> (5.3)

d(p,q) = d(q,p) = VZL(q — p)? (5.4)

KNN algoritmasinin adimlari su sekildedir [118];

e llk olarak K degeri belirlenir.

e Kullanilan uzaklik fonksiyonuna gore diger nesnelerden hedef nesneye olan
mesafeler hesaplanir.

e Uzakliklar siralanir ve en kiigiik uzakliga gore en yakin komsuluklar bulunur.

e En yakin komsularin y kategorisi degerleri toplanir.

e En uygun komsu kategorisi segilir.
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Sekil 5.12. K En Yakin Komsu smiflandirmasi

Sekil 5.12°de k=3 i¢in ve k=6 i¢in smiflandirma durumu goriilmektedir. En yakin

komsu sayisinin se¢imi K-NN siniflandirmasinda ¢ok dnemlidir.
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5.6.4. Destek Vektor Makineleri

Destek Vektor Makineleri (DVM) siniflama yapmak amaciyla kullanilan makine
ogrenmesi yontemlerinden birisidir. DVM, denetimli siiflandirma yontemleri

arasindadir.

Simiflandirma problemlerinde yaygin olarak kullanilan DVM’nin dogruluk oraninin
yiiksek olmast, bu yontemin kullanimini yayginlagtirmistir. Bu yontemin digerlerinden
farki, islem sayisi ve algoritma karisikliginin az olmasidir [119]. DVM, dogrusal ya
da dogrusal olmayan sekilde olmak iizere ikiye ayrilir [120]. 1963'te Vapnik tarafindan
Onerilen algoritma dogrusal bir smiflandirici modeliydi [121]. Bununla birlikte,
1992'de Bernhard E. Boser, Isabelle M. Guyon ve Vladimir N. Vapnik dogrusal

olmayan siniflandiricilari olugturmanin bir yolunu énerdiler [122].

Dogrusal durumlarda, egitim verisi ile elde edilen bir karar fonksiyonu yardimiyla
siniflarin birbirinden ayrilmasi s6z konusudur. Veri setini ikiye bolen dogruya karar
dogrusu denir. Bu modeldeki temel amag, siniflart en uygun sekilde birbirinden
aytracak hiper diizlemi tespit etmektir. Dogrusal olmayan bir veri kiimesi s6z konusu
oldugunda DVM’ler dogrusal bir hiper diizlem ¢izemedigi icin c¢ekirdek (kernel)
yontemi kullanilir. Cekirdek yontemi, dogrusal olmayan veriler i¢in siiflandirma
dogrulugunu yiiksek oranda arttirmaktadir. Sekil 5.13°te dogrusal ve dogrusal olmayan

iki ayr1 veri seti goriilmektedir.

Sekil 5.13. Dogrusal ve dogrusal olmayan iki ayr veri seti [123]

46



5.6.5. Smiflandirma ve Regresyon Agaclar1 (CART)

CART (Classification and Regression Trees) Siniflandirma ve Regresyon Agaclari
olarak bilinir ve temelleri 1984 yilinda Breiman, Freidman, Olshen ve Stone tarafindan
yazilan kitaba dayanmaktadir. CART algoritmasi siirekli ve kategorik verilerle agag
modelinde ayirma kriterini hesaplama sirasinda eksik gozlemleri 6nemsemeyen bir
algoritmadir. Bagimli degisken kategorik ise “siniflandirma agaglar1”, siirekli yapida
ise “regresyon agaclari” adini almaktadir [124]. Siniflama kategorik degerlerin
tahmininde, regresyon ise siireklilik gosteren degerlerin tahmininde kullanilir. Tahmin

edilen bagimli degisken kategorik veya stireklilik gosteren bir degere sahip olabilir.

Bu yontemde kullanilan algoritma bagimsiz degiskenlerin bagimli degiskene olan
etkisini incelemenin yani sira model i¢erisindeki etkilesimi de incelemektedir. Bdylece

dogrusal olmayan iligkilerin agiklanmasi da miimkiin hale gelmektedir.

Siniflandirma ve regresyon agac yapilarinda her diiglimden meydana gelen iki dal
yapist mevcuttur. Her dal i¢in yeni boliinmelerin meydana gelmesinde her diigiime
belirlenmig bir kriter uygulanir. Bu kriterlerin belirlenmesinde degiskenlerin sahip

olduklar1 nitelikler etkilidir [125].

CART, bolme noktalar1 olusturmak i¢in Gini ya da Twoing algoritmasini kullanir.
Gini yonteminde ama¢ her adimda en biiylik veri kiimesini elde etmek ve en iyi
bolmeyi saglamaktir. Gini yonteminde her bir nitelikle ilgili olarak sol ve sag taraftaki

boliinmeler i¢in Ginisol ve Ginisag degerleri olmak iizere;

e k: Smif sayisi,

T: Bir diiglimdeki ornekler,

e Tso: Sol diigiimdeki 6rnek sayisi,

o Ty Sag diiglimdeki 6rnek sayisi,

e Li: Sol diigiimde 1 kategorisindeki drnek sayist,

¢ Ri: Sag diiglimde 1 kategorisindeki drnek sayisi olmak tizere;

. L \?
Ginigo =1 - Zi’czl (_) (5.5)

Tso1
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2
Ginigeg = 1- 35, (L), (5.6)

Tsag

seklinde hesaplanir. Her j niteligi i¢in egitim verisindeki satir sayisi n olmak {izere

Gini indeksi ise;
. 1 . .
Gini; = - (Tso1lGiniso + |Tsag| Ginisgy) (5.7)

formiiliine gore hesaplanir [126].

Her defasinda ana ve yavru diigiimlerin %50’ sini icermeye caligtigi i¢in Twoing
algoritmas1 Gini’ ye gore daha dengeli bir yapi sunar. Bu yiizden yavaslama

olmaktadir.

CART algoritmasinda bagimli degisken nominal ordinal veya siirekli olabilir. Belli

degiskenlerin degerlerine gore olusturulan kurallarin toplanmasi ile model olusur.

e Secilen bir kuralin diigiimleri ikiye bolmesindeki mantik tekrarlanarak alt
diiglimlere uygulanir.

e Eger daha fazla kazang elde edilecekse durma kurallarina gore dallanma durur.

e Her agag terminal bir diiglimde biter.

e Her gozlem yalnizca bir terminal diigiime diiser.

e Her terminal diigiimii bir kural seti ile digerlerinden ayr1 olarak tanimlanmistir
[127].

5.6.6. Rastgele Orman

Rastgele orman algoritmas1 Karar agaglar1 ve Torbalama yontemlerinin bir arada
kullanilmas: ilkesine dayanir ve Topluluk (Ensemble) yontemlerine girer [128].
Topluluk yontemleri, bir 6grenme algoritmasini kullanarak birden fazla modeli egiten
bir makine 6grenmesi kavramidir. Bu yontemlerden olan Torbalama (Bagging) veya

Artirmayt (Boosting) kullanmak i¢in bir temel Ogrenici algoritma secilmelidir.
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Torbalama yonteminde o&zellikler farkli sekillerde birlestirilerek yeni agaclar
olusturulur ve olusturulan agaglardan en popiiler olan sinif segilir. Bu yontemde
rastgele Ozellik kullanimi dogrulugun artmasina katki saglar [128]. Torbalama
yonteminde herhangi bir elemanin yeni bir veri kiimesinde goriinme olasiligi aynidir.
Ancak, Artirmada gozlemler agirliklandirilir ve bu nedenle bazilar1 yeni setlerde daha
sik yer almaktadir. Egitim asamasi torbalama i¢in paraleldir. Yani her model bagimsiz
olarak insa edilir. Artirma, tahminlerin bagimsiz olarak degil, sirayla yapildig1 bir
topluluk yontemidir. Bir baska deyisle, sonraki tahminciler 6ncekilerin hatalarindan

Ogrenir [129].

Torbalama (Bagging) Artirma (Boosting)

Sirali

Sekil 5.14. Torbalama ve Artirma yontemleri arasindaki fark [129]

Sekil 5.14’te Torbalama ve Artirma yontemleri arasindaki fark gortilmektedir. Genel
bir prensip olarak, Artirma algoritmalari, her bir yinelemede elde edilen zayif

Ogreniciyi belirli kurallar altinda birlestirerek giiclii bir 68renici elde etmeye calisir.

Rastgele orman, regresyon veya simiflandirma problemleri i¢in kullanilan esnek bir
makine 6grenmesi yontemidir. En basit sekliyle tanimlamak gerekirse rastgele orman,
olusturulan ¢ok sayidaki karar agacinin daha dogru bir tahmin elde etmek igin

birlestirilmesidir.

Rastgele orman, karar agaglarinda ¢ok sik meydana gelen asir1 uyum (over-fitting)
problemini ¢dzmek i¢in hem veri setinden hem de Oznitelik setinden rastgele ¢ok
sayida farkli alt setler segerek egitim yapar. Boylece cok sayida olusan karar agacindan
her biri bir tahminde bulunur. Regresyon probleminde karar agaglarinin tahminlerinin

ortalamasi alinirken siiflandirma probleminde en ¢ok oy alan tahmin segilir. Bu
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modelde farkli veri setleri lizerinde egitim gergeklestigi i¢in asirt uyum azalir. Ayrica,

veri setindeki 6zellikler arasindan en 6nemli olanlart tanimlamak i¢in kullanilabilir.

o . g*. .’. . .:/. Test Verisi

Oylama (Siniflandirma)
Ortalama (Regresyon)

}

Sekil 5.15. Rastgele orman diyagrami
5.6.7. Gradyan Artirilmis Agaclar

Gradyan artirilmis agaclar, regresyon veya siniflandirma problemleri i¢in kullanilan
ve topluluk yontemlerinden biri olan denetimli bir makine 6grenmesi teknigidir. Her
aga¢c daha Once yetistirilmis agaclardan alinan bilgiler kullanilarak yetistirilir.
Regresyon problemi i¢in gradyan artirmanin temel algoritmasi, x'in 6zellikleri temsil

ettigi ve y'nin yanit1 temsil ettigi lizere asagidaki gibi genellestirilebilir:

1. Gradyan artirma, ilk yinelemede tahminler iireten bir f; fonksiyonu olusturur.

filx) =y, (5.8)

2. Tahminler ve hedef deger arasindaki farki hesaplar ve bu farkliliklar i¢in hy

fonksiyonunu olusturur.

hi(x) =y — fi(x), (5.9



3. Yeni bir agac olusturur.

f2(x) = fi(x) + hy (%), (5.10)

4. Tahminler ve hedefler arasindaki farki yeniden hesaplar.

ho(x) =y — f2(x), (5.11)

Bu sekilde, siirekli olarak “f” fonksiyonunun basarisini arttirmaya ve tahminler ile

hedefler arasindaki farki sifira indirmeye calisir.

MODEL 1 MODEL 2 MODELN
o EGITiMm TEST o EGITIM TEST
Veri Seti — —_— Veri Seti Veri Seti
| - HATALAR - HATALAR
LN ]
TAHMIN

Sekil 5.16. Gradyan artirma yontemi

Sekil 5.16°da Gradyan artirma yonteminin ¢alisma prensibi goriilmektedir. Temel
fikir, hatay1 minimize etmek ve bir sonraki model i¢in hedef ¢iktilar1 belirlemektir. Bu
teknik, Onceki tahmin hatalarindan ders alarak sonraki tahminlerin ilerlemesine

dayanir.

Gradyan inig, ¢ok cesitli sorunlara en uygun ¢oziimleri bulabilen ¢ok genel bir
optimizasyon algoritmasidir. Tahminler, kayip fonksiyonu (MSE) minimum olacak ve
tahmin edilen degerler gercek degerlere yakin olacak sekilde giincellenir. Gradyan
iniginin genel fikri, bir maliyet fonksiyonunu en aza indirmek i¢in parametreleri tekrar

tekrar ayarlamaktir.
AN ) — y®)?
1(9)=;§ _(he ™) =y®) (5.12)
i=
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n Egitim orneklerinin sayisi

x® Egitim ornekleri i¢in girdi vektori

y® I. egitim drnekleri i¢in sinif etiketi

0 Secilen parametre degerleri veya agirliklar

ho(x®) Algoritmanin, 6 parametrelerini kullanan i. egitim Ornekleri igin
Ongorusil.

Her yinelemede, kayip fonksiyonunun kalintis1 gradyan inis yontemi kullanilarak
hesaplanir ve bir sonraki yinelemenin hedef degeri haline gelir [130]. Ozetle, gradyan
artirllmis agaclar, her zayif siniflandiricinin tiiretilebilir kayip fonksiyon degerini en

aza indirmek i¢in gradyan inis yontemini kullanir.
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6. ARASTIRMA BULGULARI

Bu boéliimde arastirma siirecinde uygulanan tiim algoritmalarin dogruluk oranlar1 yer
almaktadir. Sekil 6.1°de arastirmada kullanilan 7 makine 6grenme algoritmasinin

dogruluk yiizdeleri goriilmektedir.

95,31
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80 79,69 80,47
75
70 66,41 68,75
65 64,84
= 60
=
o
‘%' 55
é 50
,g, 45
o 40
35
25
20
15
10
5
0

Lojistik Regresyon Destek Vektdr Makinesi Rastgele Orman Gradyan Arttirma
Algoritmalar

8

Sekil 6.1. Algoritmalarin dogruluk yiizdeleri

Sekil 6.1°e gore en basarili algoritma gradyan artirilmis agaglari olarak bulunmustur.
128 klinik kayittan 122'si dogru olarak tahmin edilmistir. Boylece, modelin 6ngorme
dogrulugu %95,31 olmustur. Onu %92,96 ile rastgele orman algoritmasi izlemektedir.

Cizelge 6.1°den 6.8’¢ kadar kullanilan algoritmalarin karigiklik matrisi verilmistir.

Bu tablolarda bulunan TP, FP, TN, FN kisaltmalarinin anlamlar1 sdyledir;

e TP (Dogru Karar): Ger¢ek durumda, ameliyat edilen hastalarin dogru tahmin
edildigi anlamina gelir.

e FP (Tip I Hatas1): Gergek durumda ameliyat edilmeyen hastalar ameliyat
edilmis olarak bulunmustur.

e TN (Dogru Karar): Ger¢ek durumda ameliyat gecirmeyen hastalarin dogru
tahmini anlamina gelir.

e FN (Tip Il Hatas1): Ger¢ek durumda ameliyat edilen hastalar ameliyat edilmedi

olarak tahmin edilmistir.
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Cizelge 6.1. Yapay sinir aglar1 algoritmasina gore karigiklik matrisi

D(:fg:’l;i(: Gergek 1 Gergek 0 Toplam (E:giir?i?l?)
Tahmin 1 Dogilflzzrar Ti[2)6| g;:)am e %63,38
Toplam 64 (P) 64 (N) (Ffl?l)

(ny?::ﬂlk) %70,31 %59,38

Cizelge 6.1’e gore dogru tahmin edilen Orneklerin tiim Ornek sayisina orami
%64,84'dur. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru
negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.2, yapay sinir aglar1 algoritmasina gore tahmin sonuglarini gostermektedir.
Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmistir. Buna gore,
ameliyatsiz 64 hastanin 38'1 dogru olarak tahmin edilmistir. Ayrica ameliyat edilen 64

hastanin 45'i dogru olarak tahmin edilmistir.

HE
- o

50

40

Sekil 6.2. Yapay sinir aglar1 algoritmasina gére tahmin sayilari
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Cizelge 6.2. K-NN algoritmasina gore karisiklik matrisi

Dogruluk: Precision
966,41 Gergek 1 Gergek 0 Toplam (Kesinlik)
. 43 (TP) 22 (FP) , 0
Tahmin 1 Dogru Karar  Tip | Hatasi 65 (&) %66,15

Tahmin 0 Tip Il Hatas1 ~ Dogru Karar 63 (N) 666,67
128
o O e (P+N)
Recall
% 0
(Duyarlilik) 467,19 665,62

Cizelge 6.2’ye gore dogru tahmin edilen Orneklerin tiim ornek sayisina orani
%66,41'dir. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru
negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.3, K-NN algoritmasina gore tahmin sonuglarini1 gostermektedir. Ameliyat
olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmistir. Buna gore, ameliyatsiz
64 hastanin 42'si dogru olarak tahmin edilmistir. Ayrica ameliyat edilen 64 hastanin

43' dogru olarak tahmin edilmistir.

HE
- o

50

40

30

20

10

Sekil 6.3. K-NN algoritmasina gore tahmin sayilari

55



Cizelge 6.3. Lojistik regresyon algoritmasina gore karisiklik matrisi

D;;’Egg’l;l; : Gergek 1 Gergek 0 Toplam (E:giir?i?l?)
Tahmin 1 Dogzrlflzzrar Ti;L)SI gzc)am 60 (P") 70
Toplam 64 (P) 64 (N) (Ffl?l)

(ny?::ﬂlk) %65,62 %71,88

Cizelge 6.3’e gore dogru tahmin edilen Orneklerin tiim Ornek sayisina orani
%68,75'dir. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru
negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.4, lojistik regresyon algoritmasina gore tahmin sonuglarini gostermektedir.
Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmistir. Buna gore,
ameliyatsiz 64 hastanin 46's1 dogru olarak tahmin edilmistir. Ayrica ameliyat edilen

64 hastanin 42'si dogru olarak tahmin edilmistir.

HE
- o

50

Sekil 6.4. Lojistik regresyon algoritmasina gore tahmin sayilari

56



Cizelge 6.4. Destek vektor makinesi algoritmasina gore karigiklik matrisi

D;f;;’lg 9k : Gergek 1 Gergek 0 Toplam (Essii;i?l?)
Tahmin 1 Dozzrlflzzrar Ti;L)gI gzc)am e 73,24
Tahmin 0 Tip71§|;;\|a)ta51 D05g0r1(1-|;2|a)rar ST (N) W81,72
Toplam 59 (P) 69 (N) (Iifﬁl)

(ny?::ﬂlk) %88,14 %72,46

Cizelge 6.4’¢ gore dogru tahmin edilen Orneklerin tiim Ornek sayisina oram
%79,69'dur. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru
negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.5, destek vektor makinesi algoritmasina gore tahmin sonuglarini
gostermektedir. Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade
edilmistir. Buna gore, ameliyatsiz 69 hastanin 50'si dogru olarak tahmin edilmistir.

Ayrica ameliyat edilen 59 hastanin 52'si dogru olarak tahmin edilmistir.

HE
- o

Sekil 6.5. Destek vektor makinesi algoritmasina gore tahmin sayilart
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Cizelge 6.5. CART algoritmasina gore karisiklik matrisi

D;;’E;g’lr;( : Gergek 1 Gergek 0 Toplam (Essii;i?l?)
Tahmin 1 Dodzcz?rlflzzrar Ti;L)?’I %:zc)am 60 (P") %78,33
Toplam 59 (P) 69 (N) (Ffl?l)

(nyﬁﬂlk) %79,66 %81,16

Cizelge 6.5°e gore dogru tahmin edilen Orneklerin tiim Ornek sayisina orani
%80,47'dir. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru

negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.6, CART algoritmasina gore tahmin sonuglarin1 gostermektedir. Ameliyat
olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmistir. Buna gore, ameliyatsiz
69 hastanin 56's1 dogru olarak tahmin edilmistir. Ayrica ameliyat edilen 59 hastanin
47'si dogru olarak tahmin edilmistir.
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Sekil 6.6. CART algoritmasina gore tahmin sayilari
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Cizelge 6.6. Rastgele orman algoritmasina gore karisiklik matrisi

D;;’E;;l; : : Gergek 1 Gergek 0 Toplam (Essii;i?l?)
Tahmin 1 DoE:c;flzzrar TipSI(EI?caﬁ 60 (&) #9167
Tahmin 0 Tip41§|;;\|a)tas1 D(?gré-liya)rar 68 (') %94,12
Toplam 59 (P) 69 (N) (Iifﬁl)

(Dli’?liﬂlk) %93,22 %92,75

Cizelge 6.6’ya gore dogru tahmin edilen Orneklerin tiim ornek sayisina orani

%92,96’dir. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru

negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.7, rastgele orman algoritmasina goére tahmin sonuglarini gostermektedir.

Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade edilmistir. Buna gore,

ameliyatsiz 69 hastanin 641 dogru olarak tahmin edilmistir. Ayrica ameliyat edilen 59

hastanin 55'i dogru olarak tahmin edilmistir.
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Sekil 6.7. Rastgele orman algoritmasina gére tahmin sayilari
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Cizelge 6.7. Gradyan artirilmis agaclar algoritmasina gore karisiklik matrisi

D;f;;l; f : Gergek 1 Gergek 0 Toplam (I:;(":siir?il?l?)
Tahmin 1 DOS;rthIZ?rar Tipzl(ilz)tam ST %96,49
Tahmin 0 Tip41§|;;\la)tas1 D:g?rli-gya)rar TN 94,36
Toplam 59 (P) 69 (N) (Iifﬁl)

(Dlif?liﬂlk) %93,22 %97,1

Cizelge 6.7’ye gore dogru tahmin edilen Orneklerin tiim ornek sayisina orani
%95,31'dir. Bu oran toplam dogrulugu temsil eder. TP dogru pozitifler, TN dogru
negatifler, FN yanlis negatifler ve FP yanlis pozitifler olarak temsil edilir.

Sekil 6.8, Gradyan artirilmis agaglar algoritmasina gore tahmin sonuglarii
gostermektedir. Ameliyat olmayanlar “0”, ameliyat olanlar ise “1” olarak ifade
edilmistir. Buna gore, ameliyatsiz 69 hastanin 67'si dogru olarak tahmin edilmistir.

Ayrica ameliyat edilen 59 hastanin 55'i dogru olarak tahmin edilmistir.
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Cizelge 6.8. Gradyan artirilmis agaclar algoritmasina gore degerlendirme olgiitleri

Olgiit Aciklama Sonu¢
Dogruluk Dogru tahmin edilen 6rneklerin, tiim 6rneklerin -~ %95,31
(Accuracy, Recognition rate)  sayisina oranidir.
Hata oram Yanlis tahmin edilen 6rneklerin, tiim 6rneklerin -~ %4,69
(Error rate, Misclassification  sayisina oranidir. Dogruluk degeri ile toplami
rate) bire esittir.
Duyarlilik Dogru tahmin edilen pozitif siniftaki %93,22
(Sensitivity, Recall, True orneklerin, gercekte pozitif siniftaki 6rneklerin
positive rate-TPR) sayisina oranidir.
Belirleyicilik Dogru tahmin edilen negatif siniftaki %97,1
(Specificity, True negative orneklerin, gercekte negatif siniftaki 6rneklerin
rate- sayisina oranidir.
TNR)
Kesinlik Dogru tahmin edilen pozitif siniftaki 9096,49
(Pozitif ongori degeri, orneklerin, pozitif sinifta tahmin edilen
Positive predictive value, orneklerin sayisina oranidir.
precision)
Kesinlik Dogru tahmin edilen negatif siniftaki 9094,36
(Negatif 6ngorii degeri orneklerin, negatif sinifta tahmin edilen
Negative predictive value) orneklerin sayisina oranidir.
Yanlis pozitif orani Yanlis tahmin edilen negatif siniftaki %2,89
(False positive rate-FPR) orneklerin, negatif siniftaki 6rneklerin sayisina

oranidir.
Yanlis negatif orani Yanlis tahmin edilen pozitif siniftaki %6,78
(False negative rate-FNR) orneklerin, pozitif siniftaki 6rneklerin sayisina

oranidir.
F-olciitii Duyarlilik ve kesinligin birlikte %94,83
(F-score) degerlendirildigi 6lgiittiir.

Cizelge 6.8’de aragtirmada kullanilan gradyan artirilmis agaglar algoritmasina gore

degerlendirme Olgiitleri, dl¢iitlerin agiklamalar1 ve sonuglar bulunmaktadir.
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7. SONUCLAR VE TARTISMA

Bu retrospektif calismada 0-18 yas arasi hastalarin laboratuvar verilerini kullanarak
apandisit cerrahisinin gerekliligini éngdren bir model dnerilmistir. Onerilen model,
akut apandisit sliphesi olan hastalarda cerrahi karar vermeyi iyilestirmek i¢in bir tani
araci olarak gelistirilmistir. Bu yontemle AA tanisi en fazla %95,31 dogrululukla ay1rt

edilebilmistir.

Muayene ve basit laboratuvar testleri siklikla akut apandisiti teshis edebilir, ancak
belirtiler atipik oldugunda tani zordur. Tam kan sayimmi kullanarak caligmalarini
yiirliten arastirmacilarin akut apandisit tanisinda nétrofil/lenfosit oranlari iizerinde
daha fazla durduklar1 gozlenmistir. Tanisal calismalarda, ¢ogunlukla bilgisayarl
goriintlileme teknikleri ve kan sayimlarindan elde edilen degerlerin istatistiksel analizi
on plana c¢ikmaktadir. Cesitli algoritmalarin kullanimi ile bilgisayar kestirim

becerilerinin katkis1 az sayida ¢aligmada goriilmektedir.

AA tanisi, hasta Oykiisii, fiziki muayene, laboratuvar belirtegleri ve goriintiilleme
yontemleri ile konulmaya caligilir [37, 38]. Ancak 6zellikle atipik belirtiler gosteren
vakalarda olmak {izere bu yoOntemlerden ilk {iciliyle teshis belirlenemediyse
goriintiileme yontemlerine basvurulur. Gorilintiilleme yontemleri her ne kadar taniyi
belirlemede 6nemli faydalar saglasa da bazi sinirhiliklart bulunmaktadir. Ornegin
ultrasonografide deneyimli bir uzmana bagimli olmak ve bagirsak gazlarindan dolay:
apendiksin goriilememe ihtimali vardir [59, 60]. Akut apandisit tanisi igin preoperatif
bilgisayarli tomografinin artan kullanimi1 negatif apendektomi oranlarinin
azaltilmasina yardimci olmustur [131-134]. Bununla birlikte, bilgisayarli tomografi
kullanimi radyasyona gereksiz yere maruz kalmayla ilgili endiseleri artirmistir [135].
Radyasyona maruz kalmaya ek olarak, bu yontemler 6zel ekipman ve deneyimli
radyologlar gerektirir. Ayrica bu yontem gebelerde de kullanilamaz. Manyetik
rezonans goriintiileme ise kolay ulasilabilir olmamasi, fazla maliyetli olmasi,
goriintiileme siiresinin uzun olmasi ve hasta uygunlugunun aranmasi gibi kisitlhiliklara

sahiptir.

Bu calismanin digerlerine gore farkli bir yonii, apendektomi tanisi i¢in laboratuvar

verilerine dayali makine Ogrenme yontemlerinin kullanilmasidir. Gelecekteki
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calismalarda, modelin siirekli egitimine yeni hasta verileri eklenmelidir. Veri sayisi
artttkga tahminin dogrulugunun artabilecegi diisiiniilmektedir. Global olarak

arastirmaya deger katan en 6nemli 6zellikler asagidaki gibi siralanabilir.

e Cerrahi operasyon igin karar vermede, o6zel ekipman ve personelin
bulunmamasi durumunda taniya yardimer olmak,

e Gereksiz apendektomilerin ve olast postoperatif komplikasyonlarin
onlenmesine yardimer olmak,

e Hastanede kalis siiresini azaltmak ve hasta basina diisen tedavi maliyetlerinden
tasarruf saglamak,

e Hasta ile ilgilenen saglik personelinin zamanlarini daha verimli
kullanabilmelerini saglamak,

e Birimlerdeki hasta yogunlugunun disiiriilmesine katki saglamak ve boylece
kaynak tiiketimi azaltilmasina ve sinirli saglik bakiminin daha dogru bir sekilde
kullanilmasina yardim etmek,

e Olasi hayati tehlike durumunu 6nceden tahmin etmek ve erken miidahale i¢in
zaman sunabilmek,

e Hastanin ¢ocuk veya yasli olmasi durumunda yeterli iletisim kurulamamasi
veya sikayetlerin dogru bir sekilde aktarilamamasi nedeniyle taninin gecikme
ihtimaline karg1 teshisin belirlenmesi i¢in hekimlere yardimei olmak,

e Hastalikla ilgili tanilarin dogrulugunu test etmek,

e Makalenin ana problemi olan apendektominin tanisi igin kolay, hizli ve dogru

bir tahmin yontemi gelistirmek.
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