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Biyometrik veriler kisiye 6zgii ve degismeyen 6zellikler olarak tanimlanir. Kisiye ait bu
Ozellikler fiziksel (parmak izi, avug igi izi, yliz, iris, retina, kulak, el damari, viicut
kokusu veya DNA bilgisi seklinde) veya davranigsal (ses, yiiriiylis, imza vb.) olabilir.
Bu ozellikler kisiye 6zel oldugundan biri ya da birkag1 ile kimlik tanima ve dogrulama
islemleri yapilabilmektedir. Soft biyometrik veriler ise kisiye ait boy, kilo, goz rengi,
sa¢ rengi, sa¢ yogunlugu, etnik koken ve 1k gibi daha genel Ozellikleri temsil
etmektedir. Bu calismada, dokunmatik yiizey (cep telefonu) kullanan kisinin dokunma
bicimi, dokunma karakteristik 6zellikleri gibi soft biyometrik verileri ile cep telefonuna
entegre edilen bir devre yardimiyla Olciilen biyoempedansi kullanilmistir. Yapilan
calismada yaslar1 10 ile 65 arasinda degisen 164 (86 erkek, 78 kadin) goniilliiden
dokunmatik ekrana 4 farkli ¢izimi (saat yoniinde ¢ember c¢izimi, saat yonii tersine
cember ¢izimi, saat yoniinde {iggen ¢izimi, saat yonii tersine licgen ¢izimi) ve 4 farkl
kaydirma (yukari kaydirma, asagi kaydirma, sola kaydirma ve saga kaydirma)
islemlerini 15 defa tekrarlamalar1 istenmis, es zamanli olarak goniilliilerin
biyoempedans Olciimleri telefon kilifina monte edilmis devreye bagli bakir bantlara
dokunmalart suretiyle yapilmistir. Elde edilen veriler makine 6grenmesi yontemleri (K-
NN, DVM ve Mantiksal Regresyon) ile analiz edilerek kisilerin yas aralig1 ve cinsiyeti
belirlenmistir. Yapilan bu siniflandirma sonucunda olusturulan profil, kayith
kullanicilar ile karsilastirilarak kimlik dogrulama icin kullanilabilmektedir. Ayrica
belirlenen yas araligina gore cihazin kullanimi engellenebilir ya da baz1 uygulamalara
erisimine kisitlama getirilebilir. Yapilan bu calisma ile kisilerin cihaz kullanimlarinda
disiik giivenlikli kimlik dogrulama icin essiz biyometrik verilerini paylasma
gerekliliginin ortadan kaldirilmast amaglanmaktadir.

Anahtar Kelimeler: Soft Biyometri, Biyoempedans, Kimlik Dogrulama, Makine
Ogrenmesi, Biyometrik veri, Destek Vektor Makineleri, K-En yakin komsular,
Regresyon.
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Biometric data is a type of data that defined as person-specific and unchanging
characteristics. These characteristics of a person can be physical (in the form of
fingerprints, palm prints, face, iris, retina, ears, hand veins, body odor or DNA
information) or behavioral (voice, gait, signature, etc.). Physical features are personal,
identification and verification can be done with one or more of them. Soft biometric
data, on the other hand, representing more general characteristics of the person such as
height, weight, eye color, hair color, hair density, ethnicity and race. In this study, soft
biometric data such as the touch style and touch characteristics of the person using a
touch surface (mobile phone) and the bioimpedance measured with the help of a circuit
integrated into the mobile phone were used. In the study, 160 volunteers (80 men, 80
women) aged between 10 and 65 have been asked to make 4 different drawings
(clockwise circle drawing, counterclockwise circle drawing, clockwise triangle drawing,
counterclockwise triangle drawing) and 4 different swipe movements (swiping left,
swiping right, swiping down and swiping up) repeating processes 15 times, and
simultaneously, the volunteers' bioimpedance measurements were made by touching the
metal copper bands connected to the circuit mounted on the phone case. The obtained
data were analyzed with machine learning methods (K-NN, SVM, Linear Regression)
and the age range and gender of the people were determined. The profile created
because of this classification can be used for authentication by comparing it with
registered users. Additionally, depending on the specified age range, the use of the
device may be prevented or access to some applications may be restricted. This study
aims to eliminate the need for people to share their unique biometric data for low-
security authentication when using their devices.

Key words: Soft Biometrics, Bioimpedance, Authentication, Machine Learning,
Biometric data, Support Vector Machines, K-Nearest Neighbour, Regression.
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1. GIRIS

Gunumuzde kimlik dogrulama bir¢cok farkli yerde ve sekillerde kullanilmaktadir.
Kimlik dogrulama, geleneksel olarak anahtar ve sifre onaylayicilarla dijital olarak ise
iris tanimlama, yiiz tanimlama ve parmak izi tanimlama seklinde yapilabilmektedir.
Mobil uygulamalarda ise dokunma desenleri cizimleri ya da sesli komutlar kimlik
dogrulama i¢in kullanilabilmektedir. Kimlik dogrulama sekilleri ¢ok farkli olmakla
beraber, her dogrulama islemi kullaniciy1 dogrulama ve sisteme erigim izni verip

vermeme seklinde ayni iki islem adimini takip eder.

Biyometrik verileri kullanarak kimlik dogrulama, teknolojinin de ilerlemesi ile birlikte
oldukga popiilerlesmistir. Mobil cihaz kullanimi arttik¢a, insan ve makine arasindaki
veri aligverisi artmis, bu sayede kullanicilardan gesitli verilerin elde edilmesi mumkdin
olmustur. Biyometrik veri, dokunmatik ekrana sahip akilli cep telefonlarim
etkinlestirmek, telefona yukli uygulamalari agmak ve telefonda yapilan gesitli islemler
icin kullanilabilmektedir. Biitin bu islemler, kimlik dogrulamada biyometrik veri
kullanim1 ile daha hizli ve giivenilir olmaktadir. Biyometrik veriler kisiye 0zgii ve
degismeyen Ozellikler olarak tanimlanir. Essiz biyometrik veriler ise parmak izi, yiz,
iris, retina gibi kisiye 6zel ozelliklerdir. Bu essiz veriler sadece bu 0zellikleri saglayan
kisiyi tanimlar ve oldukga guvenilirdir. Bunun yaninda soft-biyometrik olarak
tanmimlanan veriler ise literatlirde “Bir kisinin kimligi hakkinda bazi bilgiler saglayan
ancak kimligi kesin olarak belirlemek i¢in yeterli kanit saglamayan anatomik veya
davranigsal 6zellikler” olarak tamimlanmaktadir (K. Nandakumar ve A.K. Jain, 2009, s.
1235-1239). Yas, etnik koken, cinsiyet, boy, kilo, yara izleri ve dovmeler gibi
Ozellikleri icerir (Miguel-Hurtado, Stevenage, Bevan ve Guest, 2016). Literatlrde
mevcut olan galismalar, soft biyometri kullaniminin biyometrik sistem performansini
artirabildigini ve biiyiik veri tabanlarinda arama siiresini biiyiik dl¢lide azaltabildigini
gostermistir (K. Nandakumar ve A.K. Jain, 2009). Bu c¢aligmalarda ilk kimlik
dogrulama i¢in essiz-biyometri teknikleri kullanilirken, denegin kimliginin siirekli
olarak dogrulanmasi igin ise soft-biyometri 0&zelliklerinin bir kombinasyonu

kullanilmistir (Miguel-Hurtado ve digerleri, 2016).



Mobil cihazlarda kimlik dogrulama i¢in ilk oturum acildiginda geleneksel olarak PIN
kodu ve sifre istenir. Bu sifre ve PIN kodu girisinden sonra kullanicinin sisteme
erisimine izin verilir. Bu tip bir dogrulamanin dezavantaji, bu islemin sadece bir kere
oturum agildiginda yapilmasidir. Bu da oturum sonlanana kadar cihazin ve igerisindeki

onemli bilgilerin savunmasiz kalmasi anlamina gelir. (Sivaz ve Aykut, 2021).

Bunun disinda kimlik dogrulama i¢in yaygin olarak kullanilan yontemlerden biri olan
gizli dokunma desenleri de ekran (zerinde parmaktan gecen yagin iz birakmasi ve
desenin yapildig1 anda gizlice gézlenmesi gibi giivenlik tehditlerini icermektedir. (Aviv,
Gibson, Mossop, Blaze, ve Smith, 2010; Wiedenbeck, Waters, Sobrado, ve Birget,
2006).

Biyoelektrik empedans analizi (BEA) viicuttan zayif bir elektrik akiminin aktigi ve
viicudun empedansini (direng ve reaktans) hesaplamak igin voltajin 6l¢iildigi, 6zellikle
viicut yag ve kas kiitlesini tahmin etmeye yonelik bir yontemdir. Vicutta bulunan kas
kiitlesinin artmas1 nedeniyle depolanan su miktarinin artmasi1 empedansin diismesine
neden olur. BEA viicut yag oranimi tahmin etmek, bazi hastaliklarin 6n tanisini
olusturmak ve c¢esitli destek saglik programlari olusturmak icin tiiketici pazarlarinda

siklikla kullanilir.

Bu tez galismasinda kisilerin cinsiyet ve yas siniflandirmasi soft biyometrik veriler
kullanilarak makine o6grenmesi yontemleri ile yapilmistir. Kullanilacak olan soft
biyometrik veriler, Bursa Uludag Universitesi, Tip Fakiiltesi Klinik Arastirmalar Etik
Kurulunun 13.06.2023 tarih, 2023-13/4 nolu kararinda vermis oldugu izinle gonulli
bireylerden toplanmigtir. Toplanan bu veriler bir cep telefonu uygulamasi ve cep
telefonu kilifina monte edilmis bir elektronik devre kullanilarak elde edilmistir. Yapilan
calismada yaslar1 10 ile 65 arasinda degisen 164 (86 erkek, 78 kadin) goniilliiden
dokunmatik ekrana 4 farkli ¢izimi (saat yoniinde ¢ember ¢izimi, saat yonii tersine
cember ¢izimi, saat yonilinde liggen ¢izimi, saat yonii tersine tiggen ¢izimi) ve 4 farkh
kaydirma (yukar1 kaydirma, asagi kaydirma, sola kaydirma ve saga kaydirma)

islemlerini 15 defa tekrarlamalari istenmis, es zamanli olarak goniillillerin biyoelektrik



empedans olgtiimleri telefon kilifina monte edilmis devreye bagli bakir bantlara
dokunmalar1 suretiyle yapilmistir. Toplanan bu veriler makine 6grenmesi siniflandirma
ve regresyon modelleri ile islenmis, kullanilan modellerin smiflandirma basarimlari

Olciilmiistiir.

Su ana kadar essiz ve soft biyometrik verilerin birlikte kullanilmasi1 gériilmiis olsa da
biyoelektrik empedans ve soft biyometrik verilerin birlikte kullanildig:i ¢alismaya bu
tezin yazildigi zaman itibariyle heniiz rastlanilmamistir. Calisma, bu yonyiyle, problem

olarak yenilikgidir.



2. KURAMSAL TEMELLER ve KAYNAK ARASTIRMASI

2.1. Biyoelektrik Empedans

Biyoelektrik empedans analizi (BEA), en basit ifadesi ile bir kisinin elektrik
empedansini yani viicut dokular1 boyunca bir elektrik akiminin akigina olan karsitligini
belirler; bu veri daha sonra dokularin yapisini, yag su dengesini ve kiitlelerini tahmin

etmek icin kullanilabilir ve viicut agirligina, viicut yagina gore farklilik gosterir.

Vicut empedans Olcimi sirasinda elde edilebilecek veriler Yagsiz Viicut Kiitlesi
(FFM), Viicut Su Miktar1 (TBW), Hiicre Dis1 Sivi Miktart (ECW), Hucre i¢i Sivi
Miktar1 (ICW) seklindedir. Vicudun toplam agirligi bilindigi takdirde bu veriler
dogrultusunda Vicut Yag Kitlesi (FM), Yagsiz Vicut Yilzdesi (LBM%) de elde
edilebilir.

Vicudun mineral yapist ve su oranina bagh olarak, yiksek ve diisik frekansin
gecirgenligi farklidir. Diisiik frekanslarda hiicre zarlar1 kapasitif etki gosterir ve elektrik
akiminin gecisine engel olustururlar. Diisiik frekanslarda ECW hakkinda bilgi sahibi
olunabilir. Yiksek frekanslarda ise elektrik akiminin hiicre zarinin kapasitif etkisi yok
olur ve elektik akimi1 hem hiicre i¢i hem de hiicre dis1 sividan gecer. Bu sekilde TBW

olculebilir.

Biyoelektrik empedans analizi (BEA), giivenli ve hizli olmasinin yani sira viicut
biitlinliigiine zarar vermemesi ve nispeten diisiik maliyetli olmasi nedeniyle, kliniklerde
hastalarin  viicut kompozisyonlarimi degerlendirmek icin yaygmn bir sekilde
kullanilmaktadir. Sadece empedans degerleri degil ayrica faz acist da hastaliklarin
analizi agisindan 6nemli goriiliip kullanilmaya baslanmistir. BEA analizinden elde
edilen empedans bilesenleri ile hesaplanan faz acisi, beslenme durumu ve morbidite
riskinin degerlendirilmesinde objektif ve hizli bir yontem olarak biyik ilgi

¢ekmektedir. Faz agisinin, kotiilesen klinik durumlar ve ¢esitli hastaliklarin 6liim



oranlar1 i¢in 6nemli bir parametre oldugu vurgulanmaktadir. Literatiirde, faz agisinin
hastaliklar, fiziksel aktivite diizeyi ve beslenme durumu gibi bir¢ok faktorle olan
iliskisini inceleyen pek ¢ok caligma bulunmaktadir. Ancak, belirli hastaliklar, bireyler

veya diger faktorler icin referans degerler heniiz kesinlesmemistir. (Canbolat E., 2018).

BEA’nin frekans, empedans ve faz agis1 olmak iizere {i¢ bileseni mevcuttur.

Uygulamalarda degisen akimin frekansina bagli olarak, hiicre zarlari iletken ya da
kapasitif etki gosterirler. Diisiik frekanslarda sadece hiicre digi s1vi hakkinda bilgi sahibi
olunabilirken, yiliksek frekanslarda hiicre zarmin kaybolan kapasitif etki ile akim hem
hiicre i¢i hem hiicre disindan gecerek toplam sivi miktar1 hakkinda bilgi edinilmesini

saglar. Frekansa gore hicre zar1 gegirgenligi Sekil 2.1.1°de gosterilmistir.

A| Yuksek Frekans d).
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Sekil 2.1.1. Frekans biiyiikliiklerine gore hiicreden elektrik akim gegisleri (Canbolat
2018'den degistirilerek alinmistir)

Kullanilan frekans degerlerine gore iki tip BEA sistemi vardir. Tek frekansli BEA
yontemi ‘Klasik BEA’ yontemi olarak bilinmektedir. Dort elektrot ile yapilan bu tip
BEA’da sabit bir frekansta akim viicut igerisinde ilerlemektedir. Tek frekansli BEA,
TBW ve LBM analizinde en sik kullanilan yontem olmakla beraber, TBW’nin hucre ici
ve disint kistmlarini ayirt etmede yetersizdir. Tek frekansli BEA 6lglmleri hidrasyon
durumu belirgin bir sekilde degismis kisilerde anlamli degildir ancak normal hidrat



kisilerde, yagsiz kitle veya toplam viicut suyunu kolaylikla hesaplayabilir (Canbolat E.,
2018).

Coklu frekans BEA uygulamasi ise farkli frekanslar kullanarak sadece hiicre dig1 degil
hiicre ic¢indeki sivi miktari1 da belirleyebilir. Yiiksek frekansta akim hicre igi
stvisindan gegmeye baslar. Coklu frekans BEA, sivi degisimlerini ve sivi dengesini
daha 1iyi aciklamakta olup hidrasyon seviyesindeki degisimleri incelemede de
kullanighidir. Yag kiitlesi hakkinda bilgi saglamanin yaninda ¢oklu frekans BEA nin tek
frekansli BEA’ya gore, ekstremite iskelet kaslarini degerlendirme avantaji vardir

(Nalgacioglu, 2014; Ozcetin ve Khalilova, 2017; Aydin 2004).

Empedans, bir malzeme iginden gegen alternatif akima karsi frekansa bagli olan
elektriksel direnctir. Empedans ‘Z’ ile ifade edilir ve birimi () Ohm’dur. Bu tezde
empedans biyolojik maddelerin iizerinden degerlendirildigi i¢in ‘Biyoempedans’ olarak

tanimlanmustir. Sekil 2.1.2°de empedans ve faz agisina bagl tiim degerler gosterilmistir.

A Im

Sekil 2.1.2. Kompleks diizlemde empedans ve faz agis1 gosterimi (Wikipedia, 2009)

—_—

|Z|? = X? + R? (2.1)

Denklem 2.1°de gosterilen empedans degerinin karesi rezistans ve reaktansin karelerinin

toplamidir. Frekans degisimi ile reaktans kisim artabilir ya da azalabilir. Eger faz agis1



pozitif ise malzeme indiiktif, eger faz agis1 negatif ise malzeme kapasitif etki gosteriyor

demektir.

Diisiik faz acis1 degeri veya diislik reaktans, hicre 6lumi ya da hiicre zarinin segici
gecirgenliginin bozulmasini ifade eder. Yiiksek faz agis1 degeri ise diisiik faz agisindaki
durumun tersine, daha biiyiik miktarlarda bozulmamis hiicre zarlarini ifade eder.
Yiiksek faz agis1 en iyi hiicre fonksiyonu ile birlikle en giiclii hiicre zarinin durumunu
gosterir. Bundan dolay1 faz agisi hiicresel saglik durumunun en iyi tanimlayict oldugu
ifade edilmektedir. Yapilan caligmalar incelendiginde kadinlardaki faz agisinin
erkeklere gore; yasl bireylerdekinin de geng¢ bireylere kiyasla daha diisiik oldugu
goriilmektedir. Bu durum erkek ve geng bireylerin, kadinlara ve yasli bireylere kiyasla

daha yiiksek kas kiitlesine ve daha az yag kiitlesine sahip olmasi ile agiklanabilir.

2.2. Soft Biyometri

Soft Biyometri o6zellikleri, “Bir kisinin kimligi hakkinda bazi bilgiler saglayan ancak
kimligi kesin olarak belirlemek i¢in yeterli kanit saglamayan anatomik veya davranigsal
ozellikler” olarak tanimlanmaktadir. Bunlar, yas, etnik kdken, cinsiyet, boy, kilo, yara
izleri ve dovmeler gibi 6zellikleri igerir. Bu ozellikler, biyometri dagitiminda, parmak
izi (Ailisto ve arkadaslari, 2006), iris (Zewail ve arkadaslar1 2004) ve yiz (Park ve Jain,
2010) gibi kat1 biyometri yontemleriyle kombinasyon halinde kullanilmistir. Calismalar,
soft biyometri kullaniminin biyometri sistem performansini artirabildigini ve biiyiik veri
tabanlarinda arama siiresini biiyiik ol¢lide azaltabildigini gOstermistir. Soft biyometri
yiiksek seviyeli ipucglari olmasina ragmen, siirekli kimlik dogrulama senaryolarinda
kullanima sunulma konusunda biiyiik 6lgtide yetersizdir (Niinuma ve arkadaslari, 2010).
Bu durumlarda, ilk kimlik dogrulama i¢in essiz biyometrik teknikleri kullanilirken,
denegin siirekli olarak kimligini dogrulamak igin soft biyometri Ozelliklerinin bir

kombinasyonu kullanilir (Miguel-Hurtado ve digerleri, 2016).

Soft biyometri uygulamalarinin, dokunmatik ekrana veya yiizeye sahip cihazlarin

kullaniminin artmasi ile alanlar1 genislemis ve makine dgrenmesi ile popiilerlesmistir.



Bu noktada kisinin tanimlanmasi i¢in gerekli olan fiziksel ayirt edici 6zelliklerinin
disina ¢ikilarak, ¢ok fazla miktarda veri igeren yeni tanimlayict setler
olusturulabilmektedir. Cep telefonu ve tablet gibi giinliik hayatta sikca kullanilan
cihazlar sayesinde kisilerin parmaklari ile yaptiklar: tarama, siiriikleme, dokunma gibi

davraniglar1 rahatlikla gézlemlenebilip, analiz edilebilmektedir.

Angulo ve Wistlud’un (2011) 32 gonlllu ile yaptigi ¢alismada bir Android isletim
sistemine sahip cep telefonlar tizerinde gondlltlerin ekran kilidini agmak i¢in kullanilan
dokunma desenleri ¢izmeleri istenmistir. Ug¢ farkli desenin her biri 50 kez
tekrarlanmistir. Desenlerde bulunan 9 farkli noktadan belirlenmis olanlarin tizerinde
parmagin durma siiresi ve noktalar1 tararken gecen siire hesaplanip daha sonrasinda bu
verileri makine 6grenmesi yontemleri ile degerlendirilmistir. Sonradan bu veriler ile kisi
tahmini yapilmigtir. Hata oran1 %10,39 olarak hesaplanmistir. Alt1 noktali bir deseni
dogru tahmin etme oran1 herhangi biri icin 1/16032 = 0,00006 olarak hesaplanmustir.
Hata oranina istinaden uyumlu kisi olmasa bile deseni dogru yapan ve sisteme erisme
bagarist 0,05 olarak hesaplanmistir. Dolayisiyla deseni bilmeyip ve veri setindeki
kisilerden olmayan birisinin deseni dogru yapip sisteme erisme sans1 0,000006 x 0,05 =
0,000003 olarak bulunmustur. Burada farkli kimlik dogrulama sistemleri ve biyometrik

verilerin birlikte kullanildiginda daha giivenli oldugu goriilmistiir.

Acien, Morales, Fierrez, Vera-Rodriguez, Hernandez Ortega (2018) yaptiklari
arastirmada 3 ile 6 yas arasindaki 89 cocuk ile yas tahminlerinde farkli siniflandirma
teknikleri kullanarak %90 ile %96 arasinda bir basar1 orani yakalamiglardir. Yapilan
calismada kullanicilara akilli cep telefonlar1 ile dokunma ve kaydirma hareketleri
yapmalar1 istenmistir. Kaydirma hareketi sirasinda ortalama hiz, maksimum ivme ve
kaydirma toplam siireleri dikkate alinmistir. Dokunma esnasinda ise dokunulmasi
istenilen bolge ile gercekten dokunulan bolge arasindaki mesafe ve dokunma suresi elde
edilmistir. Tek bir makine O6grenme algoritmasi kullanarak g¢ocuklarin néromotor
becerilerinin giderek arttigi saptanabilmistir. Bu da tehlikeli durumlarda kigik

cocuklarin sisteme erisim izni saglanamayacagi bir faktor olarak dikkate alinmustir.



Soft Biyometri sadece hareketler ile tanimlanan bir olgu degildir. Bevan ve Fraser
(2016) yaptiklar1 c¢alismada farkli fiziksel oOzelliklere sahip kisilerin bu fiziksel
Ozellikleri ile ayristirilabilir olup olmadiklarini arastirmislardir. Bu kapsamda 178
kisiden, tasarlanmig bir cep telefonu uygulamasi araciligiyla, 4 farkl siirtikleme hareketi
(yukaridan asagiya, asagidan yukariya, soldan saga ve sagdan sola) yapilmasi
istenmistir. Her hareket 30 defa tekrarlanmis ve hareketlerden 6 farkli karakteristik
ozellik ¢ikarilmistir. Bunlar kaydirma uzunlugu, kaydirma zamani, ortalama kaydirma
temas genisligi, ortalama basing, maksimum hiz ve maksimum ivmedir. Buradaki 6zgiin
yaklagim, hareketlerin sadece bas parmak ile yapilmasidir. Kullanicilarin hareketleri
yapmadan once bilekten bas parmak ucuna kadar olan uzunlugu 6Sl¢iilmiis ve sol elini
kullanan kullanicilarin sagdan sola kaydirmada daha hizli olduklari; sag elini kullanan
kullanicilarin soldan saga kaydirmada daha hizli olduklari sonucuna ulasilmistir. Burada
bilegin ve elin dogal uzanma ve kapanma hareketi de géz oniinde bulundurulmustur.
Daha uzun bas parmak uzunluguna sahip olanlar, biitiin kaydirma islemlerinde daha

kisa bas parmaga sahip olanlardan daha hizli olmuslardir.

Miguel-Hurtado, Stevenage, Bevan ve Guest’in (2016) yaptigi c¢alismada hareket
bicimlerinin, farkli karakteristik 6zellikleri ile gesitli makine 6grenmesi algoritmalarini
ayri ayri ve birlikte Kkarsilagtirarak cinsiyet tahmininde %78 dogruluk orani
yakalanmistir. 116 kisiyle yapilan bu ¢alismada hareketlerin sadece bir defa yapilmasi
(yukaridan asagiya, asagidan yukariya, soldan saga ve sagdan sola) karakteristik 6zellik
ve makine 6grenmesi yontemlerinin ne kadar 6nemli oldugunu vurgulamaktadir. Burada
dikkat edilen nokta her bir hareket karsisinda cinsiyet tahminine en ¢ok yarayan
karakteristik 6zellik ve algoritma kullanimidir. BOylece her 6zellik, her hareket ve

algoritma i¢in gegerli olmayip modelde agirlig1 azaltilmistir.

Rzecki Plawiak, NiedZzwiecki ve Sosnicki (2017) desenli 6rtint teknigini kullanarak, 50
kisiyle, 9 farkli hareket ve her hareket i¢in 10 tekrar ile yaptiklari calismada daha dnceki
calismalardan farkl olarak kisi tanimlamada %99 gibi biiyiik bir basar1 yakalamislardir.
Buradaki en 6nemli faktor toplanan verilerin herhangi bir makine 6grenme metoduna

girmeden Once On islem yapilmasidir. Bu islemler sirasiyla; yeniden ornekleme,



standartlastirma, temel bilesen analizi, boyut indirgeme, birlestirme, normalizasyon ve
veri uzatimidir. Bu yontemle yiiksek basari orani saglanmistir; ancak bu islemler

olduk¢a maliyetli ve dikkatli yapilmasi gereken islemlerdir.

2.3. Makine Ogrenmesi

Makine 6grenimi (MO), bilgisayarlarmn verileri analiz ederek insanlar gibi 6grenmesini
saglayan bir bilgisayar bilimidir. MO, bir bilgisayarm agik ve dogrudan talimatlar
olmadan matematiksel modellerin yardimi ile &grenebilir. Bu durum yapay zekanimn
(YZ) bir alt kiimesi olarak kabul edilir. Verilerdeki kaliplari tanmimlamak icin MO
algoritmalar1 kullanir. Bu kaliplar, tahmin yapabilen bir veri modeli olusturmak icin
kullanilir. Insanlarin pratik yaparak kendilerini gelistirdigi gibi veri havuzu ve deneyim

arttikga makine 6grenmesi de daha dogru sonuglar verir (Microsoft Azure, 2024).

Ilk olarak 1952 yilinda ifade edilen MO, resmi olarak Arthur Samuel tarafindan
tasarlanmistir. Tasarlanan model IBM laboratuvarlarinda dama oynamast igin
denenmistir. Arthur Samuel’in tasarladigi bu programm dama oynadigr her
seferde kendisini gelistirmesi, hatalarini belirleyip diizeltmesi ve elde ettigi verilerle
oyunu kazanmanin yollarin1 kesfetmesini amaglanmistir. Bu kendiliginden 6grenme
programi, makine Ogrenmesinin ilk Orneklerinden biri olmustur. Kendi kendine

O0grenme ve makine 6grenmesi gibi terimler de bu donemde kullanilmaya baslanmaistir.

MO bircok farkli alanlar ile biitiinlesik olarak ¢alismaktadir. Ornek olarak MO, YZ’nin
bir alt kiimesidir ve YZ’nin ¢iktilarini kullanir. YZ insan zekasini taklit eden daha genis
kapsamli bir kiimedir. MO ve YZ siklikla birbirinin yerine kullanilir; ancak gergekte
ayn1 anlama gelmezler. MO’niin bir alt kiimesi ve 6zel bir bigimi olan ‘Derin Ogrenme’
ise dogrulugu kendi basina saglayabilen bir sinir ag1 kullanir. Burada kullanilan derin
sifati 6grenme agamasinda kullanilan farkli katmanlardan meydana gelmektedir. Her
katmanin dgrenme sekli, katsayis1 ve Ogrenme ciktilart farklidir. Dolayisiyla DO,
MO’ne gore daha fazla veriye ihtiya¢ duyar. Bu olgularin birbirleriyle olan iliskileri
Sekil 2.3.1°de verilmistir.
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Sekil 2.3.1. Makine 6grenmesi ve iligkili alanlar1 (Sindhu, 2020)

2.3.1. Denetimli Ogrenme

Denetimli Ogrenme MO’de kullanilan bir yontemdir. Bu ydntemde kullanici veri
kiimelerini etiketleyerek kullanir. Veri seti igerisindeki verilerin (6znitelikler) karsilig
hangi verinin geldigi bu etiketleme yoluyla belirtilir ve 6grenme metoduna bu sekilde
girdi verilir. Algoritma bu etiketli veriler zerinden en uygun fonksiyonu bulmaya
calisir. Girdi ve ¢ikt1 arasindaki Oriintiiyii en iyi tanimlayacak olan fonksiyon daha sonra
etiketlenmemis bir veri geldiginde aymi fonksiyonu uygulayarak, ¢ikisi tahmin etmeye
caligir. Denetimli 6grenme algoritmasi egitim verilerini inceler ve yeni girdileri eslemek
icin kullanabilecek bir fonksiyon iiretir. Denetimli Ogrenme smiflandirma ve regresyon

problemlerine uygulanir. Sekil 2.3.1.1°de bu iki temel yontem gosterilmistir.

11



04

0.2 =

-0.2 ®

04

-0.6

0 1 1 L 1 1 1 L

-0.5 -04 -03 -0.2 -0.1 0 0.1 0.2 20 30 40 50 60 70 80 90 100

SINIFLANDIRMA REGRESYON
Sekil 2.3.1.1. Smiflandirma ve regresyon (Candan H., 2021)

Regresyon

Regresyon bagimli degisken (sonu¢ veya etiket) ile bir veya daha fazla bagimsiz
degisken arasindaki iligkiyi tahmin etmeye yarayan istatiksel bir durumdur. Bir
regresyon probleminde, siirekli degerli bir ¢iktiy1 tahmin etmek hedeflenmektedir.
Regresyon analizinin en yaygin bigimi, verilerin dagilimini en yakin sekilde uyan

¢izginin bulundugu dogrusal regresyondur (DR).

Belirli matematiksel nedenlerden dolayr (bkz. dogrusal regresyon), bu, bagimsiz
degiskenler belirli bir deger kiimesini aldiginda arastirmacinin bagimli degiskenin

kosullu beklentisini (veya popiilasyon ortalama degerini) tahmin etmesine olanak tanir.

Regresyon analizi tahmin yapabilmek i¢in kullanilabilir. Baz1 durumlarda bagimsiz ve
bagiml degiskenler arasindaki nedensel iliskileri ortaya ¢ikarmak i¢in de kullanilabilir.
Burada 6nemli olan nedensel iliskilerin kullanilmasi ve modelin bu yonde matematiksel

olarak ifade edilebilmesidir. Regresyon bi¢imleri su sekildedir:

12



e Basit Dogrusal Regresyon

e Coklu Dogrusal Regresyon

e Polinom Regresyon

e Mantiksal (Lojistik) Regresyon
e Karar Agac1 Regresyon

e Rastgele Orman Regresyon

Siniflandirma

Siniflandirma, veri kiimesini farkli parametrelere dayali olarak farkli kiimelere ayirmay1
hedefleyen bir algoritmadir. Girdi verilerini ayrik degerdeki ¢ikt1 verisine esleyen
problemlere uygulanmaktadir; yani ¢ikti verileri kategorik tiptedir. Siniflandirmada
model, egitim verileri kullanilarak tamamen egitilir ve daha sonra yeni goriinmeyen
veriler iizerinde tahmin yapmak icin kullanilmadan once test verileri {izerinde

degerlendirilir.

Makine 6grenimi siiflandirmasinda iki tiir 6grenci vardir: tembel ve istekli grenenler.
Istekli o&grenenler, gelecekteki veri kiimeleri hakkinda herhangi bir tahminde
bulunmadan 6nce ilk olarak egitim veri kiimesinden bir model olusturan makine
Ogrenimi algoritmalaridir. Egitim sirasinda agirliklart 6grenerek daha iyi bir genelleme
yapma istekleri nedeniyle egitim siirecinde daha fazla zaman harcarlar, ancak tahmin
yapmak i¢in daha az zamana ihtiya¢ duyarlar. Cogu makine 6grenimi algoritmasi

hevesli 6grenicilerdir ve asagida baz1 6rnekler verilmistir:

e Mantiksal (Lojistik) Regresyon
o Destek Vektor Makineleri

e Karar Agaclar

e Yapay Sinir Aglan

13



Tembel Ogrenenler veya Ornek tabanli Ogrenenler ise egitim verilerinden hemen
herhangi bir model olusturmazlar ve tembellik yonii de buradan gelir. Sadece egitim
verilerini ezberlerler ve her tahmin yapilmasi gerektiginde tiim egitim verisinden en
yakin komsuyu ararlar, bu da tahmin sirasinda ¢ok yavas olmalarina neden olur. Bu

tiirden baz1 6rnekler sunlardir:

e K-En Yakin Komsu

e Vakaya veya olaya bagli mantik-akil yiiriitme

2.3.2. KNN (K-en yakin komsular)

K-en yakin komsu (KNN), smiflandirma ve regresyon problemlerini ¢ézmek igin
yaygin olarak kullanilan basit ama etkili bir parametrik olmayan denetimli 6grenme
algoritmasidir. Hem siniflandirma hem de regresyon amagli kullanilabilir. Her iki
durumda da giris, veri setindeki en yakin ‘k’ egitim 6rneginden olusur. Cikti, KNN'nin
siiflandirma veya regresyon icin kullanilip kullanilmadigina gore farklilik gosterir.
KNN simiflandirmasinda ¢ikti, bir siif dyeligidir. Bir nesne, komsularinin oylariyla
siiflandirilir; en yakin k komsusu arasinda en yaygin olan sinifa atanir (k pozitif bir
tam sayidir ve genellikle kiigiik bir degerdedir). Eger k = 1 ise, nesne en yakin

komsusunun sinifina atanir.

KNN regresyonunda ise ¢ikti, nesnenin 0zellik degeridir ve bu deger, k en yakin
komsunun degerlerinin ortalamasi olarak hesaplanir. Eger k = 1 ise, ¢ikt1 en yakin
komsunun degeri olur. KNN, veri noktasin1 en yakin ‘k’ komsusuna gore siniflandirma
prensibiyle calisir. Algoritma, mevcut tiim verileri depolar ve yeni bir veri noktasi i¢in
bu veriler arasindan mesafe agisindan en yakin k veri noktasini bularak tahmin yapar.
Bu tahmin, ¢oziilmesi gereken probleme bagli olarak, k en yakin komsunun ¢ogunluk

siifina veya degerlerinin ortalamasina dayanir.

KNN'in uygulanmas1 kolaydir ve nispeten diisiik hesaplama maliyetlerine sahiptir; bu

da onu goriintii ve konusma tanima, tibbi teshis, finans ve bircok diger alandaki
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uygulamalar i¢in cazip bir se¢enek yapar. Ancak, dogrulugu 'k' se¢iminden ve kullanilan

mesafe Olciitiinden etkilendigi i¢in dikkatli olunmalidir.

N
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Sekil 2.3.2.1. KNN algoritmalar1. A) iki boyutlu diizlemde KNN (Mattaparthi, 2023)
B) Ug boyutlu diizlemde KNN (Gong, 2022)

Yeni eklenen bir verinin ¢iktisinin hangi etikete dahil olmas1 gerekliligi veri noktasinin
diger kiimelere olan uzakligi ve komsu sayisi belirler. Farkli diizlemlerdeki KNN
siniflandirmasi Sekil 2.3.2.1°de belirtilmistir.

KNN’de komsu sayisi belirlenirken farkli mesafe metrikleri kullanilir.

Oklid Mesafesi: Diizlemde bulunan iki veri noktasi arasindaki en kisa mesafeyi gosteren

uzunluktur.

d(x,y) = (2.2)

Burada ‘n’ boyut sayisini temsil ederken, x; ve y; veri noktalarini temsil ederler.

Manhattan Mesafesi: Biitiin diizlemlerdeki noktalarin mutlak degerlerinin farklarinin

toplamu olarak ifade edilir.
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Burada da x; ve y; veri noktalarini temsil ederler.

Minkowkski Mesafesi: Oklid ve Manhattan mesafelerinin genellestirilmis bir formudur.

1
T

d(x,y) = (2|xk - }’k|r> (2.4)
k=1

Burada da x;, ve y;, veri noktalarini temsil ederler.

Kosiniis benzerligi: Bir i¢ ¢arpim uzaymin sifir olmayan iki vektorii arasindaki
benzerligi dlcer. Genellikle metin analizlerinde belge benzerligini 6l¢gmede kullanilir.

Formlu: Kosintis mesafesi = 1 — cos 8

AB nAB;
All 1Bl
I I

(2.5)

Burada A; ve B;, A ve B vektorlerinin i.ci bilesenleridir.

KNN’deki komsularin sayisini tanimlamak i¢in belirtilen ‘k> degerini tahmin etmenin
uygun bir yontemi yoktur. Hi¢bir yontem genelleme olarak kullanilamaz ancak bazi

yontemler ‘k’ degeri se¢iminde yardimci olabilir.

Siniflandirmalarda baglardan kurtulmak ve bir sinifin baskinligin1 engellemek i¢in ‘k’
tek say1 segilmelidir. k> degeri ne kadar biiyiik olursa dogruluk da o kadar yiiksek olur.
Farkli ‘k’> degerlerini test etmek ve modelin performansini en iist diizeye ¢ikarani
se¢mek icin ¢apraz dogrulama gibi tekniklerden yararlanilir. “N-kurali karekokii” olarak

adlandirilan egitim veri setindeki toplam veri noktasi sayisinin karekokii aliarak
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belirlenen k sayist yaygin olarak kullanilan ve dogruya yakin bir sonu¢ veren bir
hesaplama teknigidir. Yine de sorunun baglami ve islemi yapan kisinin deneyimine

bagli olarak farkli teknikler denenmeli ve yorumlanmalidir.

2.3.3. DVM-Destek Vektor Makineleri

Denetimli 6grenmenin bir modeli olan Destek Vektor Makineleri (DVM) hem dogrusal
hem de dogrusal olmayan problemlere, iki sinif arasinda bir bosluk yaratacak sekilde
olusturulan hiper diizlemleri bulmak iizere gelistirilen bir algoritma tiiriidiir. DVM hem
regresyon hem de simiflandirma problemleri i¢in kullanilabilir ancak genel olarak
smiflandirma problemlerinde en iyi sekilde c¢alisirlar. Regresyon modeli olarak
kullanimina ‘Destek Vektor Regresyon’ (DVR) denir. DVR, verilerin dogrusal olmayan
oOzelliklerini yakalamak icin gekirdek islev yontemlerini kullanarak bagimli ve bagimsiz
degiskenler arasindaki iliskiyi modellemek i¢in kullanilir. Bu tezde hem DVM hem de

DVR kullanilmistir. Destek Vektor Makineleri algoritmalar iki ¢esit olarak tanimlanir:

Dogrusal DVM: Veri noktalar1 dogrusal bir ¢izgiyle ayrilabiliyorsa ‘Dogrusal DVM’

kullanilir.

Dogrusal olmayan DVM: Veriler dogrusal olarak ayrilamadiginda ‘Dogrusal Olmayan
DVM’ kullanilir; bu, veri noktalarinin bir sinifa ayrilamadigi anlamina gelir. Birgok
uygulamada dogrusal olarak ayrilabilir veri noktalar1 elde edilemediginden bu yonteme
bagvurulmaktadir. Bu yontem ‘cekirdek’ teknikleri kullanarak veriyi istenilen sekilde

siniflandirmaya yarar.

DVM’nin nasil ¢alistigina bakmadan 6nce bazi kavramlari anlamak 6nemlidir.

Marj: Marj, hiper diizlem ve destek vektorler arasindaki bosluk tanimidir.

Hiper duzlem: Hiper diizlemler, veri noktalarinin simiflandiriimasina yardimei olan

karar sinirlaridir.
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Destek Vektorler: Hiper diizlemin iizerinde veya ona en yakin olan ve hiper diizlemin
konumunu etkileyen veri noktalaridir.
Cekirdek Islevi (Kernel Fonksiyonu): Hiper diizlemin seklini ve karar smirim

belirlemek i¢in kullanilan iglevlerdir.

L2

Destek
Vektorleri

Destek
Vektorleri

Hiper Dluzlem

Sekil 2.3.3.1. Iki siniftan Srneklerle egitilmis bir DVM i¢in maksimum marj hiper
dizlemi (Jiaying ve arkadaslar1 2018’den degistirilerek alinmistir)

Marjn sinirlarin belirleyen 6rnekler destek vektorleridir.

Iki sinif arasindaki maksimum mesafede (marj) olmasi istenen hiper diizlem, en uygun
hiper diizlem olarak tanimlanir. Bu hiper diizlem, veri noktalarini1 siniflandirmada en
uygun performansi saglar. Marj ad1 verilen bu bosluk, siniflar arasindaki uzakligi temsil

eder ve en genis marjin, modelin genelleme yetenegini artirir.
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Birden fazla hiper diizlem olabilir ancak marjin maksimum oldugu hiper diizlemin en
uygun hiper diizlem oldugunu bulunabilir. DVM’nin temel amaci, veri noktalarini

yuksek hassasiyetle siniflandirabilen hiper diizlemleri bulmaktir.

Destek vektorler, hiper diizlem iizerindeki simif sinirlarma en yakin veri noktalarinm
temsil eder. DVM’nin giicli, bu destek vektorlerin belirlenmesi ve siniflandirma
siirecindeki etkisiyle ortaya c¢ikar. Optimizasyon siireci, marjini en st diizeye ¢ikaran

hiper duzlemi bulurken destek vektorleri de belirler (Karabudak, 2024).

Sekil 2.3.3.1°deki 6rnege bakildiginda olusturulan hiper diizlemin her iki taraftaki sinir
destek vektorlerden uzaklig1 en fazla olacak bigimde optimize edildigi goriilmektedir.

Matematiksel ifade ile:

(2.6)

A_{O eger wl.x+hb <0
1 egerwl.x+b=0

wT: Agirlik vektorii transpozu
x: Girdi vektori

b: Sapma

v: Hedef etiket(ler)

Bir deger icin sonu¢ 0’dan kiiciikse hiper diizlemin altinda kalan beyaz noktalar
kiimesine dahil olacaktir. Tam tersi, sonug¢ 0’dan biiylikse hiper diizlemin {istiinde kalan

siyah noktalar kiimesine dahil olacaktir.

DVM’de marj her zaman Sekil 2.3.3.1°deki gibi net olmayabilir. Bazen destek vektor
noktalar1 marjin igerisine girebilir ve diger sinifa dahil olabilirler. Buna ‘yumusak marj’
denilir. Eger veriler dogrusal olarak ayrilabiliyorsa, aykiri degerlere karsi ¢ok
duyarhidir. Bu durumda olan marjlara da ‘sert marj’ denilir. Gercek hayat
uygulamalarinda ¢ogunlukla dogrusal olarak verileri ayirmak miimkiin olmadigindan

yumusak marj kullanilir.
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Sert Marj Yumusak Marj

® Sinif 1 (O Destek Vektorleri
®Sinif 2 © Kisitlamayi ihlal Eden Ornek

Sekil 2.3.3.2. Sert ve yumusak marj Ornekleri (Kaushal ve arkadaslar1 2021’den
degistirilerek alinmistir)

Yumusak marj, bazi marj ihlallerinin; yanlhs siniflandirmalarin verilerin ¢ok 1iyi
ayrilmadigr durumlarda devreye girerek, esneklik saglar. Genelde giiriiltii veya aykiri
degerler oldugunda kullanilir. Bu sekilde yanlis siniflandirmanin 6niine geg¢ilmis olur.

Burada kullanilan bazi parametreler mevcuttur. Eger DVM’de yumusak marj
kullanilirsa bir diizenleme parametresi olarak ‘C’ adi verilen bir faktor bunu diizenler.
Bu faktdr boslugu olabildigince biiylitmek ile veri noktalarmin gruplandirmadaki
hatalarini azaltmak arasinda bir denge bulmaya yardimci olur. Sekil 2.3.3.2°de baz1 veri
noktalarinin marj boslugunun igerisinde ve ayrica hiper diizlemin yanlis tarafinda
oldugu goziikmektedir. Bu ihlaller yumusak marjin ayarinda izin verilmektedir. Buna
ragmen marjin kenarindaki noktalar 6nemini korumakta ve destek vektorleri olmaya

devam etmektedirler.

Matematiksel olarak ifade edilmek istenirse:
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Denklem (2.7)’de goriildiigii lizere marji ve hiper diizlemi tanimlayan denkleminin sag
tarafina marj ihlalini temsil eden degisken, &, tamimlanmistir. (1- &i) olarak tanimlanan

terim her veri noktas1 i¢in gerekli olan en az marji temsil eder.

Yumusak marj, marj maksimizasyonu ile marj ihlallerini i¢in bir ceza terimini birlestirir

ve asagida belirtilen formiil ¢ikt1 degerini en aza indirmeyi hedefler.

1 2
S Wl + € ) Niea & 28)

Burada “C”, DVM’de kullanilan diizenleyici bir parametredir; marj genisligi ve

siniflandirma hatasinin toleransi arasinda denge kurar.

Daha yuksek bir C degeri, yanlis siniflandirmalara izin vere bile daha genis bir marja
oncelik verir. Daha diisiikk bir C degeri, daha fazla marj ihlaline karsilik oldukca

yumusak bir karar ¢izgisi belirler.
Yumusak Marj Artilar:

Yumusak marj aykir1 degerleri ve giiriiltiilii verileri daha etkili bir sekilde isler. Bu
goriinmeyen verilere daha iyi genelleme yapan daha saglam bir karar siniriyla
sonuglanir. Sert marjdan farkli olarak, yumusak marj dogrusal olmayan ayrilabilen
verilerle, ¢ekirdek islevlerini (fonksiyonlarini) kullanarak daha yiiksek boyutlu bir alana
ortiilii olarak esleyerek isleyebilir. Bu karmasik siirlarin daha verimli bir bigimde

yakalanmasini saglar.
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Yumusak Marj Eksileri

Yumusak marjin performansi diizenleyici parametre olan ‘C’ ye olduk¢a bagimlidir. Bu
parametreyi segcmek bazen oldukca zor olabilir; 6zellikle ¢cok buytk veri setlerinde bu
cok zaman alici ve maliyetli bir ugrastir. Bazi hesaplamalarda eger ‘C’ degeri ¢ok
yiiksek olursa model asir1 6grenme olabilir. Bu durumda gereginden fazlaca marj ihlali
izni oldugu gorilir. Farklh ‘C’ degerleri icin geniglik Ornekleri Sekil 2.3.3.3’te

verilmistir.

400 4 400

300 4

300 A

200 -

200 4

100 1 100

o 100 200 300 400

c=1 C =100

Sekil 2.3.3.3. Farkl1 ' C ' degerleri i¢in marj biiyiikligii 6rnegi (Shrimali, 2018)

Secilen marj yontemleri icin belirlenen kriterler Cizelge 2.3.3.1°de verilmistir.
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Cizelge 2.3.3.1. Sert marj ve yumusak marj Karsilastirmasi

Kriter Sert Marj Yumusak Marj
Amacg Maksimum marj Maksimum marj, marj
Fonksiyonu ithlallerinin en aza
indirgenmesi
Giiriltiyi Giirtiltiiye Duyarli, kusursuz bir Saglamdir, giiriiltiiden
Yonetme bicimde dogrusal olarak ayrilabilen | etkilenmez, giiriiltiilii verileri
veriye ihtiyag¢ duyar. isler.
Diizenleme Diizenleme parametresi yok Diizenlilestirme parametresi C
tarafindan kontrol edilir.
Karmasikhik Basit, hesaplama i¢in verimli Hesaplama i¢in daha fazla

kaynaga ihtiyac duyar.

Cekirdek islemleri (Kernel Trick)

Baz1 veri setlerini, Sekil 2.3.3.3’teki gosterildigi sekilde tek bir ¢izgi igeren hiper
diizlem ile smiflandirma yapmak miimkiin degildir. Buradaki her bir veri noktas: iki

boyutlu diizlemde ideal bir bigcimde ayrilmamastir.

Sekil 2.3.3.4. Dogrusal sekilde olmayan veri dagilimi (Karabudak, 2024)

Eger veriler Sekil 2.3.3.4’teki gibi dagilmigsa bazi c¢ekirdek fonksiyonlar: (islemleri)
kullanarak boyut arttirma yoluna gidilir. Burada bazi ikinci dereceden formiiller

kullanilarak, karar sinir1 belirlenmeye c¢alisilir. Bu fonksiyonlara ¢ekirdek fonksiyonu ya

da ¢ekirdek islemleri denir.
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Polinom Cekirdek

Veri dagilimlarinin iki boyutta ¢oziimlenemedigi zamanlarda, problemleri ¢6zmek igin

lic veya daha fazla boyuta tasiyarak yapilan islemlerdir.
f(X1,X2) = (X17.X2 + c)¢ (2.9)

Burada ‘d’ polinomdaki boyutu ifade eder. X1 ve X2 ise veri tabanindaki veri

noktalaridir. Eger ‘¢’ sifir ise ¢ekirdek homojendir.
Fonksiyonun ¢iktisini ‘Y’ olarak ele alirsak;

X1 X1.X2

X1.X2 Xx22 (2.10)

T _ X1 _
x17.x2 = |X2 X1 x2] =

Onceden iki boyutla degerlendirilen denklem, X12,X22 ve X1.X2 bilinmezleri ile bes
boyuta yiikseltilmistir. Iki boyutlu diizlemde belirlenemeyen hiper diizlemin ti¢ boyutlu
diizlemde belirlenebildigi Sekil 2.3.3.5’te gosterilmistir.

2D 3D

20 7

Kernel
— 2

Sekil 2.3.3.5. Iki boyutlu bir dagilimin {i¢ boyutlu hale getirilip siniflara ayrilmasi
(Mansour ve arkadagslari, 2023)
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Islemi uygularken belirli bir ‘d’ derecesi kullanilmaz. Veri dagilimlarina, cesidine ve
biiyiikliigiine gore bu degiskenlik gosterebilir. Sekil 2.3.3.6’da B ile gosterilen veri
siniflandirma grafiginde d = 2 alinmistir. Bu degerde ii¢ adet mavi ¢ember ve bir adet
kirmiz1 kare destek vektorii olarak tanimlanmistir. Burada verilen Ornekteki sekilde
yeterli gibi goriinse de daha fazla veri noktasi olan problemlerde bu yeterli olmayabilir.
Sekil 2.3.3.6’da C ile gosterilen veri siniflandirma grafiginde ise d = 5 alinmigtir ve
destek vektor sayisi arttirilmistir. Boylece daha az hata ile daha kesin bir ayrim yapilmis

ve hiper diizlem daha net belirlenmistir.

100X g

Sekil 2.3.3.6. Dogrusal DVM (A), polinom c¢ekirdek islemli (d=2)(B), ve polinom
cekirdek islemli (d=5)(C) siniflandirma (Ben-Hur ve arkadaslari, 2008)

‘d’ katsayisini belirlerken modelin yetersiz 6grenmede veya asir1 6grenmede olup
olmadigma dikkat edilmelidir. Model yetersiz 6grenmede ise, katsayi arttirilmali, eger

model asir1 6grenmede ise, katsay1 azaltilmalidir.

Sigmoid Cekirdek

Sigmoid cekirdegi DVM ve diger makine 6grenimi algoritmalarinda yaygin olarak
kullanilan, sabit olmayan bir ¢ekirdek islevidir. Diger ¢ekirdek tiirlerinin aksine belirli

veri tarleri igin uygun kilan benzersiz 6zelliklere sahiptir.

f(x,y) = tan(axTy + ¢) (2.11)
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Denklem (2.11)’de verilen x ve y giris veri noktalaridir, a ise bir Olgeklendirme
parametresidir ve c sabittir. Hiperbolik tanjant fonksiyonu, sinir aglarinda kullanilan
etkinlestirme fonksiyonuna benzer sekilde ¢ekirdek fonksiyonunun ¢iktisinin [—1,1]
aralifina diismesini saglar. Bu yontem noral aglar i¢in vekil bir kullanim olarak da
nitelendirilir. Hiperbolik tanjant fonksiyonu, genel tabir ile ‘Sigmoid islevi’ olarak
bilinen genel bir fonksiyon kiimesinin alt dalidir. Sekil 2.3.3.7°de hiperbolik tanjant
fonksiyon grafigi gosterilmis olsa da ‘mantiksal fonksiyon’ bigimi regresyon

modellerinde kullanilir.

tanhx

_______ —_ —- = =

____.f ________

Sekil 2.3.3.7. Hiperbolik tanjant fonksiyon grafigi (Manton, 2023’ten degistirilerek
alinmistir).

Sigmoid ¢ekirdegin diger ¢ekirdeklerden ayrildigi baslica noktalar sunlardir:

Dogrusal Olmama: Diger ¢ekirdek islevleri gibi sigmoid ¢ekirdek de DVM’lerin
veriler i¢indeki dogrusal olmayan iliskileri yakalamasini saglar. Hiperbolik tanjant
fonksiyonunu uygulayarak karar sinirina dogrusal olmamay1 getirerek daha esnek ve

anlamli modellere olanak tanir.
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Sinir Aglarina Benzerlik: Sigmoid ¢ekirdegin sekli, yapay sinir aglarinda kullanilan
etkinlestirme fonksiyonuna benzer. Bu benzerlik, Ozellikle sinir aglarinin da iyi
performans gosterebildigi senaryolarda, sigmoid ¢ekirdegin karmasik veri modellerini

etkili bir sekilde modelleyebildigini gostermektedir.

Metin  Smiflandirmaya Uygunluk: Sigmoid c¢ekirdegi, metin siniflandirma
gorevlerinde 6zel kullanim alani olan bir islevdir. Metin verileri genellikle karmasik,
dogrusal olmayan iligkiler sergiler ve sigmoid cekirdegin bu tiir iliskileri yakalama
yetenegi, onu duygu analizi veya belge siniflandirmasi gibi gorevler i¢in uygun bir

secim haline getirir.

Smirlar1 Iyi Tamimlanmis Veriler: Verinin iyi tanimlanmis siif sinirlarma sahip
oldugu durumlarda sigmoid cekirdegi cok iyi bir performans gosterebilir. Veriler
nispeten ayrilabilir oldugunda ve karar sinir1 asir1 karmasik olmadiginda iyi calisma

egilimindedir.

0.12 -
0.10 -
0.08 -

0.06 -

004 -
064 065 066 067 068 069 010 Oil 0i2
Sekil 2.3.3.8. Sigmoid ¢ekirdege sahip bir DVM tarafindan olusturulmus karar sinirlari

Sekil 2.3.3.8°de ti¢ farkli smifin iki ayr1 6znitelik Gizerinden siniflandirma yapilmistir.

Gortildiigii izere siirlar dogrusal degildir.
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Radyal Tabanh Cekirdek (RTC, Gaussian RBF)

DVM smiflandirma problemlerinin ¢6zmek i¢in kullanilan en yaygin ¢ekirdek islevidir.
Literatlirde yer almig bir¢ok radyal tabanli islev olmakla beraber, DVM ig¢in en yaygini
Gauss metodudur. Gauss dagilimmma olduk¢a benzediginden bu sekilde

kullanilmaktadir. Veri seti ¢ok biiyiik degilse genelde bu ¢ekirdek islevi tercih edilir.

||X1—X2||2

KX, X,) =e 20 (2.12)

Formil (2.12)’de gosterilen RTC denkleminde ||X;X,|| iki farkli 6znitelik uzayinda X;
ve X, arasmdaki Oklid Uzakligidir ve sigma (o) cekirdek agirhigini belirleyen RTC
cekirdek parametresidir. DVM’de dogru siniflandirma yapabilmek i¢in sigmanin iyi

ayarlanmasi gerekmektedir. Sigma parametresinin varsayilan degeri 1°dir.

RTC cekirdek islevi formiil (2.13)’de bahsi gecen X; ve X, veri noktalari icin
benzerliklerini veya birbirlerine ne kadar yakin olduklarin1 hesaplar. ‘o’ varyansi temsil
eder ve her ne kadar parametre genellemesi yapilsa da bir hiper parametre olarak

tanimlanir.

Bosluktaki X; ve X, noktalarinin arasindaki uzunluga d,, dersek;

2
di; = [1X1=X-| (2.13)
Xi
e
i
e e
\\c‘
%"\.
‘o X,

Sekil 2.3.3.9. Bosluktaki iki noktanin birbirlerine olan uzakliklari (Sreenivasa, 2020).
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RTC cekirdeginin alabilecegi en yiiksek deger 1°dir ve bu ancak ||X;—X;||>? =0
oldugunda gerceklesir. Noktalar aynmi oldugunda aralarindaki mesafe yoktur ve
birbirlerine benzerler. Bu durum Sekil 2.3.3.9’daki d,, uzakliginin sifira esit oldugu

durumda gergeklesir.

Noktalar biiylik bir mesafe ile birbirlerinden ayrildiginda c¢ekirdek degeri 1’den kiiclik
ve 0’a yakindir, bu da noktalarin farkli oldugu anlamina gelir. Mesafe, farkliliga esdeger
olarak diisiiniilebilir ¢linkii noktalar arasindaki mesafe arttik¢a benzerliklerinin azaldigi

gozlemlenebilir (Sreenivasa, 2020).

Hangi noktalarin benzer olarak degerlendirilmesi gerektigine karar vermek icin dogru
sigma (o) degerini bulmak 6nemlidir ve bu ¢6ziilmek istenilen probleme gore degisiklik

gosterebilir.

dya

Benzemeyen bolge Benzeyen bolge Benzemeyen bolge

Sekil 2.3.3.10. 0 = 1 i¢in gergeklesen RTC grafigi (Sreenivasa, 2020°den degistirilerek
alinmustir)

Sekil 2.3.3.10°da goriildiigii gibi mesafe ‘0’ oldugunda benzerlik ‘1’ olurken, dért birim
uzaklasildiginda benzerlik ‘0’a geliyor.
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R es)
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Benzemeyen bolge Benzeyen Benzemeyen bélge
bolge

Sekil 2.3.3.11. o = 0.1 i¢in gergeklesen RTC grafigi (Sreenivasa, 2020’den
degistirilerek alinmistir)

Sekil 2.3.3.11°’de goriildiigii gibi mesafesi 0.2°’den kiigiik olan noktalar birbirine
benzerdir. Mesafe 0.2’den fazla olan noktalar birbirlerine benzemeyen noktalar olarak

tanimlanirlar.

KiZyuXa)

dyz

Benzemeyen Benzeyen bolge Benzemeyen
bélge bélge

Sekil 2.3.3.12. 0 = 10 i¢in gergeklesen RTC grafigi (Sreenivasa, 2020’den degistirilerek
alinmistir)

Sekil 2.3.3.12’de goriildiigi gibi sigma degeri arttikca benzerlik alani da oldukga
genislemistir. Merkezden 10 birim ve daha uzakta kalan yerler benzemeyen alan olarak

tanimlanmaistir.
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Benzerlik bolgesi Sekil 2.3.3.10, Sekil 2.3.3.11 ve Sekil 2.3.3.12’de oldugu gibi o
degistikce degistigi aciktir. Belirli bir veri kiimesi i¢in dogru sigmayi (o) bulmak
onemlidir. Izgara Arama Capraz Dogrulama (Grid Search Cross Validation) ve
Rastgele Arama Capraz Dogrulama (Random Search Cross Validation) gibi hiper

parametre ayarlama teknikleri kullanilarak sigma degeri bulunabilir.

RTC, DVM’nin tiim veri kiimesini degil, yalnizca egitim sirasinda destek vektorlerini
saklamasi gerektiginden alan karmagiklig1 sorununun iistesinden gelir. Bu noktada K-En

Yakin Komgular Algoritmasi ile de benzerlik gostermektedir.

RTC’de tanimlanan bir bagka hiper parametre ise gamma parametresidir.

1
= —= 2.14
Gamma degeri ne kadar diisiikse, dagilim o kadar genis olur. C hiper parametresinde
oldugu gibi, eger model asir1 6§renme gosteriyorsa gamma degeri azaltilmali, model
yetersiz 0grenme gosteriyorsa gamma degeri artirilmalidir. Gamma degerinin 6grenme

modeli Gzerindeki performansi Sekil 2.3.3.13°te gosterilmistir.
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Sekil 2.3.3.13. Uc smifli iki 6zellikli verilerin RTC islevinde farkli gamma degerleri
kullanilarak siniflandirilmasi. (Akca, 2020)

2.3.4. Asir1 Ogrenme (Overfitting) ve Yetersiz Ogrenme (Underfitting)

MO’de her ne kadar uygun model ve algoritma se¢ilmis olursa olsun, modelin basarisini
degerlendirirken bazi sorunlar ortaya ¢ikmaktadir. Yaygin olarak bu sorun egitim verisi
tizerinde degil, test verisinin diigiik performans vermesi ile fark edilir. Modeli
olustururken belirlenen parametreler bazen asir1 6grenme ya da yetersiz 0grenmeye

sebebiyet verebilirler.

Asir1 Ogrenme

Eger model, egitim i¢in kullanilan veri setine asir1 odaklanip ezberlemeye baslarsa ya da
egitim seti homojense, asir1 6grenme riski artar. Bu tiir bir model, egitim setinde yiiksek
bir basar1 elde etse de test verisiyle karsilastiginda ¢ok diisiikk bir performans sergiler;
clinkli model egitim setindeki 6rnekleri ezberlemis ve test verisinde de ayni ornekleri
aramaktadir. En ufak bir farklilikta, ezberlenen Ornekler bulunamayacagi igin test
verisinde ¢ok kotii tahmin sonuglart alinabilir. Asir1 6grenme sorunu olan modellerde

yiiksek varyans ve diigiikk sapma goriiliir.
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Bu genelde modelin ¢ok karmasik olmasi nedeniyle verilerdeki giiriiltiiyii veya rastgele
dalgalanmalar1 yakalamaya baslamasi ve bu nedenle modelin daha 6nce karsilasmadigi
yeni verilere genelleme yaparken kotii performans gostermesi olarak da tanimlanabilir.

(Tarafli, 2023)

Asirt Ogrenmeyi engellemek adina gesitli tekniklere basvurulur.

Duzenleme (Regularization): Modelin karmagikligin1 azaltarak asir1 §grenmeyi
onlemeye yardimci olan bir tekniktir. L1 (Lasso) ve L2 (Ridge) diizenleme gibi ¢esitli
yontemler vardir. L1 diizenlemesi, modeldeki baz1 o6zelliklerin agirliklarini sifira
yaklagtirarak Onemsiz Ozelliklerin etkisini ortadan kaldirir ve bdylece modelin
genelleme yetenegini artirir. L2  diizenlemesi ise tiim Ozelliklerin katsayilarini

kiictilterek hepsinin modele katkida bulunmasini saglar.

Bagging (bootstrap aggregating): Modelin genelleme yetenegini artirmak igin,
rastgele orneklemle olusturulan yeni veri kiimeleri iizerinde birden fazla temel 6grenici
kullanarak egitim yapar ve sonuglar1 birlestirir. Bu yontem, 6zellikle karar agaglart gibi
yiiksek varyansa sahip modellerde etkilidir. Rassal orman (random forest) bu teknigin

en bilinen drneklerinden biridir.

Erken durdurma (early stopping): Egitim siirecini, test hatas1 artmaya basladiginda
durdurarak asir1 6grenmeyi onleyen bir tekniktir. Baz1 uygulamalarda yinelemeli egitim
sirasinda, ilk baslarda modelin performansi artar, ancak yinelemeler devam ettikge
performans diismeye baslayabilir. Modelin agir1  yiiklenmeden egitim tekrarim
durdurmak, veri kiimesinin asirt uyum yapmasini Onler ve modelin daha Once

karsilagsmadig1 verilere kars1 kotii performans gostermesini engeller.

Capraz dogrulama (cross-validation): Veri setini birden fazla parcaya bolerek her bir
parcay1 sirayla test seti olarak kullanir ve modelin basarimini bu sekilde degerlendirir.
Bu yontem, modelin farkli veri alt kiimeleri iizerindeki performansini Olger ve asiri

ogrenme riskini azaltir. K-katli capraz dogrulama en yaygin kullanilan yontemlerdendir.
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Daha fazla veri eklemek: Ornek sayisim artirmak verideki hedef ile oznitelik
arasindaki iliskiyi ¢ok daha rahat anlayabilmeyi saglamaktadir. Daha fazla veriye sahip
olan ydntemin, daha fazla veri tiiriinii dikkate alarak daha iyi genelleme olasiligi daha

yuksektir.

Birlestirmek (Ensembling): Farkli MO modellerini bir arada kullanilmasini saglar.

Daha karmasik ornekler asir1 6grenmeyi engellemeye yardimci olur.

Oznitelik sayisim azaltmak: Birbirleriyle yiksek korelasyon gosteren Gznitelikler,
bulunduklari veri setinde ayni bilgiyi tasirlar ve yanlilik gosterirler. Dolayisiyla yiiksek

korelasyon gosteren Ozniteliklerin ayiklanmasi asir1 6§renmeyi engelleyebilir.

Yetersiz Ogrenme

Yetersiz O0grenme, matematiksel modelin, verinin temel yapisin1 yakalayamadigi
durumdur. Yetersiz 0grenmede model, karmasik veri noktalarmi yakalamak i¢in
oldukca basittir. Temel Oriintii yakalanamaz ve bu nedenle kotii bir performans ¢iktisi
olusur. Yetersiz 6grenmede hem egitim hem de test veri setinde hata oran1 yiiksektir.

Yetersiz 0grenmeyi gidermek i¢in ¢esitli tekniklere bagvurulur.

Model karmasikhgimin arttirillmasi: Eger olusturulan model c¢ok basit ise girdi ve
ciktilar arasindaki iliskiyi 6grenemez. Burada yiiksek egitim hatas1 olusur. Model tekrar

diizenlenerek daha karisik hale getirilerek bu problem giderilmeye ¢aligilir.

Oznitelik miihendisligi uygulanmasi: Farkli ozniteliklerin  cesitli tekniklerle
olusturulup daha fazla veri noktasi ile yetersiz 6grenmenin 6niine gecilmeye ¢aligilir.

Veriden giiriiltiiniin ¢cikarilmasi: Eger veriler ¢ok giiriiltiilii ise model 6grenme
giicligii ceker; ¢ilinkii giiriiltii egitim verilerini farkli degerler {lizerine tasir ve verilerin
rastgele oldugunu varsayar; bu da egitim verisini istenilen derecede ya da yanlig

Ogrenecegini gosterir.
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Egitim siiresi veya donem sayisinin arttirilmasi: Daha fazla donem sayis1 (iterasyon)
parametre optimizasyonu, karmasik veri kiimelerini isleme, yakinsama izleme gibi
avantajlar saglar. Bu, modeli daha uzun siirede egitilmesine olanak tanir ve performansi

arttirir.

Eksik veri: Sonuglar birden fazla degiskene bagli iken model sadece bir degisken

tizerinden yapilandirilirsa egitim performansi diisiik olur.

A A < A

X X
{9 o O/ o O o

X o0 o X0 & (o} X oxo o

X O
X % o X x o Xx/ %o
X X X
X9 x Xo X A X/0

+ ~ . + > + B
Yetersiz Ogrenme Uygun Ogrenme Asirt Ogrenme

Sekil 2.3.4.1. Smiflandirma algoritmasi tizerinden 6grenme metotlari (Tas, 2020)

Sekil 2.3.4.1°de goriildiigli iizere sol taraftaki grafikte kesik ¢izgi ile ifade edilen
siniflandirma ¢izgisi verileri siniflandirmada yetersizdir. Burada model oldukga basit
kalmaktadir. Sag taraftaki grafikte ise asir1 6grenme Ornegi verilmistir. Burada model
verilen verileri diizglin ayirmissa da gelecekteki verinin nasil olacagini tahmin etmekte
zorlanir; ¢iinkli siniflandirma i¢in kullanilan sinir ¢izgisinin ideal bir matematiksel
modeli yoktur. Ayrica giiriiltii ve aykir1 olan tiim noktalar1 da kapsama egilimindedir.
Ortada yer alan grafik ise uygun 6grenme ile verilerin iyi bir ¢izgi ile ayrildiginm
gosteriyor. Basar1 orani yliksek ve tahmin edilebilir bir model oldugu igin tercih

edilmesi en mimkin modeldir.
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Yetersiz Ogrenme Uygun Ogrenme Asirt Ogrenme

Sekil 2.3.4.2. Regresyon modeli {izerinden 6grenme metotlari (Amidi A. ve Amidi S.,
2018)

Sekil 2.3.4.2°de ayn1 smiflandirmada oldugu gibi regresyon modelinde de regresyon
cizgisinin ¢esitli Ogrenme yontemlerine gore ¢izildigi goriilmektedir. Yetersiz
o0grenmede yiiksek yanlilik, yiiksek egitim Ogrenme hatast bulunmaktadir. Asiri
O0grenmede ise diisiik egitim 6grenme hatasi olmasina karsilik, yiiksek test 6grenme
hatas1 ve yiiksek varyans mevcuttur. Model karmasikligi ve tahmin hatasi tizerinden

ogrenme egrileri Sekil 2.3.4.3’te gosterilmistir.

En uygun 6grenme

- Test Verisi
(2]
E / Yetersiz .
[+ Ogrenme Asir Ogrenme
I
=
=
© /
P vl e . .
Egitim Verisi

Model Karmasiklig

Sekil 2.3.4.3. Ogrenme egrileri (Durna 2020°den degistirilerek alinmustir)
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Varyans ve Yanhhk

Yanlilik, 6grenme algoritmasindaki basit varsayimlardan kaynaklanan hatalardir.
Normalde varsayimlar modelin anlagilmasini ve modelin 6grenmesini kolaylagtirir;
ancak verilerin karmasikligin1 ¢6zemeyebilir. Modelin girdileriyle ¢iktis1 arasindaki
iliskiyi dogru tahmin edememesiyle sonuglanir. Bir modelin hem egitim hem de test
verilerinde diisiik performansa sahip olmasi, basit modelden dolay1 yiiksek yanlilik

anlamina gelir ve bu da yetersiz 6grenmeyi isaret eder.

Varyans ise modelin egitim verilerindeki dalgalanmalar1 takip ederek, bu
dalgalanmalara kars1 duyarliligindan olusan bir hatadir. Eger bir model yiiksek varyansa
sahipse verilerin rastgele dalgalanmasi, guriltiden oldukga etkilenmesi riski olusur ve

test verilerinde zay1f performans gosterir.

Bu agiklamalarla birlikte yanliligin yetersiz 6grenmeye, varyansin ise asirt 6grenmeye
sebep oldugu gorilmektedir. Varyans ve yanlilik etkilerinin timi Sekil 2.3.4.4°te

verilmistir.

Duasuk Varyans Yuksek Varyans

Dasuk Yanllk

Yuksek Yanllik

Sekil 2.3.4.4. Varyans ve yanlilik Karsilastirmasi (Hafeez, 2018)
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Capraz Dogrulama

Bir makine Ogrenimi modelinin performansini degerlendirmenin daha dogru ve
giivenilir bir yontemi ¢apraz dogrulamadir. Capraz dogrulama, veri setini egitim ve test

setlerine bolerek modeli bircok yonden test eder ve genel performansini degerlendirir.

Egitim ve test veri setleri, ayrilmalarin1 kolaylastirmak i¢in model olusturulurken
ayrilmaktadir. Egitim seti, modeli olusturmak i¢in kullanilir ve test seti modelin
performansini degerlendirmek i¢in kullanilir. Bu yaklagimla, farkli egitim-test bolumleri
farkli dogruluk puanlar1 verir ve bu da modelin performansinin objektif olarak
degerlendirilmesini imkansiz hale getirir. Egitim-test ayirma metodolojisi bu agamada

henliz tamamlanamaz ve bir ¢apraz dogrulama teknigi gereksinimi duyar.

En temel capraz dogrulama teknikleri arasinda yer alan K-Fold tekniginin isleyisi
incelendiginde;
e Veri seti rastgele karistirilir.

e Veri seti icerisinde k adet grup tanimlanur.
Daha sonra olusturulan her grup i¢in belli prosediirler uygulanir:

e Dogrulama seti secilen gruptan olusur.

e [Egitim seti olarak diger tiim gruplar (k-1 gruplar1) kullanilir.

e Egitim seti, modeli olusturmak i¢in kullanilir ve dogrulama seti onu
degerlendirmek i¢in kullanilir.

e Bir liste modelin degerlendirme puanini igerir.

e Degerlendirme sonuglarinin istatistiksel 6zeti incelenir. Bu incelemede ortalama,
standart sapma, maksimum, minimum vb. degerler bu istatistiksel 6zete dahil

edilmistir.

Modelin performansimin yanlis degerlendirilmesi, K degerinin veri miktarina uygun
olarak secilmesinden kaynaklanabilir. Kesin bir kural olmamakla beraber
uygulamalarda genellikle 5 ya da 10 olarak ayarlanabilir (Durna, 2020). Sekil 2.3.4.5°te
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model her bir tekrarda test verisi belirlenen ‘K’ sayisi iizerinden kaydirilarak ‘K’ tekrara

ulasincaya kadar degisik egitim verileri ve test verileri Gizerinden 6grenme yapar.

Testverisi | o Egitim verisi >

.
Tekrar1 |00 0000000000000 00000
rekrar2 [0S 000000000000000
Tekrar 3 ﬁ..‘.".‘.”O‘OOOl““.

ekark >0 0000000009090 0900000

< Tum veri —>

Sekil 2.3.4.5. Capraz dogrulama diyagrami (Peeyada ve arkadaslari 2022’den
degistirilerek alinmistir)

Capraz dogrulamanin ikinci yontemi ise hiper parametre optimizasyonudur. Makine
ogrenimi modellerinde bagimli ve bagimsiz degiskenler arasindaki iligkiler, hiper
parametrelerle temsil edilir. Bu hiper parametreler belirlenen modelde sabit degildir.
Bagka bir ifadeyle, model egitimi sirasinda kazanilmaz. Arastirmaci bu belirlemeyi
modelleme asamasindan once yapar. Parametrik olmayan siiflandirma yontemlerinden
biri olan KNN algoritmasi, 6rnegin tahmin edilmesi gereken degere en yakin k degerini
inceleyerek siniflandirma yapar. Burada modelin performansin etkileyen ve modelleme
oncesinde veri bilimci tarafindan ayarlanmasi gereken hiper parametreler k sayis1 ve

kullanilacak mesafe 6lgiistidiir (Durna, 2020).

Bagari metrigine dayali olarak bir makine 6grenimi algoritmasi i¢in en iyi hiper
parametre setini belirleme sireci, hiper parametre optimizasyonu olarak bilinir. Asirt
O0grenme ve yetersiz 0grenme arasinda bir uzlagmaya, hiper parametre ayarlama yoluyla
model karmagikliginin ayarlanmasiyla ulasilabilir. Yine hiper parametreler tarafindan
verilen kisitlamalar, modelin esnekliginden kaynaklanan asir1 6grenme sorununun

¢oziilmesine yardimci olabilir. Hiper parametre optimizasyonu gugcli bir temel model
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gerektirir. Bu noktada 6zellik miihendisligine ve veri 6n islemesine daha fazla yatirim

yapmak optimizasyonu iyilestirir (Durna, 2020).

Herhangi bir algoritma i¢in ¢ok fazla sayida hiper parametre ve bu hiper parametrelerin
alabilecegi ¢ok sayida deger oldugundan, her degeri tek tek denemek miimkiin
olmayacaktir. Bu nedenle hiper parametre optimizasyonu i¢in farkli yontemler
gelistirilmistir.  Sekil 2.3.4.6’da modellerin yetersiz ve asir1 6grenme sonucu

belirledikleri egriler karsilastirilmis bicimde gosterilmektedir.
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Sekil 2.3.4.6. Yetersiz ve asir1 0grenme Ornegi (Holbrook ve Cook, 2024)

Izgara Arama Capraz Dogrulama (Grid Search Cross Validation)

Modelde test edilmesi amaclanan hiper parametreler ve degerlerinin olasi her
kombinasyonu yeni bir model olusturmak i¢in kullanilir ve verilen metrik kullanilarak

en etkili hiper parametre seti belirlenir.

Bu teknik, modelin etkinligini degerlendirmek amaciyla verilen parametrelerin

degerlerinden olusan "kafes" veya "izgara" lizerindeki her noktayi ziyaret eder. (Bulut
2024).
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Izgara arama capraz dogrulamanin birincil amaci, modelin performansini optimize
etmek i¢in kullanilan hiper parametre kombinasyonlarini metodik olarak
degerlendirmektir. Bu teknik, belirli bir hiper parametre alanin1 doldurmak i¢in akla
gelebilecek her tiirlii deger kombinasyonunu dener ve en yiiksek performansi saglayan
kiimeyi bulur. Izgara arama, bu tarama faaliyetini organize bir sekilde gergeklestirerek

etkili bir optimizasyon yontemi saglar (Bulut 2024).

Izgara Arama, belirli bir hiper parametre alani i¢indeki deger kombinasyonlarint bir
kafes veya i1zgara ilizerinde diizenler. Her 1zgara noktast bir dizi hiper parametre
kombinasyonudur. Hiper parametre uzayindaki her nokta, Sekil 2.3.4.7'de gosterildigi
gibi diger tiim noktalardan esit araliklidir. Daha sonra modeller bu kombinasyonlarla
egitilir ve belirli bir performans kriterine gore degerlendirilir. Izgara aramasi, bu islemi
miimkiin olan her kombinasyon i¢in tekrarlayarak en yiiksek performansi saglayan hiper

parametre konfigurasyonunu bulur (Bulut 2024).

Tanimlanan performans Ol¢limleri her modeli degerlendirmek i¢in kullanilir. Bu
gostergeler modelin ne kadar iyi ¢alistigin1 6lgmek igin iyi bir yontemdir. Ornegin F1
puani, dogruluk ve kesinlik gibi 6l¢timler siniflandirma konularina uygulanabilir. (Bulut
2024).

2.Hiper parametre

\J

1. Hiper parametre

Sekil 2.3.4.7. Izgara arama Ornegi (Cavdar ve arkadaslari, 2024)
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Bunun yarari, hiper parametrelerin her potansiyel kombinasyonunun test edilmesinden
dolayi, en 1yi performansi gosteren kiimenin tanimlanmasina olanak saglamasidir.
Yalnizca birka¢ hiper parametre test edilmek istenildiginde ve klguk veri kiimelerine
sahip olundugunda, ¢ok iyi bir performans sergiler. Anlasilmasi kolay bir optimizasyon
secenegidir. Bunu, performansi en iist diizeye ¢ikarmak amaciyla parametre alanindaki
her bir degerin iizerinden metodik olarak teker teker gecerek yapar. Islevselligi
nedeniyle deneyimsiz kullanicilar i¢in en iyi segenektir. Belirlenen hiper parametre
alanindaki her potansiyel kombinasyon rutin olarak degerlendirilir. Bu diizenlilik
sayesinde hiper parametrelerin her kombinasyonu esit olarak degerlendirilir. Sik tarama,
modelin performansini etkileyen bir¢ok hususu kapsayarak genel bir optimizasyon
saglar (Bulut 2024). En iyi hiper parametre degerlerinin bulundugu o6rnek Sekil
2.3.4.8’de verilmistir.

Dezavantaji, biiyiik veri kiimeleriyle ¢alisirken veya kesfedilecek hiper parametrelerin
sayis1 ve degeri arttikca kombinasyon sayisinin katlanarak artmasidir. Olusturulan her
modelin c¢apraz dogrulama testine tabi tutuldugu goéz Oniine alindiginda masraf her
zaman artacaktir; sonu¢ olarak, bunun yerine “Rastgele Arama Capraz Dogrulama”
yaklagimi segilebilir. Bu yaklasim, belirli bir performans o6lgltiine gdre en uygun
kombinasyonu seger ancak bu kombinasyonun genel olarak en iyi se¢enek olmasini
garanti edemez. Ozellikle verilen veri seti ve sorun igin en iyi cevabi bulma garantisi
verilememektedir. Farkli bir ifadeyle, 1zgara aramasi tarafindan se¢ilen kombinasyonlar
belirli bir istatistik icin en blyuk kombinasyonlar olsa da modelin genel performansini

etkileyen diger yonleri gézden kagirabilirler (Bulut 2024).
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Alpha 0.1 0.01 0.001 0.0001

beta Found Accuracy: 0.716 Found Accuracy: 0.76 = Found Accuracy: 0.81  Found Accuracy: 0.78

0.01 Found Accuracy: 0.721 Found Accuracy: 0.81 | Foi Found Accuracy: 0.86

0.001  Found Accuracy: 0.709  Found Accuracy: 0.88  Found Accuracy: 0.80  Found Accuracy: 0.73

0.0001 Found Accuracy: 0.72  Found Accuracy: 0.69 Found Accuracy: 0.71  Found Accuracy: 0.70

Sekil 2.3.4.8. Izgara arama ile iki hiper parametrenin bir performansi metrigi olan

kesinlik kriterini gésteren sema (Joos, 2020)

Rastgele Arama Capraz Dogrulama (Randomized Search Cross Validation)

Bu dogrulama teknigi, ¢apraz dogrulama olusturmayi ve modeli test etmek i¢in bir dizi
hiper parametrenin rastgele secilmesini igerir. Bu prosediirler, kullanict 6nceden
belirlenen yineleme sayisina veya hesaplama siiresi sinirina ulagana kadar devam eder.

(Durna, 2020).

Rastgele Arama Capraz Dogrulama, Izgara Arama Capraz Dogrulama ’ya alternatif
olarak kullanilir. Genelde hiper parametre sayisi ve degerleri ¢ok fazla oldugunda daha
az islem yapabilmek adina uzayda rastgele hiper parametre kombinasyonlarini dener.
Dolayistyla tiim noktalar yerine, bu noktalarin yalnizca rastgele secilen bir alt kiimesini
test eder. Bu alt kiime ne kadar kiiciikse optimizasyon o kadar hizli ancak dogrulugu az

olur. Noktalarin 6rnek dagilimlar1 Sekil 2.3.4.9°da verilmistir.
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Sekil 2.3.4.9. Rastgele arama ¢apraz dogrulama (GCavdar ve arkadaslari, 2024)

Avantaji, biiyiik veri kiimelerinde, daha diisiik bir maliyetle, 1zgara arama yaklagimiyla
elde edilen optimum puanla neredeyse ayni sonuglari verecek hiper parametre
kiimelerini bulabilmesidir. Bunu kullanarak daha genis bir hiper parametre araligi

taranabilir.

Dezavantaj1 ise ideal hiper parametre setine yaklasirken her potansiyel kombinasyonu
denememesi, dolayisiyla en 1yi performansa sahip hiper parametre setinin bulunacaginin

s6zlnu verememesidir.
Sekil 2.3.4.10°da bir 6grenme modelinden elde edilen 6nemli ve 6nemsiz parametrelerin

1zgara arama ve rastgele arama yontemi ile hiper parametre kombinasyonu secimi

karsilagtirilmistir.
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lzgara Arama Rastgele Arama

Onemsiz Parametre

Onemsiz Parametre

Onemli Parametre Onemli Parametre

Sekil 2.3.4.10. lzgara arama ile rastgele arama arasindaki hiper parametre
kombinasyonu se¢imi (Trouvain ve arkadaslari, 2020)

2.4.  Kimlik Dogrulama

Makine Ogrenmesinde ve bilgisayar sistemlerinde kimlik dogrulama kullanicinm
kimligini kanitlamasinda kullanilacak bilgilerin tiimiidiir. Bu sekilde kullanicinin
erismeye calistigi sistem, hizmet, uygulama veya belgelere izin veya ret almasi

saglanmaktadir.

Kisinin kimlik dogrulamasi ¢esitli faktorlere baghidir. Her kimlik dogrulama faktorii,
erisim izni verilmeden 6nce kisinin kimligini dogrulamak, islem talebini onaylamak, bir
belgeyi imzalamak ya da bagkalarina yetki vermek i¢in kullanilan bir dizi 6geyi kapsar.

Bu faktorleri ti¢ farkli kategoride degerlendirebilir. Giivenilir bir kimlik dogrulama i¢in
en az iki, tercihen de bu ii¢ faktoriin kullanilmasi gerekmektedir (Federal Financial

Institutions Examination Council, 2008). Faktorler su sekilde siralanir:

Bilgi: Kullanicinin bildigi bir sey olarak adlandirilir. Parola, PIN numarasi, giivenlik

sorusu gibi sadece kullanicinin bildigi seylerdir.

Sahiplik: Kullanicinin sahip oldugu tiim seyler. Bunlar akilli saat, kimlik Kkarti,
giivenlik belirtecleri, cep telefonu gibi seylerdir.
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Kahtim: Kullanicinin kendisine has olan ve tanimlayan tiim seylerdir. Parmak izi,
retina modeli, imza, ylz, ses, biyo-elektrik sinyaller ve diger biyometrik tanimlayicilar

bu alana girmektedir.

Bahsedilen faktorleri kullanarak, tek faktorli veya cok faktorli kimlik dogrulama
yapilabilmektedir. En az giivenilir kimlik dogrulama tiirii, yalnizca bir faktor gerektiren
tek faktorli kimlik dogrulamadir. Genelde iyi bir koruma saglamaz ve ele gegirilmeye
ya da yanlis kullanilmaya kars1 savunmasizdir. Bu tip dogrulamalar, hassas bilgi i¢ceren

kisisel bilgiye veya finansal bilgiye erisim i¢in tavsiye edilmezler.

Coklu faktor dogrulama ise iki ya da daha fazla faktor iceren kimlik dogrulama
cesididir. Ornegin banka kartina sahip olmak ve PIN kodunu bilmek iki farkli faktoriin
bir araya geldigi kimlik dogrulama sistemidir. Bu tip dogrulama sistemi hassas bilgi
iceren sistemlere yetki verilmesi i¢in kullanilir. Faktor tanimlamalar1 disinda ayrica
dogrulama tipi de kimlik dogrulamanin nasil yapilacagini gosterir. Baslica dogrulama

tipleri sunlardir:

Giiclii Dogrulama: Icinde en az iki faktorii barindiran ¢ok katmanli bir dogrulama
sistemidir. Bu dogrulama tipi ¢ok faktorlii kimlik dogrulamaya benzer ancak daha siki

gereksinimler de bu dogrulamaya eklenir.

Siirekli Kimlik Dogrulama: Yalnizca ilk oturum agma oturumu sirasinda kullanicilarin
kimligini dogrulayan geleneksel bilgisayar sistemlerinde onemli bir giivenlik agigi
ortaya cikabilir. Kullanicilar1 baz1 biyometrik 6zelliklerine gore siirekli olarak izleyen
ve dogrulayan kimlik dogrulama tekniklerini kullanan sistemlerin bu sorunu ¢ézmesi
gerekmektedir. Son arastirmalar, dokunma dinamikleri, tus vurus dinamikleri ve
ylirliylis tanima gibi bazi davranigsal 6zellikleri ¢ikarmak icin akilli telefon sensorlerini
ve aksesuarlarini kullanma olasilifin1 gostermistir (De Marsico ve arkadaglari, 2018).
Davranigsal biyometri olarak adlandirilan bu ozellikler, akilli telefon kullanicilarini

siirekli ve dolayli olarak tanimlamak veya dogrulamak i¢in kullanilabilir. Aktif veya
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stirekli kimlik dogrulama sistemleri, bu davranigsal biyometrik 6zellikleri temel alarak

olusturulan sistemlerdir (Mahfouz ve arkadaslari, 2017) (Patel ve arkadaslari, 2016).

Dijital kimlik dogrulama: Bazen "elektronik kimlik dogrulama" veya "e-kimlik
dogrulama" olarak da adlandirilan "dijital kimlik dogrulama" ifadesi, bir bilgi sistemine
kullanict kimligi giivenini elektronik olarak olusturmak ve saglamak i¢in kullanilan

prosediirlerin bir toplamidir.

Bu tezde bahsedilen galismada kalitim faktorlerinden ikisini (biyo-empedans ve soft
biyometri) kullanilarak, stirekli kimlik dogrulamaya benzer bir dogrulama
gerceklestirilmistir. Bunun nedeni ise daha giivenilir ve az hata yapan bir sistem

tasarimi arayisidir.

2.5. Dogruluk, Kesinlik, Duyarhlik, F1-Skor ve Karmasikhik Matrisi

Karmagiklik Matrisi, siniflandirma algoritmalarinin performansini ortaya koyan bir
matris tablosudur. Bu tabloda gdsterilen bilgiler, modelin performansi, hatalar1 ve

zayifliklar1 hakkinda bilgiler verir.

GERCEK SINIF

POZITiF NEGATIF

POZITIF

NEGATIF

Sekil 2.5.1. Basit yapili karmagsiklik matrisi
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Sekil 2.5.1°de bulunan kisaltmalar su sekildedir.

Gercek Pozitif (TP): Modelin pozitif olarak nitelendirdigini ger¢ekte de pozitif

oldugunu belirten bdlge.

Gercek Negatif (TN): Modelin negatif olarak nitelendirdigini ger¢ekte de negatif
oldugunu belirten bolge.

Yanhs Pozitif (FP): Modelin pozitif olarak nitelendirdigini gercekte negatif olarak

degerlendiren bolge

Yanhs Negatif (FN): Modelin negatif olarak nitelendirdigini gergekte pozitif olarak

degerlendiren bolge.

Ornek vermek gerekirse, smiflandirma yaparak kisiye gelen elektronik postalari
istenmeyen e-posta olup olmadigina gore ayrilmasi istenilen bir problem ele alinsin.
Model olusturulduktan sonra hata matrisi tizerinden her bir bolgede yer alan sayilar
tizerinden degerlendirme yapilir ve verileri ilgili kutuya tagir. Eger model istenmeyen
bir e-posta tahmin etmisse ve bu gergekten istenmeyen bir e-posta ise TP kutusuna
yerlestirir. Eger model siradan bir e-postayi, istenmeyen e-posta olarak
degerlendirmiyorsa TN kutusuna yerlestirir. Eger model siradan bir e-postayi
istenmeyen e-posta olarak degerlendiriyorsa FP kutusuna yerlestirir. Eger model
istenmeyen bir e-postayr siradan bir e-posta olarak degerlendiriyorsa bu sefer FN

kutusuna tagir.

Bu sayilar bulunduktan sonra performans metrikleri bulunur ve kararla ilgili sonuglar

¢ikar. Bu metrikler:

48



Kesinlik: Pozitif olmasi beklenen degerlerden ne kadarinin pozitif ¢iktiginin 6l¢iistidiir.

Kesinlik = e 2.15
esinli = TP T FP (2.15)

Duyarhhlik: Gergekte pozitif olan degerlerin biitiin tahminlere olan oranini gésteren bir

metriktir.

TP

TP +FN (216)

Duyarlilik =

F1-Skor: Kesinlik ve Duyarlilik degerlerinin harmonik ortalamalisin1 gosteren

metriktir.

Kesinlik * Duyarlilik
F,=2x 2.17
1 Kesinlik + Duyarlilik ( )

Dogruluk: Modeldeki dogru tahmin edilen verilerin toplam veri kiimesine olan

oranidir.

TP+TN
TP+ FP+TN+FN

Dogruluk = (2.18)

Eger veriler esit dagilmamissa modelin dogrulugu tek basina yeterli olmayacaktir. F1-
Skor degerinin kullanilmasi esit dagilmayan veri kiimelerinde hatali bir model se¢imi
yapilmamasint saglamaktadir. Tiim hata maliyetlerini iceren bir metrik olan F1-Skor,

harmonik ortalama alinmas1 sebebiyle u¢ durumlarin goz ardi edilmesine de yarar.
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3. MATERYAL ve YONTEM

3.1. Kullanilan Ekipman

Calismada soft biyometrik verilerin toplanabilmesi i¢in dokunmatik ekrana sahip akill
bir telefon kullanilmistir. Uygulamada gizilecek olan sekiller ve siiriikleme hareketi i¢in
olduk¢a bir genis ekran alani sunabilen ‘Samsung Galaxy A51° model cep telefonu
secilmistir (Sekil 3.1.1). A51 ekran genisligi 164.0mm (6.5") ve ¢oziintirligii 1080 x
2400 pikseldir.

SAMSUNG
Galaxy A51

 Secured by Knox

Powered by
android

Sekil 3.1.1. Calismada kullanilan akilli telefon

AS51 Android isletim sistemine sahip oldugundan, uygulamay1 gelistirmek i¢in Android
Studio platformu kullanilmigtir. Kullanilan versiyon Android Studio Giraffe | 2022.3.1
Patch 2’dir.

Biyoelektrik empedans verisi toplamak igin Analog Devices firmasina ait AD5933EBZ
model gelistirme karti kullanilmistir (Sekil 3.1.2). Gelistirme karti {izerinde bulunan
AD5933 empedans c¢evirici ya da daha ¢ok kullanilan ismiyle ag analizatord,

biyoelektrik empedans uygulamalarinda siklikla kullanilan bir biitiinlesmis devredir.
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Sekil 3.1.2. AD5933EBZ gelistirme karti

AD5933, yerlesik frekans jeneratoriinii 12 bit, 1 MSPS, analogdan dijitale doniistiiriicti
(ADC) ile birlestiren yiiksek hassasiyetli bir empedans doniistiiriicii sistem ¢oziimidiir.
Frekans tireteci, harici bir karmasik empedansin bilinen bir frekansla uyarilmasina izin
verir. Empedanstan gelen yanit sinyali, yerlesik ADC tarafindan 6rneklenir ve ayrik bir
Fourier dontisiimii (DFT), yerlesik bir DSP motoru tarafindan iglenir. DFT algoritmasi,

her ¢ikis frekansinda bir gergek (R, ) ve sanal (Im) veri sézctigli dondiirtir.

AD5933 piyasada ¢okga bulunan ucuz ve uygulama alani ¢ok genis olan bir ag

analizordur. Elektriksel diyagram ve baglantilar Sekil 3.1.3’te gosterilmistir.

Kalibre edildikten sonra tarama boyunca her frekans noktasinda empedansin biiytikligii
ve empedansin bagil fazi kolayca hesaplanir. Bu, seri 12C arayiiziinden okunabilen

gercek ve sanal kayit igerikleri kullanilarak ¢ip disinda yapilir.

Gelistirme kartinda ayrica gerektiginde AD5933'e sistem saati gorevi gorecek yiiksek
performansli kirpilmig 16 MHz ylizeye monte kristal bulunur. AD5933'e arayiiz
olusturmak, AD5933 ile iletisim kurmak i¢in gerekli 12C sinyallerini lireten bir USB
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mikro denetleyici araciligiyla gerceklestirilir. USB mikro kontrolciye arayiiz olusturma,
PC'de bulunan ve PC'den calistirllan bir Visual Basic grafik kullanici arayiizii
araciligiyla yapilir. AD5933 ayrica 13 bit ¢oziiniirliikli dahili bir sicaklik sensorii igerir.
Parca 2,7 VV'den 5,5 V'ye kadar bir beslemeyle ¢alisir. Diger yerlesik bilesenler arasinda,
cihazin ayr1 analog ve dijital boliimleri icin sabit bir besleme voltaji gorevi gorecek bir
ADRA423, AD5933’e 3,0V referansi ve arayiiz olusturan yerlesik evrensel seri veri yolu
denetleyicisine bir besleme gorevi gorecek bir ADP3303 ultra yiiksek hassasiyetli

regulator bulunur.

Gelistirme kart1 bir USB kablosu yardimiyla bilgisayardan gii¢ alir ve Uzerinde gercek

zamanl empedans 6lglimleri yapilabilir.

AD5933EBZ secilmesinin nedenleri hacmi ve iki adet kablo kullanarak veri

toplayabilmesidir. Ayrica maliyeti ve kolay arayiizii kullanimi tercih etme sebepleri

arasindadir.
1.98V p-p 1.98V p-p
Voo Voo 1.48V _DUQU_ vnmz—%—
MCLK AVDDI DVDII
O O
/ Vop /
DDS "
™ a1
CORE = -{
) (27 BITS) B L g S L]
& Routr 47nF 50k
V
oM S0
SDA INTERFACE SENSOR
ZUNKNOWN
A1, A2 ARE
*: AD8606
AD5933

IMAGINARY
REGISTER || REGISTER

I

1024-POINT DFT 20kQ

VIN 20kQ2

ADC
(12 EITS>—|-LDPF‘- H GAIN l_%_‘[
o o
AGND; DGND;

Sekil 3.1.3. AD5933 elektriksel diyagrami

Olgiimlerin istenilen seviyede ve kalitede yapilabilmesi icin gelistirme kartmnin

donanimi degistirilmistir.
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Devrenin diisiik frekanslardaki empedans oOl¢iim performansini  bulabilmek igin
gelistirme kartinin gelistirme alanina 4Mhz ve 2Mhz olmak iizere iki ayri kristal osilator
eklenmistir. Ayrica 6l¢liim yapilacak olan kablolarin baglantisin1 saglamak i¢in 2 adet
SMA konnektor ve RF kablo gelistirme alanina eklenmistir. Kristal osilatorler arasinda
hizli bir gegis saglayabilmek icin 2 adet kaydirmali buton eklenmistir. Bu sayede hem

kalibrasyon hem de 6l¢iim sirasinda kristal frekansi de§isimi hizlica yapilabilmistir.

Biyoelektrik empedans analizi igin c¢ikis gerilimi, frekans, kalibrasyon empedansi,
tarama frekansi, frekans araliklar1 ve saat frekansi gibi parametreleri kontrol etmek igin
AD5933EBZ gelistirme kart1 arayliz yazilimi kullanilmigtir (Sekil 3.1.4). Bu yontem ile

hizlica parametrelerin belirlenip mikrokontrolor adreslerine yazilmasi saglanmistir.

3 AD5933 Beta Version REV1.0 X

Syst lock Calibration | d: Int; I T b
Help:How to use software yetem o s iy Program Device Registers mema’ T emperature
& Resistor only R1

= External clock
Sweep Parameters ¢ Internal oscillator " Capacitor only C1 DDS Settiing Time Cycles
Start Frequency (Hz) =

Current Device Tempesature

¢
Resistor i i i
30000 Gutput Excitation 5 B :;r:: eesiog P 2500000 Degrees Celcius
R1+C1 o Start Sweep
Csts Eiewiencyl(Hz) . Resistor in parallel
2  Rangel:2vp-p " with capacitor T — |
sl 1 vt RiNC1 alibration Gain Factor
HNumber of Increments [9 Bit) Hene 2 ke ~ Complex Circuit r
[—mu ' Range3:0.4vp-p (R1IIC1)+ R2 &
C N . ] ~
Number of Settling Time pLangell vy f:l::;tgll‘l 200E3
Cycles
15 PGA Contral Capacltor [15E-12
MCLK . Ref Clock Frequency * Gain = X1 q Calculated Gain Factor
Resistor
16000000 " Gain = X5 value R2 20083 5.13427021632825E-10
Absolute Impedance 1Z | | Impedance Phase @

10

5

0

-5

10
80 &0 -40 20 1]

Sekil 3.1.4. AD5933EBZ arayiiz yazilimi
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3.2. Yontem

Calismaya 164 kisi goniilli olarak katilmistir. Goniillillerden onam formu
imzalanmalar1 istenmis, ¢alismanin detaylar1 anlatilmis, olasi yarar ve zararlardan
bahsedilmis, istedikleri zaman deneye son verebilecekleri belirtilmis ve dilerlerse
calismadan kendi istekleriyle biitiiniiyle ayrilarak verilerinin tamamen silinecegi taahhiit

edilmistir.

Bu kapsamda calismay1 yliriiten arastirmaci, biitiin goniilliilerle tek tek goriismiis ve
rizalarim almistir. Onam formlar1 18 yasindan biiytikler i¢in tek form olup goniilliiniin
kendisi tarafindan imzalanmis, 18 yasindan kiigiikler i¢in iki ayr1 belge; biri gocuk ve
digeri ¢ocugun herhangi bir ebeveyni i¢in, imzalanip bir kopyasi goniilliiniin kendisine
bir kopyasi da Uludag Universitesi Etik Kurulu’na teslim edilmistir. Géniilliilerin yas ve
cinsiyet bilgileri alindiktan sonra sirasiyla biyoelektrik empedans verileri ve soft

biyometrik verileri alinmistir.

Cizelge 3.2.1. Goniilliilerin yas ve cinsiyet dagilimi

Yas dagilimi | Kadin | Erkek | Toplam
10-17 3 12 15
17-24 5 14 19
24-31 12 8 20
31-38 21 19 40
38-45 11 14 25
45-52 11 7 18
52-59 6 4 10

59 ve Uzeri 9 8 17

Cizelge 3.2.2. Deneye katilan toplam kisi sayis1 ve yas ortalamalari

Cinsiyet Kisi Sayisi Yas Ort.
Kadin 78 40,01
Erkek 86 35,09
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Cizelge 3.2.1°de 8 farkli yas ve 2 farkli cinsiyet olmak Uzere 16 etiket Gzerinden
degerlendirilecek olan yas ve cinsiyet dagilimi verilmistir. Cizelge 3.2.2°de ise

gonalltlerin cinsiyetlerine gore kisi sayis1 ve yas ortalamasi verilmistir.

Gonullilerden uygulamadaki direktifleri sadece sag elleri ve bas parmaklar ile
yapmalar1 istenmistir. Bu sayede daha kontrolll bir ¢alisma olmasi amaglanmustir.
Cinsiyet tahmininde bas parmak uzunlugu 6nemli bir parametre olup hem cizimlerin
tamamlanma siiresi hem de kaydirmadaki siirikleme mesafesini daha belirgin hale

getirmistir.

Calismaya katilan goniilliilerden telefon uygulamasini kullanarak dort farkli kaydirma
hareketi yapmalar1 istenmis (soldan saga, sagdan sola, yukaridan asagiya ve asagidan
yukar1 seklinde) sonrasinda da saat yonii ve saat yonii tersine gore sirastyla liggen ve
cember ¢izmeleri istenmistir (Sekil 3.2.1). Kaydirma islemi, belirli bir sekle tabi
olmadan, kullanicinin istegine birakilmistir. Uggen ve cember cizimleri ise uygulamada

gosterilen seklin kenarlari tizerinden takip edilmesi istenmistir (Sekil 3.2.2).

Sekil 3.2.1. Kullanicidan istenilen kaydirma ve ¢izimler

Her islem 15 defa tekrarlanmis ve 164 kisiden toplamda 19680 adet soft biyometrik

verisi toplanmistir.

55



Press Button Start Recording

Start Recording

Egemen

DIRECTION: LeftToRight - Soldan saga dogru

kaydiriniz

TRIAL NUMBER: 0

ciziniz

Egemen

Recording for Egemen

op Recording

DIRECTION: triangle_cw - Saat yonunde ucgen

TRIAL NUMBER: 0

i

Sekil 3.2.2. Uygulamadan 6rnek ekran géruntuleri

Toplanan bu veriler telefon hafizasinin

tablosuna aktarilmistir.

3 Userld  UserName SWipeDIrec fepetitionC stanPoint
3 -26+09 movements3deneme  LeftToRight 1Poin377,
I 26408 movements3eneme _ LeftToRight 2 Point{304,
5] -26+0s{movements3 deneme _|LetToRight 3 Point313,
5 26408 movements3deneme  LeftToRight 4 Point(368,
7 2£409 movements3deneme  LetToRight 5 Point(255,
3 26909 movementsddeneme  LetToRight 6 Point{350,
3 -2Ee09 movements3deneme  LeftToRight 7 Pointi278,
O 26909 movements3geneme  LenToRight 8 Point40d,
1 -2E09 movements3 ceneme  LefrToRight 9 Point(azs,
2 -26+09 movements3ceneme  LeftToRight 10 Point(360,
3 -26+09 movements3eneme  LeftToRight 11 Point(383,
4 26409 movements3 deneme  LeftToRight 12 Point(320,
5 -26+09 movements3caneme  LeftToRight 13 Point(310,
6 26409 movements3deneme  LoftToRight 14 Point(290,
7 26409 movements3eneme  LeftToRight 15 Point{325,
8 26409 movement=3deneme  RightTolet 1 Point(281,
9 26409 movements3deneme  RightTolef 2 Point{741,
0 26409 movements3deneme  RightTolen 3 Point(896,
1 -2E409 movements3 ceneme  RighToLeft 4 Poinys70,
2 26900 movements3geneme  RightTolen 5 Point(6s3,
3 26409 movements3ceneme  RightToleft & Point(80,
4 -26+09 movements3 deneme  RIghtToLeft 7 Point(816,
5 26409 mavements3deneme  Rightlolaft 8 Point(731,
6 -26+09 movements3cenome  RightTolaft 9 Point(767,
7 26409 movements3deneme  RightToleft 10 Point(747,
8 26409 movementsdceneme  RightTolet 11 Point(744,
9 26409 movements3ceneme  RightToleft 12 Point{758,
O 26409 movements3deneme  RightToleh 13 Point|715,
1 26409 movements3 ceneme  RightToleft 14 Point(687.
2 26909 movements3geneme  RightTolen 15 Point(e63.
3 26909 movements3ceneme  cown 1 Point(e2s,
4 -26+09 movements3geneme  down 2 Poin614,
5 -26+09 movements3geneme  Gown 3 Point(s8,
6 -26+09 movementsdceneme  Gown 4 Point(se1.
7 26409 movements3deneme  down 5 Point(s68,
8 -2€+09 movementsddeneme  down 6 Point(4e7,
9 26408 movements3deneme  down 7 Point{ass,
Movements3 +

endPoint
Point(790,
Pownt(827,
Pont(779,
Pomt(726,
Point(707,
Poin(711,

Point(698,
Pont(802,
Point(748,
Pount(639,
Point(698,
Point(227,
Point(135,
Point(141,
Point(57, 1
Point(122,
Point(167,
Point(238,
Pont(104,
Poim(172,
Point(72,1
Point(156,
Point(199,
Point(98. 1.
Point(279,
Point(658,
Point(645,
Point(633,
Pount(620,
Pount(604,
Point(513,
Pont(514,

(Sekil 3.2.3)

startTimeress

enaTime size

0.013725491
0011764707
0.013725401

0.011764707
0.013725491
0011764707
0011764707
0.011764707

stanime
60

77967245
77967545
77967753
77967964
77968219

7
77970258

77970508
77970742
77970991
77971232
77671482
77671724
77871874
77972248
77972653
77973115
77973323
77973531
77973730
77973929
77674139

endTime
77964716
77965353
77965611

77974188

igcerisinde .csv uzantili bir

VelocityX Velocity¥ points

7885.426
8510733

110011
9621799
755,682
9128.488

571089
7325.01
£387.68
116285
94185
111355
137535
1980.202
1314902
2348.369
2051145
23133
1640,895
1181016

236,797 Point(450,
8207136 Point(423,
168,823 Point(358,
-1015.51 Point(449,
562.386 Point(318,
261,663 Point(444,

1516.53 Peint(329,
~1007.05 Point(42s,
-46.9763 Point(400,
-417.565 Point(386,
1501828 Point(413,
-1498.76 Point(343,
-476.927 Point(385,
40,6307 Point(350,
842.2922 Point(381,

+507.97 Point(319,
6116.077 Point(717,

2917.944 Point(688,
2913.983 Pont(755,
2696.699 Point(712,
4125.358 Point(643,
3216.328 Point(649,
3401678 Point(675,
4366.452 Point(639,
2958.756 Point(531,
12979.11 Point(647,
12160.32 Poin(618,

15076.7 Point(600,
12358.91 Point(593,
13112.26 Point(569,
1036617 Point(504,
13134.45 Point(507,

Pressure
Point(532,
Point(S08,
Point(464,
Point(556,
Point[418,

Point[564, P

Point{424,
Point{S08,

Point(546,
PoInt{631,
Point(585,
Point(465,
Point[468,
Point{533,
Paint(477,
Point{336,
Point|688,
Paint(632,
Polnt(633,
PoInt(620,
Point(594,
Point(513,
Point(514,

Recording for Egemen

Egemen

cember ciziniz

touchsize
Poin6a1, Poit(735,
PoInt(623, Point(733,
PoInt{607, Point(743,

(639,
Point{514, Point(654,
Point{414, Point(227,
Poin322, Point(157,
Point141,
Point{144, Point(S7. 1
Poiny331, Point(198,
Pointa03, Point(212,
PoInt{386, Point(263,
Point(a41, Point(270,
Point(416, Point(263,
Point(291, Point(135,
Point{287. Point(156,
Point{370, Point(233,
Point(290, Point(138,
Point(279,
1

1

1
Point(646, 1
1 1

1 1
PoInt|604, 1
1 1

1 1

.-

Sekil 3.2.3. Soft biyometri verilerinin toplandig1 6rnek tablo
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Stop Recordin

DIRECTION: circle_ccw - Saat yonu tersinde

TRIAL NUMBER: 0

Point(790,
Point(27,
Paint(779,

1

Point(707,

1
Point(740,
Point(782,

Point(638,

1
Paint{135,
1

1
Point{122,
Point(167,
Point(238,
Point(151, Point{107,
Point(185, Point{172,
Point(72, 1

1

Point{198,
Point(36, 1

1
0013725 0.011765
1

0011765 0.011765
0011765 0.013725
1 1
0013725 0.011765
0013725 0.011765

1 1
1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1
0015686 0.013725
1 1

1 1

1 1

1 1
Point(104, 1
1 1

1 1

1 1

1 1

1

1
0013725 0.015686

0013725 0013725

0013725 0.011765

1
1

1
0.015668
0.015688

1
0.015685.
0.015685
0.013725
0.015686
0.013725
0.019608
0015686

1
0.013725

0.011765
0.015686

0.013725

0013725

0011765

0.011765

0013725

0015688

1

1
0.015686
0.015686
0.013725
0015686
0.015686
0015686
0.015686

0013725
0013725
0015686

0015686
0015686
0013725
0011765
0015686
0015686
0013725

1 0.015686

0015685
1

0.013725

0015686

0015686
0.015686

0011765
0015686
0013725
0013725

1

1
0013725
0.015686
0015686
0013725

0.013725
0.015688
0.013725
0.013725
0.015688
0011765
0.013725
0.013725
0.009804
0.015686.
0011765
0.011765
0.013725
0.011765
0.013725
0.015688
0.013725
0013725
0011765
0.019608
0.015686.
0.017647

1

0.013725
0011765
0.015688
0.013725

Microsoft Excel

0011
0.015
0013

0015

0013
0011

0015
0015



Uygulamadan 8 farkli veri elde edilmistir. Bu veriler:

Cizime baslanan koordinat: Kullanicinin ekrana dokunmaya basladigi anda, kayda

baslanan ekran diizlemindeki koordinat verisidir.

Cizimin bittigi koordinat: Kullanicinin ekrandan parmagini ¢ektigi anda, kaydedilen

son koordinat verisidir.

Baslangic zamami: Kullanicinin belirlenen her hareket ve tekrarda ekrana

dokunmasiyla baslayan slre verisidir.

Bitis zamani: Kullanicinin belirlenen her hareket ve tekrarda ekrandan parmagini

kaldirmasiyla kaydedilen sire verisidir.

X eksenindeki hiz: Cizim veya tarama sirasinda hareketin tamamini kapsayan X

eksenindeki ortalama hiz verisidir.

Y eksenindeki hiz: Cizim veya tarama sirasinda hareketin tamamini kapsayan x

eksenindeki ortalama hiz verisidir.

Basing: Dokunma siiresinde her noktada uygulanan basing verisidir.

Dokunma Yuzeyi: Ekrandaki hareket esnasinda kullanicinin her ¢izim noktasindaki

dokunma alan verisidir.

Uygulamada Android isletim sisteminin kendine ait olan temel fonksiyonlarindan
yararlanilmistir.  Tek aktiviteli olarak tasarlanan uygulamada, uygulama kaydirma ve
cizim hareketleri yapmustir. Butln fonksiyonlar Android SDK’da bulunan
GestureDetector.OnGestureListener araytzuniin fonksiyonlaridir. Dolayisiyla bu arayiiz

icindeki MotionEvent nesnesi ile baglanti kurulmus ve parametreler elde edilmistir.
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onFling fonksiyonu

X ve Y duzlemi Gzerindeki hizi, saniyede taranan piksel seklinde alir.

Calismada onFling fonksiyonunda, (Sekil 3.2.4) kullanici parmagini dokunmaya
basladigindan kaldirincaya kadar hiz verilerini almis ve harici dosyaya aktarmistir.
Fonksiyon ayrica verilerin dosyaya yazilmasi ile ilgili CSVHelper java sinifindan diger
verileri dizi seklinde almis ve her hareket sonunda harici dosyaya yazmistir. Bunu
kullanicinin her dokunma hareketinden sonra tekrarlamigtir. Her bir kullanici i¢in 15 x 8

=90 defa fonksiyon ¢aligmistir.

Sekil 3.2.4. Uygulamadaki onFling fonksiyonu
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saveMovement(
userNameHash

String userName

String swipeDirection
repetitionCount

Point startPoint

ArrayList<Point> actionPoints

ArrayList<Float> pressureValues

ArrayList<Float> sizeValue

Float velocityX

Float velocityY

Long startTime

Long endTime

Sekil 3.2.5. onFling fonksiyoniun ¢agirdig liste

CSVHelper dosyasi her bir hareketi yeni bir satir olarak .csv uzantili dosyaya ekler.

onDown fonksiyonu

Kullanicinin ekrana dokunulmasi ile baslangi¢c noktasini ve baslangi¢ zamanini yazar

(Sekil 3.2.6)

onDown(event: MotionEvent): Boolean {

[ )

(event. == ) {

= Point(event.x.toInt(), event.y.toInt())
= event.

Sekil 3.2.6. Uygulamadaki onDown fonksiyonu

onScroll fonksiyonu
X ve Y ekseni uUzerindeki katedilen mesafeyi yazar. Uygulamada kullanicinin

parmagiyla dokundugu biitiin noktalari, basing degerleri ve basilan yiizey alan1 da bu

fonksiyon elde eder (Sekil 3.2.7).

59



Sekil 3.2.7. Uygulamadaki onScroll fonskiyonu

Bu fonksiyonlarin disinda yazilan ve ana aktivite ekraninda bulunan {i¢ ayr1 fonksiyon

mevcuttur.

handleButtonClick()

Uygulamanin agilis ekranindaki butonu aktiflestirmek igin kullanilan fonksiyondur
(Sekil 3.2.8).

startRecording()

Uygulamada isim yazildiktan sonra tarif edilen kayit baslama butonudur. Basildiktan

sonra buton {izerindeki yazi1 degiserek ‘kayit sonlandir’ haline gelmektedir (Sekil 3.2.8).
stopRecording()
Kayit basladiktan sonra kayit butonunun yerine ¢ikan yazi butonudur. Kaydi

durdurduktan sonra buton iizerindeki yazi1 degiserek ‘kaydi baslat’ haline gelmektedir
(Sekil 3.2.8).
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Sekil 3.2.8. handleButtonClick(), startRecording(), stopRecording() fonksiyonlar1

8 farkli hareketin hepsi birer obje olarak olusturulmus ve siralanmistir. Enum sinifi
tanimlanmis hareketleri i¢ine almis ve getNextDirection fonksiyonu da hareketleri

siralamistir (Sekil 3.2.9).

getNextDirection(): SwipeDirection {

Sekil 3.2.9. Hareketlerin sinif i¢ine alinip siralanmasi
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count =0
movement = Sol

l

Kayit basla ——»

_ Hareketi
[ " kaydet ‘
Sonraki
hareket <«—EVET count =15 “>-HAYIR—» count = count +1
count=0
HAYIR
\ »( movement IDLE )—EVET— Stop

J

Sekil 3.2.10. Uygulama akis diyagrami

Soft biyometrik veri toplama akis diyagrami Sekil 3.2.10°da gosterilmistir.

Biyoelektrik empedans verilerini toplama islemi ¢alismada kullanilan cep telefonu
kilifinin tizerinde bulunan bakir bantlarin tizerine lehimlenmis iki adet koaksiyel kablo
ile yapilmistir. Koaksiyel kablo sinyal guriltusiinden etkilenilmemesi icin tercih

edilmistir.

Bakir bantlar birbirlerinden yaklasik 0,3 cm. ara ile telefon kilifinin enine dogru

yapistirilmistir. Koaksiyel kablolarin her biri bu bakir bantlarin {izerine lehimlenmistir

(Sekil 3.2.11).

Bunun yapilmasindaki amag, cep telefonunu tutan kisinin her iki bakir banda
dokunmas: ve devrenin kapali hale getirilmesidir. Olctimler farkli frekans
genisliklerinde, farkli uyarim gerilimlerinde ve farkli kristal osilator frekanslarinda

yapilmustir.
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Sekil 3.2.11. Deney diizenegi

ADS5933EBZ’nin  diizgiin ¢alistigin1  anlayabilmek igin Oncesinde kalibrasyon
yapilmistir. Kalibrasyon, devre (zerinde bulunan Rfb diren¢ yuvasina kalibre edilmesi
istenilen direncin konulmasi ve &lgiim yapilmak istenen Z yuvasina ayni direnci
konulmasiyla yapilmistir. Kalibrasyon, Analog Devices’in tavsiye ettigi kullanici
rehberi (UG-364) kullanilarak belirlenmistir. Rfb ve Z yuvasina 200 kQ direncler
baglanmistir. Daha sonra kullanici rehberindeki adimlar izlenmistir. Kalibrasyonun
dogrulugunu kanitlamak i¢in daha sonra Z yuvasina degeri bilinen baska bir direng (330

kQ) takilmis ve empedans degeri 6l¢iilmustiir (Sekil 3.2.12).
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: AD5933 Beta Version REV1.0

Help:How to use software

Sweep Parameters
Start Frequency (Hz)

30000

Delta Frequency (Hz)

System clock

@ Extemal clock

" Intemal oscillator

Dutput Excitation

2 % Rangel:2vpp

Calibration Impedance
@ Resistor only R1

(" Capacitor only C1

# X1 (Default)
" X2 (Double)
" X4 (Quadruple)

Resistor in series
" with Capacitor

R1+C1

Resistor in parallel
¢ with capacitor

Program Device Registers

DDS Settling Time Cycles

Internal Temperature

Measure

Current Device Temperature
303125  Degiees Celcius

Start Sweep

r Enable Continuous

: R1ICT Calibration Gain Factor
|| © Rangezlvpp : '
Number of Increments (3 Bit) Complez Circuit ~ Pt Frequency - View Theuetieal
100 ** Range3:0.4vp-p (R1IICT)+ R2 LIt calibration profile
- T 5 + Multi-Point Frequency T
Number of Settling Time Range 4:0.2v0p | | Resistar - [220000 * calibration i StartSweep |
Crcles
15 PGA Control E:ﬁ,:cg-?l [15E-12 Calculate Gain Factor
MCLK_Ref Clock Frequency | & Gain = X1 Resistor 30053 Average Gain Factor Download Impedance
16000000  Goin=X5 valus A2 4.65428444063037E-10 Data
Absolute Impedance 1Z | i Impedance Phase @
30000

2 350000

E

S 34000

£ om0

B 320000

i

E 310000

300000 :
30000 30050 BigHilEncyHz] 30150 30200

Sekil 3.2.12. Kalibrasyon sonrast dogrulama

Calismada empedans verileri elde edilirken biitiin goniillilerden avug i¢i direng degeri
alinmamigtir. Bu yontem g¢alismanin siiresini ¢ok uzattigi i¢in arastirma oncesi ortalama
bir kalibrasyon degeri bulunmaya caligilmistir. 20 kisiden alinan degerlerin sonucu

olarak 330 kQ kalibrasyon direnci uygun goriilmustiir (Sekil 3.2.13).

Avuc ici direng degerleri

700
600
500
400
300
200
100

kOhm

aniCl 6 I
anicl 7 I

o
anicl 1 —
anic| 2
anicl 3 ——
anicl 4 NIEEE—
anicl 5 ——
anIcl 8§ N

Ku
Ku
Ku
Ku
Ku
Ku

anicl 11  ——
anicl 12 —
anicl 13  n—

anicl 14 ——
anicl 15 e—
anicl 16 —

anici 17 n——

Ku

Ku
Ku
Ku
Ku
Ku

Sekil 3.2.13. 20 kisiden alinan avug i¢i direng degerleri

64

Ku

Ku

anicl 18 n—
anicl 19 mm—

anicl 20 EEE———

Ku
Ku
Ku
Ku



Nordbotten (2008) calismasinda diisiik frekanslar i¢in AD5933 igin kullanilan 16Mhz
kristal osilatoriin yeterli olmadigini belirtmistir. Diisiik frekanslarda empedans ve faz
acisini daha iyi gozlemleme sansi oldugundan gelistirme kartina 4Mhz ve 2Mhz olmak
tizere iki adet osilator eklenmistir. Ancak 2Mhz osilator ile yapilan dlgiimler oldukca
belirsiz ve arayiiziin yaziliminin tanim araliginda bulunmayan sonuglar vermistir. Bu

nedenle diisiik frekanslarin 6l¢iimii 4Mhz kristal osilator ile yapilmastir.

Arayliz yaziliminda segilebilecek en yiiksek ¢ikis tepeden tepeye gerilimi 2V, en disiigi
ise 0.2V’dir. Karsilagtirilacak olursa 2V ¢ikis tepeden tepeye geriliminde devrenin
empedans ve faz cevabi daha diizeltilmis, 0.2V ¢ikis tepeden tepeye geriliminde ise ufak
empedans ve faz degisiklikleri daha belirgin gorilmektedir. 2V tepeden tepeye olan
gerilim ¢ikisinda ayrintilar zor goriilmektedir, ayrica 4Mhz ile yapilan dl¢iimlerde devre

doyuma gitmekte ve bir siire sonra ayni empedans degerlerini vermektedir.

Impedance Impedance
300000
30000

250000 25000

200000 20000

150000 15000

100000 10000

50000 5000
0 0

0 10000 20000 30000 40000 50000 60000 70000 0 10000 20000 30000 40000 50000 60000 70000

Phase

Phase

100

20 ] 0000 20000 30000 40000 50000 60000 70000

o 10000 20000 30000 40000 50000 60000 70000

Sekil 3.2.14. 16Mhz ile yapilan farkli gerilim ¢ikiglarmin Ornek empedans ve faz
sonuglar1
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250000

200000

150000

100000

50000

]

Impedance

NN S e

0 1000 2000 3000 4000 5000

Phase

2000 3000 4000 5000

2Vpp

6000

300000

250000

200000

150000

100000

50000

0

!

Impedance

S

1000 2000 3000 4000 5000 6000

Phase

2000

Sekil 3.2.15. 4Mhz ile yapilan farkli gerilim c¢ikiglariin 6rnek empedans ve faz
sonugclari

Sekil 3.2.14 ve Sekil 3.2.15’te goriildigii gibi 2V c¢ikis gerilimi hem veri azli§i hem de

devrenin doyuma girmesine neden oldugu i¢in ¢alismadan ¢ikarilmistir.

Diisiik frekans 300Hz-5300Hz araliginda belirlenmistir. Yiiksek frekans ise S000Hz-

65000Hz araligindadir. Her empedans 6l¢timii 200Hz araliginda yapilmistir. Dolayisiyla

300Hz ile 5300Hz arasinda 251 adet empedans ve faz agis1 6l¢iimii yapilmistir. 5Khz ile

65Khz arasinda ise 301 adet empedans ve faz olglimii yapilmistir. Frekans tarama

parametre ve diger devre ayarlar1 Cizelge 3.2.3’te gosterilmistir.
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Cizelge 3.2.3. Arayiiz parametre tammlamalar

Tarama Parametreleri
Baslangic Frekans | Aralik Saat Sistem Uyarici Kazan¢ | Kazang Faktori
Frekansi (Hz) | Araligi Sayist | Frekans Saati Gerilim(V) Kalibrasyonu
(H2) (MHz)

300 200 250 4 Disaridan 0.2 1 Coklu nokta
Frekans

Kalibrasyonu

5000 200 300 16 Disaridan 0.2 1 Coklu nokta
Frekans

Kalibrasyonu

Olgiimler frekans tarama seklinde oldugundan ‘Kazang¢ Faktérii Kalibrasyonu’ ¢oklu
nokta seklinde secilmistir. Ayrica parametre ayarlarinda belirtilen ‘Kazang’ bolimi ‘5’
olarak segcildiginde, devre her Ol¢limde doyuma ulasmistir. O nedenle ‘Kazang” ‘1’

secilmistir.

3.3. Oznitelik Secimi ve Veri Onisleme

Soft biyometrik ve biyoelektrik empedans verileri toplandiktan sonra verilere ug
degerler kontrolii yapilmistir. Kaydedilen empedans ve faz degerlerinin u¢ degerleri cok
fazla olmayip veri setindeki bir 6nceki ve bir sonraki degerlerin aritmetik ortalamasi ile

anlamli veri noktalar1 olusturulmustur.

Soft biyometrik verilerinde ise ¢izimlerin hizli olarak ¢izilmesinin bir sonucu olarak
yanlis yapildigindan dolayr bazi goniillilerin deneme sayist1 15’ten az olarak
degerlendirilmistir. Bu beklenen bir durumdur ve 15 tekrar sayisinin belirlenmesindeki

ana sebeplerdendir.

Ug veriler temizlendikten sonra bazi istatistiksel oOzellikler Oznitelik olarak
belirlenmigtir. Literatiir ¢alismas1 yapilirken birgok arastirmada yer alan bu
Ozniteliklerin bir kism1 bu ¢alismada da yer almistir. Bunlar standart sapma, ortalama,

medyan, maksimum, minimum deger ve geyrekler agikligidir.
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Standart Sapma: Bir rastgele degiskenin ortalama etrafinda sahip olacagi tahmin
edilen varyasyon miktari, standart sapmasi ile Olgiiliir. Diisiik bir standart sapma,
degerlerin beklenen deger olarak da bilinen kiimenin ortalamasina yakin olma egilimini
belirtirken, biiyiik bir standart sapma daha genis bir deger arali§in1 belirtir. Neyin aykir
deger olarak sayilip neyin sayilmadigina karar verirken standart sapma siklikla

kullanilir.

_ jM 1)

n—1

X;: Veri setindeki her bir veri
X: Verilerin aritmetik ortalamasi
s: Standart sapma

n: Orneklem sayis1
Medyan: Bir popiilasyonun, olasilik dagilimmin veya bir veri 6rneginin {ist ve alt
yarisin1 bolen degere medyan denir. Bir veri kiimesi i¢in "orta" deger olarak kabul

edilebilir.

n+1)

(3.2)

n: Toplam kisi/veri sayis1

Ortalama: Veri setindeki tiim degerlerin toplanip veri noktasi sayisina verilen isimdir.

( Xl') (33)

Aritmetik ortalama seklinde de ifade edilir.

x|
Il
S|
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x: Aritmetik ortalama
n: Popiilasyondaki veri sayisi

x;: Popiilasyondaki her bir veri degeri

Maksimum deger: Veri noktalarindaki en yiiksek degerdir.

Minimum deger: Veri noktalarindaki en diisiik degerdir.

IQR-Ceyrek acikhgr: Ceyrekler acikligi veri setinin medyanin her iki tarafindan esit
sekilde, veri setinin %50’sini kapsayan ve veri setinin ilk c¢eyrek ile son ¢eyrek farkini

gosteren istatiksel bir yayilma Olcilisiidiir. Ceyrek aciklik oOlgiisii u¢ degerlerden

etkilenmedigi icin iyi bir istatiksel yontemdir.

Diisiik 5 Yiiksek
Orta Deger

Medyan

Ceyrek Ceyrek

Minimum Maksimum

Q1-15xIQR Q3+ 15X IQR

'

Ceyrek Aciklik (IQR)

Sekil 3.3.1. Ceyrek agiklik kutu diyagrami

Sekil 3.3.1.’de ifade edilen ‘Maksimum’ ve ‘Minimum’ degerleri, diisiik ve yuksek
ceyrek degerlerine 1.5 IQR degeri eklenmesi ve ¢ikarilmasiyla elde edilir. Bu degerlerin
daha Gtesinde tanimlanan veri degerleri varsa onlar u¢ deger olarak kabul edilir ve

isleme alinmazlar.
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Verilerin bu istatiksel degerleri hesaplandiktan sonra birbirleriyle uyumlu olabilmesi

i¢in bir 6n islem yontemi olan normalizasyon islemine tabi tutulmuslardir.

_ X — Xmin
Xnormal -
Xmax - Xmin

(3.4)

Normalizasyon islemi sonrasi biitiin degerler [-1,1] aralifina gelmis ve degerlendirme

modelin degerlendirme igini kolaylastirmistir.

Cizelge 3.2.1°den goriilecegi gibi yas gruplar1 ve cinsiyetlerle birlikte gonulliler 16

farkli gruba ayrilmig ve denetimli 6grenme yontemine gore etiketlenmislerdir.

Biitiin bu 6znitelik se¢imi, etiketleme ve normalizasyon iglemi sonrasinda, veriler tek

bir Excel belgesine eklenmis ve analiz edilmeye hazir hale getirilmistir.
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Cizelge 3.3.1. Soft biyometri 6znitelikleri

Oznitelik Aciklamasi

Ismi

L-R Time Soldan saga kaydirma ortalama zamani

R-L Time Sagdan sola kaydirma ortalama zamani

DownTime Asagiya dogru kaydirma ortalama zamani

UpTime Yukari1 dogru kaydirma ortalama zamani

TricwTime Saat yoniinde ucgen ortalama ¢izme siresi

TriccwTime Saat yoninin tersinde tcgen ortalama cizme siresi

CircwTime Saat yoniinde ¢cember ortalama ¢izme siresi

CirccwTime | Saat yonin(n tersinde cember ortalama ¢izme suresi

L-R Press Soldan saga kaydirma ortalama basing degeri

R-L Press Sagdan sola kaydirma ortalama basing degeri

DownPress Asagiya dogru kaydirma ortalama basing degeri

UpPress Yukar1 dogru kaydirma ortalama basing degeri

TricwPress Saat yOniinde iicgen cizerken ortalama basing degeri

TriccwPress Saat yOniiniin tersinde li¢gen ¢izerken ortalama basing degeri

CircwPress Saat yoniinde ¢cember ¢izerken ortalama basing degeri

CirccwPress | Saat yoniiniin tersinde ¢cember ¢izerken ortalama basing degeri

L-R DistX Soldan saga kaydirma x ekseninde ortalama katedilen mesafe

R-L DistX Sagdan sola kaydirma x ekseninde ortalama katedilen mesafe

DownDistX Asagiya dogru kaydirma x ekseninde ortalama katedilen mesafe

UpDistX Yukar1 dogru kaydirma x ekseninde ortalama katedilen mesafe

TricwDistX Saat yonunde lcgen cizerken x ekseninde ortalama katedilen
mesafe

TriccwDistX | Saat yonu tersinde Uggen cizerken x ekseninde ortalama katedilen
mesafe

CircwDistX Saat yonunde cember cizerken x ekseninde ortalama katedilen

mesafe

CircccwDistX

Saat yonu tersinde ¢cember cizerken x ekseninde ortalama katedilen
mesafe

L-R DistY Soldan saga kaydirma x ekseninde ortalama katedilen mesafe

R-L DistY Sagdan sola kaydirma x ekseninde ortalama katedilen mesafe

DownDistY Asagiya dogru kaydirma x ekseninde ortalama katedilen mesafe

UpDistY Yukar1 dogru kaydirma x ekseninde ortalama katedilen mesafe

TricwDistY Saat yoninde ucgen cizerken x ekseninde ortalama katedilen
mesafe

TriccwDistY | Saat yonu tersinde uggen cizerken x ekseninde ortalama katedilen
mesafe

CircwDistY Saat yonunde cember cizerken x ekseninde ortalama katedilen

mesafe

CircccwDistY

Saat yonu tersinde ¢cember gizerken x ekseninde ortalama katedilen
mesafe
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Cizelge 3.3.2. Empedans ve faz agilarindan elde edilen 6znitelikler

\O/::,liltehgm Elde  Edildigt Oznitelikler Aciklama
STD IMP LOW Standart sapma degeri
MEAN IMP LOW Ortalama deger
- MED IMP LOW Medyan degeri
Disiik Frekans Empedans MAX IMP LOW | En yiiksek deger
MIN IMP LOW En diisiik deger
IQR IMP LOW Ceyrek acgiklik degeri
STD PH LOW Standart sapma degeri
MEAN PH LOW Ortalama deger
- MED PH LOW Medyan degeri
Rusulk Rgans Faz Agist MAX PH LOW En yiiksek deger
MIN PH LOW En diisiik deger
IQR PH LOW Ceyrek agiklik degeri
STD IM HIGH Standart sapma degeri
MEAN IMP HIGH | Ortalama deger
. MED IMP HIGH Medyan degeri
Yuksek Frekans Empedans MAX IMP HIGH En yiiksek deger
MIN IMP HIGH En diisiik deger
IQR IMP HIGH Ceyrek agiklik degeri
STD PH HIGH Standart sapma degeri
MEAN PH HIGH Ortalama deger
. MED PH HIGH Medyan degeri
Yiiksek Frekans Faz Acisi MAX PH HIGH En yiiksek deger
MIN PH HIGH En diisiik deger
IQR PH HIGH Ceyrek aciklik degeri

Cizelge 3.3.1 ve Cizelge 3.3.2°de gosterildigi gibi, 32 adet soft biyometrik

olcumlerinden, 24 adet biyoelektrik empedans olctimlerden olmak (zere toplamda 56

adet Oznitelik elde edilmistir.
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4. BULGULAR

Her gondlli icin hesaplanmis olan 56 6znitelik .csv uzantili Excel dosyasi ile MATLAB
calisma alanma yliklendikten sonra, ‘siniflandirma 6grenici’ uygulamasinda makine

ogrenme performansi ol¢tilmustiir.

Capraz Dogrulama parametresi 5 olarak secilmistir. Oznitelik kismmdan gonillilerin
ismi, yas ve cinsiyet bilgileri ¢ikarilmistir. Gonallt ismi nlmerik bir veri olmadigindan,
kullanilamamaktadir. Yas ve cinsiyet de 6l¢iimi olmayan ayrica etiketleri belirledigimiz
temel veriler oldugundan kaldirilmistir. Diger Oznitelikler ile etiket siniflandirilmasi

yapilmistir.

4.1. Simiflandirma Sonuclari

Siniflandirma i¢in {i¢ farkli makine 6grenme algoritmasi (DVM, Mantiksal Regresyon
ve K-En yakin komsular) belirlenmistir. Bu ¢alismada ilgili siniflandirici algoritmalari
farkl1 c¢ekirdek fonksiyonlar1 kullanilarak MATLAB ortaminda test edilmis ve
simiflandirma basarilari karsilastirilmistir. En etkili hiper parametre setlerini bulabilmek
icin 1zgara arama ¢apraz dogrulama metodu kullanmilmistir. Sekil 4.1.1°de tanimlanan
siiflandirma modellerinin basar1 oranlar1 gosterilmistir. Gozlem sayilarina bagli olan
karmasiklik matrisleri DVM i¢in Sekil 4.1.2°de, KNN i¢in Sekil 4.1.4’te ve mantiksal
regresyon icin Sekil 4.1.6’da gosterilmistir. Yiizde basarim oranina gore karmasiklik
matrisleri ise DVM igin Sekil 4.1.3’te, KNN igin Sekil 4.1.5’te ve mantiksal regresyon
icin Sekil 4.1.7°de gosterilmistir.
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[] 52 svm
Last change: Quadratic SVM

Accuracy (Validation): 84.8%
56156 fealures

[ 23 svm

Last change: Cubic SYM

Accuracy (Validation): 82 8%
56/56 features

[] 35 svm
Last change: Medium Gaussian SVM

Accuracy (Validation): 78.3%
56/56 features

]34 svm

Last change: Linear SVM

Accuracy (Validation): 77.4%
58156 fealures

[] &1 kun
Last change: Fine KNN

Accuracy (Validation): 63.4%
56/56 fealures

[ a6 rnn

Last change: Weighted KNN

Accuracy (Validation): 62 2%
56/56 features

[ ] 2 Efficient Logistic Regression

Last change: Efficient Logistic Regression

Accuracy (Validation): 47.0%
56/56 features

[ ] a2z knn
Last change: Medium KNN

Accuracy (Validation): 45.7%
56/56 features

[]38 svm
Last change: Coarse Gaussian SUM

Accuracy (Validation): 43.3%
56/56 features

[ ]aa kum

Last change: Cosine KNN

Accuracy (Validation): 41.5%
56/56 features

(] a5 wnn

Last change: Cubic KNN

Accuracy (Validation): 37 B%
56/56 features

|| 5.4 sum
Last change: Fine Gaussian SVM

Accuracy (Validation): 28.7%
56/56 features

[ ] a3 knn
Last change: Coarse KNN

Accuracy (Validation): 12.8%
56/56 features

Sekil 4.1.1. Smiflandirma Sonuglari

Sekil 4.1.1°de de goriildiigii gibi Kuadratik Cekirdek islemli DVM %84,8 dogruluk
basaris1 yakalamistir. Bu sonug sayesinde siniflandirma arasinda en iyi model olmustur.
K-en yakin komsu modellerinden en basarili olan1 %63.4’liik bir basar1 orani ile ‘komsu
sayist’ 1 olan ‘Ince (Fine) KNN’ modeli olmustur. ‘Etkili Mantiksal Regresyon’

modelinin basaris1 %47.0’te kalmistir.

Model 3.2

True Class

1 2 3 4 5 8 T 8 9 10 " 12 13 14 15 18
Predicted Class

Sekil 4.1.2. Gozlem sayisina bagli Kuadratik DVM siniflandiricisina ait karmagiklik
matrisi
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Model 3.2

2| B3% 250% | 8.3%

3| 200% 40.0%

4 7% T1%

6 12.5%

8 10.5%

True Class

12 14.3% 14.3%

15 11.1%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Predicted Class

Sekil 4.1.3. Yiizde basarim oranli Kuadratik DVM smiflandiricisina ait karmasiklik
matrisi (Gergek pozitifler ve yanlis negatifler)

Model 4.1

True Class

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16
Predicted Class

Sekil 4.1.4. Gozlem sayisina bagli ince KNN siniflandiricisina ait karmasiklik matrisi
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Model 4.1

25.0%

6 125% | 125% 12.5% | 125%

7 8.5% 8.5% 4.8%

8 15.8% | 15.8% | 15.8%

True Class

9 9.1% 36.4% 18.2%

1 8.1% 18.2%

12 14.3% 14.3% 14.3%

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16
Predicted Class

Sekil 4.1.5. Yiizde basarim oranli ince KNN siniflandiricisina ait karmasiklik matrisi
(Gercek pozitifler ve yanlis negatifler)

Model 2
1 3
2 4 1
3 2 3
4 4 2 2 2 3 1
5 1 2 1 1
6 3 1 2 1 1

True Class
3 ~
Y =
n
[
e

9 1 2 1 4 1 2
10 1 2 1 3 1
11 1 1 3 4 1 1
12 2 2 1 1 1
13 2 4
14 1 1 1 1
15 1
16 1 1
1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16

Predicled Class

Sekil 4.1.6. Gozlem sayisina bagli etkili mantiksal regresyon siniflandiricisina ait
karmagiklik matrisi
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Model 2

1 100.0%
2 33.3% A [ ‘ 8.3%
3 40.0% 60.0% ' ‘ . '
4 28.6% 14.3% | 14.3% | 14.3% 21.4% | 7.1%
5 83% - 16.7% | 8.3% 8.3%
3 37.5% 12.5% 12.5% 12.5%
7 48% | 4.8% 4.8%

2 10.5% 53% |211%

Q

E 9 2.1% 18.2% | 9.1% 64%  0.1% 18.2% 384% | 636%
0 7.1% 14.3% 7.1% | 21.4% 42.9% 7.1% a29% | 57.4%
1 9.1% 8.1% 27.3% | 36.4% | 9.1% 9.1% /4% | 636%
12 28.6% 28.6% | 14.3% | 14.3% 14.3% 143%
13 33.3% 3338
14 25.0% 25.0% | 25.0% 25.0% 25.0%
15 11.1% 88.9% 8 1.1%
16 125% 125% 25.0%

1 2 3 4 5 6 7 8 9 10 " 12 13 14 15 16
Predicted Class

Sekil 4.1.7. Yiizde basarim oranli etkili mantiksal regresyon siniflandiricisina ait
karmasiklik matrisi (Gergek pozitifler ve yanlis negatifler)

4.2. Regresyon Sonuclari

Regresyon yonteminde DVR ve dogrusal regresyon olmak iizere iki farkli model
kullanilmistir. DVR modelinde farkli ¢ekirdek yontemleri denenmistir. Dogrusal
regresyon modellerinde ise farkli hiper parametreli regresyon modelleri denenmistir.
Burada da 1zgara arama capraz dogrulama teknigi kullanmilmistir. Sekil 4.2.1.°de
regresyon modellerinin bagarim oranlar1 gésterilmistir. Regresyon icin cevap grafikleri
orta 6lgek Gauss ¢ekirdek islevli DVR yontemi icin Sekil 4.2.2°de, etkilesimli dogrusal
regresyon yontemi igin 4.2.4’te gosterilmistir. Bu iki grafik ger¢ek smifla tahmin edilen
siif arasindaki mesafeyi Olgerek hata oranimi gosterir. Beklenen ve gergeklesen
cevaplar grafikleri ise; orta Olcek Gauss gekirdek islevli DVR yontemi igin Sekil
4.2.3’te, etkilesimli dogrusal regresyon yontemi icgin 4.2.5’te gosterilmistir. Bu iki
grafikte gosterilen 16 gercek sinif (x-ekseni) ve 16 tahmin edilen sinif (y-ekseni)
uzerinden tahmin dagilimi gosterilmistir. Tahminin dogrulugu, model tarafindan gizilen

kusursuz regresyon ¢izgisi tizerinden degerlendirilir.
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| 14.5 sVM RMSE (Validation): 1.2584

-ast change: Medium Gaussian SVM 56/56 features
144 svm RMSE (Validation): 1.5267
_ast change: Linear SVM 56/56 features
~ 146 svM RMSE (Validation): 1.6734
_ast change: Coarse Gaussian SVM 56/56 features
7'\ 14.2 SVM RMSE (Validation): 2.4649
-ast change: Quadratic SVM 56/56 features
~ ] 144 svm RMSE (Validation): 3.2973
_ast change: Fine Gaussian SVM 56/56 features

143 svm RMSE (Validation): 11076
_ast change: Cubic SVM 56/56 features

J 16 Linear Regression RMSE (Validation): 30.063
_ast change: Interactions Linear 56/56 features

\\ 15 Linear Regression RMSE (Validation): 213.79
_ast change: Linear 56/56 features
7\ 17 Linear Regression RMSE (Validation): 387.25
—ast change: Robust Linear 56/56 features

Sekil 4.2.1. Regresyon modelleri basar1 oranlari

Regresyon modellerinde Sekil 4.2.1.’de goriildiigli iizere basart orani RMSE (Root
Mean Square Error-Kok Ortalama Kare Hatasi) {izerinden degerlendirilir. Bu deger
tahmin edilen deger ile gergek deger arasindaki beklenen ortalama fark olarak
yorumlanabilir. Bu deger u¢ degerlere karst hassas oldugu igin bazi modellerde yiiksek
cikmistir. Ancak bazi modeller, egitim verisi lizerinden ug verileri baskiladiginda bu
deger diisiik ¢ikar. RMSE degeri ne kadar diisiikse, secilen model o kadar iyi ¢alisiyor
demektir. Dolayisiyla regresyon modellerini belirlemede olduk¢a ©nemli bir

parametredir.

Alinan sonuglara gore orta 0lgekli Gauss ¢ekirdek islevli DVR regresyon modeli 1.2584
RMSE hatas ile en iyi model olarak belirlenmistir. Daha sonrasinda dogrusal DVR
1.5267 RMSE degeri ile ikinci, kaba 6l¢ekli Gauss ¢ekirdek islevli DVR 1.6734 RMSE
ile Gglincli, kuadratik g¢ekirdek islevli DVR 2.4649 RMSE ile dordlnci, ince oOlcekli
Gauss ¢ekirdek islevli DVR 3.2973 RMSE ile besinci ve en sonunda kiibik ¢ekirdek
islevli DVR 11.076 RMSE ile altinci en iyi performansa sahip DVR modeli olmustur.
Bu durumda genel olarak DVR modelleri regresyon modelleri igerisinde dogrusal

regresyon ve diger varyans modellerine gore daha basarilidir.
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Predictions: model 14.5

| HM‘ | .;H : ‘W "lld ﬂ:f;;n’T'I

Hata

1 | 1 1 l
0 20 40 60 80 100 120 140 160
Record number

Sekil 4.2.2. Orta 6lgek Gauss ¢ekirdek islevli DVR cevap grafigi

Sekil 4.2.2.°de diisey eksen etiketi temsil ederken yatay eksen kisi sirasini temsil eder.

Predictions: model 14.5

16
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Sekil 4.2.3. Orta Olcek Gauss ¢ekirdek islevli DVR igin beklenen ve gergeklesen
cevaplar
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Predictions: model 16 (Interactions Linear) ® Dogru

Tahmin

ol #ﬁﬂfﬁw $HoNLL on-SedTes, %% ng Tk"f#

n
<]
T

ey

(=)

o
T

Response (LABEL)

-150

-200 -

250 L L I I I I I I
0 20 40 60 80 100 120 140 160
Record number

Sekil 4.2.4. Etkilesimli dogrusal regresyon grafigi

Sekil 4.2.4.’te diisey eksen etiketi temsil ederken yatay eksen kisi sirasini temsil eder.

Predictions: model 16

Predicted response

d
-250 -200 -150 -100 -50 L] 50
True response

Sekil 4.2.5. Etkilesimli dogrusal regresyon ic¢in beklenen ve tahmin edilen cevaplar
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Hem smiflandirma hem de regresyon modelleri i¢in 1zgara arama g¢apraz dogrulama
yontemi kullanilmadan ayni veri seti ile modellerin basaris1 ve hata orani

hesaplanmustir. Sekil 4.2.6.’da siniflandirma basarilar1 ve regresyon kok ortalama kare

hatalar1 gosterilmistir.

Models

Sort by | Accuracy (validation) 7]@@

[ )32 svm

Last change: Quadratic SVM

Accuracy (Validation): 81.7%
56/56 features

D 3.3 8VM

Last change: Cubic SVM

Accuracy (Validation): 81.1%
56/56 features

()35 svm

Last change: Medium Gaussian SWM

Accuracy (Validation): 78.0%
56/56 features

[ )31 svm

Last change: Linear SVM

Accuracy (Validation): 77.4%
56/56 features

O 4.8 KNN

Last change: Weighted KNN

Accuracy (Validation): 63 4%
56/56 features

()41 knn

Last change: Fine KNN

Accuracy (Validation): 61.0%
56/56 features

U 2 Efficient Logistic Regression

Last change: Efficient Logistic Regression

Accuracy (Validation): 43.3%
56/56 features

[ Jss svm Accuracy (Validation): 42.7%
Last change: Coarse Gaussian SVM 56/56 features
[ )42 knn Accuracy (Validation): 42.1%
Last change: Medium KNN 56/56 features
[ )as kn Acouracy (Validation): 36 8%
Last change: Cubic KNN 56/56 features
[ Ja4 kun Accuracy (Validation): 35.4%

Last change: Cosine KNN

56/56 features

[ ]34 svm

Last change: Fine Gaussian SWM

Accuracy (Validation): 26.8%
56/56 features

O 4.3 KNN

Last change: Coarse KNN

Accuracy (Validation): 12.2%

A 56156 features

Sekil 4.2.6. A) Izgara arama capraz dogrulama olmadan siniflandirma modelleri
basarisi. B) Izgara arama ¢apraz dogrulama olmadan yapilan regresyon modelleri hata

orani

Models

Sort by [ RMSE (Validation)

@)

[ a5 swm RMSE (Validation): 1.2881

Last change: Medium Gaussian SVM 56/56 features

RMSE (Validation): 1.646
56/56 features

D 4.6 SVM

Last change: Coarse Gaussian SVM

() a1 svm

Last change: Linear SVM

RMSE (Validation): 2.3885
56/56 features

()44 swm

Last change: Fine Gaussian SVM

RMSE (Validation): 3.2596
56/56 features

[ )42 swm

Last change: Quadratic SVM

RMSE (Validation): 17.976
56/56 features

D 3.2 Linear Regression

Last change: Interactions Linear

RMSE (Validation): 31.607
56/56 features

RMSE (Validation): 91.42
56/56 features

()43 svm

Last change: Cubic SVM

RMSE (Validation): 202.3
56/56 features

D 3.3 Linear Regression

Last change: Robust Linear
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D 3.1 Linear Regression

Last change: Linear

RMSE (Validation): 211.74
B 56/56 features




5. TARTISMA ve SONUC

Yapilan testlerden sonra siniflandirma modellerinden en iyi performans: Kuadratik
¢ekirdek islevli DVM modeli gostermistir (%84.8). Burada ikinci dereceden belirlenen
bir fonksiyon hiper diizlemi belirlemistir. Bu model uygulama zamanimi kisaltilarak,

cok fazla tahmin edici ve gozlemci igeren bir veri seti i¢in uygun bir hale gelmistir.

Regresyon modellerinde ise orta 6lgek Gauss ¢ekirdek islevli regresyon modeli en iyi
performanst gostermistir (1.2584 RMSE). Olusturulan kusursuz regresyon model

¢izgisinin etrafinda veriler kabaca simetrik olarak dagilmistir.

Optimizasyon yoOntemi olarak kullanilan 1zgara arama capraz dogrulama yoOntemi
siiflandirma modelleri i¢in dogrulugu arttirmistir. Sekil 5.1.’de siniflandirma modelleri
icin dogrulama yontemi uygulanmadan ve uygulandiktan sonraki performans verileri

gosterilmistir.

lzgara Arama Capraz Dogrulama Etki Grafigi

Model Basar Orami

Modeller

Sekil 5.1. Smiflandirma modellerinin  ¢apraz dogrulama uygulanmadan ve
uygulandiktan sonraki basar1 performans grafigi
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Sekil 5.1.den anlasilacagi gibi 1zgara arama ¢apraz dogrulama modeli sadece ‘Dogrusal
DVM’ ve ‘Agirlhik KNN’ modellerinde etki gosterememis; diger tiim modellerde,
modelin basarisini arttirmistir.

Siniflandirma modellerinde DVM’in basarisi, diger modellerle karsilastirildiginda
modelin karmagikligt ve Oznitelik sayisinin fazla olmasiyla iliskilidir. Cekirdek
yontemleri modele esneklik saglamis ve asirt uyum riskini azaltirken en yiksek
dogruluk seviyesine ulasmistir. Normalize edilmis ve farkli katmanlarda bulunan; fakat
dogrusal bir sekilde ayrilamayan veri setini ¢ekirdek yontemleriyle basarili bir sekilde

ayirmigtir.

Buna karsilik birbirlerine ¢cok yakin degerlere sahip olan 6znitelikler KNN tarafindan,
DVM kadar iyi siniflandirilamamislardir. Oznitelik sayis1 arttika noktalar arasi mesafe

KNN daha az anlamli ve daha az ayirt edici olmustur.

DVR modellerinin basaris1 Sekil 5.2.’de karsilastirilarak gosterilmistir. Tm modeller

1zgara arama ¢apraz dogrulama yontemi DVR i¢in modelin hata oranii diislirmistiir.

DVR modeli hata oranlar

100
90
80
70
60
50

40

Meodel Hata Oram

30

20

: /
Orta Gauss DVR Kaba Gauss DVR Dogrusal DVR Ince Gauss DVR Polinom DVR Kibik DVR

==@== RMSE (Izgara Arama Gapraz Dogrulama Oncesi) 1.2881 1646 2.3885 3.2596 17.976 91.42
=®=— RMSE (Izgara Arama Gapraz Dogrulama Sonrasi) 1.2584 16734 15267 3.2973 2.4649 11.076

Sekil 5.2. DVR modelinin ¢apraz dogrulama uygulanmis ve uygulanmamis haldeki hata
oranlar1
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Dogrusal regresyon modellerinde ise 1zgara arama ¢apraz dogrulama yontemi sadece
etkilesimli dogrusal regresyon modellerinde hata oranimi diisiirebilmistir (Sekil 5.3).
Diger regresyon modellerinde ise ¢apraz dogrulama yontemi uygulandiktan sonra hata

oranlar1 ylikselmistir.

Dogrusal Regresyon Hata Oranlari

Model Hata oranlar
s
8

Etkilesimli Dogrusal Reg. Robust Dogrusal Reg. Dogrusal Reg.
Modeller
=@ RMSE (Izgara Arama Gapraz Dogrulama Oncesi) e=== RMSE (Izgara Arama Capraz Dogrulama Sonrasi)

Sekil 5.3. Dogrusal regresyon modellerinde ¢apraz dogrulama yontemi uygulanmis ve
uygulanmamis haldeki hata oranlari

Sonuglara gore smiflandirma modellerinde DVM ve regresyon modellerinde DVR
sirasiyla en yiiksek dogruluk orani ve en diisiik hata orani saglayarak, tercih sebebi

olmuslardir.

Bu tez ¢alismasinda kisilerin cinsiyet ve yas siniflandirmasi soft biyometrik veriler
kullanilarak makine 6grenmesi yontemleri ile yapilmistir. Yapilan ¢alisma literaturde
essiz ve soft biyometrik verilerin birlikte kullanildig1 ¢aligsmalara alternatif biyoelektrik
empedans ve soft biyometrik verilerin birlikte kullanildigi 6zgiin degere sahip bir

caligmadir.
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Yapilan bu siniflandirma ile olusturulacak profil, kayitl kullanicilar ile karsilastirilarak
kimlik dogrulama igin kullanilabilir. Ayrica belirlenen yas araligima gore cihazin
kullanim1 engellenebilir ya da kullanicinin bazi uygulamalara erisimine kisitlama
getirilebilir. Bu c¢alisma kisilerin cihaz kullanimlarinda diisiik giivenlikli kimlik
dogrulama i¢in egsiz biyometrik verilerini paylagsma gerekliliginin de soft biyometrik ve
empedans veriler kullanarak ortadan kaldirilabilecegini gostermektedir. Ayn1 zamanda
kisiye 0zgii essiz biyometrik verilerin ele gecirilmesi durumunda, ek givenlik faktor(

olarak bu verilerin kullanilabilecegi gériilmiistiir.
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