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Bitki zararlilarinin erken donemde, etkili bir sekilde tespit edilip kontrol altina
alimmalarini1 saglamak bitkilerin korunmasina, iiriin veriminin artirilmasina ve tarim
ekonomisindeki kayiplarin azaltilmasimna yardimci olmaktadir. Bu tez g¢alismasinda,
tarimsal iiretime onemli bir tehdit olusturan bitki zararlilarinin tanimlanmasina yonelik
derin Ogrenme yaklasimlar1 onerilmektedir. Onerilen ilk yontemde smiflandirma,
onceden egitilmis farkli derin sinir aglart (DNN) kullanilarak transfer 6grenme yoluyla
gerceklestirilmektedir. Ikinci yontemde ise; bu aglarin derin katmanlarindan ¢ikarilan
oznitelikler ile Destek Vektor Makinesi (SVM) siniflandiricisindan yararlanilmaktadir.
Ucgiincii yontem, goriintii transformatdrii olarak bilinen transformatdr mimarisini kullanan
bir sinir ag1 modelinin kullanilmasini igerir. Son olarak, birden fazla modelden gelen
tahminleri birlestirerek daha giiclii ve daha dogru tahminler elde etmeyi amaglayan bir
yaklasim olan topluluk 6grenimi, yukaridaki li¢ farkli yontemden en iyi performans
gosteren modelleri birlestirmek i¢in kullanilmistir. Ayrica yesil renk kanali ¢ikarimi, veri
artirrmi, histogram esitleme, derin Ogrenme tabanli segmentasyon ile arka plan
eliminasyonu gibi farkli goriintii 6n igleme teknikleri ayr1 ayr1 ve birlikte kullanilarak
kapsamli bir performans analizi yapilmistir. Deneyler, sirasiyla 10 ve 40 zararhi tiirii
igeren Li ve DO veri setleri tizerinde gergeklestirilmistir. Li veri setinde ¢gogunluk oylama
yontemi kullanilan topluluk 6grenimi ile %98.35, DO veri setinde ise %99.78 dogruluk
ile en yliksek performans elde edilmistir. Sonuglar, 6nerilen modellerin bitki zararlis

kontroliinde etkin bir sekilde kullanilabilecegini gostermektedir.

Anahtar Sozciikler: Derin 6grenme, Goriintii 6n isleme, Bitki zararlis1 siniflandirma,
Topluluk 6grenimi, Akilli tarim.
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ABSTRACT

DEEP LEARNING-BASED RECOGNITION OF INSECT PESTS IN PLANT
IMAGES

Sevval Ezgi EZE

Department of Computer Engineering
Programme in Computer Science
Eskisehir Technical University, Institute of Graduate Programs, June 2024
Supervisor: Asst. Prof. Dr. Selcan KAPLAN BERKAYA

Early and effective insect pest detection and control help to protect plants, increase
crop yields, and reduce losses in the agricultural economy. In this dissertation, deep
learning approaches for identifying insect pests, which pose a significant threat to
agricultural production, are proposed. The first proposed method involves classification
through transfer learning using different pre-trained deep neural networks (DNN). In the
second method, features extracted from deep layers of these networks with the Support
Vector Machine (SVM) classifier are utilized, Third method involves the use of a neural
network model that uses transformer architecture known as the vision transformer.
Finally, ensemble learning, an approach that combines predictions from multiple models
to achieve stronger and more accurate predictions, is used to merge the best-performing
models from the three different methods mentioned above. Additionally, a comprehensive
performance analysis was conducted using various image preprocessing techniques both
individually and in combination, including green color channel extraction, data
augmentation, histogram equalization, and deep learning-based segmentation with
background elimination. Experiments were carried out on the Li and DO datasets, which
contain 10 and 40 plant pest species, respectively. The highest performance was achieved
with 98.35% accuracy using the majority voting method in the Li dataset, and 99.78%
accuracy in the DO dataset. The results demonstrate that the proposed models can be

effectively used in insect pest control.

Keywords: Deep learning, Image preprocessing, Insect pest classification, Ensemble
learning, Smart agriculture.
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1. GIRIS

Tarim, insan yasami i¢in gerekli olan bitkisel iiriinlerin iiretilmesi, kalitesinin
artirilmasi, islenmesi ve degerlendirilmesini kapsayan bir alandir. Tarim sektorii bir¢cok
iilkenin ekonomisi i¢in hayati 6neme sahiptir ve kiiresel niifusun gida ihtiyaclarinin
karsilanmasinda Onemli bir role sahiptir. Bu sebeple tarimda mahsul verimliligini
korumak, siirdiiriilebilirligi saglamak ve iiriin kayiplarin1 6nlemek olduk¢a 6nemlidir ve
tarimla ilgili ¢ogu calismada, {iriinli korumaya yonelik olarak iklim degisikliginin
mahsuller iizerindeki yan etkisi, toprak sagliginin bozulmasi, su kitligi, hagere ve hastalik
yonetimi gibi ¢oziime ihtiya¢ duyan sorunlara, yenilik¢i teknolojiler ile cevap veren
konular ele alinmaktadir.

Tarimdaki en biiylik zorluklardan biri, tarimsal iiretimde mahsuliin kalitesini
olumsuz yonde etkileyen, bitkilerin gelisimini engelleyen, fiziksel goriintimlerini
etkileyen zararli boceklerdir. Zararlilarin taninmasi ve onlem alinmasi, mahsullerin
saglikli bir sekilde biiyiimesini saglar ve kalitesini biiylik dl¢tide etkiler. Zararli bocekleri
siiflandirmak, karmasik yapilar1 ve ¢esitli tlirler arasindaki gériiniim benzerlikleri géz
Ontine alindiginda 6nemli bir zorluk teskil etmektedir. Ciftgilerin zararhilari tespit etmek
icin kullandiklart mevcut yontem manuel gozlemdir. Bu yontemde ciftciler hava
sartlarina ve bitkilerin biiyiime asamalarina gore giinliik hasere kontrolii yapmaktadir. Bu
nedenle manuel gozlem yorucu, hataya agik ve zaman alicidir (Li vd., 2020).
Mabhsullerdeki bitki zararlilarinin zamaninda tespit edilmesi ve siniflandirilmasi, dzellikle
mahsul hastaliklarindan ve tarim iriinlerinde ©6nemli kayiplardan sorumlu olan
zararlilarin yayilmasinin engellenmesi agisindan hayati 6neme sahiptir. Istilac1 boceklerin
otomatik olarak taninmasi, onlarin tespit edilmesini ve ortadan kaldirilmasini 6nemli
Olglide hizlandiracaktir (Nanni vd., 2020). Zararlilarla miicadelede etkin yontemlerin
kullanilmasi gereklidir. Bu nedenle tarimsal sorunlarin ¢oziimii oldukca aktif bir
arastirma alanmi haline gelmistir ve sorunun ¢dziimiine yonelik olarak son zamanlarda
goriintli isleme ve derin 6grenme tekniklerine dayali ¢esitli bilgisayar destekli yontemler
gelistirilmistir.

(Xia vd., 2018) calismasinda 24 sinifli mahsul zararlilarini igeren Xiel veri
setindeki (Xie vd., 2015) goriintiilerde boceklerin hizli ve dogru bir sekilde tespit edilmesi
icin VGG-19 ag1 kullanilmistir. Ayrica yazarlar, 6n isleme adimi olarak, veri setinin
kiigiik olmasi sebebiyle tiim goriintiileri 90°, 180°, 270° ac¢ilarda dondiirerek veri artirimu,

ayn1 zamanda verilerin gegerliligini saglamak amaciyla goriintiilerdeki piksel degerlerini



rastgele degistiren, baz1 piksel noktalarin1 beyazlatan bazi piksel noktalarini karartan tuz
ve biber giiriiltiisiinii goriintiilere eklemisler ve %89.22 mAP (mean Average Precision)
degerine ulasmuslardir. (Xie vd., 2018) calismasinda yazarlar hasere goriintiilerinin
siniflandirilmasinda ¢ok seviyeli 6grenme Ozniteliklerini iceren temsilleri olusturmak icin
{ic adim izlemislerdir. ilk adim olan denetimsiz sozliik 6grenme asamasinda, goriintii
parcalarindan &zniteliklerin ¢ikarilmasi hedeflenmistir. fkinci adim, dznitelik kodlama
asamasinda goriintli pargalarinin 6znitelikleri, onceden olusturulan sézliige gore kodlanir.
Ucgiincii ve son adimda ¢ok seviyeli bir 6rnekleme siireci uygulanir. Bu siirecte, par¢a
diizeyindeki Ozniteliklerin yanlig hizalama sorununu ¢ézmek igin filtreler birden ¢ok
Olcekte uygulanir ve bu ¢esitli havuzlama seviyeleriyle birlestirilerek 6zniteliklerin daha
dogru bir sekilde c¢ikarilmasini saglamaktadir. Bu iic adimin birlesimi ile hasere
goriintiilerinin ¢ok seviyeli 6grenme Ozniteliklerine doniistiiriilmesini saglamislardir.
Deneyleri dort veri seti lizerinde gerceklestirmislerdir. Kendi olusturduklari DO veri
setinde %89.30 dogruluk degeri olmak {izere en yiiksek sonucu D1 (Xiao vd., 2012) veri

setinde %98.60 siniflandirma dogrulugu ile elde etmislerdir.

(Thenmozhi ve Reddy, 2019) ¢alismasinda yazarlar, AlexNet, ResNet, GoogLeNet
ve VGGNet gibi dnceden egitilmis derin sinir aglarini ti¢ farkli genel veri seti NBAIR,
Xiel (Xie vd., 2015) ve DO (Xie vd., 2018) {iizerinde transfer 6grenme ydntemini
kullanarak deneylerini gergeklestirmislerdir. Agin asir1 uyumunu dnlemek i¢in yansitma,
Olceklendirme, dondiirme ve goriintiilerin konumunu degistirme gibi veri artirma
teknikleri uygulamuslardir. Onerdikleri CNN modelinin performansmi ¢esitli hiper
parametrelerin etkisini olgerek karsilastirmislardir. Deneyler sonucunda ulastiklart
dogruluk degerleri NBAIR'de %96.75, Xiel'de %97.47 ve DO’da %95.97°dir. (Li vd.,
2020) calismasinda ise yazarlar, manuel olarak toplanan ve on farkli mahsul zararlisi
tiirlinii iceren Li olarak adlandirdiklar1 yeni bir veri seti olusturmuslardir. Bu veri setinde
zararli siniflandirmasi i¢in 6nceden egitilmis VGG-16, VGG-19, ResNet-50, ResNet-152
ve GoogleNet aglar1 kullanarak yaptiklar1 deneyler sonucunda en yiiksek performans
olan %96.67 dogruluk degerine ince ayar yaptiklar1t Googl.eNet modeliyle ulasmiglardir.

(Wu vd., 2019) calismalarinda, 102 sinifa ait 75.000'den fazla goriintii igeren [P102
adli biiytik 6l¢ekli bir veri seti tanitilmistir. SVM ve K-En yakin komsu siiflandiricisini
kullanarak %49.50 dogruluk elde etmislerdir. (Nanni vd., 2020) caligmalarinda, bitki
zararlilarini simiflandirmak i¢in goriintiiniin en 6nemli piksellerini vurgulamak amaciyla

belirginlik yontemleri ve evrisimsel sinir aglarinin (CNN) kombinasyonuna dayanan
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otomatik bir simiflandirici  énermislerdir.  Onerdikleri  ydntemin  performans
degerlendirmesini, 10 smifli kiigiik 6lgekli bir veri seti olan (Deng vd., 2018) ve 102
siifli IP102 veri seti (Wu vd., 2019) iizerinde gerceklestirmislerdir. Onerilen
yaklasimlari ile, kiiglik 6lgekli veri setinde %92.43 ve IP102 veri setinde %61.93 basari
oranina ulagsmislardir. Yazarlar (Yang vd., 2021) calismalarinda, Li (Li vd., 2020), IP102
(Wu vd., 2019) ve kendi onerdikleri veri seti dahil olmak iizere ii¢ farkli bitki zararlis
veri setini kullanmisglardir. Veri setlerinde, zararlilarin boyutu ve goriintiilerdeki karmasik
arka plan gibi zorluklarin iistesinden gelmek i¢in, zararli tanima problemi i¢in Uzamsal
Transformator Aglart ve ResNet-50 aglarina dayanan bir CNN modeli énermislerdir.
Performans karsilagtirmalart yaptiklarinda, onerilen yontemlerinin kullandiklar1 veri
setlerinde yapilan Onceki modellerden daha iyi performans gdsterdigini ortaya
koymuslardir. Onerilen yontemleri ile, Li (10 smif), &nerilen (58 smif) ve 1P102 (102
sinif) veri setlerinde sirastyla %96.78, %96.50 ve %73.29 smiflandirma dogruluklar elde
etmislerdir. Yazarlar (Nanni vd., 2022) calismalarinda, ¢esitli Adam optimizasyon ve veri
artirma yoOntemlerinden olusan CNN topluluklar1 (EfficientNetB0O, ResNet-50,
GoogLeNet, ShuffleNet, MobileNetv2 ve DenseNet201) olusturmuslardir. Onerdikleri
topluluk yontemi ile Deng (Deng vd., 2018), IP102 (Wu vd., 2019) ve Xie2 (DO0) (Xie
vd., 2018) veri setlerinde sirastyla %95.52, %74.11 ve %99.81 basar1 oranlarina
ulagmislardir.

Bitki zararlilar1 bir tarlayi istila ettiginde onlar1 yok etmek zordur ve mahsul
veriminde biiyiik kayiplara neden olurlar. Diinya ¢apinda yaygin olmalar1 ve hizli iireme
oranlar1 nedeniyle, bitki zararlilarinin etkili bir sekilde tespit edilmesi ve zamaninda
kontrolii i¢in bir¢ok ¢alisma arastirma konusu olarak, zararlilara odaklanmaktadir. Bu
caligmada bitki zararlilarinin tespiti ve siniflandirilmasi i¢in derin 6grenmeye dayali yeni
yontemler &nerilmistir. Oncelikle orijinal veri setinde yapilan deneyler gdz 6niinde
bulundurularak smiflandirma asamalarinin performansinin artirilmasi i¢in goriintiilerin
kalitesinin artirilmast ve gorsel Ozelliklerinin iyilestirilmesine ihtiya¢ duyulmasindan
dolayi, farkli goriintii 6n isleme teknikleri kullanilmistir. Burada, yesil renk kanali
cikarimi, veri artirimi, histogram esitleme, segmentasyon ile arka plan eliminasyonu gibi
farkli goriinti 6n isleme teknikleri ayr1 ayri1 ve birlikte kullanilarak kapsamli bir
performans analizi yapilmistir. Deneyler, sirasiyla 10 ve 40 bitki zararlisi tiirii igeren Li
ve DO veri setleri iizerinde gerceklestirilmistir. Onerilen ilk iki yaklasimda sirastyla,

ResNet-101, GoogLeNet, DenseNet-201 ve NASNet-Large gibi 6nceden egitilmis farkl



DNN ile transfer 6grenimi ve bu aglardan ¢ikarilan derin Oznitelikler ile SVM
siiflandiricist kullanilarak simiflandirma yapilmistir. Ayrica, transformatdr mimarisini
kullanan bir derin 6grenme modeli olan ViT ile siiflandirma yapilmistir. Son yaklagim
olarak, diger ¢alismalardan farkli olarak, yukarida belirtilen en iyi performans gosteren
ic yontemin sonuclariin ¢ogunluk oyuyla birlestirilmesiyle siniflandirma yapilmaistir.
Bu tez ¢aligmasi asagidaki sekilde organize edilmistir: Boliim 2’de ¢alismada
kullanilan veri setleri tanitilmakta, 6n isleme teknikleri ve veri artirma yontemleri
hakkinda ayrintili bilgi verilmektedir. Boliim 3’te Onerilen derin 68renme tabanli
modeller sunulmaktadir. Bolim 4’te deneysel ¢alismalar ve kapsamli sonuglar yer
almaktadir. Son olarak Boliim 5°te sonuglar, tartismalar ve literatiirdeki son galigmalar ile

performans karsilastirmalari yer almaktadir.



2. VERI SETI
Bu tez ¢aligsmasinda, 6nerilen yontemlerin performansini degerlendirmek igin iki
farkli veri seti kullanilmistir. Bu veri setlerine ait detayli aciklamalar alt boliimlerde

verilmistir.

2.1. Li Veri Seti

Calismada ilk olarak, Li ve arkadaslar1 tarafindan olusturulan ve Gryllotalpa,
Leafhopper, Locust, Oriental Fruit Fly, Pieris Rapae Linnaeus, Snail, Spodoptera Litura,
Stinkbug, Cydia Pomonella, Weevil olmak iizere 10 farkli sinifa ait, toplamda 5689
goriintii i¢eren bir veri seti kullanilmustir (Li vd., 2020). Veri seti, Google, Baidu, Yahoo
ve Bing gibi popililer arama motorlarindan elde edilen gorsellerle birlikte, Li ve
arkadaglar1 tarafindan cep telefonu kullanilarak dis mekan c¢ekimleri yapilarak
olusturulmustur. Bu hasereler genellikle kiiclik boyutlara sahiptir ve dogal ortamlarinda
ciplak gdzle hizli bir sekilde tespit etmek zor olabilir. Sekil 2.1'de, veri setindeki siniflara
ait 6rnek goriintiiler bulunmaktadir. Bu veri seti icerigi, Tablo 2.1°de detayl bir sekilde

listelenmistir.

®

Sekil 2.1. Li veri setindeki 10 farkli sinifa ait 6rnek goriintiiler (a) Cydia Pomonella, (b) Gryllotalpa, (c)
Leafhopper, (d) Locust, (e) Oriental Fruit Fly, (f) Pieris Rapae Linnaeus, (g) Snail, (h)
Spodoptera Litura, (i) Stinkbug, (j) Weevil



Tablo 2.1. Li veri seti igerigi

No Siif Adi Egitim Test Toplam
1 Cydia Pomonella 291 124 415
2 Gryllotalpa 356 152 508
3 Leafhopper 298 128 426
4 Locust 516 221 737
5 Oriental Fruit Fly 328 140 468
6 Pieris Rapae Linnaeus 396 170 566
7 Snail 750 322 1072
8 Spodoptera Litura 306 131 437
9 Stinkbug 476 204 680
10 Weevil 392 168 560
Toplam 4109 1760 5869

2.2. DO Veri Seti

Kullanilan ikinci veri seti, (Xie vd., 2018) calismasinda olusturulan musir, soya
fasulyesi, bugday ve kanola dahil olmak iizere birgok yaygin tarla iiriinlinde bulunan
tiirlerin gogunu kapsayan 40 farkli bocek sinifini iceren ve 4508 goriintiiden olusan DO
veri setidir. Sekil 2.2 'de, DO veri setindeki siniflara ait 6rnek goriintiiler bulunmaktadir.

Bu veri seti igerigi, Tablo 2.2°de detayl bir sekilde listelenmistir.

Sekil 2.2. DO veri setindeki 40 farkl: sinifa ait 6rnek goriintiiler



Tablo 2.2. DO veri seti igerigi

No Siif Ad Egitim Test Toplam
1 Aulacophora Indica 55 23 78
2 Bemisia Tabaci 103 44 147
3 Callitettix Versicolor 109 47 156
4 Ceroplastes Ceriferus 70 30 100
5 Ceutorhynchus Asper Roelofs 102 44 146
6 Chauliops Fallax Scott 48 20 68
7 Chilo Supperssalis 65 28 93
8 Chromatomyia Horticola 80 34 114
9 Cicadella Viridis 97 41 138
10 Cletus Punctiger 118 51 169
11 Corythucha Ciliata 63 27 90
12 Corythucha Marmorata 69 29 98
13 Dicladispa Armigera 105 45 150
14 Diostrombus.Politus Uhler 167 71 238
15 Dolerus Tritici Chu 62 26 88
16 Dolycoris Baccarum 61 26 87
17 Dryocosmus Kuriphilus 35 15 50
18 Empoasca Flavescens 93 40 133
19 Eurydema Dominulus 105 45 150
20 Graphosoma Rubrolineata 81 35 116
21 Halyomorpha Halys 71 30 101
22 Iscadia Inexacta 55 24 79
23 Laodelphax Striatellus 43 18 61
24 Leptocorisa Acuta 93 40 133
25 Luperomorpha Suturalis 71 30 101
26 Lycorma Delicatula 64 28 92
27 Maruca Testulalis Gryer 51 22 73
28 Nezara Viridula 122 53 175
29 Nilaparvata Lugens 43 18 61
30 Phyllotreta Striolata 131 56 187
31 Pieris Rapae 50 21 71
32 Plutella Xylostella 48 20 68
33 Porthesia Taiwana Shiraki 99 42 141
34 Riptortus Pedestris 77 33 110
35 Scotinophara Lurida 82 35 117
36 Sesamia Inferens 88 38 126
37 Spilosoma Obliqua 46 20 66
38 Spodoptera Litura 91 39 130
39 Stollia Ventralis 50 22 72
40 Strongyllodes Variegatus 94 41 135
Toplam 3157 1351 4508




2.3. On Isleme Teknikleri

Veriler, genellikle giiriiltii, bozulma, eksik ve tutarsiz bilgiler gibi ¢esitli sorunlar
igerebilir. Bu nedenle, veri analizi ve diger veri odakli uygulamalarda giivenilir sonuglar
elde etmek igin Oncelikle 6n isleme adimlarinin gergeklestirilmesi gerekmektedir. \Veri
on isleme, verilerdeki giiriiltiiyii azaltmak, eksik veya tutarsiz verileri diizeltmek, gereksiz
ozellikleri temizlemek ve genel olarak veri setinin homojenligini saglamak i¢in kullanilan
cesitli teknikleri igermektedir. Siniflandirma veya tespit uygulamalarinda kullanilan veri
setlerini hazirlamak i¢in farkli 6n isleme yontemleri mevcuttur. Bu yontemler, dondiirme,
yansima, arka plan elimine etme, veri artirimi ve renk modeli doniisimi gibi
siiflandirma algoritmalarinin daha giivenilir ve etkili olmasimi saglamak ig¢in kritik

o6neme sahip olan uygulamalardir (Maharana vd., 2022).

Goriintli 6n isleme siirecinde, farkli renk kanallar1 ve renk modelleri 6nemli bir
rol oynar. Goriintiilerin renklerini temsil etmek i¢in kullanilan Kirmizi (R), Yesil (G), ve
Mavi (B) olmak iizere ii¢ temel renk bileseni bulunmaktadir. Bu renk bilesenleri, bir
goriintiiniin renk paletini olusturan temel yap1 taslaridir. Yiiksek bir R degeri, gortintiideki
kirmizi tonlarim belirginligini artirirken, yiliksek bir G degeri yesil tonlarin ve yiiksek bir
B degeri de mavi tonlarin belirginligini artirir. Bu bilesenler, farkli oranlarda birleserek
renklerin zenginligini olusturur ve gorsel deneyimi g¢esitlendirir. Renk kanallarimin ayr
ayr1 kullanimi ile karmasik goriintii isleme problemleri basit pargalara ayrilir ve daha
sonraki algoritma adimlar1 i¢in islem kolaylig1 saglanir. Bu ¢alismada farklit modellerin
bitki zararlis1 siiflandirma ic¢in Onerilmesinin yani sira, goriintii 6n igleme siirecinde,
belirli renk kanali, histogram esitleme, segmentasyon ile arka plan eliminasyonu ve veri

artinminin siniflandirma performansina etkisi arastirilmaktadir.

Calismada kullanilan 6n isleme teknikleri, belirli renk kanal1 {izerinden goriintiilere
renk ayari, kontrast artirma ve renk dengelemesi yapilmasi gibi islemleri igermektedir.
Histogram esitleme, zayif kontrastli goriintiilerin kontrastin1 artirir ve goriintiiniin piksel
degerlerinin dagilimin1 degistirerek goriintilyli daha net ve detayli hale getirir.
Gortintiilerdeki zararlilarin genellikle yesil bitkiler iizerinde oldugu degerlendirilerek,
modele girdi olarak goriintiiniin G kanali verilmistir. Bu yesil renk kanalinin
cikarilmasiyla goriintiideki zararlilar daha belirgin hale gelmistir. Goriintiilerde arka plan
karmasikligindan kaynakli bocegi tespit edememe durumunu ortadan kaldirmaya yonelik

derin 6grenme tabanli bir segmentasyon yontemi olan ve piksel diizeyinde arka plana ait



olasilik haritasini tahmin eden U-Net tabanli mimari (Ronneberger vd., 2015) kullanilarak

bitki zararlilar1 segmente edilip, ardindan arka plan elimine edilmistir.

Veri setindeki goriintiilerin artirimi, bitki zararlilarinin tanimmmasi, tespiti ve
kullanilan modelin 6grenimi agisindan kolaylik saglamaktadir (Nanni vd., 2020). Veri
artirrmi1 islemi; iki veri setinde de test verileri sabit tutularak, egitim verilerine gesitli
dondiirme ve yansitma yoOntemleri uygulanarak gerceklestirilmistir. Goriintiiler, 90°
dondiirme ve X yansima, 120° dondiirme ve Y yansima gibi yontemlerle artirilmistir.
Veri artirimi sonrasinda her sinif i¢in ii¢ kat artirnm yapilmistir. Goriintiilerde veri
artirrmi, goriinti  siniflandirma  problemlerinde farkli  tekniklerle (dondiirme,
6lceklendirme, yansima vb.) mevcut veri setini ¢cogaltarak modelin genelleme yetenegini
tyilestirir ve asir1 6grenmeyi azaltir. Bu yontem, 6zellikle kiigiik veri setlerinde faydalidir,
clinkii modelin daha cesitli ve zengin bir veri ile egitilmesini saglar, boylece dogruluk
oranlarini artirir ve modelin daha saglam hale gelmesine yardimci olur. Ayrica, veri
artirnmi siniflar arasindaki dengesizligi gidererek her sinifi esit derecede 6grenmeyi tesvik
eder ve modelin gergek diinya senaryolarinda daha iyi performans gostermesine katkida

bulunur (Shorten ve Khoshgoftaar, 2019).

Tiim 6n isleme siirecine ait 6rnek goriintiiler Sekil 2.3’te sunulmaktadir. Kullanilan
her bir yontemin sonucu, veri setlerinde siniflandirma performansi agisindan kapsamli bir

sekilde degerlendirilmistir.



Sekil 2.3. On isleme teknikleri uygulanmis érnek goriintiiler. (a) Orijinal goriintii, (b) 90° dondiirme + X
yansima, (c) 120° dondiirme + Y yansima, (d) X yansima + Y yansima (e) G kanali ¢tkarimi, (f)
Histogram esitleme

2.3.1. Segmentasyon ile arka plan eliminasyonu

Bu ¢alismada goriintiilerde arka plan karmasikligindan kaynakli bitki zararlisini
tespit edememe durumunu ortadan kaldirmaya yonelik derin 0grenme tabanli bir
segmentasyon yontemi olan U-Net mimarisi kullanilmigtir. Bu yontem kullanilarak bitki

zararlilar1 segmente edilip, ardindan arka plan elimine edilmistir.

U-Net mimarisi (Ronneberger vd., 2015), goriintii segmentasyonu ve genel
gortintiilerde arka plan segmentasyonu gibi gorevler icin tasarlanmig bir CNN’dir.
Kodlayict (encoder) ve c¢oziicii (decoder) olmak iizere iki ana bilesenden olusur.
Kodlayici, goriintiiniin 6zellik haritasin1 olusturan evrigim katmanlarindan olusurken,
¢Oziicii, Ozellik haritasin1 girdi goriintiisiiniin boyutlarina geri doniistiiren evrisim ve
dekonvoliisyon katmanlarindan olusur. Kodlayicidaki evrisim islemleri boyunca
goriintiiniin boyutlar1 azalirken, ¢6ziiclideki dekonvoliisyon islemleriyle goriintiiniin
boyutlar1 tekrar arttirilir. Hiyerarsik Ozellik ¢ikarma mekanizmasiyla U-Net, sinirh
aciklamali verilerle bile hassas segmentasyon sonuglar1 elde ederek cesitli bilgisayarl
gbérme uygulamalarinda yaygin olarak kullanilmasini saglar. U-Net mimarisi Sekil 2.4’te
verilmisgtir.
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3.ONERILEN DERIN OGRENME TABANLI  SINIFLANDIRMA
YONTEMLERI

Bu tez calismasi kapsaminda, derin 6grenme alaninda yaygin olarak kullanilan
onceden egitilmis ¢esitli DNN’ler ile transfer 6grenimi yapilmistir. Ayni zamanda,
onceden egitilmis DNN’lerden elde edilen derin 6znitelikler ile SVM siniflandiricisindan
yararlanilmigtir. Bu yaklagim, 6znitelik ¢ikarma ve siniflandirma siireglerini bir araya
getirerek, veri setinin karmasikligini ele almak icin etkili bir yontem olmustur. Ayrica
goriintii transformatorii olarak bilinen transformatér mimarisini kullanan bir sinir ag1
modeli de kullanilmistir. Son yontem olarak, birden fazla modelden gelen tahminleri
birlestirerek daha giiglii ve daha dogru tahminler elde etmeyi amaglayan bir yaklagim olan
topluluk 6grenimi, yukaridaki ii¢ farkli yontemden en iyi performans gésteren modelleri

birlestirmek i¢in kullanilmustir.

3.1. Onceden Egitilmis Derin Sinir Aglar

DNN, bir¢ok dogal sinyalin daha yiiksek seviyeli 6znitelikler elde etmek igin
diisiik seviyeli 6zniteliklerin birlestirilmesinden faydalanir. Nesne tanima, yiiz tanima,
nesne tespiti, dil isleme ve Ozellikle goriintii tanima ve siiflandirma gibi gorsel veri
isleme problemlerinde gesitli galismalarca basarisini kanitlamis olan CNN, derin 6grenme
alanindaki en 6nemli aglardan biridir (Sze vd., 2017). CNN mimarisinin temel yapisi giris
katmani, evrisim katmani, RELU katmani, havuzlama katmani, tam baglantili katman ve

¢ikis katmanlarindan olusur.

Baslangicta, ham veri seti dogrudan bir goriintiiniin piksel degerleri olarak
girildigi giris katmanina girilir. Evrisim katmaninda, 6znitelik haritas1 olarak da bilinen
bir aktivasyon haritas1 iiretmek i¢in girise belirli bir filtre uygulanir. Bu harita, bir
goriintiideki kenarlar veya dokular gibi girdide algilanan belirli 6zelliklerin konumlarini
vurgular. Her evrisim isleminin ardindan bir ReLU aktivasyon fonksiyonu uygulanir. Bu
fonksiyon, agin goriintiideki oOzellikler arasindaki dogrusal olmayan iligkileri
O0grenmesine yardimci olur ve boylece agi1 farkl oriintiileri tanimlamak i¢in daha saglam
hale getirir. Havuzlama katmani daha sonra alt 6rnekleme gergeklestirerek, temel bilgileri
korurken Oznitelik haritalarinin boyutunu azaltir. Genellikle maksimum havuzlama
yoluyla yiiriitiilen bu siire¢, hesaplama yiikiinii azaltir, verimliligi artirir ve asir1 uyum
risklerini azaltir. Havuzlamanin evrisimden sonra uygulanmasi, CNN'nin girdi

verilerinden 6nemli 6znitelikleri etkili bir sekilde ¢ikarmasini ve 6zetlemesini saglayarak
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goriintii tanima ve smiflandirma gibi gorevlerde performansi artirir. Mimari daha fazla
katmanla derinlestik¢ce ag, girdi verilerinden farkli 6zellikleri daha iyi ¢ikarabilir ve

ogrenebilir, boylece siiflandirma dogrulugu artar (Gu vd., 2018).

Tamamen bagli katmanda tiim &zellik haritalar1 girdi olarak birbirine baglanir.
Genel olarak, sonraki katmandaki ndronlarin diigtimleri, bir 6nceki katmandaki
noronlarin diiglimlerine baglanir, ancak her katmandaki diigiimlerin baglantisi1 yoktur. Bu
katman, cesitli kosullar i¢in bir olasilik elde etmek amaciyla Onceki evrigimlerin
soyutlanmig 6zelliklerini entegre eder ve normallestirir. Son olarak ¢ikis katmaninda ise
noron sayist gerekli kosullara gore ayarlanir. Smiflandirma gerekiyorsa noron sayisi

genellikle smiflandirilacak kategori sayisiyla iliskilidir (Khan vd., 2018).

Her katmanla birlikte CNN'nin karmasikligi artar ve gorlintliniin daha biiytlik
boliimleri tanimlanir. Onceki katmanlar renkler ve kenarlar gibi basit ozelliklere
odaklanir. Goriintii verileri CNN'in katmanlar1 boyunca ilerledikce, amaglanan nesneyi
nihayet tanimlayana kadar nesnenin daha biiylik 6gelerini veya sekillerini tanimaya

baslar. Sekil 3.1°’de CNN mimarisinin basit yapis1 verilmistir.
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Sekil 3.1. CNN mimarisinin basit yapus:
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ImageNet, 1 milyonun iizerinde goriintii ve 1000 siniftan olusan genis kapsamli bir
veri setidir. Gorlintiiler, kopekler, kediler, arabalar, agaglar gibi ¢ok ¢esitli kategorilere
ayrilmistir. ILSVRC yarigmasinda, ImageNet veri seti kullanilarak en iyi goriintii
siniflandirma ve nesne algilama modelleri belirlenmis ayni zamanda sinir aglarinin
performansin1 artirmak ve genelleme yeteneklerini gelistirmek icin kullanilmistir
(Krizhevsky vd., 2017). Calismada ImageNet veri seti lizerinde egitilmis farkli aglar
kullanilmistir. Kullanilan 6nceden egitilmis aglar hakkinda detayli bilgiler alt béliimlerde

verilmistir.

3.1.1. ResNet

ResNet (He vd., 2016), verilerin egitimini kolaylastirmak i¢in olusturulan bir sinir
agidir. Genel olarak, ResNet mimarisinin bilesenleri Oncelikle baslangi¢ katmani,
genellikle bir evrisim katmani ve ardindan bir normalizasyon katmani bulunur. Son
katmanlar havuzlama ve tam baglantili katmanlar ise siniflandirma i¢in kullanilir. Artik
bloklar (Residual blocks), ResNet'in temel yap1 taslaridir. Artik bloklar, kestirme
baglantilar (shortcut connections) kullanarak girisin ¢iktiya dogrudan eklenmesini saglar.
Bu kestirme baglantilar sayesinde, 6zellikle ¢ok derin aglarda gradyanlarin kaybolmasini
onler ve 6grenmeyi kolaylastirir. ResNet'in farkli versiyonlar1 vardir, en yaygin olanlari
ResNet-18, ResNet-34, ResNet-50, ResNet-101 ve ResNet-152'dir. Bu c¢alismada,
onceden egitilmis 72 alt katmanli ResNet-18 ve 347 alt katmana sahip olan ResNet-101
modelleri kullanilmistir. ResNet goriintli boyutlar1 224x224 seklindedir. Mimarisi Sekil

3.2°de verilmistir.
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Sekil 3.2. ResNet tarafindan VGG-19'dan ilham alan 34 katmanli diiz ag mimarisi (He vd., 2016)
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3.1.2. GoogLeNet

2015 yilinda Christian Szegedy ve arkadaslari (Szegedy vd., 2015) tarafindan,
goriintii siniflandirma ve tespit i¢in tasarlanmis bir CNN modelidir. GooglLeNet, 22
katman derinliginde bir transfer 6grenme modelidir. Bu mimarinin ana ayirt edici 6zelligi,
ag i¢indeki bilgi islem kaynaklarinin gelismis kullanimidir. Bu kaynaklar hesaplama
biitgcesini sabit tutarken agin derinligini ve genisligini artirmaya izin veren bir tasarima
sahiptir. Model, goriintii smiflandirma, nesne tespiti ve nesne tanima gibi gorsel
gorevlerde kullanilabilir. GooglLeNet’in goriintii boyutlar1 224x224 seklindedir. Mimarisi
Sekil 3.3te verilmistir.

Filter
Filter concatenation

concatenation ﬂ

3x3 convolutions 5x5 convolutions 1x1 convolutions

1x1 convolutions 3x3 ion 5x5 ion 3x3 max pooling

1x1 convelutions [} [} [}

1x1 convolutions 1x1 convolutions 3x3 max pooling

Previous layer Previous layer

Sekil 3.3. GooglLeNet modiilii (Szegedy vd., 2015)

3.1.3. DenseNet

DenseNet (Huang vd., 2017), her katmanin 6nceki tiim katmanlardan girdi aldigi
ve ciktilarim1 sonraki tiim katmanlara aktardigi, ozellik yayilimini ve gradyan akisim
gelistiren, yogun baglantisiyla bilinen derin evrigimli bir sinir agidir. Bu mimari, verimli
parametre kullanimina izin verir ve yok olan gradyan sorununu azaltarak daha derin
aglarin egitimini kolaylastirir. Bu ¢aligmada kullanilan model DenseNet-201, 201 katman
derinligine ve 224 x 224 gdriintli giris boyutuna sahiptir. Genis bir goriintii yelpazesi i¢in
ogrenilmis zengin 6zellik temsillerine sahiptir. Onceden egitilmis DenseNet modelleri,
cesitli gorevlerde giiclii temel performanslarindan yararlanarak transfer 6grenimi i¢in

yaygin olarak kullanilir. DenseNet mimarisi Sekil 3.4°te verilmistir.
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Layers QOutput Size DenseNet-121 DenseNet-169 DenseNet-201 DenseNet-264
Convolution 112 < 112 7 = T conv, stride 2
Pooling 56 x 56 3 » 3 max pool, stride 2
Dense Block [ 1% 1conv | [ 1x1conv | [1x1conv | [ 1% 1conv |
56 x 56 6 6 6 6
(n x _3><3mnv_>< _3><3cn.nw_>< _3><3|:cmv_>< _3><3cunv_x
Transition Layer 56 x 56 1 » 1 conv
(n 28 = 28 2 » 2 average pool, stride 2
Dense Block [ 1% 1conv | [ 1x1conv | [1x1conv | [ 1% 1conv |
28 x 28 12 12 12 12
(2) * 3 % 3 conv * 3 % 3 conv * 3 x 3 conv * 3 x 3conv x
Transition Layer 28 x 28 1 x 1 conv
(2) 14 % 14 2 » 2 average pool, stride 2
Dense Block [ 1 1conv | [ 1x1conv | [1x1conv | [ 1 1conv |
14 x 14 24 32 48 64
(3) * _3><3mnv_>< _3><3cn.nw_>< _3><3|:cmv_>< _3><3cn.nw_><
Transition Layer 14 x 14 1 x 1 conv
(3 7 %7 2 » 2 average pool, stride 2
Dense Block [ 1 x1conv | [ 1x1conv | [1x1conv | [ 1 x 1conv |
7 %7 16 32 32 48
4) * _3><3mnv_>< _3><3cn.nw_>< _3><3|:cmv_>< _3><3cunv_x
Classification 1 x1 7 » 7 global average pool
Layer 1000D fully-connected, softmax

Sekil 3.4. DenseNet mimarisi (Huang vd., 2017)

3.1.4. NASNet-Large

NASNet-Large (Zoph vd., 2018), smiflandirma uygulamalarinda yiiksek
performans elde etmek ve aynmi zamanda hesaplama agisindan verimli olmak ig¢in
tasarlanmig otomatik olarak olusturulmus bir derin sinir agidir. Belirli bir sirayla
tekrarlanan ¢ok sayida normal ve indirgeme hiicresinden olusur. Her hiicre, NAS islemi
sirasinda optimize edilen evrisimler, havuzlama ve dogrusal olmayan aktivasyonlar gibi
birden fazla islemden olusur. Goriintii tanima gorevleri i¢in yiiksek verimli ve dogru bir
model olusturmak amaciyla NAS'tan yararlanarak otomatik sinir mimarisi tasariminda
onemli bir ilerleme saglamaktadir. NASNet-Large'in ¢ok sayida parametresi vardir
(yaklasik 88 milyon), bu da onun yiiksek dogruluguna katkida bulunur. NASNet-Large,
331x331 piksel boyutundaki giris goriintiilerini islemek tizere tasarlanmistir. Mimarisi

Sekil 3.5°te verilmistir.
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Sekil 3.5. NASNet-Large mimarisi (Zoph vd., 2018)

3.1.5. VGGNet

VGGNet (Simonyan ve Zisserman, 2014), K. Simonyan ve A. Zisserman
tarafindan sunulan, katmanlari boyunca kiigiik 3x3 evrisimli filtreler kullanan bir
evrisimli sinir agidir. Bu sinir aginin belirgin 6zelligi, ag yapisinin diger modellere gore
¢ok daha derin olmasidir. VGGNet, 16 veya 19 katmanli VGG-16 ve VGG-19 isimli iki
farkli versiyona sahiptir. VGG-16’da 13 evrisim katmani ve 3 tam baglantili katman
bulunurken, VGG-19’da ise 16 evrisim katmani ve 3 tam baglantili katman yer
almaktadir. VGGNet goriintii boyutlar1 224x224 seklindedir. VGG-16 mimarisi Sekil

3.6°da verilmistir.
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Input Layer
| 3x3 Kernel, Depth 64
| 3x3Kernel, Depth64 |
2x2 Max Poaling

|

3x3 Kernel, Depth 128
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2x2 Max Pooling
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|

3x3 Kernel, Depth 512
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2%2 Max Poaling

|

3x3 Kernel, Depth 512

3x3 Kernel, Depth 512

3x3 Kernel, Depth 512

— — — —

2%2 Max Pooling

|

| Fully connected layer 1 - 4096 |

| Fully connected layer 2 - 4096 |

!

[

Softmax

J

Sekil 3.6. VGG-16 mimarisi (Tammina, 2019)
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3.2. Transfer Ogrenme

Derin 6grenme tabanli yaklagimlarin dogrulugu veri setinin biiyiikligi ile dogru
orantilidir. Egitim verilerinin toplanmasi bazen pahali veya zor olabilir. Bu nedenle, farkl
alanlardan daha kolay elde edilen verilerle egitilmis, yiiksek performansli modeller
olusturmaya ihtiya¢ duyulabilir. Bu yaklagim, transfer 6grenme olarak adlandirilmaktadir
(Torrey ve Shavlik, 2010). Transfer 6grenme, bir makine dgrenimi yontemidir. Bu
yontemde, 6nceden egitilmis bir model, bir¢ok veri setinde kullanilabilir ve bu modelin
ogrendigi Oznitelikler, diger gorevlerde de faydali olabilir. Bu nedenle, 6nceden egitilmis
modeldeki bazi katmanlar, yeni gorev icin yeniden egitilir veya Onceden egitilmis
modelden bazi dznitelikler alinarak yeni bir model olusturulur. Bu yaklagim, model
egitimi sirasinda zaman ve kaynak tasarrufu yaparak genellikle daha iyi sonuglar elde
edilmesini saglar. Transfer 6grenme, daha az egitim verisi kullanilarak bile yiiksek
performans elde edilebilmesine olanak saglar. Segmentasyon, nesne tanima,
smiflandirma gibi ¢esitli uygulamalar, onceden egitilmis aglar yardimiyla transfer

o0grenme kullanilarak gergeklestirilebilir. Transfer 6grenimi akis semasi1 Sekil 3.7°de

verilmistir.
Onceden Egitilmig Agi Son Katmanlari it i Ag Dogrulugunu Tahmin Etme ve Sonuglarin
. o —>3 Aglarin Egitilmesi
Yiikleme Degistirme Degerlendirme Dagitimi

L Agin Gelistiriimesi ~J

Sekil 3.7. Transfer ogrenimi akis semasi

Bu calismada transfer 6grenimi yapilmasi i¢in dncelikle girdi goriintiisii boyutlar:
kullanilan aglarin gerektirdigi boyutlara indirgenmistir. Agin son iki katmani kullanilan
veri setine uygun olarak yenileri ile degistirilmistir. Sirastyla Li ve DO veri seti i¢in, tam
baglantili katmandaki siif sayilar1 10 ve 40 olarak ayarlanmistir. Calismada kullanilan

transfer 6grenme mimarisi Sekil 3.8’de verilmistir.
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Sekil 3.8. Calismada kullanilan transfer 6grenme mimarisi

3.3. Destek Vektor Makinesi

SVM (Cortes ve Vapnik, 1995), iki gruplu siniflandirma problemleri igin kullanilan
denetimli bir makine dgrenme algoritmasidir. Ozellikle yiiksek boyutlu alanlarda etkili
olup saglamlig1 ve dogrulugu ile tanmnir. SVM, iki smifi ayirmak i¢in bir hiper diizlem
kullanir. Bu hiper diizlem, w - x + b = 0 denklemi ile tanimlanir. w: Agirlik vektorii
(weight vector), x: Ozellik vektorii (feature vector), b: Bias terimi (bias term)’dir. Yiiksek
boyutlu bir uzayda farkli siniflara ait veri noktalarin1 ayiran en uygun hiper diizlemi
bularak, her sinifin en yakin noktalar1 (destek vektorleri) arasindaki mesafe (margin)

maksimuma ¢ikararak ¢alisir. SVM'in amaci1 margin'i maksimize etmek i¢in || w |I'yi en
aza indirmektir. Amag¢ fonksiyonu minw‘b% I wlI?, SVM'in iki smifi en iyi sekilde

ayiran hiper diizlemi bulmasina yardimci olur. Bu fonksiyon, marjini maksimize ederek

modelin genelleme kabiliyetini artirir ve daha saglam bir siniflandirma saglar.

Dogrusal, polinom ve radyal temel fonksiyon c¢ekirdekleri gibi cesitli ¢ekirdek
fonksiyonlarini kullanarak dogrusal ve dogrusal olmayan siniflandirmay1 yonetebildikleri
i¢cin ¢ok yonliidiirler. SVM siiflandirma 6rnegi Sekil 3.9°da verilmistir. Algoritmanin
asir1 uyumdan kaginarak karmasik, yliksek boyutlu veri kiimelerini isleme yetenegi
sayesinde metin ve goriintli siniflandirmasi, biyoinformatik ve daha fazlasi dahil olmak

tizere ¢esitli alanlarda kullanilmaktadir.
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Sekil 3.9. SVM simiflandirma ornegi (Meyer ve Wien, 2001)

Bu calismada kullanilan ikinci yaklagimda, dnceden egitilmis DNN’lerin ¢esitli
katmanlarindan elde edilen derin 6znitelikler ile SVM siniflandiricist kullanilmaktadir.
Onceden egitilmis aglarn ara katmanlarindan ¢ikarilan s13 dznitelikler, verinin temel
Ozniteliklerini temsil eder. Bu oznitelikler genellikle diisiik seviyeli, basit ve yerel
oznitelikleri icerir. Onceden egitilmis aglarin son katmanindan ¢ikarilan derin 6znitelikler
ise, daha karmagsik ve soyut diizeyde veri Ozniteliklerini temsil eder. Bu Oznitelikler
genellikle daha yiiksek seviyeli anlam tagirlar. Derin katmanlar, daha 6nceki katmanlarin
alt diizey Ozniteliklerini kullanarak daha yiiksek seviyeli 6znitelikleri olusturur. Sekil
3.10°da onerilen ilk iki yaklagima ait derin 6grenme tabanli siniflandirma modellerinin

akis semasi verilmistir.
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Sekil 3.10. Onerilen modelin akis semas:

3.4.ViT

ViT (Vision Transformer), goriintii girislerini 6zellik vektorlerine kodlamak i¢in
transformatdr mimarisini kullanan bir sinir ag1 modelidir. Ag iki ana bilesenden olusur:
omurga ve kafa. Omurga, agin kodlama adimindan sorumludur. Omurga, giris
goriintiilerini alir ve bir 6zellik vektoriiniin ¢iktisini alir. Tahminlerin yapilmasindan kafa
bolimii sorumludur ve kodlanmis 6zellik vektorlerini tahmin puanlariyla eslestirir. ViT
Ol¢eklenebilirlik ve esneklik agisindan avantajlara sahiptir. Daha fazla katman ve daha
biiylik parca boyutlariyla 6lgeklendirilebilir; bu da daha biiyiik veri kiimeleri ve bilgi
islem kaynaklartyla 6nemli iyilestirmeler gosterir ve nemli mimari degisikliklere gerek
kalmadan farkli goriintii boyutlarina ve gorevlere kolayca uyarlanabilirler (Dosovitskiy
vd., 2020). Sekil 3.11’de ViT mimarisi verilmistir.
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Sekil 3.11. ViT mimarisi

3.5. Topluluk Ogrenme

Topluluk 6grenimi, daha iyi tahmin performansi iiretmek i¢in birden fazla modeli
birlestiren, tek modelli yaklasimlara gore dogruluk ve saglamlik acisindan Onemli
avantajlar sunan gii¢lii bir tekniktir (Zhang ve Ma, 2012). Bir oylama toplulugunda, farkli
modeller bagimsiz olarak egitilir ve tahminlerinde ¢ogunluk oylamasi veya agirlikli
oylama kullanilabilir. Birden fazla modeli birlestirerek, topluluk yontemleri genellikle
bireysel modellerden daha yiiksek dogruluk elde eder. Topluluk 6grenimi, temelde
torbalama (bagging), yigma (stacking) ve artirma (boosting) seklinde {i¢ ana yontemle
gerceklestirilir. Bu yontemler, farklt modellerin tahminlerini birlestirerek daha iyi
genellestirilmis sonuclar elde etmeyi hedefler. Torbalama yontemi, veri setinin rastgele
ornekleri alinarak birden fazla model egitilir ve bu modellerin tahminleri birlestirilir.
Makine 6greniminde kullanilan topluluk O6grenme yoOntemlerinden biri olan rastgele
ormanlar, torbalama yonteminin en bilinen 6rneklerinden biridir. Bu yaklagim, her bir
modelin hata payini azaltarak genel performansi artirir (Breiman, 1996). Sekil 3.12°de

cogunluk oylama ile birlestirilen torbalama yonteminin yapis1 verilmistir.
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Girdi

Veri Seti 1 Veri Seti 2 Veri Seti 3
Model 1 Model 2 Model 3
Birlestir
(Gogunluk Oylama)

Cikt

Sekil 3.12. Cogunluk oylama ile birlestirilen torbalama yéntemi Yapisi

Y1gma yontemi, farkl tiirdeki modelleri birlestirir. ilk olarak, farkli modeller ayni
veri seti lizerinde egitilir ve her bir modelin tahminleri bir araya getirilir. Daha sonra, bu
tahminler, bir baska model tarafindan tekrar egitilir ve birinci seviyedeki modellerin
tahminlerini girdi olarak kullanarak sonuncu tahmini yapar. Bu yaklasim, farkli model
tiirlerinin giiclii yonlerini bir araya getirerek daha dogru tahminler elde etmeyi saglar

(Wolpert, 1992). Sekil 3.13’te yigma yonteminin yapist verilmistir.

Girdi

A
{ { ) )

Model 1 Model 2 Model 3

Model

Cikti

Sekil 3.13. Yigma ydntemi yapisi
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Artirma yontemi, zayif modelleri ardigik olarak egitir. Her yeni model, bir 6nceki
modelin hatalarimi diizelterek daha iyi tahminler yapmay1 amaclar ve her bir adimda
model performansini siirekli iyilestirerek giiglii bir topluluk modeli olusturur. AdaBoost
ve Gradient Boosting artirma yonteminin yaygin drneklerindendir (Freund ve Schapire,

1996). Sekil 3.14’te artirma yonteminin yapisi verilmistir.

Girdi

l N
Agirliklandinimig
Ornek 1

|

Model 2 >

Model 1 E—

Agrrliklandinlmis
Ornek 2

|

Model 3 >

Adirliklandinimig
Ornek 3

!

!

Birlestir

|

Gikti

Sekil 3.14. Artirma yontemi Yapisi
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Bu calismada, ¢ogunluk oylama yontemini kullanarak transfer 6grenmeden,
SVM'den, derin 6zniteliklerden ve ViT modellerinden elde edilen sonuglart birlestiren
topluluk 6grenmesi kullanilmistir. Onerilen modellerin akis semasi Sekil 3.15°te

gosterilmektedir.

Veri Artinmi (Data Augmentation)

Orijinal Veri Seti
(Original Dataset)

Veri Seti (Dataset)

=
|
1. Déndurme (Rotation) |
2. Yansima (Reflection) :

J

Artiriimis Veri Seti (Final Dataset)

Siniflandirma Modeli (Classification Model)

ResNet-101
NASNet-Large

Tahmin Sonucu (Predict Result)

Topluluk Ogrenimi (Ensemble Learning)

Cogunluk Oylama (Majority Voting) Sinif Etiketi
GoogLeNet (Class Label)
DenseNet-201
ViT

Sekil 3.15. Onerilen modelin akis semasi
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4. DENEYSEL CALISMALAR

Onerilen modellerin performanslarinin  degerlendirilebilmesi igin kapsamli
deneysel calismalar gergeklestirilmistir. Tiim deneylerde dogruluk (Acc, ing. accuracy),
kesinlik (Pre, ing. precision), duyarlilik (Rec, ing. recall) ve F1 skoru gibi standart
degerlendirme Ol¢iitleri kullanilmistir. Bu 6lgiitler, her modelin siniflandirma yetenegini
farkli agilardan degerlendirerek giivenilir bir karsilastirma yapilmasma olanak
saglamaktadir. Deneyler; yiiksek performansh bir Intel(R) Core (TM) i7-7700HQ,
2.80GHz islemci ve 16 GB RAM'e sahip bilgisayar ortaminda ve veri analizi,
gorsellestirme ve modelleme gibi uygulamalar i¢in tasarlanmis bir programlama araci

olan MATLAB 2024a kullanilarak gergeklestirilmistir.

Deneysel ¢alismalar i¢in tarlalarda yaygin bulunan ve mahsul verimini etkileyen
bitki zararlilarinin goriintiilerinden olusan orijinal 10 siifli Li ve 40 sinifli DO veri
setlerindeki goriintiiler, %70 egitim ve %30 test olmak iizere iki farkli alt gruba
ayrilmistir. Egitim alt grubu, verilerin 6grenme siireci i¢in ve test alt grubu ise sadece
performans dlgiimii i¢in kullanilmistir. Onerilen modellerin performanslari, Li veri seti
icin Tablo 4.1’de ve DO veri seti i¢in Tablo 4.2’de sunulmustur. Tablolarda, her bir
modelin Li ve DO veri setlerindeki Acc, Pre, Rec ve F1 skorlar1 yer almaktadir. En yiiksek
performansa sahip model kalin olarak isaretlenmistir. Bu sonuglar baz alinarak, orijinal
goriintiilerde en yiiksek F1 skora sahip yontem belirlenmis, daha sonra ¢esitli goriintii 6n

isleme yontemlerinin performanslarinin karsilastirilmasi i¢in kullanilmistir.

Tablo 4.1. Onerilen modellerin orijinal Li veri setindeki performanslart (Acc/Pre/Rec/F1)

(")Il.c‘ede‘n g Transfer Ogrenme SVMile Derin SVM ile S1g

Egitilmis Ag Oznitelikler Oznitelikler

GoogLeNet 94.89/94.82/94.50/94.66  92.78/92.52/92.51/92.51 80.34/79.18/78.52/78.85
ResNet-101 95.91/95.69/95.60/95.65 94.89/94.56/94.66/94.61 94.66/94.42/94.33/94.37
ResNet-18 94.77/94.53/94.36/94.44  91.93/91.79/91.33/91.56 91.36/91.45/90.78/91.11
VGG-16 93.86/93.62/93.46/93.62 91.88/91.52/91.15/91.34 90.68/89.92/90.25/90.08
VGG-19 94.49/94.20/93.99/94.09  92.67/92.28/92.12/92.20 89.43/89.05/88.89/88.97

Tablo 4.1 incelendiginde, dnerilen modellerin siniflandirma sonuglarina gére her
bir performans 0lgiitli i¢in en yiiksek performans ResNet-101 agi1 ile transfer 6grenme
yontemi kullanilarak elde edilmistir. Benzer sekilde, bu veri seti lizerinde kullanilan tiim

onceden egitilmis aglar i¢in kullanilan yontemler karsilastirildiginda ise transfer
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o6grenmenin diger iki yonteme kiyasla daha iyi performans gosterdigi gozlemlenmistir.
Bu cercevede, ikinci asama olan farkli 6n isleme yontemleriyle gergeklestirilen tim
deneylerde, onceden egitilmis ag olarak ResNet-101'in kullanilmasina karar verilmistir.
Bu se¢im, modelin genel basar1 oranini artirmak ve gii¢lii bir temel 6grenme yetenegi

saglamak amaci ile yapilmstir.

Tablo 4.2. Onerilen modellerin orijinal DO veri setindeki performanslart (Acc/Pre/Rec/F1)

(")Il.che‘n g Transfer Ogrenme SVM “? Derin SVM ile Sig

Egitilmis Ag Oznitelikler Oznitelikler

GoogLeNet 99.41/99.37/99.36/99.37  98.89/98.95/98.84/98.89 98.89/98.95/98.84/98.89
ResNet-101 99.56/99.57/99.59/99.58  99.41/99.45/99.43/99.43 99.41/99.49/99.33/99.41
ResNet-18 99.33/99.46/99.30/99.38  98.74/98.61/98.57/98.59 98.74/98.61/98.57/98.59
VGG-16 99.26/99.06/99.27/99.16  97.78/98.02/97.62/97.82 98.30/98.32/98.28/98.30
VGG-19 98.96/99.01/98.95/98.98  98.15/98.28/98.12/98.20 98.74/98.70/98.60/98.65

Tablo 4.2 incelendiginde, DO veri seti lizerinde yapilan deneylerde de Tablo
4.1°dekine benzer bir sonu¢ elde edilmistir. Bu sonug, ResNet-101 aginin DO veri
setindeki Oznitelikleri de diger aglardan daha etkili bir sekilde ¢ikarabildigini ve
genelleme yeteneginin diger mimarilere gére daha giiclii oldugunu gostermistir. Sonug
olarak, Tablo 4.1 ve Tablo 4.2, her iki veri setinde de ResNet-101 aginin transfer 6grenme
ve SVM ile siniflandirma siirecinde diger aglara kiyasla belirgin olarak daha {istiin bir
performans sagladigini ortaya koymaktadir. Bu sonug, farkli 6n isleme yontemlerinin
performansa etkisini 6lgmek igin yapilacak olan deneylerde ResNet-101'in tercih
edilmesine sebep olmustur. Ayrica, ayn1 yontemin sabit kalmasi, daha sonraki deneyler
sirasinda degiskenlikleri minimize ederek daha giivenilir ve basarili sonuglar elde etme

olasiligini artirmaktadir.

Deneylerde hiper parametrelerin dogru ayarlanmasi, modelin en iyi sonuglari elde
etmesi agisindan kritik oneme sahiptir. Hiper parametre ayarlari, modelin 6grenme
siirecini ve performansini etkileyen onemli faktorlerdir. Calismada maksimum adim
say1s1 5 ile 30 arasinda ayarlanmistir. Ogrenme oran1 ve mini-batch boyutu sirasiyla 0.001
ve 64 olarak ayarlandiginda modellerin en iyi sonuglart verdigi goriilmiistiir. Bu nedenle,
kullanilan yaklasimlarin etkisini degerlendirmek i¢in yapilan diger deneylerde

parametreler bu degerlerde sabit tutulmustur.
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Derin 6grenme modelleri genellikle kullanilan agin ne 6grendigini ve aga verilen
girdinin hangi kisminin ¢ikt1 sinifindan sorumlu oldugunu belirtmez. Bunu 6grenebilmek
ve kullanilan aglarin tahminlerine gorsel agiklamalar getirmek i¢in kullanilabilecek
tekniklerden biri simif aktivasyon haritalamadir. Smif aktivasyon haritalama, egitim
setindeki ©on yargiyt belirlemek ve model dogrulugunu artirmak amaciyla da
kullanilmaktadir. Eger agin tahminleri yanhs 6zelliklere dayandirdigi kesfedilirse, veri

seti lizerinde degisiklik yapilarak ag daha saglam hale getirilebilir.

Sekil 4.1, orijinal Li ve DO veri setlerinde, ¢esitli siniflara ait ResNet-101 ag1 ile
elde edilen sinif aktivasyon haritalarini gdstermektedir. Burada kirmizi bdlgeler tahmin

edilen sinifa en ¢ok katkida bulunan bolgelerdir.

Sekil 4.1. Kullanilan veri setlerine ait ornek goriintiilerdeki ResNet-101 aktivasyon haritast (a) Li, (b) DO

Tablo 4.3’te segilen agin performansini daha da artirmak igin kullanilan gesitli
veri 0n isleme yontemleri ve sonuglar verilmistir. Bu asamada, veri seti dncelikle ¢esitli
On igleme adimlarindan gegirilmis olup bunlar; goriintiiden G kanalinin ¢ikarilmasi, veri
artirimi, histogram esitleme, segmentasyon ile arka plan elimine etme ve kombinasyonlari
seklindedir. On isleme asamasinda elde edilen goriintiiler ResNet-101 ag1 ile transfer
O0grenme kullanilarak elde edilen modele girdi olarak verilmistir. Sonrasinda model
egitim goriintiileri ile egitilmistir. Veri 6n isleme adimlar1, modelin daha etkili bir sekilde
O0grenmesine ve genel performansinmi artirmaya yonelik gesitli islemleri igcermektedir.
Histogram esitleme kontrast1 artirirken, veri artirimi, modelin ¢esitli acilardan 6grenme

yetenegini artirarak asiri uyuma karst daha direngli bir yap1 olusturmaktadir.
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Tablo 4.3. ResNet-101 ile farkir on isleme yontemleri ile elde edilen performansiart (Acc/Pre/Rec/F1)

On isleme Yontemi Li Veri Seti DO Veri Seti

RGB (Orijinal) 95.91/95.69/95.60/95.65 99.56/99.57/99.59/99.58
G Kanali Cikarimi1 92.73/92.33/92.33/92.33  98.96/98.80/98.83/98.82
Veri Artirimi 96.36/96.19/95.91/96.06  99.63/99.68/99.67/99.68
Histogram Egitleme 94.83/94.52/94.30/94.41  99.19/99.26/99.28/99.27
Histogram Egitleme+Veri Artirimi 95.17/95.01/94.65/94.83  99.26/99.34/99.35/99.34
Segmentasyon ile Arka Plan Eliminasyonu 93.30/93.10/92.86/92.98  98.52/98.61/98.30/98.46

Veri Artirimi+Segmentasyon ile Arka Plan

93.58/93.52/92.74/93.13

98.74/98.74/98.52/98.63

Eliminasyonu

Tablo 4.3 incelendiginde, RGB goriintiiler iizerindeki orijinal veri seti

kullanildigindaki sonu¢ ile kiyaslandiginda, G kanalinin yeterli performans
gosteremedigi goriilmektedir. Bu durum, yesil renk kanal ¢ikariminin tek basina goriintii
verilerini yeterince temsil etmekte yetersiz kaldigini isaret etmektedir. Buradan modelin
Oznitelik ¢ikarimi ve siniflandirma yetenegini sinirladigi sonucuna varilmistir. Histogram
esitleme orijinal veri setindeki sonug ile yakin performans gostermistir. Bu yontemin renk
bilgisi ve 6znitelik ¢ikarimi siireclerinde etkili oldugunu ortaya koymaktadir. Histogram
esitleme, goriintiiniin kontrastini artirarak daha belirgin 6zelliklerin ortaya ¢ikmasina
olanak tanir ve daha dogru ve ayrintili 6zniteliklerin elde edilmesine katki saglar. Arka
plan eliminasyonunun orijinal veri setindeki sonug ile kiyaslandiginda daha basarisiz
oldugu gozlemlenmistir. Burada kullanilan iki asamali yaklasimda, oncelikle U-net
kullanilarak bitki zararlilar1 arka plandan ayrilmig, ilk asama olan segmentasyon
asamasindan elde edilen zararli goriintiileri kullanilarak siniflandirma asamasina
gecilmistir. Bu yaklagimin performansi, zararli segmentasyonunun dogruluguna ve
modelin bu segmente edilmis verilerden 6grenme yetenegine baghdir. Arka plan
eliminasyonunda kullanilan segmentasyon yonteminin goriintiiyli maskeleme esnasinda
zararli ve arka planin benzer olmasi sebebiyle yaniltici maskelemeler yaptig
goriilmiistiir. Ayrica bazi zararh tiirlerinin siniflandirilmasinda arka plan bilgisinin
onemli olabilecegi degerlendirilmistir. Ornegin belirli zararli tiirlerinin sadece belirli bitki
tiirlerinde bulunmast ve bu bitkilerin varligi zararlinin siniflandirilmasinda yardime1
olabilir. Arka plan1 tamamen kaldirmak, bu tiir bir bilgi kaybina yol acarak siniflandirma

performansini olumsuz etkileyebilmektedir. Veri artirimi ile veri setleri ¢esitli yansitma,

dondiirme yontemleri ile ti¢ kat artirilmistir ve modelin performansi iizerinde olumlu
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olarak belirgin bir etkisi oldugu goézlemlenmistir. RGB goriintii iizerinde uygulanan veri
artinminin her iki veri setinde de en yiiksek basar1 sonuglarini elde etmede etkili oldugu
tespit edilmistir. Sonug olarak, bu ¢alisma, ResNet-101 agiyla birlestirilen belirli 6n
isleme yontemlerinin, 6zellikle RGB goriintii lizerinde uygulanan veri artiriminin, bitki
zararlisi siniflandirma modelinin performansini artirmada 6nemli bir rol oynayabilecegini
gostermistir. Bu sonuglar, bitki zararlilarinin etkili bir sekilde siniflandirilmasi i¢in uygun

On igleme stratejilerinin se¢ilmesinin 6nemini vurgulamistir.

On isleme yontemleri ile gesitlendirilmis veri setleri sonuglarina bakildiginda veri
artirrmin daha iyi performans gosterdigi tespit edilmistir. Daha sonraki deneylerde veri
artinmi yapildiktan sonra, ResNet-101 aginin yani sira literatiirde yiiksek performans
gostermis olan NASNet-Large, GoogLeNet ve DenseNet-201 aglar1 kullanilmistir.
Bunlara ek olarak ViT mimarisi kullanilmistir. Veri artirimi sonrasi elde edilen en yiiksek

sonuclar kalin olarak isaretlenerck Tablo 4.4 ve Tablo 4.5’te verilmistir.

Tablo 4.4. Veri artirumi sonrasi modellerin Li veri setindeki en iyi performansiar: (Acc/Pre/Rec/F1)

Onceden Egitilmis Ag Transfer Ogrenme SVM ile Derin Oznitelikler
ResNet-101 96.36/96.19/95.91/96.06 95.11/95.21/94.70/94.95
NASNet-Large 96.02/95.86/95.62/95.72 96.42/96.20/96.19/96.20
GoogLeNet 95.74/95.83/95.22/95.53 92.56/92.51/91.66/92.08
DenseNet-201 97.22/97.36/96.90/97.13 94.55/94.58/94.04/94.31
ViT 96.59/96.91/96.11/96.51

Tablo 4.5. Veri artirimi sonrast modellerin DO veri setindeki en iyi performans/ar: (Acc/Pre/Rec/F1)

Onceden Egitilmis Ag Transfer Ogrenme SVM ile Derin Oznitelikler
ResNet-101 99.63/99.68/99.67/99.68 99.48/99.52/99.45/99.49
GoogLeNet 99.70/99.68/99.67/99.68 99.70/99.68/99.67/99.68
NASNet-Large 95.78/95.45/94.90/95.17 97.93/98.10/97.79/97.95
DenseNet-201 99.70/99.68/99.67/99.68 99.56/99.53/99.54/99.54

En iyi performans gosteren modeller, simmiflandirma performansini daha da

artirmak icin ¢ogunluk oylama yoluyla topluluk 6grenimi kullanilarak birlestirilmistir.

Tablo 4.6’da veri artirim1 sonrast modellerin Li veri setindeki performanslarin en iyileri

ile topluluk o6grenme kombinasyonlari
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incelendiginde ¢ogunluk oylama ile Li veri setinde en yiiksek dogruluk sonucu NASNet-
Large ile derin Oznitelikler, DenseNet-201 ile transfer 6grenme ve ViT modeli

performansi ¢ogunluk oylama yoluyla birlestirilerek %98.35 dogruluk elde edilmistir.

Tablo 4.6. Veri artirimi sonrast modellerin Li veri setindeki performanslarin en iyileri ile topluluk 6grenme
kombinasyonlar: (Acc/Pre/Rec/F1)

Model Performans

ResNet-101+NASNet-Large+GoogLeNet 97.22/97.01/96.90/96.95
ResNet-101+NASNet-Large+DenseNet-201 97.50/97.28/97.24/97.25
ResNet-101+NASNet-Large+ViT 97.90/97.62/97.63/97.62
ResNet-101+GoogLeNet+ViT 97.73/97.63/97.41/97.51
ResNet-101+DenseNet-201+ViT 98.13/98.05/97.84/97.93
ResNet-101+GoogLeNet+DenseNet-201 97.22/97.16/96.99/97.07
NASNet-Large+GoogLeNet+DenseNet-201 97.50/97.47/97.29/97.37
NASNet-Large+GoogLeNet+ViT 97.84/97.74/97.58/97.65
NASNet-Large+DenseNet-201+ViT 98.35/98.32/98.10/98.20
GoogLeNet+DenseNet-201+ViT 97.61/97.68/97.27/97.47

Tablo 4.7°de veri artirimi sonras1 modellerin DO veri setindeki performanslarin en
tyileri ile topluluk 6grenme kombinasyonlar1 elde edilmistir. Performans sonuglar
incelendiginde ¢ogunluk oylama ile DO veri setinde en yliksek iki dogruluk sonucu
ResNet-101, GoogLeNet ve DenseNet-201 transfer 6grenme ve GoogLeNet DenseNet-
201 ile transfer 6grenme, NASNet-Large ile derin 6znitelikler performanst ¢cogunluk

oylama yoluyla birlestirilerek %99.78 dogruluk elde edilmistir.

Tablo 4.7. Veri artirimi sonrast modellerin DO veri setindeki performanslarin en iyileri ile topluluk
ogrenme kombinasyonlar: (Acc/Pre/Rec/F1)

Model Performans

ResNet-101+GoogLeNet+NASNet-Large 99.63/99.63/99.62/99.62
ResNet-101+GoogL eNet+DenseNet-201 99.78/99.74/99.76/99.74
ResNet-101+NASNet-Large+DenseNet-201 99.63/99.63/99.62/99.62
GoogLeNet+NASNet-Large+DenseNet-201 99.78/99.74/99.76/99.74
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5. SONUCLAR VE TARTISMA

Bitki zararlilarin1 siniflandirmak, karmasik yapilari ve farkli tiirler arasindaki
goriiniim benzerlikleri nedeniyle zorlu bir istir. Manuel gozlem hem yorucu hem de
hataya agiktir ve 6nemli miktarda zaman tiiketir. Mahsullerdeki bocek zararlilarinin erken
siiflandirilmasi, 6zellikle mahsul hastaliklarina ve 6nemli {iriin kayiplarina neden olan

zararlilarin yayilmasinin 6nlenmesi agisindan ¢ok dnemlidir.

Onerilen modellerin performanslar1 kapsamli bir sekilde analiz edilmis ve bitki
goriintiilerinde zararli tanima alaninda yapilan Onceki calismalarla karsilastirilmistir.
Karsilagtirma, simif ve goriintii sayisi, veri kiimeleri, siiflandirma yontemleri ve
performans oOl¢iimleri gibi ¢esitli hususlar dikkate alinarak gergeklestirilmistir.
Karsilastirmada, onerilen modellerin elde ettigi en yiiksek performans dikkate alinmis ve
giincel literatiirdeki diger ¢alismalarin  sonuglariyla birlikte Tablo 5.1°de

detaylandirilmistir.
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Tablo 5.1. Onerilen ¢calismann literatiirde yer alan benzer calismalar ile Karsilastirmasi

Veri seti

Referans (#Snif, O.I.l Islen.ﬂe Model Performans
.. .. ... Yontemi
#Goriintii)
(Xiavd., Xiel (24, . i )
2018) 1440) Veri artirimi VGG-19 mAP: 89.22
DO (40
. ' Acc: 95.97
(Thenmozhi _4508)
ve Reddy, Xiel (24, Veri artirimi CNN .
2019) 1440) Acc: 97.47
NBAIR (40) Acc: 96.75
(Livd., . Veri artirimi .
2020) Li (10, 5869) Arka plan temizleme GoogLeNet Acc: 96.67
. IP102 (102, CNN Acc: 61.93
(Nanni vd., 75222) . R
Veri artirimi Belirginlik
2020) Deng (10, yontemi Acc: 92.43
563) U
Li (10,5869) Veri artirimi Acc: 96.78
IP102 (102,  Derin Oznitelikler kendi STN (Spatial Acc: 73.29
(Yang vd., 75222) olusturduklar1 6znitelikler ~ Transformer T
2021) Ozel Veri Networks)
Seti (58, Veri artirimi ResNet-50 Acc: 96.50
7344)
Acc: 99.81
DO (40, d Pre: 99.83
4508) Rec: 99.77
(Nanni vd Agirliklandirma ~ F1:99.71
2 Deng (10, ; ile CNN .
2022) 563) Veri Artirimi Topluluk Acc: 95.52
O0grenme Acc: 74.11
IP102 (102, Pre: 74.00
75222) Rec: 74.00
F1:73.00
DO (40, Acc: 99.47
(Peng vd 4508 Transformator
B IP102 (102,  Veri Artirimi ’ )
2022) 75222) CNN Acc: 74.89
Li (10, 5869) Acc: 97.93
IP102 (102, .
75222) Acc: 76.10
(Wang vd., DO (40, . ConvNeXt ve }
2023) 4508) Veri artirimi SwinTransformer Acc: 98.50
Insect (9, .
2251) Acc: 92.30
Acc: 98.35
. Pre: 98.32
Li (10, 5869) Cogunluk Rec: 98.10
Onerilen Oylama ile F1:98.20
Model Veri artirimi Topluluk Acc: 99.78
DO (40, Ogrenimi Pre: 99.74
4508) Rec: 99.76
F1.99.74
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Literatiirde pek c¢ok c¢alisma, bitki goriintilerinin c¢esitli veri setlerine
odaklanmakta, cesitli zararli tiirleri ve sayilari, bocek tespiti, siniflandirilmasi ve ¢esitli
yontemler kullanilarak etiketlenmesi gibi farkli uygulama alanlarini ele almaktadir.
Literatiirde kiiclik veya biiyiik olgekli farkli veri setleri ya ¢alisma dncesinde toplanmis
ya da hazir veri setleri olmak {izere yaygimn olarak Li, DO ve IP102 veri setleri
kullanilmaktadir. On isleme yontemi olarak ¢ogunlukla veri artirmi segilmektedir.
Yontem olarak ise derin 0grenme ve bilgisayarla gérme alaninda cesitli teknikler
kullanilmaktadir. Bu yontemler arasinda CNN, transfer 6grenme yontemleri ve dnceden
egitilmis aglar 6ne ¢ikmakta olup nesne tespiti ve tanima, goriintii smiflandirma,

segmentasyon gibi islemlerde verimlilik saglamaktadir.

Bu ¢alismada ilk olarak orijinal veri setinde yapilan deneyler baz alinarak model
icin en uygun Ozniteliklerin secilmesi ve veri setinden kaynaklanan zorluklarin
giderilmesi ile her iki veri setinin de kalitesi artirilmistir. Calismada histogram esitleme,
veri artirnmi ve goriintiiniin G renk kanali ¢ikarimi ve U-Net mimarisi kullanilarak
segmentasyon ile arka plani elimine etme gibi 6n isleme tekniklerinin bitki zararlis1 tespit
ve siniflandirma performansina olan etkisi 6l¢iilmiistiir. Bu ¢calismada, bitki zararlilarinin
tespiti ve smiflandirilmast igin dért farkli yontem incelenmistir. ilk yontemde, farkli &n
isleme tekniklerinin, dnceden egitilmis derin sinir aglarinin 6zniteliklerini kullanarak
transfer 6grenme ile siniflandirma performansimi nasil etkiledigi arastirilmustir. On isleme
yontemlerinden en yiiksek performans veri artirim yontemi ile elde edilmistir. Tiim 6n
isleme yoOntemlerinin performansini analiz etmek i¢in egitilmis ResNet-101 ag1 ile
transfer 6grenme yontemi kullanilmustir. Ikinci yontemde ise, en iyi performansi gosteren
veri artirnmi yapilmis goriintiiler, GoogLeNet, NASNet-Large ve DenseNet-201 gibi
onceden egitilmis aglarla transfer 6grenme uygulanmis ve bu aglardan ¢ikarilan derin
Oznitelikler kullanilarak SVM siniflandiricist ile siniflandirma islemi gergeklestirilmistir.
Ayrica, transformatér mimarisini kullanan bir derin 6grenme modeli olan ViT ile de
siiflandirma yapilmistir. Son yontem olarak ise onerilen ¢alismada diger calismalardan
farkl1 olarak transfer 6grenme, derin 6znitelikler ile SVM ve ViT mimarisi kullanilmis ve
performansi daha da artirmak icin ¢ogunluk oylama kullanilarak birlestirilmistir. Bu
kapsamli yaklagimin oldukca basarili sonuglar verdigi gozlenmistir. Ayrica literatiirde

inceledigimiz ve Li veri setini kullanan ¢aligsmalar arasinda en yiiksek sonuca ulagilmistir.
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Performans degerlendirmesi agisindan, 6nerdigimiz ¢alisma dogrulugun yani sira
kesinlik, duyarlilik ve F1 puani gibi metrikleri de igermektedir. Siniflandirma
performansini degerlendirmek i¢in g¢esitli metrikler kullanilarak daha kapsamli bir analiz
saglanmistir. Bu durum, 6nerdigimiz modellerin benzer ¢alismalarin ¢ogundan daha

kapsamli oldugunu ortaya koymaktadir.

Derin 6grenme tabanli yontemlerin bitki zararlilarmin tespiti ve kontroliine
yonelik aragtirmalariin toplumu bir¢ok 6nemli sekilde etkileyebilme potansiyeli vardir:
1) Tarmmsal Siirdiiriilebilirlik ve Cevresel Etki: Onerilen modellerin erken zararli
tespitinde yliksek dogruluk oranlarina sahip olmasi, daha hedefe yonelik zararli kontrol
stratejilerine yol acabilir. Bu hassasiyet, genis spektrumlu pestisitlerin kullanimini
azaltarak tarimda kimyasal kullaniminin azalmasma katkida bulunur. Sonug olarak,
tarimin ¢evresel etkisi en aza indirilebilir, daha siirdiiriilebilir uygulamalar tesvik edilir
ve hedef dist tiirler ile ekosistemlere verilen zarar azaltilir. 2) Ekonomik Faydalar ve Gida
Giivenligi: Bocek zararlilarinin etkili bir sekilde tespiti ve kontrold, iiriin veriminde artiga

ve tarimsal kayiplarin azalmasina yol acabilir.

Gelecek c¢alismalarda, daha genis smif sayisina sahip cesitli veri setleri
kullanilarak modelin genelleme kabiliyetinin artirilmas1 hedeflenmektedir. Yeni nesil
derin 6grenme mimarileri ve gelismis transfer 6grenme teknikleri ile performans
iyilestirmeleri ve hibrit modellerin etkinliginin test edilmesi planlanmaktadir. Ek olarak,
siniflandirma siirecinde hesaplama maliyetlerini azaltmak icin verimli algoritmalar ve

donanim hizlandirma tekniklerinin de galigilmasi planlanmaktadir.
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