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OZET

YAPAY ZEKA Y(")NTEM!_ERi ILE YAZILIM PROJELERINDE
MALIYET KESTIRIMI

ADALIER, Oktay
Doktora Tezi, Bilgisayar Miihendisligi Boliimii
Tez Yoéneticisi: Yrd. Dog. Dr. Aybars UGUR
Mart 2008, 96 sayfa

Yazilim maliyet tahminlemesi, yazilim gelistirmenin en onemli
asamalarindan birisidir. Proje yoneticisi, proje siiresini/maliyetini dogru
tahminleyerek projedeki belirsizlikleri azaltir ve projenin gelisimini
gercek giderlerle, planlananlar1 veya tahminlenenleri karsilastirarak
degerlendirir.  Yazilim projeleri  karmasiklastikga, tahminleme

yontemlerinin énemi de artmaktadir.

Bu tezde, literatiirdeki makine 6grenmesi ve yapay zeka tabanli
yazilim tahminleme teknikleri karsilastirllmistir. Regresyon ve c¢ok
katmanli algilayic1 yapay sinir agr modellerinin gerceklestirimi
yapilarak sonuclar elde edilmis ve bu degerlere dayali olarak yontemler
degerlendirilmistir. Yapay sinir aglarinin egitim ve test asamalarinda ve
regresyon katsayilarinin bulunmasinda ISBSG (International Software
Benchmarking Standards Group) veri seti siirim 9 kullanilmistir.
Kuvvet degerleri kullanilarak, regresyon tabanli yeni ve basarili bir
yazilim tahminleme modeli de gelistirilmistir. Yontemin iyilestirilmesi
icin  yapilabilecekler ve diger kestirim modellerine nasil

uyarlanabilecegi tartisilmistir.

Anahtar Sozciikler: Yazilim maliyet kestirimi, yapay sinir
aglari, cok katmanli algilayici, regresyon, yapay zeka, makine

O0grenmesi
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ABSTRACT

EFFORT ESTIMATION IN SOFTWARE PROJECTS BY USING
ARTIFICIAL INTELLIGENCE METHODS

ADALIER, Oktay
PhD. Thesis in Computer Engineering
Supervisor: Assistant Prof. Dr. Aybars UGUR
March 2008, 96 pages

Software cost estimation is one of the most crucial phases of
software development. A project manager can reduce the uncertainty
about project by creating more accurate time/cost estimates and can
evaluate project progress by comparing actual costs versus planned, or
estimated costs. As the complexity of software projects grows, the role

for estimating techniques will expand.

In this thesis, software estimation techniques based on machine
learning and artificial intelligence in the literature are compared.
Regression and multilayer perceptron neural network models are
implemented and evaluated based on experimental results that are
obtained. ISBSG (International Software Benchmarking Standards
Group) data set Release 9 is used for training and testing the neural
network, and finding regression coefficients. A new regression based
software cost estimation model obtaining maximum performance is also
developed using power values. There is some important discussion on
how the results can be improved and how they can be applied to other

estimation models.

Keywords: Software cost estimation, artificial neural networks,
multilayer perceptron, regression, artificial intelligence, machine

learning.
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1. GIRIS

Yazilim endiistrisinin gelistirme maliyeti, calisma eforu ve
zamani konularinda tam ve hassas bir sonuc¢ bilinmesi eldeki
olanaklarla olanaksiz goziikmektedir. Bu durum proje yOnetim
danmismanligi yapan kurumlarin raporlarindan, 6rnek calismalardan,
basarisizlikla sonuglanmis projelerin makalelerinden anlasilmaktadir
(Grimstad et al., 2006, Boraso et al., 1996, Jorgensen and Shepperd,
2007, Dolado, 2001).

Yazilim projelerinin  gelistirme maliyetlerindeki planlanan
maliyeti gercek maliyetler ¢ok-cok asmaktadir. Buna ornek olarak
Standish Group’s Chaos raporu verilebilir (Jorgensen and Shepperd,
2007). Soz konusu raporda projelerdeki yazilim = gelistirme
maliyetlerinin %89 astig1 bildirilmektedir. Bunun nedenleri boliim ikide

detayl olarak anlatilmaktadir.

Yazilim maliyetleri devlet ve 0Ozel sektor kurumlarinin
biitcelerinde énemli harcama kalemi olarak bulunmaktadir. Literatiir ve
endiistride bircok yazilim gelistirme alaninda calisanlar yeni yazilim
stirecleri iizerinde calismaktadir. Boylelikle yazilim gelistirme
maliyetlerini minimum’a indirgemeye calismaktadirlar. Fakat buna
ragmen yazilim projelerinin basarisizlikla tamamlanma oranlar1 hala
yiiksektir.  Son yillarda basarisiz yazilim projelerinin Amerikan
ekonomisine getirdigi yiikk $75 milyon Amerikan dolarim1 gecmis
bulunmaktadir (Shan, 2002).

Sonug olarak proje gelistirme maliyetlerinde planlanan kestirimi
(tahminleme) asan miktar kiiciimsenemeyecek boyutlardadir. Yapilan
projelerin  %60-%80’1 planlanan maliyet ve zamani asmaktadir.
Projelerin biiyiikliigii oraninda agmalarin getirdigi (maliyet /zaman) yiik

biiyiik olmaktadir. Projelerde %30-%40 oraninda asmalar (overrun)



ortalamayr olusturmaktadir ve sektor tarafindan normal kabul
edilmektedir (Finnie, 1997).

Buna gore:

e 100 000$’lik bir projede asma miktar1 ~30-40 bin $
olacaktir.

e 1000 000%’lik bir projede asma miktar1 ~300-400 bin $

olacaktir.

e 10 000 000$’lik bir projede agsma miktar1 ~3-4 milyon $
olacaktir.

e 100 000 000$’lik bir projede asma miktart ~30-40

milyon $ olacaktir.

Bu sonuglarin bilisim alaninda miisteri konumunda bulunan 6zel
veya kamu kurumlart tarafindan kabul edilebilir oldugu miimkiin

goriinmemektedir.

Projelerde kullanilan maliyet kestirim yontemi genellikle
uzmanlarin verdigi kararlara gére yapilmaktadir. Bunun baslica nedeni
formal yontemlerle yapilan kestirimlerin daha iyi olacagina dair
giivensizliktir. Ayrica literatiirde projelerde maliyet ve zaman asimi
konularinda detayli ve kapsamli bir arastirmanin Jorgensen (Jorgensen
and Shepperd, 2007) tarafindan yapilmasina kadar gerceklestirmemis

olmasindan kaynaklanabilir.

Bir projenin yaklasik maliyetinin proje baslangicinda bilinmesi
projeyi baslatma gerekceleri acisindan Onem tagimaktadir. Projenin
miisterileri veya {ist yOnetim projeyi yapip yapmamak konusunda
kestirim degerlerine gore karar almaktadir. Yanlis kestirimler miisteri
durumundaki kurum veya kuruluslari ekonomik ve stratejik acidan

etkilemektedir. Ornegin biiyilk projelerin  %60’1 6ngoriilen proje



biitcelerini asmislardir. Bir takim projelerin %15 maliyet asimi
nedeniyle hicbir zaman tamamlanmadigi gozlemlenmistir (LIU and
Mintram, 2005).

Bir yazilim projesinin en énemli maliyet etken parametresi ise
calisan ¢abasidir. Dolayisiyla maliyet kestirimi diger bir ifade ile caba
kestirimi anlamina gelmektedir. Maliyet kestirimi i¢in bircok kaynakta
cesitli Olciitler verilmistir (Boraso et al., 1996, Wieczorek and Rubhe,
2002). Fakat onerilen ol¢iitler icin degerlerin toplamasi oldukca zor ve
zahmetli oldugundan bunlardan bir kisminin veya en etkili bir kiimenin
kullanilmasi tavsiye edilmektedir (Wieczorek and Ruhe, 2002, ISBSG,
2004).

Maliyet kestirimlerindeki etkili Olciitlerin azaltilmasi maliyet
yontemlerinin lineer metotlar yardimiyla kestirimine doniigmiistiir.
Fakat lineer yontemlerde degerlendirmeye alinan tiim parametrelerin
lineer olmasina dikkat edilmelidir. Lineer olmama durumunun olumsuz
etkilerinden kurtulmak i¢in arastiricilar cesitli kestirim yontemlerine
yonelmislerdir. Bunlara 6rnek olarak yapay sinir aglari, regresyon bazl
istatistiksel yontemler ve genetik algoritmalar verilebilir (Finnie, et al.,
1997). Bu ¢alismalarla proje maliyet kestiriminde evrimsel yaklasimlar
donemi baslamistir (Chang et al., 2001).

Bu kapsamda, boliim ikide, yazilim projelerinde maliyet
kestirimine neden gerek oldugu, bu konudaki problemlerin neler oldugu
anlatilmaktadir. Boliim {icte, maliyet kestiriminin bir 0grenme yetisi
sonucunda gergeklestirilen bir faaliyet oldugu ve kestirim yontemlerinin
temelde istatistiksel Ogrenme teorisine gore hareket ettikleri
anlatilmaktadir. Boliimiin sonraki asamalarinda regresyon temelli
maliyet kestirimi, yapay sinir ag tabanli maliyet kestirim fonksiyonlari
son olarak genetik programlama tabanli maliyet kestirim yontemleri
anlatilmaktadir.



Ayrica ayni1 bolimde yontemlerin uygulanmasindan sonra
sonuglarin nasil degerlendirilmesi gerektigi anlatilmaktadir. Deneysel
caligmalarla kullanilacak veri setinin analizi yine bu bdliimde
aciklanmaktadir. Boliim dortte, maliyet kestirim konusunda onceki
caligmalar sirayla ele alinarak anlatilmaktadir. Boliim beste, boliim tigte
anlatilan maliyet kestirim yontemlerinin veri seti {izerine uygulamasi
matematiksel  sonuglarla  anlatilmakta ve  grafiksel Ogelerle
gosterilmektedir. Boliimde altida, besinci boliimde elde edilen sonuglar
literatiirdeki benzerleri ile karlilagtirilmaktadir. Boliim yedide, tezin

sonuglar1 ve gelecek calismalar i¢in Oneriler anlatilmaktadir.



2. Yazailim Projelerinde Maliyet Kestirimi

Proje Yonetiminde gelistirilecek bir yazilimimin ne kadar bir
caba gerektirecegi ve o c¢abanin neye mal olacagi en Onemli
degiskenlerden biridir. Fakat bu cabanin belirlenmesini zorlastiran
unsurlar ve problemler nelerdir. Bunlar asagidaki gibi 0zetlenebilir
(Heemstra, 1992).

Proje yapan personelin elinde Onceden yapilmis benzer
projelerin bilgileri bulunmamaktadir ve proje yOneticisinin kestirim

yapmasin zorlastirmaktadir.

Proje alimlarindaki acelecilikten dolay1 kestirimler yiizeysel
yapilmakta olup projenin sistem miihendisligi tamamlanmadan
ongoriimlerde bulunulmaktadir. Dolayisiyla sistemin tamamina detayli
bir sekilde hakim olunmadan proje yoneticileri maliyet kestiriminde

bulunmaktadirlar.

Projenin Sistem miihendisligi tamamlanmis olmasina ragmen
gelistiriciler baz1 paketlerin maliyetlerini iizerinde tasarim yapmadan
sOylemeleri zor olmaktadir. Bundan dolayr zaman igerisinde revize

edilen proje kestirimlerine gereksinim bulunmaktadir.

Yazilimlarin karakteristiklerinden dolay1r kestirim yapmak zor
olabilmektedir. Ornegin gomiilii sistemlerde bazi yeni teknolojileri
adapte etmek veya saglikli calistirmak zor olabildiginden kestirimler

yanlis ¢cikabilmektedir.

Bir yazilimin gerceklesmesi icin gerekli caba ve zamani bir¢cok
unsur etkileyebilir. Ornegin gelistirilecek yazilimin karmagiklig,
gelistirmeye katilan kurum ve kuruluslarin takim calismasina yatkinlig
ve gelistirmeyi yapan takim elemanlarinin tecriibesi veya uzmanligi

yazilimin maliyetini etkileyebilir. Bu gibi unsurlarin zaman akisi



icerisinde  kontrolii ~ zor  oldugundan  maliyet  kestirimleri

sapabilmektedir.

Yazilim alaninda teknolojilerinin hizli degismesi yazilim
gelistirme alanindaki tecriibe birikimini azaltmaktadir. Yeni arac ve
teknolojilere hakim personel az bulunmakta ve bu tiir ortamlarda
gelistirme yeni oldugundan birikim az olmaktadir. Dolayisiyla maliyet

kestirimi zorlagsmaktadir.

Maliyet kestirimini yapan uzmanlar biiyiik projelerde maliyet
kestiriminde bulunmak i¢in yeterli tecriibe ve birikime sahip
olamamaktadirlar. Bunun nedeni bir proje yoneticisi 10 yil gibi bir
zaman diliminde kag tane biiyiik proje yapabilecegi gerceginden ortaya
cikmaktadir. Bu say1 2 ve 3 gibi bir degeri gecemediginden birikim az

olmakta olup projelerin maliyet kestirimleri zorlasmaktadir.

Proje yonetimindeki islerde dogrusal bir akis olamadigindan
basta yapilan kestirim eksik veya yanlis olmaktadir. Ozellikle iletisim
ve koordinasyon islevleri dogrusal bir siire¢ izlemediginden kestirimler

yanlig olabilmektedir.

Kestirim yapan yetkili kestirim yaptig1 isleri kendi yapacak gibi
algiladigindan islerin uzman calisanlar tarafindan gergeklestirilecegini
kabul ederek kestirim yapmaktadir. Fakat gelistirme takimlarinda
bulunan gelistiricilerin bir kismi yeni ve ilgili alanda tecriibesiz
oldugundan kendilerine atanan igler planlanandan daha fazla
siirmektedir. Ciinkii bir zincir en zayif halkas1 kadar saglamdir.
Takimda ki en tecrilbbesiz veya az basarili eleman projenin ilgili
paketinin gelistirme hizim1 belirlemektedir. Ayrica 25 kisinin yapacagi
iki yi1llik bir projeyi 50 kisi bir yilda yapar demek ciddi bir hatadir.
Ayrica bir projeye ilerleyen zaman igerisinde yeni katilan calisanlar

projenin gecikmesine neden olur. Ciinkii yeni katilan ¢alisanin projenin



mimarisini ve is paketlerin igerigini ve diger paketlerle iliskisini

ogrenmek zamanini1 almaktadir.

Thale usulii proje alimlarinda maliyet kestirimi yapan yetkili iist
yonetim tarafindan siirekli baski altinda tutulmakta ve proje paketlerinin
zaman ve isgilicii gereklerini saglam gerekcelere dayanmadan
degistirmesi biiyiik bir olasilikla kisaltilmasi istenmektedir. Bu tiir

davranislar projenin yanlis kestirimlerle baglamasina neden olmaktadir.

Proje yonetimini etkileyen bircok unsurun dikkate alinmasi i¢in

baz1 6n tespitlerin yapilmasi gerekmektedir. Bunlar asagidaki gibidir.

Proje kapsaminda NE gelistirilecek sorusuna yanit aranmalidir.
Gelistirilecek {irliniin kalitesi ve biiyiikliigli kestirim i¢in Onem
tagimaktadir. Gereklerin hangi siklikla degistigi, yazilim karmasikligi,
projede tekrar kullanimin hangi oranda kullanilacagi, ne kadar dokiiman
tiretilecegi ve uygulamanin tiirii ne olacagi proje maliyet kestirimi i¢in
onemlidir.

Projenin NE ILE gelistirilecegi konusu projenin maliyetini
etkilemektedir. Uriiniin gelistirilmesinde yeni nesil gelistirme dilleri ve
araclar1 kullanilacak mi? Kullanilan yazilim gelistirme siireci ve

metotlar1 projenin siiresini ve kalitesini etkiler.

Projede gelistirme faaliyetlerini yiiriitecek personelin 6zellikleri,
uzmanliklari, tecriibeleri, projede tam zamanli veya kismi ¢aligsmalari ve
son olarak projede ulasilmasi hedeflenen kalite seviyesi projenin

maliyetini etkilemektedir.

Projenin NASIL gelistirilecegi proje maliyeti iizerinde etkilidir.
Ornegin gelistirme yapilan kurumda matris tiirii bir yapilanma mi
bulunmakta yoksa proje tabanli bir yapilanma mi bulunmaktadir.
Gelistirme takimlar1 arasinda iletisim ve koordinasyon nasil yapildigi

projenin maliyetini etkilemektedir. Projenin gelistirilmesinde birden



fazla kurum veya kurulus gorev almakta ise iletisim ve koordinasyon

zorlugundan dolay1 maliyetler artacaktir.

Gelistirilecek iiriin KIMIN icin yapildigi biiyilk 6nem arz
etmektedir. Ornegin gelistirilen iiriin bilgisayar diinyas1 ile onceden
iletisimi olmus ve giinliik hayatinda yogunlukla bilgisayar kullanan bir
kitle igin gelistiriliyorsa kullanimin karmasikli§i fazla sorun
olmayacaktir. Kullanicilar daha cok iiriiniin ek 6zelliklerinden
yararlanmaya calisacaklardir. Fakat {iriiniin hedef kitlesi egitim seviyesi
disiik bir kullanict grubu ise iiriiniin kolay kullanimi ¢ok ©nem
tagiyacaktir. Bu iki farkli ozellikte iiriin gelistirilmesinin maliyetleri

birbiriden farkli olacaktir.

Yazilim projelerinde maliyet kestiriminde asagidaki kistaslara
dikkat etmek gerekmektedir.

Yazilim projeleri adam ay maliyeti genellikle karmasik ve
pahali olarak goriinmektedir. Yazilim iiretimi bir kriz i¢indedir. Sektor
asirt maliyetlerden yakinmaktadir. Yazilim iiretimi ¢ogu kez kontrol
disindadir ciinkii  olgiilememektedir. Olgiilemeyen bir sey kontrol
edilemez. Giiniimiizde yazilim projeleri gelistirirken kestirilebilir
maliyetler koymakta basarili olunamamaktadir. Maliyet kestirimi agik
ve net olmalidir. Kestirim ve degerlendirme yapabilmek i¢in sistematik
Olctim yapmak gerekmektedir. Bir is i¢in gereken cabay1 bastan bilmek
cok Onemlidir. Bunu bilmeden isleri yonetmek miimkiin degildir.
Yonetmek icin bu tahminleri kullanip projeleri bastan kabul etme veya
reddetmek cok daha faydalidir. Cok uzun siirebilecek ve cok kaynak
gerektirebilecek bir yazilim gelistirme isine girmemek veya girilme
karar1 verilse bile bastan gerekli is giiciinii organize etmek verimi her

asamada artiracaktir.



Bugiiniin diinyasinda yazilim maliyet kestiriminin onemi siirekli
artmakta ve yayilmaktadir. Bu konuda yapilmis ¢alismalar olmasina
ragmen hala bu konu tam olarak aydinlatilabilmis degildir ve {izerinde
bircok caligma yapilmasi gerekmektedir. Maliyet kestiriminin Onemi
nedir? Kestirimde problem ne kadar sapmadan sonra baslar? Gibi

sorulara cevap bulunmasi gerekmektedir.

Yazilim projeleri zaman planina ve biitce planina uymama
yoniinde kotii iin salmis projelerdir. Bunun temel nedeni gereken is
giiciinii bagtan yanlig tahmin etmektir. Yanlig tahminler iizerine kurulan
projeler yiiksek maliyetlere neden olmaktadir. Yazilim miihendisliginde
yazilim projelerinin gereken is giiciinii, zamani ve biit¢eyi tahmin etme
yoniinde yapilacak caligmalar bu problemleri azaltacaktir. Yazilim
maliyet tahminlemesi bir yazilim sisteminin ingas1 i¢in gereken caba

miktarinin tahminleme siirecidir.

Bir sonraki bolimde burada anlatilan sorunlara c¢oziim
olabilecek maliyet kestirim yontemleri ve kullandiklar1 olcevler ele
alinmaktadir. Bu c¢alismada en ¢ok kullanilan ii¢ yontem iizerinde
detayh bilgi verilecektir. Bunlar regresyon analizi, yapay sinir aglar ve

genetik programlama kestirim yontemleridir.
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3. Maliyet Kestirimi Yontemleri

Proje Yonetiminde gelistirilecek bir yazilimmin ne kadar bir
caba gerektirecegi ve o cabanin neye mal olacagi en Onemli

degiskenlerden biridir.

Yazilim Maliyet Kestirimi (YMK)’nde genellikle klasik
regresyon temelli yontemler kullanilmaktadir. Fakat son zamanlarda
baska yontemlerin kullanimma baglanmistir. Ornegin; Yapay Sinir
Aglari, Durum Bazli Cikarim, bulanik (fuzzy) mantik ve uzman
sistemler gibi. Istatistik temelli yontemlere alternatif yontemler
kullanimi1 YMK’de degerlendirilen parametreler arasinda farkh iliskiler

bularak daha dogru kestirimler yapmay1 amaclamaktadir.

Bu yontemlerden bazilari, girdiler ile onlarin ¢iktilarini birbirleri
ile iligkilendiren maliyet kestirim fonksiyonunun sembolik olarak ifade
edilmesini  saglamaktadir. S6z konusu fonksiyonlar —maliyet
degerlendirmesinde kullanilan parametrelerin davraniglarini dogrudan
etkilemektedir. Bu fonksiyonlara maliyet fonksiyonu, ekonomi
fonksiyonu veya iiretim fonksiyonu adi verilmektedir. Bu fonksiyonlar,
proje yoneticilerine proje maliyetinin hesaplanmasi icin sembolik bir
ifade etme dili sunarak maliyetlerin kestirimi i¢in veri sunmaktadir
(Dolado, 2001).

Sistem miihendisleri proje yonetimi maliyet kestirimi i¢in klasik
regresyon yontemleri ile birlikte yapay sinir aglart yOntemleri
kullanarak eldeki verilerden maliyet kestirimi i¢in en 1yi kestirimi

saglayacak fonksiyonlarin se¢cimine ¢aligmaktadir.

Klasik regresyon yontemi fonksiyonlar1 karakterize etmek i¢in

verilerin dagilimu tizerinde bazi kabullenmeler yapmaktadir. Yapay sinir



11

aglar1 ise herhangi bir kabullenme yapmamakla birlikte daha genis

potansiyel fonksiyonlar bulmaya caligsmaktadir (Finnie et al., 1997).

Maliyet kestiriminde kullanilan modeller asagida verilmektedir.

Regresyon veya Istatistiksel modeller;

COCOMO,
SLiM,
Estimacs,
FPA,
SPANS,
Checkpoint
COSTAR

Parametrik Modeller;

Yukaridaki

YSA,
GP

modellerin

belirli  bir oOlcev  kapsaminda

kullamlmalar1 gerekmektedir. Olcev belirlemede dikkat edilmesi

gereken hususlar agsagida verilmektedir (Ayyildiz, 2006).

Bir yazilim miihendisligi

avantajhdir.

Olcevi ayrik, yalitilmig olmasi

Siireg, kisi, iirlin bazinda miimkiin oldugunca ¢ok o6lcev bulup

daha sonra yapilacak bir analiz ile en yararlilarin bulunmasinin

saglanmasi faydalidir.
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Olgevlerin  birbirleriyle iliskili olmamasi gerekmektedir.
Birbirleri iizerinde etkisi olmamalidir veya ¢ok az olmalidir. Bu siirekli

izlenmelidir.

Olgev bulma, ¢ikarma siireci sistematik ve diizenli olmalidr.

Siirekli iyilestirme yapmak gerekir.
Olgevlerin dorulugu gercek hayat ile kontrol edilebilmelidir.

Istatistiksel ve baska yontemlerle olcevlerin hata analizleri

yapilmalidir. Boylece gereksiz hatta zararli 6lgcevler temizlenmelidir.

Olgev bazinda mantikl1 ve doru karsilastirmalar yapabilmek icin
kisi, siire¢ ve {iiriin benzerlikleri ve farkliliklar1 karsilagtirmalar1 iyi
bilinmelidir.

Olgevler zararli olabilir. Daha dorusu olgevler yanlis

kullaniliyor olabilirler. Buna siirekli dikkat edilmelidir.

Ayyildiz (Ayyildiz, 2006) c¢alismasinda genis bir Olgcev seti
tanimlamistir.  Elde ettigi  veriler iizerinde doniisiim matrisi
olusturmustur. Matriste bulunan degiskenler arasinda korelasyonlar
belirleyip en az etkili olanlarin1 elemistir. Matematiksel, istatistiksel ve
gozlemsel bir optimizasyon calismasindan sonra 6 temel grupta

Olcevlerini toplamistir.

Cizelge 3-1°de olgev setleri verilmektedir.

Cizelge 3-1 Yazilim projelerinde dikkate alinmast gereken Olgev
kiimesi (Ayyildiz, 20006).

Ana Olcev Olgev (Metric)

Isin Biiyiikliigii 1. Karmasiklik




13

(Uriin)

2.Islev Puan (Function Point)

3.0nem

4. Ayrilan Biitce

5. Uriiniin beklenen 6zellikleri

Kaynak

6. Calisanin yeterlilikleri

7 Calisanlarin Projeye katilim oranlari

8. Calisan Kisi Sayilar

9. Donanim Durumu

Risk

10.Biitce Degisme Riski

11. Calisan Riski

12.Donanim Riski

13.Uriiniin tammmin ve kapsammin

degisme riski

Teknoloji

14.Yaz. Gelistirme araclarinin kullanim
kolaylig1

15.Yaz. Gelistirme araclarinin kullanim
tecriibesi

16. Yaz. Gelistirme Araglarinin
Kullanimi

17. Modern Programlama Teknikleri

Ortam

18.0Ortamin genel ozellikleri

19.Sahiplenilme

(Her bir paydas tiiriiniin projeyi
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sahiplenmesi)

20.Baski

21.Zaman kullanim durumu

22.Verimlilik durumu

Planlar ve 23. Tahmin

Tahminler 24. Planlar

Literatiirde giiniimiizde yogun olarak kullanilan yazilim maliyet
kestirim tekniklerini dort grup altinda toplamak miimkiindiir. Bunlar
(Heemstra, 1992);

e Uzman veya uzmanlar tarafindan yapilan maliyet

kestirimi,

e Benzesim veya benzetme yoluyla cikarim yapilarak

maliyet kestirimi,
e Parametrik modellerle maliyet kestirimi,
¢ Tiimevarim — Tiimdengelim maliyet kestirimi.

Uzman veya uzmanlar tarafindan yapilan maliyet kestirimi:
Gerceklestirilecek projenin maliyet kestirimi yapacak uzmanin tecriibe
alanina ne kadar yakin oldugu maliyet kestiriminin dogru yapilamasina
en onemli etkendir. Uzmana dayali kestirimler objektif olmaktan ¢cok

subjektifdir ve birikim kuruma miras olarak kalmaz.

Benzesim veya benzetme yoluyla cikarim yapilarak maliyet
kestirimi: Bu teknigin dogru olarak uygulanabilmesi i¢in Onceden
yapilan projelerin verilerinin ve karakteristik 6zelliklerinin saklanmig

olmas1 gerekmektedir. Kii¢iik ve orta oOlgekli projelerde kestirim
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sonuglar tatmin edici olabilmektedir. Fakat biiyiik 6l¢ekli projelerde iyi

kestirim miimkiin olamamaktadir.

Parametrik modellerle maliyet kestirimi: Proje gerceklestirim
zamani ve maliyet kestirimi cok parametreli fonksiyonlar yardimi ile
belirlemesi hedeflenmektedir. Fonksiyonun degiskenleri proje icin
kritik olan maliyet parametrelerini ifade etmektedir. Kestirim
yonteminin c¢ekirdegi kestirim algoritmasi ve fonksiyonda kullanilan
parametrelerdir. Fonksiyonlarda kullanilan parametrelerin ilk degerleri

daha onceki projelerden elde edilen verilerden ¢ikarilmaktadir.

Tiimevarim - Tiimdengelim maliyet kestirimi: Tiimevarim
maliyet kestiriminde gelistirilecek {iiriiniin genel karakteristikleri goz
oniinde bulundurularak bir maliyet ¢ikarilir. Sonra toplam maliyet
iiriiniin bilesenleri ortaya ¢iktikca onlara uygun bir sekilde paylastirilir.
Tiimdengelim maliyet kestiriminde ise gelistirilecek {iriiniin her
bileseninin maliyeti o bileseni gelistirecek gelistirici tarafindan
belirlenerek c¢ikarilir. Her bir bilesenin maliyeti toplanarak toplam

maliyet bulunur.

Yukaridaki kestirim yoOntemlerinin kullamim yiizdeleri ise

asagidaki gibidir.
Cizelge 3-2 Kullanilan maliyet kestirim modelleri (Heemstra, 1992)
Kestirim Yontemi Kullannm %
Uzman veya uzmanlar tarafindan yapilan maliyet kestirimi 25.5
Benzesim veya benzetme yoluyla ¢ikarim yapilarak maliyet 60.8
kestirimi
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Parametrik modellerle maliyet kestirimi 13.7
Tiimevarim — Tiimdengelim maliyet kestirimi 8.9
Digerleri 20.8

Biz calismamizda regresyon temelli ve yapay sinir ag temelli
olmak iizere iki model kullanilmaktadir. Her iki yontemde istatistiksel
ogrenme teorisi iizerine kurulmustur. Bu neden dolay: Istatistiksel

O0grenme teorisi konusu bir sonraki boliimde ele alinmaktadir.
3.1 istatistiksel Ogrenim Teorisi

Istatistiksel ~yontemlerle maliyet kestirim fonksiyonunun
parametrelerinin  belirlenmesi  calismasi  aslinda bir Ogrenme
problemidir. Bu konuya 6zgii detayli calismalar Devroye, Vapnik ve
Cristianini (Devroye et al., 1996, Vapnik, 1998, Cristianini and Taylor,
2000) tarafindan litaratiire kazandirilmistir. S6z konusu c¢alismalarda
O0grenim problemleri i¢in bir cerceve (framework) Onerilmektedir. Bu
calismada soz konusu Ogrenme cercevesi kullanilarak parametrik
modelli maliyet kestirim fonksiyonlar: ve istatistiksel dagilimlara dayali

yontemler analiz edilecektir.

Maliyet kestirim fonksiyonunu olusturmak i¢in fonksiyonun
bilinmeyen parametrelerinin belirlenmesi gerekmektedir. Buda eldeki
ornek verilerle sz konusu maliyet kestirim fonksiyonunun egitilmesi
gerekmektedir. Bir fonksiyonun egitilmesi (Michael, 2004) asagidaki
gibi olmaktadir.
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F: X — Y egitilecek fonksiyon olsun. Burada X olas1 fonksiyon
girdileri (bizim durumuzda maliyeti etkileyen unsurlar) olmaktadir ve Y

olasi fonksiyon ¢iktilar1 (maliyet kestirim degerleri) olmaktadir.
Kabuller:
Egitici ornekleri (X, yi), 1 =1, ... m, x;€ X, y;€ Y olsun.

F = f(x;) fonksiyonu aday girdileri olan x;’leri uygun y;‘lere
doniistiirmektedir. Genellenecek olunursa, bir ® eslemesi (mapping) her
(X, y) € XxY elemanmi ®(x, y) € R" ozellik vektoriine
iliskilendirmektedir. Kestirilmesi hedeflenen parametre degerleri

parametre vector @ € R" ile iade edilmektedir.

Kestirme igleminin bilesenleri F, ®, ©, girdi x;’den cikt1 F(x;)’e

bir esleme (mapping) tanimlamaktadir.
F(x)=®(x,y)*0 (1)

d(x, y) - O ifadesi S uzayinda i¢ carpim ZSGSQDS()C, y)'1

gostermektedir. Ogrenme islemi, egitim orneklerinin kanit olarak

kullanilarak ® parametre degerlerinin belirlenmesi ¢alismasidir.

Denklem (1) XxY iizerinde esleme islemiyle bir D(x, y) olasilik
dagilimi tanimlamaktadir. Bu dagilim egitim ve test veri girdileri i¢in
kullanilmaktadir. Fakat bu dagilim literatiirde tanimli degildir. Her

aragtirmaci kendi gereksinimlerine gore dagilimlar kullanabilir.

Parametrik modeller egitim problemini birlesik dagilimlar (joint
distribution) D(x,y) veya kosullu dagilimlar ile D(xly) ile ¢6zmeye
calismaktadir. Bu calismada kosullu dagilimlara dayali ¢oziimler

kullanilmayacaktir.
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Birlesik dagilimlarda parametreli olasihik dagilimi P(x,yl®)
bulunmaktadir. Parametre degerleri ® degisim gosterdik¢e dagilimda
degisim gosterecektir (Michael, 2004). Coziim i¢in olast parametre
degerleri olan P(x, yl®) i¢in parametre uzay1 Q olsun. P(x, yl®) tanimli

bir dagilim olsun (x,y i¢in P(x, yI®) = 1).

Parametrik kestirim yaklagimlarinda onemli bir kabul ®* € Q
olmasidir. Diger bir ifade ile kestirilen parametre vektoriiniin parametre
uzayinin bir eleman1 oldugu ve D(x, y) = P(x, yl®*) olmasidir. Detayh
olarak acgiklanacak olunursa D {iizerinde calisilan dagilimlar kiimesinin
elamani olsun. Elimizde bulunan egitim seti {(x, y)), . . ., (Xm Y}, D
dagilimi iizerinden eslensin. Genellikle kullanilan kestirim yonteminde
parametreler maximum benzerlik (maximum likelihood) kestirimine

gore hesaplanirlar.

Yukarida yapilan kabule gore baz1 ®* € Q i¢in D(x, y) = P(x,
yl®*) oldugunda bircok dagilimlarda P(x, yl®*), egitim setinin boyu m
sonsuza yaklastik¢a limitte D(x, y)’e yaklasir.

Egitim setinin boyu pratikte sonsuz olamayacagindan D(x, y) -
P(x, yl®*) < MSE oldugunda kestirimin hedefe ulastifina karar

verilecektir. Burada MSE hata ortalamasinin karesini ifade etmektedir.
3.2 Regresyon Temelli Maliyet Kestirim Modeli

Yukarida deginildigi iizere lineer modele dayali maliyet
kestiriminde en ¢ok tercih edilen kestirim yOntemi regresyon analizi
kullanimidir (Shepperd and Schofield, 1997). Bu yontemde asagidaki
denklemin katsayilar1 bulundugunda kestirim fonksiyonu tanimlanmis

olur.

V=0 + 04X, + 0L X, + OGX, +E 2)
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Denklem (2) de x; kaynak kod sayisini, x, uyarlanmis fonksiyon
nokta sayisini, ve x3 normalize edilmis verimlilik geri doniis oranini
ifade etmektedir. y ise adam ay cinsinden tahmini eforu ifade
etmektedir. oy, o, 0, ve a3 kestirilmesi gereken katsayilardir. ¢ ise hata

terimidir.

Denklem (2) de her iki tarafin dogal logaritmasi alindiginda

kestirim fonksiyonu denklem (3)’e doniismektedir.
V' =q +a logy, +oy logy, +aglogy, +& 3)

Matematiksel olarak denklem (3)’ii genellestirildiginde denklem
(4)’e doniismektedir.

y:(ao+zk:ailogxi+€)ﬁ “4)
i=1
Secilen veri setinde ii¢ belirleyici veri grubu oldugundan k=3
olmaktadir ve fonksiyonun iistel kuvvet parametresi B = 1,2,3,...., 10
seklinde devam etmektedir. B = 1 oldugunda maliyet kestirim
fonksiyonu bilinen lineer regresyon formuna doniismektedir. Aymi
denklem, denklem (5) de gosterildigi sekliylede ifade edilebilir.

k
y = (a, +log([ [x™) + &)’ 5)
i=1

Tezin deneysel calismalar boliimiinde denklem 4 iizerinde veri
seti kayitlar1 uygulanarak goreceli hata’nin biiyiikliigiine ve R?
bakilmaktadir. Veri setlerinin uygulama sonuglart veri seti analizi

boliimiinde 6ngoriilen kriterlere gore karsilastirilmaktadir.
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3.3 Yapay Sinir Ag Temelli Maliyet Kestirim Modeli

Basit tanimiyla yapay sinir aglari, bircok basit islemci
elemandan olusan yapilardir. Bu elemanlar farkli formda ifade
edilebilen niimerik verileri tasiyan baglantilar veya agirliklar ile
birbirlerine baghdirlar. Yapay Sinir Aglarinda gelismelerin ana
kaynagi, beynimizin rutin olarak  gerceklestirdigi  karmasik
hesaplamalar1 yapabilen yapay belki zeki davramis sergileyen
sistemlerin yapilabilecegi iimididir. Yapay zeka ag yapilarina gore
farkli 6grenme yaklagimi kullanilir ve bu yaklasimlara gore agirliklar
degistirilir. Agirliklarin degisimi 6grenmeyi ifade eder (Sagiroglu,
2003).

Yapay Sinir Aglari, tahminleme, siiflandirma, kiimeleme, veri
iligskilendirme ve yorumlama ve veri filtreleme gibi bir¢ok alanda

kullanilmaktadir.

Gliniimiizde parametrik  degiskenler kullanilarak  belirli
fonksiyonlar kontroliinde proje maliyet kestirimi yapilabilmektedir.
Bilim ve miihendislik alanlarinda Yapay zekad yontemleri artan bir
siklikla kullanilmaya baslanmistir. Proje maliyet kestiriminde en sik
kullanilan parametrik yoOntemler yapay sinir aglar1 yontemleri ve

genetik programlama teknikleri olarak siralanabilir (Finnie et al., 1997).

Yapay Sinir Aglar1 modelinde kestirim i¢in bir 6grenme
yaklagimi uygulanmaktadir (Freeman and Skapura, 1992). Yapay sinir
ag’1t belirli bir kiime girdi (fonksiyon degiskenleri ve katsayilari)
almaktadir. Girdilerin islenmesinden sonra c¢ikti olarak (maliyet,
gelistirim eforu) egitilmis sabit konuma yakinsama yapilacak degerler
vermektedir. Baslangi¢ olarak yapay sinir agi’na egitim kiimesi verileri
girilir. Girilen verilerle belirli bir hata oranina kadar sinir ag egitilir. Ag

egitimi tamamlanarak sabit bir duruma geldikten sonra yeni veriler icin
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tahminler yapmaya uygun duruma gelmis olmaktadir. Proje maliyet
kestiriminde onceden yapilmis ve hakkinda veri tutulmus projelerin
verileri egitim seti olarak bir yapay sinir agina verilerek ag egitilir.
Egitim tamamlandiktan sonra yeni yapilacak projenin verileri ve
parametreleri girdi olarak sinir agina verilir. Cikan sonuclar maliyet
kestiriminde kullanilabilecek parametreler olacaktir. Yapay sinir aglari
modeli girdi ile ¢ikt1 arasinda karmasik siki iliski bulunan ortamlar igin
oldukca uygundur. Kestirim potansiyeli olduk¢a iyidir. Fakat
giinlimiizde elde edilen sonuglarin yorumlanmasi kullanicilar igin
ozellikle proje yoneticilerinin konuya (yapay sinir ag1 kavrami) yabanci

olmalarindan dolay1 zor olmaktadir.

F.P.

gsc (a) Estimated
Development
Effort

g ()

Program.

Environ

Input Hidden Output
Layer Layer Layer

Sekil -3-1 Yazilim Gelistirme Maliyet Kestirimi i¢in Yapay Sinir Ag
Mimarisi (Finnie et al., 1997).

Yazilim gelistirme maliyet kestirimi i¢in yapay sinir ag
uygulamalarindan geri-yayilim 6grenme aglar1 kullanilmaktadir. Bu tiir

bir aga ornek Sekil -3-1’de verilmektedir. Bu mimarideki aglar girdi
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olarak gelistirme ortami ile ilgili parametreler, projenin biiytlikliigii gibi
genel sistem karakteristikleri verilmektedir. Cikt1 olarak tahmini
yazilim gelistirme cabas1 veya maliyet kestirimi edinilmektedir (Finnie
et al., 1997).

Bir nérona giren her bir girdi degeri bir agirlik degeri ile carpilarak
uyarlanir.

Sekil 3-2 ‘de gosterildigi Gzere bu agithk degerleri w ij olarak
gosterilmektedir. Agirliklarla carpilan girdiler N6ronda toplanr.
Referans alinan belitli bir esik asim degerine kadar toplama islemi
devam eder. Esik degeri asilmadigi durumda geri besleme ile tekrar
agirliklarla carpma stirecinden gegilir. Esik degeri agimi bir
fonksiyonla kontrol edilir.

Sekil 3-2’de esik fonksiyonu Sigmoid olarak alinmistir ve

Y. =(+e )
yazimi / (I+e ) seklinde ifade edilmektedir.

Sekil 3-2 Model Noron (Finnie et al., 1997).
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Sigmoid fonksiyonundan bagka gauss, lineer ve diger fonksiyonlar da
kullanilabilmektedir.

Sekil 3-2 deki Noron icerisinde toplama yapan fonksiyon
Uj=z(xixwij)_tj ©)

olarak verilmektedir. Buradaki Yj bir sonraki katmana geciste girdi olarak
kullanidmaktadir (Finnie et al., 1997).

Giren her girdi kiimesi i¢in siirekli c¢ikan tarafla fark kontrol
edilmektedir. Aradaki fark hata oramini gostermektedir. Hata orami
belirli bir degerin altina diisene kadar dongii tekrar edilmektedir. Her
geri beslemede hesaplamada kullanilan agirliklar hata orani ile
giincellestirilirler. Hata oran1 uygun deger seviyeye geldiginde beklenen

kestirim degerine ulasilmis olunur (Finnie et al., 1997).

Geri-yayllim 6grenme aglar1 ¢ok cesitli 0grenim algoritmalari
kullanmaina ragmen kestirim yoOntemlerinde en sik kullanilan
algoritmalar Gradyan bazli 0grenim algoritmalaridir (Gradient-based
learning algorithms). Bu tez c¢alismasinda bu simif algoritmalarin 4
variyasyonu veri seti izerinde kullanilarak sonuglar karsilagtirilacaktir.
Bu dort cesit Gradyan bazli 6grenim algoritmalar1 asagidaki gibidir
(Mandic and Chambers, 2001, Matlab, 2002).

e (Gradyan azalan geri-yayilim Ogrenme aglar1 (Gradient

descent backpropagation),

e Momentumlu Gradyan azalan geri-yayillim Ogrenme
aglar (Gradient descent with momentum

backpropagation),

e Adaptasyon Kkabiliyetli Gradyan azalan geri-yayilim
ogrenme aglar1 (Gradient descent with adaptive learning

rate backpropagation),
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e Momentumlu ve adaptasyon kabiliyetli Gradyan azalan
geri-yayllim oOgrenme aglar1 (Gradient descent with

momentum and adaptive learning rate backpropagation).

Gradyan bazl1 6grenim algoritmalar1 disinda veri setimizin nasil
davranis sergiledigini belirlemek icin ayrica Levenberg-Marquardt geri-
yayllim ogrenme agi kullanilarak kestirim sonuclari elde edilmistir.
Sonu¢ boliimiinde yapay sinir aglarindan elde edilen sonuglar
karsilagtirilmaktadir. Asagida adi gecen yapay sinir aglar1 uygulamalari

Matlab’da gerceklenmistir.
3.3.1 Gradyan azalan 6grenme aglari

Gradyan azalan geri-yayilim Ogrenme aglarinda (Gradient
descent backpropagation), gradyan azaldikca agin ara katmanindaki
agirhik degerleri ve egilim yonii giincellenmektedir (Mandic and
Chambers, 2001, Matlab, 2002). Matlab’daki “traingd” fonksiyonu agin
ogrenimi i¢in  kullanilmaktadir. “traingd” fonksiyonu ag ara
katmanindaki agirlik degerlerinin, ag girdilerinin ve transfer
fonksiyonlarinin  tiirevleri oldugu siirece yakinsama islemini
siirdiirmektedir. Bunun i¢in geri besleme yontemi kullanilmaktadir.
Geri besleme yonteminde ogrenme orani (learning rate, Ir) ile 6grenme
performansi (training performance, perf) carpiminin agirlik ve egilim

degiskeni x’e gore tiirevi alinmaktadir (Matlab, 2002).

dx =Ir*dperf | dx (7)

Agm egitimi asagidaki kosullardan herhangi birisi olustugunda

durdurulmaktadir.
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e Tekrar sayisinin iist sinirina ulasildigi zaman (epochs).
¢ Ag kosturma zamaninin iist sinirina ulasildigi zaman.
e Performans, hedeflenen degere ulastigir zaman.

e Performans gradyam (yaklagimi, yakinsamasi) belirlenen

alt degerin (mingrad) altina diistiigii zaman.

e Sonu¢ dogrulama performans parametresinin iist hata

sayisina (max_fail) ulastig1 zaman.

Basariyla hedeflenen durma degerlerine ulasilinca test degerleri

ile egitilen ag sinanir.

3.3.2 Momentumlu Gradyan azalan 6grenme aglar:

Momentumlu Gradyan azalan geri-yayilim 6grenme aglarinda
(Gradient descent with momentum backpropagation), gradyan azaldikca
agin  ara katmanindaki agirhk degerleri ve egilim  yOni
giincellenmektedir (Mandic and Chambers, 2001, Matlab, 2002).
Matlab’daki ~ “traingdm”  fonksiyonu  agin  Ogrenimi  i¢in
kullanilmaktadir. “traingdm” fonksiyonu ag ara katmanindaki agirlik
degerlerinin, ag girdilerinin ve transfer fonksiyonlarinin tiirevleri
oldugu siirece yakinsama islemini siirdiirmektedir. Bunun igin geri
besleme yontemi kullanilmaktadir. Geri besleme yonteminde ogrenme
orani (learning rate, Ir) ile 6grenme performansi (training performance,
perf) carpiminin agirlik ve egilim degiskeni x’e gére momentumlu (mc)
tiirevi alinmaktadir (Matlab, 2002).

dx =mc*dxprev+Ir*(1—mc)*dperf | dx (8)
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Agin egitimi asagidaki kosullardan herhangi birisi olustugunda

durdurulmaktadir.
e Tekrar sayisinin iist sinirina ulasildigi zaman (epochs).
¢ Ag kosturma zamaninin iist sinirina ulasildigir zaman.
e Performans hedeflenen degere ulastifi zaman.

e Performans gradyam (yaklasimi, yakinsamasi) belirlenen

alt degerin (mingrad) altina diistiigli zaman.

e Sonu¢ dogrulama performans parametresinin iist hata

sayisina (max_fail) ulagtigi zaman.

Basariyla hedeflenen durma degerlerine ulasilinca test degerleri

ile egitilen ag sinanir.

3.3.3 Adaptasyon kabiliyetli Gradyan azalan o0grenme

aglan

Adaptasyon kabiliyetli Gradyan azalan geri-yayilim 6grenme
aglarinda  (Gradient descent with adaptive learning rate
backpropagation), gradyan azaldik¢a agin ara katmanindaki agirlik
degerleri ve egilim yonii giincellenmektedir (Mandic and Chambers,
2001, Matlab, 2002). Matlab’daki “traingda” fonksiyonu agin 6grenimi
icin kullanilmaktadir. “traingda” fonksiyonu ag ara katmanindaki
agirlik degerlerinin, ag girdilerinin ve transfer fonksiyonlarinin tiirevleri
oldugu siirece yakinsama islemini siirdiirmektedir. Bunun icin geri
besleme yontemi kullanilmaktadir. Geri besleme yonteminde 6grenme
orani (learning rate, Ir) ile 6grenme performansi (training performance,
perf) carpiminin agirlik ve egilim degiskeni x’e gore tiirevi alinmaktadir
(Matlab, 2002).
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dx =Ir*dperf | dx 9)

Adaptif Gradyan azalan geri yayilim 6grenmenin her evresinde
performans parametresi hedef deger dogrultusuna yakinsayacak sekilde
azaltilir. Bunun tersine olarak ©Ogrenme orani arttirilir. Eger agin
performans maksimum performans artis degerinden fazla artarsa
Ogrenme parametre orani diisiirilme katsayis1 oraninda uyarlama
yapilir.

Agin egitimi asagidaki kosullardan herhangi birisi olustugunda
durdurulmaktadir.

e Tekrar sayisinin iist sinirina ulasildigi zaman (epochs).
¢ Ag kosturma zamaninin iist sinirina ulasildigi zaman.
¢ Performans hedeflenen degere ulastigi zaman.

e Performans gradyam (yaklagimi, yakinsamasi) belirlenen

alt degerin (mingrad) altina diistiigii zaman.

e Sonu¢ dogrulama performans parametresinin iist hata

sayisina (max_fail) ulastig1 zaman.

Basariyla hedeflenen durma degerlerine ulasilinca test degerleri

ile egitilen ag sinanir.

3.3.4 Momentumlu ve adaptasyon kabiliyetli Gradyan

aglar

Momentumlu ve adaptasyon kabiliyetli Gradyan azalan geri-
yayltlim Ogrenme aglarinda (Gradient descent with momentum and

adaptive leaning rate backpropagation), gradyan azaldik¢a agin ara
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katmanindaki agirlik degerleri ve egilim yonii giincellenmektedir
(Mandic and Chambers, 2001, Matlab, 2002). Matlab’daki “traingdx”
fonksiyonu agin 68renimi i¢in kullanilmaktadir. “traingdx” fonksiyonu
ag ara katmanindaki agirlik degerlerinin, ag girdilerinin ve transfer
fonksiyonlarinin  tiirevleri oldugu siirece yakinsama islemini
siirdiirmektedir. Bunun icin geri besleme yontemi kullanilmaktadir.
Geri besleme yonteminde 6grenme orani (learning rate, Ir) ile 6grenme
performansi (training performance, perf) carpiminin agirlik ve egilim
degiskeni x’e gore momentumlu (mc) tiirevi alinmaktadir (Matlab,
2002).

dx =mc *dxprev+Ir*mc*dperf | dx (10)

Adaptif Gradyan azalan geri yayilim 6grenmenin her evresinde
performans parametresi hedef deger dogrultusuna yakinsayacak sekilde
azaltilir. Bunun tersine olarak Ogrenme orani arttirilir. Eger agin
performans maksimum performans artis degerinden fazla artarsa
Ogrenme parametre orani diisliriilme katsayis1 oraninda uyarlama

yapilir.

Agin egitimi asagidaki kosullardan herhangi birisi olustugunda

durdurulmaktadir.
e Tekrar sayisinin iist sinirina ulasildigi zaman (epochs).
¢ Ag kosturma zamaninin iist sinirina ulasildigir zaman.
e Performans hedeflenen degere ulastifi zaman.

e Performans gradyam (yaklasimi, yakinsamasi) belirlenen

alt degerin (mingrad) altina diistiigli zaman.
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e Sonu¢ dogrulama performans parametresinin iist hata

sayisina (max_fail) ulastig1 zaman.

Basariyla hedeflenen durma degerlerine ulasilinca test degerleri

ile egitilen ag sinanir.

3.3.5 Levenberg-Marquardt 6grenme aglari

Levenberg-Marquardt 6grenim algoritmasi hizli 6grenme amaclh
kullanilmakta olup Hessian matrisini hesaplamadan sonuca varmaya
calismaktadir. Performans fonksiyonu karelerin toplami (agin ileri
destekli (feedforward) 6grenimi) formunda olursa Hessian matrisi
asagidaki gibi kestirilebilir (Mandic and Chambers, 2001, Matlab,
2002).

H=J"J (11)

ve gradyan (yakinsama egilimi)

g=J"e (12)

seklinde hesaplanir.

(11) ve (12) denklemlerindeki °J° Jacobian matrisi ifade
etmektedir. Ogrenim siirecindeki hatalarin, agdaki agirliklara ve egime
gore tiirevini ifade eder. Denklem (12) deki ‘e’ agdaki hatalar
vektoriidiir. Jacobian matrisi geri beslemeleri Ogrenim teknigiyle

hesaplanabilir.
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Bunun i¢in Levenberg-Marquardt geri yayilim &grenme
aglarinda (Levenberg-Marquardt backpropagation), performans perf’in
Jacobian jx’isi hesaplanmaktadir. Agdaki her degiskenin degeri
Levenberg-Marquardt kurallarina gore degistirilir.  Matlab’daki
“trainlm” fonksiyonu agin Ogrenimi icin kullanilmaktadir. “trainlm”
fonksiyonu ag ara katmanindaki agirlik degerlerinin, ag girdilerinin ve
transfer fonksiyonlarinin tiirevleri oldugu siirece yakinsama islemini
siirdiirmektedir (Matlab, 2002).

jj=iX*jX (13)
je=jX*E (14)
dX = -(jj+I*mu) \ je (15)

denklem (14) de E parametresi denklemdeki tiim hatalar1 ifade

etmektedir. Denklem (15) deki I ise identity matrixini ifade etmektedir.

Denklemdeki adaptasyon degeri “mu” daha genis agdaki
degisken mu_inc ile arttirllmaktadir. Bu arttirma islemi performans
degerlerine indirgeninceye kadar devam eder. Istenilen ‘mu’ saviyesi
saglaninca agdaki agirliklar giincellenir ve ‘mu’ ‘mu_dec’ kadar

azaltilir.

Agin egitimi asagidaki kosullardan herhangi birisi

olustugunda durdurulmaktadir.
e Tekrar sayisinin iist sinirina ulasildigi zaman (epochs).
® Ag kosturma zamaninin iist sinirina ulasildigir zaman.
e Performans hedeflenen degere ulagtifi zaman.

e Performans gradyam (yaklasimi, yakinsamasi) belirlenen

alt degerin (mingrad) altina diistiigli zaman.

e ‘mu’ degeri ‘mu_max’ degerini astig1 zaman.
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e Sonu¢ dogrulama performans parametresinin iist hata

sayisina (max_fail) ulastig1 zaman.

Basariyla hedeflenen durma degerlerine ulasilinca test degerleri

ile egitilen ag sinanir.

3.4 Genetik Programlama

Bu bolimde Chang’in  (Chang, 2001) calismasindan
yararlanilmistir. Genetik Programlama (GP) genetik algoritma
tekniginin bir uzantis1 olup 1992 yillarindan itibaren yogun olarak
kullanilmaya baslamistir. Evrimsel hesaplama (evolutionary computing)
teknigi adi verilen ve tekrarlanarak bir dongii icerisinde iiretilen aday
coziimlerin en ¢ok uyum (fitness) saglayaninin secilmesine dayanan bir
yaklasimdir. GP bir cok alanda yaygin olarak kullanilmaktadir.
Omegin, devrelerin otomatik olarak sentezlenmesinde, kimyasal
siireclerde lineer olmayan sistemlerin belirlenmesinde, sembolik
regresyon ve benzerleri gibi. GP, Proje maliyet kestiriminde ise en iyi
uyum saglayan (fitness) denklemlerin olusturulmasinda otomatik
sembolik regresyon yontemi seklinde uygulanmaktadir. GP ad1 biyoloji
bilimindeki dogal se¢cme (natural selection) veya dogal ayirim
kavramlarindan esinlenmektedir. GP mekanizmasinin biyolojideki
karsiligi, bir tiirlin genlerinin rasgele mutasyonlar gecirerek cevre
kosullarina en iyi uyum saglayacak duruma gecis islemidir (Chang,
2001).

Proje Maliyet kestirim alaninda ise temel fikir, girdi ve ¢iktilar
birbirine iliskilendiren rasgele denklemlerin olusturulmas1 ve
aralarindan en iyi uyum saglayan denklemler iizerinde mutasyon veya
caprazlama yapilarak yeni denklemler iiretilmesidir. Denklemler

lizerinde mutasyon ve caprazlama islemlerine uygun bir ¢oziim
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bulunana kadar devam edilir. Rapor edilen ve karsilastirilan denklemler
son dongiide en iyi uyum saglayan denklemlerdir. Her uyum dongiisii
basta niifus (population) olarak 25-50 arasi rasgele se¢ilmis fonksiyon
icermektedir. Her dongii sonucunda iiretilen denklemlerin sayisi
degismekle birlikte en iyi sonuglar genellikle 3-5 dongii sonunda
alinmaktadir. Bir dongiiden diger dongiiye degismeden gecen

denklemlerin sayist %10 ge¢gmemelidir.

Uygunluk (Fitness) bir denklemin ¢6ziim i¢in ne kadar uygun
oldugunu 6lcen bir tekniktir. Algoritmanin sonucu veri kiimesine en iyi
uyumu saglayan denklemlerin kiimesidir. GP yontemi yazilim biiytikliik
kestirim problemi ve yazilim maliyet kestirim problemleri iizerine

uygulanmaktadir.
Bir GP algoritmasi asagidaki gibidir.
Genetic Programlama Algoritmasi:
Begin
TekrarSayis1 = 0;
Generate initial population P (N boyutunda) of equations;
While not Durmakosulu do
Evaluate Herbir Denklem i¢in Uyum (Fitness) Hesapla
For each equation in the population P select randomly one of
(a) Mutation with probability Pm
(b) Crossover with probability Pc
(c) Direct reproduction with probability (1- Pm -Pc)
Add the new equation to the new population

endfor
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endwhile

end

Cizelge 3-3(999.9 X n”) — (3.14 / In) denkleminin aga¢ yapisinda
gosterimi (Chang, 2001).

999.9 n 3.14 In

Cizelge 3-3(999.9 X n2) — (3.14 / In) denkleminin agac
yapisinda gosterimi ‘de goriildiigli lizere evrimlesecek unsurlar bir agag
yapist iizerinde denklemlerle iliskilendirilmektedir. Bir algoritmanin
niifusu P (populasyonu) iizerinde mutasyon veya caprazlama
operatorlerinin  uygulandigi denklemlerden olusmaktadir. Agacin
diigiim noktalarinda denklemin elemanlar1 bulunmaktadir. Diiglimlerde
bulunan fonksiyonlar +,-, /, *, kare alma, kara kok alma ve logaritma

alma gibi fonksiyonlardan olusmaktadir.

GP algoritmasinin en 6nemli bilesenlerinden olan Uygunluk
(fitness) yoOntemi, denklemleri verilere uyarlamak icin klasik
istatistiksel araglar1 kullanmaktadir. Uyum Olciimii i¢in iki kriter
kullanilmaktadir. Bunlardan birincisi Ortalama Kare Hata (Mean
Square error = MSE) degeridir. Digeri ise korelasyon katsayisidir.

MSE, kestirim yapilan denklemin tahmini hata oraminin 6lgmektedir.
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Korelasyon katsayisi ise tahmin edilen ve gecerli deger arasindaki
degisim farkim oOlgmektedir. Her iki Olctim kriteri fonksiyonlarin

uyarlanmasinda sik kullanilan araglardir.

Bir dongiide secilmis niifusu  (population) olusturan
denklemlerin tiim parametrelerine (degiskenlere) uygun degerler
atandiktan sonraki adim ikinci dongiide kullanilacak olan elemanlarin
belirlenmesi islemidir. Uyum (fitness) oranli se¢imde, niifus
icerisindeki fonksiyon uyum oranina gore secim gerceklestirilir. Se¢im
islemi filF degeri dikkate alinarak yapilir. f; degeri N elemanli bir
niifusun (populasyon) i’ninci denkleminin sonu¢ degeridir. F degeri ise
N elemanli bir niifus i¢in asagidaki gibi hesaplanarak denklemlerin

sonuglarinin toplam degeridir.

F=§ﬂ (16)

i=1

Secilen denkleme caprazlama veya mutasyon islemleri
uygulanir. Caprazlama isleminde farkli iki denklemin elemanlarinin
degistirilmesini Ongoriiliir. Bu islem aga¢ daki diigiim noktalarinin
degistirilmesi anlamina gelmektedir. Bu degisim sonucunda olusturulan
yeni denklemin matematiksel olarak anlamli olmasma dikkat
edilmelidir. +,-,*,/ gibi operatorlerin se¢cimi tamamen rasgele bir sekilde
yapilir. Mutasyon isleminde ise niifus (populasyon) icerisinden rasgele
bir eleman (sabit, degisken, fonksiyon) secilerek denklemdeki diger

elemanlarla yer degistirilir.

Bir sonraki dongii yeni olusturulan denklemlerle birlikte
degismeden bir onceki dongiiden gelen denklemlerden olugmaktadir.
Bir Onceki dongiiden degismeden gelen denklemlerin sayist %10

gecmemelidir. Dongii sayisinin da 3-5 araliginda tutulmasi iyi sonuglar



35

almak icin yeterli goriilmektedir. Her uyum dongiisii basta niifus
(populasyon) olarak 20-50 arasi rasgele fonksiyon igermesi yararl
olacaktir. GP genetik algoritma elemanlar1 acisindan iyi bir C++
kiitiiphanesi sunmaktadir. Denklemler Matlab gibi veya C++, Java gibi

aracglarla kodlanarak gerceklenebilir.

3.5 Sonuclar1 Degerlendirme Kriterleri

Bir maliyet modelinin dogrulanmasi icin literatiirde genellikle
kullanilan yontemlerin basinda olusturulan maliyet fonksiyonunun veri
kiimesini ne kadar ifade edebildigi goz Oniinde bulundurulmaktadir.
Buna da c¢oklu korelasyon katsayisi R’ veya uyarlanmis R? degerlerine
bakilarak karar verilmektedir. R* degeri ne kadar yiiksek ise modelin
uygulandig veri kiimesini o kadar iyi ifade ettigi anlasilmaktadir.
Ayrica kestirim modellerinde goreceli hatanin biiyiikliigi de modelin

basarisin 6lgmektedir.

_I Maliyet(;ewklwm _MaliyEIKestirilen
MRE —I MaliyetGergeklesen | (1 7)

MRE veri setindeki tiim projeler i¢in hesaplanmalidir. Ayrica
ortalama mutlak goreceli hata degeri, (Mean Absolute Relative Error -
MARE) veya goreceli hata biiyiikliigliniin ortalamasinin biiytikligi
(Mean of Magnitude of Relative Error - MMRE), modelin basarisi
hakkinda arastiricilara fikir vermektedir. Basarilar1 karsilastirilacak olan
modellerin sayis1 ¢cok ise bu hata belirleme kriterleri kullanilabilir
(Finnie et al., 1997).



36

n . .
MMRE — (Z I Mallye‘l‘(;eryekle;en_MallyetKemrilen |j - N (1 8)
i=1

MallyetGergeklesen

Kestirim modelinin basarisin1 gosteren bir diger degerlendirme
kistas1 tahmin etme seviyesidir. Onceden belirlenen dogruluk seviyesine

gore (r) modelin basarisini gosterir.
Pred(r)=k/N (19)

Burada N toplam gozlem sayisini, k ise MRE’leri r den ufak
veya esit gozlem sayisini ifade etmektedir. Wieczorek (Wieczorek and
Ruhe, 2002) ve Boraso (Boraso, 1996) bir kestirim modelin performans
degerlerin Pred(0.25) >75% ve MRE <25% seviyelerinde olmasi
gerekmekte oldugunu belirtmektedir. Sonu¢ olarak bir kestirim
modelinin dogruluk (accuracy) degerleri Pred(0.25) ile dogru orantili
fakat MRE ile ters orantilidir.

3.6 Veri Seti Analizi

Diinyanin en biiyiilk proje veri tabanina sahip ISBSG ile
iletisime gecilerek yapilan bir antlagsma ile veriler tarafimiza verilmistir.
Yapilan her c¢alisma konusunda kendilerinin bilgilendirilmesini

istenmektedir.

Onceki calismalarimizdan bilindigi iizere Diinyanin en biiyiik

proje veri tabanina sahip ISBSG ile iletisime gecilerek yapilan bir
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antlasma ile veriler tarafimiza verilmistir. Yapilan her calisma
konusunda kendilerinin bilgilendirilmesini istenmektedir (ISBSG,
2004).

Jorgensen yazilim maliyet kestirim caligma alaninda arastirma
yapan arastiricilarin makalelerde “kestirim performansinin 6lgiilmesi”
ve “veri seti Ozellikleri” baglikli konularda arastirma yapmasini
onermektedir (Jorgensen, and Shepperd, 2007). Kendisi maliyet
kestirim alaninda giiniimiize kadar yayimlanan bir¢ok makaledeki
caligmalar tarihsel veri setlerine dayali oldugunu ve gercek hayattan
alimma veri setlerinin ¢ok siirli oldugunu ifade etmektedir.
Arastirmalarda kullanilacak veri setinin gercek hayattan alinmasi
durumunda gelistirilen maliyet kestirim modellerinin de gercek

hayattaki projelerde kullaniminin miimkiin olacagini1 savunmaktadir.

Bu tez calismamizda daha 6ncede belirtildigi iizere International
Software Benchmarking Standards Group (ISBSG, Release 9) veri seti
kullanilmigtir (ISBSG, 2004). Dolaysiyla bu ¢alisma sonucunda cikan
modeller gercek hayatta kullanilma olanagi olacaktir. ISBSG siiriim
9’da yaklasik olarak 3.024 adet proje verisi icermektedir. Bu veriler
gelismis iilkelerdeki onemli kuruluslarin gercek projelerinden alinmis
bulunmaktadir. ISBSG veri tabanina yirmi yili1 askin bir siiredir proje
verisi kaydedilmektedir. ISBSG veritabanindaki projelerin %70’1 son
altt yilda gerceklestirilen projelerin verileridir. ISBSG veri

kiitiiphanesini tekil yapan 6zelligi de bu olmaktadir.

ISBSG veri kiitiiphanesindeki projeler ¢cok cesitli sektorlere ait
yazilim projeleri Ozelligini tasimaktadir. Finans uygulamalarindan
gomiilii sistemlere kadar projeler cesitlenmektedir. Ayrica proje
gelistiriminde kullanilan ara¢ gerecler ve gerecler, gelistirme ortamlari
ve mimariler olduk¢a cesitlilik arz etmektedir. Veri kiitiiphanesindeki

projelerin %57’si iyilestirme projelerini olusturmaktadir. %41 yeni
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gelistirilen projeleri kapsamaktadir. %2 ise tekrardan gelistirilen
projeleri ifade etmektedir. Cizelge 3-4 de gelistirme siniflarina gore

proje dagilimlar goriilmektedir.

Cizelge 3-4. Dort gelistirme tiirtine gore ISBSG R9 veri seti dagilim
tablosu.

Geligtirme T1irii Projeler

Tyilestirme 1711

Yeni gelistirilen 1246

Tekrardan 65

gelistirilen

Digerleri 2
Toplam 3024

ISBSG on yili agkin siiredir proje dogrulugu ispatlanmis veri
toplama yontemleri kullanarak proje verilerini toplamaktadir. Veri
kiitiiphanesinde gercek hayatta gergeklestirilip kullanilan projelerin
verilerini c¢cok siki bir denetleme ve sorgulama siirecinden ve
kriterlerinden gecirerek toplamaktadir. Biitiin proje verilerinin amaci
projelerin maliyetinin adam ay cinsinden belirleme amaciyla

kullanilmaktadir.

Veri kiitiiphanesinde tutulan projelerde tutarlilik derecesine gore
siniflanmaktadir. Bu smiflama ‘A’ dan ‘D’ ye kadar 4 sinifi
gostermektedir. ‘A’ smifi gozlemleri en giivenilir olarak yapilan
projelerin verilerini kapsamaktadir. ISBSG proje kiitiiphanesinde 734
adet ‘A’ smifinda proje bulunmaktadir. Projeler 50 farkli agiklama
parametreleri ile ifade edilmektedir. Bu parametreler proje biiyiikliigii,
proje zamani, programlama dilleri gibi yazilim projelerinde etkili olan
temel unsurlardan meydana gelmektedir. Veri kiitiiphanesinde eksik
veri iceren proje kayitlar1 degerlendirmeden ¢ikarilmistir. Geriye kalan

‘A’ siif1 proje kayitlart 115 adet olarak gézlemlenmistir.
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Tez calismasinda normalize c¢alisma eforu degeri kestirilen
degisken veya bagiml degisken olarak belirlenmistir. Her proje gozlem
kaydi 4 degerle ifade edilmektedir. Bunlardan 3 adeti bagimsiz
degisken olup Yazilan Kod Satir Sayisi, Uyarlanmis Fonksiyon
Noktalar1 (Adjusted Function Points), Normalize edilmis verimlilik

orani gibi unsurlardan olugsmaktadir.

Secilen bagimsiz parametre degerlerin hicbiri normal bir
dagilima sahip bulunmamaktadir. Sekil 3-3de bagimsiz proje

parametrelerin histogram bilgileri goriilmektedir.

Normal
Normalized Work Effort Source Number of codes Normalized Work Effort
607 40 Mean 10447
StDev 16743
] 30 N 112
30 20- Source Number of codes
Mean 51905
15+ 10 StDev 79573
a o N 112
£ c@@. g @Q 0 Adjusted Function Points
g @ @ S @@Q@ Mean 5973
3 o, o) G
g v wE S A 04 StDev 74,5
i Adjusted Function Points Norm. Productivity Dellvery Rat N 112
481 40+ Norm. Productivity Delivery Rat
Mean 19,31
36 30 StDev 20,09
N 112
24 20
12 10
0- 1 1 [ 0- 1 1 1 1
:(,’Q Q ,(,’Q \(,’9%'{)?9'@@ 'Q(OQ q/Q Q 4-‘9 R & D ‘@

Sekil 3-3. Maliyet kestiriminde gorev alan bagimsiz verilerin
histogram dagilim semalar1.

Proje maliyet kestiriminde kullanilmak {izere bagimsiz
degiskenlerin normal dagilima transformasyonlart gerceklestirilmistir.
Daha sonra her verinin dogal logaritmalari alinarak Regresyon

analizinde ve yapay sinir aglarinda kullanilmak {izere hazirlanmistir.
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Bagimsiz degiskenler arasinda ¢ok diisiik bir korelasyon oldugu
gozlemlenmistir. Fakat bunun tersine bagimli degiskenle bire bir

korelasyonlarinin ¢ok yiiksek oldugu gozlemlenmistir.
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4. Onceki Calismalar

Yazilim projelerinde maliyet kestirim konusunda literatiirde
oldukca genis boyutlu arastirmalar yiiriitiilmektedir. Ozellikle regresyon
analizi ve yapay sinir ag yontemleri ile maliyet kestirimi cok yogun
olarak kullanilmaktadir. Yakin ge¢misten itibaren genetik programlama
yontemi ile maliyet kestirimi kullanilmaya baglanmistir. Bu tez
calismasinda yogunlukla regresyon analizi ve yapay sinir ag
yaklasimlarini konu alan arastirmalar iizerinde durulmustur. Bu sekilde
tez kapsaminda yapilan c¢alismalari, benzer yontemler kullananlarla

daha net olarak karsilagtirma olanagi saglanmistir.

Durum bazli ¢ikarim, bulanik mantik (fuzzy logic) ve uzman
sistemler gibi yapay zeka yontemleri de kullanilmasina ragmen basari
durumlar dikkate alinarak bu boliimde daha az yer verilmistir. Istatistik
temelli yontemlere alternatif yontemler kullanimi yazilim maliyet
kestiriminde degerlendirilen parametreler arasinda farkli iliskiler

bularak daha dogru kestirimler yapmay1 amaclamaktadir (Xu, 2004).

Bu yontemlerden bazilari, girdiler ile onlarin ¢iktilarini birbirleri
ile iliskilendiren maliyet kestirim fonksiyonunun sembolik olarak ifade
edilmesini  saglamaktadir. S6z konusu fonksiyonlar —maliyet
degerlendirmesinde kullanilan parametrelerin davranislarint dogrudan
etkilemektedir. Bu fonksiyonlara maliyet fonksiyonu, ekonomi
fonksiyonu veya iiretim fonksiyonu adi verilmektedir. Bu fonksiyonlar,
proje yoneticilerine proje maliyetinin hesaplanmasi i¢in sembolik bir
ifade etme dili sunarak maliyetlerin kestirimi i¢in veri sunmaktadir
(Dolado, 2001).

Modeller iki asamada sonuca ulagmaktadir. Bunlar biiyiikliik
tahmini ve verimlilik faktOriiniin belirlenmesinden olusmaktadir.

Bunlardan biiyiikliik tahmini agsagidaki etmenlerden olugsmaktadir.
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1. Fonksiyon sayist,
2. Satir kod sayis1 (lines of code),
3. Smnif sayis1 (class),

Verimlilik tahmini ise yazilimi yapan 6zel kurumun Kkiiltiiri,
miisteri portfoyii, gelistirme ortami, personel tecriibesi, iiretim sekli gibi
bircok etmene bagimlidir. Planlanan yazilim kestirilen biiyiikliikte ne
kadar zaman ve cabaya mal olacagi asagidaki formiil ile bulunabilir
(Moser et al., 1999).

Maliyet (adam ay) = Biiyiikliik X 1/(Verimlilik X Zaman) (20)

Ohlsson (Ohlsson, 1998) tecriibbeye dayali proje maliyet
kestirimi iizerinde durmustur. Onerdigi yontemlerle tecriibeli maliyet
kestirimcilerin Onceki projeleri inceleyerek olduk¢ca dogru tahmin
yapabilecegini savunmaktadir. Ohlsson ¢alismasinda 6nceki projelerden
hangi bilgilerin nasil tutulmasi konusunda ve bu bilgilerin

yorumlanmasi konusunda énemli yontemler 6nermektedir.

Jorgensen (Jorgensen, 2004) bir bagka calismasinda yukaridan
asaglya veya asagidan yukariya analiz yontemleri ile yazilim
projelerinin ~ maliyetlerinin ~ kestirimi ~ konusunda  yontemler
onermektedir. Asagidan yukariya yontemde projeyi olusturan
bilesenlerin, is paketlerinin ve alt yiiklenicilerin analizi yapilarak
maliyet olusturulmaktadir. Yukaridan asagi olan yontemde ise
gereksinim analizinde yola cikilarak gereklere gore maliyet
kestirilmektedir. Son olarak her iki yontemin sonuglar1 birlestirilerek

tek bir proje maliyet kestirimi ortaya ¢ikmaktadir.
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Maxwell (Maxwell etal., 1999) proje maliyet Kkestirimi
konusunda Avrupa Uzay ajansindaki 108 projeyi ele almis ve proje
maliyet kestiriminde verimlilik konusu {iizerinde yogunlasmis olup
calisanlarin verimliliginin proje takvimi {izerinde etkisi oldugunu
ongormiistiir. Calismasinda projede c¢alisanlarinin verimliginin hangi

unsurlara bagh oldugunu arastirmistir.

Godmann (Godmann, 1992) telekomiinikasyon alanindaki proje
maliyetlerinin  kestirilmesinde  kullanilacak ~ yontemler {izerine
durmaktadir. Iletisim teknolojileri alaninda biiyiik biitceli yazilim
projeleri yapilmaktadir. Proje maliyet kestirimindeki hatalar bu alandaki
projelerin gelecegini tehdit etmekte olduguna deginmekte ve gelistirme
is siireglerin iyilestirilmesi ile maliyet kestiriminde olumlu sonuclar

alinabilecegini ifade etmektedir.

Jorgensen (Jorgensen and Sjoberg, 2001) bir baska calismasinda
projelerde maliyet kestirimlerinin proje islerine ne kadar etki ettigini
arastirmasi oldukc¢a dikkate degerdir. S6z konusu c¢alismasinda yazar
oncelikli ve sikisik proje takvimine sahip projelerin Ongoriilen
maliyetlerde ve zamaninda tamamlandigi fakat proje takvimi genis
zaman araliklarina gore yapilmis ve gerekleri proje baslangicinda
cogunlukla tamimlanmis olan projelerin biitce ve zaman konusunda

sikintiya diistiikleri gézlemlenmistir.

Bashir (Bashir and Thomson, 2001) tasarim projelerinde maliyet
kestirimlerinin oldukg¢a kotii oldugunu ifade etmektedir. Bunun nedenin
gelistirilen iirlinlerin pazara bir an Once cikarilmak istenmesinden
dolay1 bir c¢ok gelistirme asamasinin yiizeysel gecildigini
gozlemlemistir. Ozellikle iiriin tasarim asamasinin gecistirilmemesinin
gerektigi ve baslayacak projelerin gerekler analizi ve ¢oziim

mimarisinin iyi tanimlandiktan sonra projenin geneli hakkinda maliyet
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kestiriminde  bulunabilinecegini  savunmaktadir.  Bunun icin
gelistirilecek {iiriiniin fonksiyonel ayrigtiriminin yapilmasina dayal

parametrik maliyet kestirim yontemi onermektedir.

Molgkken (Molgkken et al., 2004) calismasinda Norveg de bir
cok yazilim projesi gelistiren kurum ve kuruluslarin proje yapma
yontemlerini incelemis olup proje yoOnetiminde maliyet kestirimi
konularinda sorunlarin asil nedenlerini bulmaya c¢alismistir. Yazilim
gelistirme yontemlerini ve maliyet kestirim yontemlerinin birbiri ile
iliskisini aragtirmistir. Ayrica proje yonetiminde alinan dersler
konusunda projenin izleme unsurlarinin depolanmasini ve diger
projelerde istatistiksel bilgi olarak kullanmanin {ilke genelinde
yayginlastirilma siirecini incelemistir. ilgili calisma maliyet kestirimi

konusunda ¢ok 6nemli bir kaynak olusturan rapordur.

Jorgensen (Jorgensen, 2004) bir organizasyonun Regresyon
analizi yontemi ile projelerinde maliyet kestiriminde sorunlarin
kaynaklarinin belirlenmesini hedeflemektedir. Bunun i¢in detayli iz
takibi ve Regresyon analizi kapsaminda ortaya c¢ikan istatistiksel
degerlerin karsilastirllmast ile sorunlarin kaynaklar1 belirlenmeye
calistlmistir.  Ornegin bazi proje is paketlerinde zaman asiminin
kaynaginin yanls tahminden kaynakladigi anlagilmistir. Bunun da
nedeninin s6z konusu is paketinin maliyet kestirimini gelistirici yerine
proje teknik liderinin yapmasindan kaynaklandigi belirlenmistir. Bunun
gibi maliyet kestiriminde yapilan hatalarin kaynaklar1 detayli bir

Regresyon analizi sonucunda belirli bir diizeye kadar belirlenebilir.

Jorgensen (Jorgensen, 2003) calismasinda Galton’un 1800
sonlarindaki calismasini baz alarak calismasini baglatmistir. S6z konusu
calisma ‘‘regression toward the mean’ deyimiyle Ozetlenebilir.

Regresyon yontemi sonucunda elde edilen verilere gore projenin
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neresinde ve hangi fazinda yapilan kestirimlerin iyilestirilmesi
savunulmaktadir.

Finnie (Finnie, 1997) calismasinda iic ©Onemli kestirim
yontemini karsilastirmaktadir. Karsilastirmada referans alinan unsur ise
fonksiyon noktalar1 olarak ele alinmistir. 299 proje verisi lizerinde
yapilan ¢alismada Regresyon, yapay sinir aglar1 ve durum bazli ¢ikarim
yontemleri icin standart sapma, goreceli hata oram1 degerleri
hesaplanarak {ic yontemin basar1 durumu karsilagtirilmistir. Regresyon
yonteminin 299 adetlik veri kiimesinde basarili oldugu sdylenemez.
Fakat yapay sinir ag ve durum bazl ¢ikarim yontemleri olumlu sonug
almasindan dolayr Regresyon yoOntemine gore daha basarili
gozilkmektedir. Yapay sinir ag ve durum bazli ¢ikarim yontemleri
kullanilarak elde edilen goreceli hata biiyiikligi MMRE Regresyona

gore yari-yariya ¢ikmistir.

Oliveira (Oliveira, 2005) calismasindaki maliyet kestiriminde
vektor Regresyon ve radial tabanli fonksiyonlu yapay sinir aglar
kullanmistir. Modellerin egitiminde NASA’nin veri setini kullanmustir.
Vektor tabanli Regresyon modelinin performansi yapay sinir

agindakine gore daha yiiksek ¢ikmustir.

Regresyon analizi ve yapay sinir aglar1 ile maliyet kestirimi
calismasinin yaninda Dolado (Dolado, 2000) genetik programlama
yontemi ile de maliyet kestirim alaninda katkilarda bulunmustur.
Calismasinda PRED(25) dogruluk (accuracy) sinifinda 49’luk bir veri
seti icin %67 bir seviyeyi iic maliyet kestirim yontemi i¢in basarmistir.
Ayrica MMRE de ise birbirine ¢ok yakin degerlerde (Regresyon = (.28,
yapay sinir aglar1 = 0.32, genetik programlama = 0.29) bir goreceli hata

orani degerini bulmustur.
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Yapay sinir aglar1 ile maliyet kestiriminde diger istatistiksel
tabanli maliyet kestirim modellerini Wittig (Wittig and Finnie, 1997)
caligmasinda karsilastirmistir. Yapay sinir agi1 tabanli maliyet kestirim
modeli kestirime etki edecek parametre sayis1 artmasi oraninda
kestirimin iyilestigini gozlemlemistir. Fakat Regresyon tabanli maliyet

kestirim modelinin acik farkla daha basarili oldugunu savunmaktadir.

Huang (Huang et al., 2006) yapay zeka alaninda neuro fuzzy
teknigini kullanarak maliyet kestirimi yapmaya c¢alismistir. Kestirim
fonksiyonun bagimli oldugu parametrelerin birbirine olan etkisini
azaltmaya calisilmistir. Ogrenim kapasitesi ile onerilen model istikrarli
davranig sergileyerek beklenmedik ¢iktilarin elimine edilmesinde veya
belirsizlik  olusturan durumlarin  tespitinde Onemli avantajlar
saglamaktadir.

Genetik programlama yontemleri yeni-yeni maliyet kestiriminde
kullanilmaya basladigindan bu konuda fazla calisma bulunmamaktadir.
Genetik Programlama yontemleri ile proje maliyet kestirimi yapmak
yapay zeka alaninda sinir aglarindan farkli metotlar gelistirilmesine
olanak tanimistir. Basaris1 kanitlanmig bir yontem bulunmasa da konu
arastiritlmaya agik bir alandir. Bu konuda bir ¢ok arastirmaci (Chang et
al., 2001, Briand et al.,, 2002, Dolado and Fernandez, 1998)
caligmaktadir.
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5. Regresyon Yontemleri ve Yapay Sinir Aglarmna iliskin
Deneysel Calismalar

Bu tezin Veri Seti Analizi boliimiinde belirlenen ve histogrami
olusturularak normal dagilim degerleri incelenen veri seti deneysel
calismalarda temel girdi verisi olarak kullanilacaktir. S6z konusu veri
seti 115 adet veri kaydindan olusmaktadir. Bu verilerin ilk 100 adeti
regresyon fonksiyonlarinin olusturulmasinda ve yapay sinir agi
egitiminde kullanilacaktir. Geriye kalan 15 adeti ise elde edilen
regresyon denklemlerinin ve olusturulan aglarin dogrulamasinin

saglamasinda kullanilacaktir.
5.1 Regresyon Analizi

Bu bolimde, bolim 3.2 de tanimlanan regresyon
yontemlerinden dogrusal regresyon analizi gergeklestirilerek maliyet
kestirim fonksiyonu elde edilecektir. Veri seti analizi boliimiinde kabul
edildigi lizere calisma eforu, kot satir sayisi, fonksiyon noktalar1 ve
verimlilik oranlar1  parametrelerine bagli olarak  kestirilmeye
calisilacaktir. Tiim kestirim parametrelerinin p-degerleri 0.01’den
kiicik ciktigindan ve (Delany, 1997) calismasinda bu ii¢ kestirim
degiskenini tavsiye etmektedir. Diger bir ifade ile bir yazilim sisteminin
gelistirilmesinde minimum bu ii¢ parametre ile kestirim yapilabilecegini
onermektedir. Benzer olarak Shepperd (Shepperd, and Schofield, 1997)
maliyet kestirimi yontemleri icerisinde en ¢ok tercih edilen yontemin
lineer model oldugunu savunmaktadir. Lineer model regresyon analizi
yaparak asagida verilen maliyet kestirim fonksiyonunun katsayilarin

kestirmektedir.

V=0 + 04X, + 0L, X, + X, +E @)
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Burada x; kod satir sayisini, x; uyarlanmis fonksiyon noktalarin
sayisint ve x; normalize verimlilik teslim oranimi ifade etmektedir. y
degiskeni ise ay-adam cinsinden kestirilen efor degerini ifade
etmektedir. Bu calismada uzun parametre isimleri ifade edilebilirligi
Olceklenir yapmak i¢in kisaltmalar1 kullanilacaktir. Degiskenlere ait

kisaltmalar Cizelge 5-1 de verilmektedir.

Cizelge 5-1 Veri seti degisken adlart

Degisken Parametre | Kisa Ad | Uzun Ad
X] KSS Kod Satir Sayist
X2 UFN Uyarlanmis Fonksiyon Noktalari
X3 NVO Normalize Verimlilik Orani1
y NCE Normalize Caligsma Eforu

op, 0, Op, ve o3 katsayilar1 ise kestirilecek katsayilar1 ifade
etmektedir. ¢ degiskeni ise normal dagilima sahip hata parametresini

ifade etmektedir.

Bu tezin Veri Seti Analizi boliimiinde belirlenen ve histogrami
olusturularak normal dagilim degerleri incelenen veri seti deneysel

caligmalarda temel girdi verisi olarak kullanilacaktir.
5.1.1 On islemsiz Regresyon Analizi

On islemsiz regresyon analizinde veri setindeki degerlere
herhangi bir matematiksel islem yapilmadigi dogrudan regresyona

sokuldugu anlasilmalidir.
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Bu durumda elde edilen maliyet kestirim fonksiyonu asagidaki
gibidir.
NCE = - 8684 - 0,0303 KSS + 19,3 UFN + 513 NVO

Kestirilen katsayilar ise sirayla oy =- 8684 , a; =- 0,0303 KSS,
a = 19,3, ve a3 = 513 dir. Sistemin uyarlanmis coklu korelasyon
katsayist R* = 69,1% , goreceli hata biiyiikligi MMRE = 2,39 ve
dogruluk derecesi PRED(25) = 28% seklinde elde edilmistir. o seviyesi
0.05 de p-value degeri (0.000) olarak cikmustir. Bu yapilan Istatistiksel
islemin anlamli oldugunu gostermektedir. R* = 69,1% degeri denklemi
olusturan degiskenlerin veri seti dogrultusunda iyi kapsamadigini
gostermektedir. Diger bir ifade ile elde edilen denklem veri setini yeteri
kadar ifade edememektedir. Ayrica PRED(25) = 28% diisiikk bir

dogruluk derecesidir.

Yukarida elde edilen sonuglar modelimizin dogrulanmasinda
yetersiz kalmistir. Dolasiyla kestirim denklemi ve veri setinin
iyilestirilmesi gerekmektedir. Bunun i¢in boliim 3.2 verilen denklem

(3)’tin kullanilmas1 modelimizde iyilestirme yapacagi ongoriilmektedir.
5.1.2 On islemli Regresyon Analizi

Denklem (3) ii¢ kestirim parametre degerlerinin logaritmalarinin
almarak isleme sokulmasim 6ngormektedir. Bu durumda veriler daha
dar uzay alanina cekilmis oldugu ve logaritmik fonksiyonlarin geri
doniisimii  oldugu i¢in istenildigi zaman orijinal degerlere geri

doOniilebilinir.

y%’ =0+« logy +oy logy, +o5logy, +€ 3)
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Denklem (3) deki B iist kuvvetinin degeri arttirilarak regresyon
islemi yapilmasi durumunda sonuglarin modeli nasil etkileyecegi
asagidaki ¢alismada incelenecektir.

B = 2 icin denklem (3)’iin kestirim fonksiyonu asagidaki gibi
cikmaktadir.

y'? =-239 - 3,15 logx; + 42,7 logx, + 41,0 logx;

Residual for y~(1/2)
Normal Probability Plot of the Residuals Residuals Versus the Fitted Values
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Sekil 5-1 y*/? ile kestirilen §"/? arasindaki farkliliklar.

Regresyon denklemi analiz sonuglarinda kestirilen katsayilar ise
sirayla a9 =- 239 , oy =- 3,15 KSS, o, =42,7 ve a3 = 41,0 dir.
Sistemin uyarlanmis R?=84,1% , MMRE = 0,336 ve PRED(25) = 72%
seklindedir. a seviyesi 0.05 de p-value degeri (0.000) olarak ¢cikmistir.
Bu yapilan Istatistiksel islemin anlamli oldugunu gostermektedir. R* =

84,1% degeri denklemi olusturan degiskenlerin veri seti dogrultusunda
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iyi kapsadig1 yoniinde gelisme oldugunu gostermektedir. Diger bir ifade
ile elde edilen denklem veri setini yeteri kadar ifade etmeye
basladiginin gostergesidir. Ayrica PRED(25) = 72%, esik degeri olarak
kabul edilen 75% degerine yakinsamistir. Sekil 5-1 de denklem (3)’iin
ikinci  dereceden  kuvveti alindiginda  davramig  ozelligi
gozlemlenmektedir.

B = 3 i¢in denklem (3)’iin kestirim fonksiyonu asagidaki gibi
cikmaktadir.

vy =-30,2 - 0,28 logx; + 6,13 logx, + 6,02 logxs

Residual for y~(1/3)
Normal Probability Plot of the Residuals Residuals Versus the Fitted Values
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Sekil 5-2 y(1/3) ile kestitilen y (1/3)’ arasindaki farkliliklar.

Regresyon denklemi analiz sonuglarinda kestirilen katsayilar ise
sirayla ap =-30.22, a; =- 0,28, ap = 6,13 ve a3 = 6,02 dir. Sistemin
uyarlanmis R? = 924% , MMRE = 0,112 ve PRED(25) = 94%
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seklindedir. a seviyesi 0.05 de p-value degeri (0.000) olarak ¢ikmistir.
Bu yapilan Istatistiksel islemin anlaml1 oldugunu gostermektedir.

R> = 924% degeri denklemi olusturan degiskenlerin veri seti
dogrultusunda iyi kapsadig1 yoniinde gelisme oldugunu gostermektedir.
Diger bir ifade ile elde edilen denklem veri setini yeteri kadar ifade
etmeye basladiginin gostergesidir. Ayrica PRED(25) = 94%, esik degeri
olarak kabul edilen 75% degerini ge¢cmistir.

Sekil 5-2 de denklem (3)’lin iiclincii dereceden kuvveti
alindiginda davranis 6zelligi gézlemlenmektedir.

B = 4 icin denklem (3)’iin kestirim fonksiyonu asagidaki gibi

cikmaktadir.
174y _
y" = - 8,87 -0,0711 logx, + 2,18 logx, + 2,16 logxs
Residual for y~(1/4)
Normal Probability Plot of the Residuals Residuals Versus the Fitted Values
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Sekil 5-3 y(1/4) ile kestitilen § (1/4)” arasindaki farkliliklar.
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Regresyon denklemi analiz sonuglarinda kestirilen katsayilar ise
sirayla ap =-8.87, a; =- 0,071, ap = 2,18 ve a3 = 2,16 dir. Sistemin
uyarlanmis R* = 95,6% , MMRE = 0,057 ve PRED(25) = 96%
seklindedir. a seviyesi 0.05 de p-value degeri (0.000) olarak ¢ikmistir.

Bu yapilan Istatistiksel islemin anlaml1 oldugunu gostermektedir.

R> = 95,6% degeri denklemi olusturan degiskenlerin veri seti
dogrultusunda iyi kapsadigi yoniinde gelisme oldugunu gostermektedir.
Diger bir ifade ile elde edilen denklem veri setini yeteri kadar ifade
etmeye basladiginin gostergesidir. Ayrica PRED(25) = 96%, esik degeri
olarak kabul edilen 75% degerini ge¢mistir.

Sekil 5-23 te denklem (3)’iin dordiincii dereceden kuvveti

alindiginda davranis 6zelligi gozlemlenmektedir.

B = 5 i¢in denklem (3)’lin kestirim fonksiyonu asagidaki gibi
cikmaktadir.

y =-3,53-0,028 logx; + 1,12 logx, + 1,11 logx;

Regresyon denklemi analiz sonuclarinda kestirilen katsayilar ise
sirayla ap =-3.53, oy =-0,028, o, = 1,12 ve 03 = 1,11 dir. Sistemin
uyarlanmis R* = 97,1% , MMRE = 0,035 ve PRED(25) = 99%
seklindedir. a seviyesi 0.05 de p-value degeri (0.000) olarak ¢ikmistir.

Bu yapilan Istatistiksel islemin anlaml1 oldugunu gostermektedir.
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Residual for y~(1/5)
Normal Probability Plot of the Residuals Residuals Versus the Fitted Values
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Sekil 5-4 y(1/5) ile kestitilen § (1/5)” arasindaki farkliliklar.

R> = 97,1% degeri denklemi olusturan degiskenlerin veri seti
dogrultusunda iyi kapsadig: yoniinde gelisme oldugunu gostermektedir.
Diger bir ifade ile elde edilen denklem veri setini yeteri kadar ifade
etmeye basladiginin gostergesidir. Ayrica PRED(25) = 99%, esik degeri
olarak kabul edilen 75% degerini fazlasiyla gecmistir.

Sekil 5-4 denklem (3)’iin besinci dereceden kuvveti alindiginda

davranis 6zelligi gozlemlenmektedir.

B = 6 icin denklem (3)’iin kestirim fonksiyonu asagidaki gibi
cikmaktadir.

y(1/6> =-1,53 - 0,0142 logx; + 0,696 logx, + 0,694 logx;

Regresyon denklemi analiz sonuglarinda kestirilen katsayilar ise
sirayla a9 =- 1,53, al = - 0,0142, a, = 0,696 ve az = 0,694 dir.
Sistemin uyarlanmis R? =98% , MMRE = 0,0237 ve PRED(25) = 99%
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seklindedir. a seviyesi 0.05 de p-value degeri (0.000) olarak ¢ikmistir.

Bu yapilan Istatistiksel islemin anlamli oldugunu gostermektedir. R? =

98% degeri denklemi olusturan degiskenlerin veri seti dogrultusunda iyi

kapsadig1 yoniinde gelisme oldugunu gostermektedir. Diger bir ifade ile

elde edilen denklem veri setini yeteri kadar ifade etmeye basladiginin
gostergesidir. Ayrica PRED(25) = 99%, esik degeri olarak kabul edilen

75% degerini fazlasiyla ge¢mistir.

Sekil 5-5 de denklem (3)’iin altinci

alindiginda davranis 6zelligi gozlemlenmektedir.

99

Residual for y~(1/6)

Normal Probability Plot of the Residuals
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Sekil 5-5 y(1/6) ile kestitilen y (1/6)” arasindaki farkliliklar.

dereceden kuvveti
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Cizelge 5-2 Farkli st kuvvetlerine gore 6nerilen maliyet kestirim
fonksiyonunun sonug degerleri

g Katsayilar MMRE R*- PRED(
Oy, gy Ooy X3 adjusted | 0,25)
1 |-8684,-0.0303,19.3, 513 2,39 69,1% 28%
2 | -239,-3.15,42.7,41.0 0,336 84,1% 72%
3 |-30.2,-0.28,6.13, 6.02 0,112 92,4% 94%
4 |-8.87,-0.071, 2.18, 2.16 0,057 95,6% 96%
5 |-3.53,-0.028,1.12, 1.11 0,035 97,1% 99%
6 | -1.53,-0.0142, 0.696, 0.694 0,023 98% 99%
7 | -0.616, -0.0128, 0.494, 0.487 0,0064 98,6% | >=99,1
%
8 | -0.107,-0.00829, 0.369, 0,0027 98,9% | >=99,1
0.365 %
9 | 0.198, -0.00573, 0.290, 0.288 | 0,0013 99,1% | >=99,1
%
10 | 0.393,-0.00416, 0.237, 0.235 0,0007 99,3% | >=99,1
%

Yukarida yapilan ¢alismalar 6zetlenecek olursa ISBSG’den elde
edilen veri setine lineer regresyon uygulanmis olup istatistiksel
performans sonuclar1 alinmistir. Cizelge 5-2’nin birinci satirindan
goriilecegi iizere yiiksek performans alinamamistir. Bu telafi etmek i¢in
veri seti ve lineer kestirim fonksiyonu iizerinde matematiksel islemler
yapilmistir. Bu islemler sonucunda MMRE’de diisiis ve R? de yiikselis
olmustur.  Ayrica  dogruluk  (accuracy)  derecesinin  arttigi

gozlemlenmistir.

Sekil 5-6’de goreceli hata boyutunun kestirim fonksiyonun
kuvvet derecesi artmasi oraninda nasil diistiigii goriilmektedir. Bu yeni
fonksiyonumuzun (denklem (3)) hizli bir sekilde kestirim konusunda

egitildigini gostermektedir.



Scatterplot of Beta vs MMRE
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Sekil 5-6 Denklem (3) “tn kuvvet derecesine gére hata
buyukliginin degisimi

Sekil 5-7 de R* degeri denklem (3)’iin kuvvet derecesi arttik¢a
artmigtir. Diger bir ifade ile denklemin veri setini ifade edilebilirligi
veya kapsama kapasitesi dolayisiyla artmstir.

Scatterplot of BMs R2
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Sekil 5-7 Denklem (3) ‘iin kuvvet derecesine gore uyarlanmis R
degisimi
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Scatterplot of BMs PRED
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Sekil 5-8 Denklem (3) “4n kuvvet derecesine gére dogruluk
(accuracy) varyans hata biytkligintin degisimi

Sekil 5-6 de PRED (accuracy-dogruluk) degeri denklem (3)’iin
kuvvet derecesi arttikga artmustir. Diger bir ifade ile denklemin veri

setini ifade edilebilirligi veya kapsama kapasitesi dolayisiyla artmistir.

Onerilen bu modelin dogruluk derecesi yiiksek c¢ikmustir.

Gerceklestirilen ornekler gercek hayatta kullanilabilirler.
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5.2 Yapay Sinir Ag Yaklasimm

Yapay sinir ag yaklasiminda bes ayr1 egitim algoritmasi

kullanilmistir. Herbir yapay sinir ag yaklasimi icin Matlab’da kod

yazilmistir. Ilgili kodlar asagida verilmektedir.

5.2.1 Gradyan azalan 6grenme aglari

Gradyan azalan geri-yayilim 6grenme agi hizli yakinsamasiyla

bilenen bir yapay sinir ag1 egitim yontemidir. Bu yontemde ag

parametrelerinin deneme yanilma yontemi ile en makul parametreleri

belirlenmesi gerekmektedir.

Yapay sinir agin1 olusturmak, egitmek ve test ederek basari

oranlarini bulmak icin yazilan Matlab kodu asagida verilmektedir:

1.
2.

pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;
input=[data(:,2); data(:,3)";data(:,4)"; |;
target=[data(:,1)'];

[input,minp,maxp,target,mint,maxt] =

premnmx(input,target);
net=newff(minmax(input),[10,1],{'logsig','purelin'},'train
gd’);

net.trainParam.goal=1e-7;

net.trainParam.epochs=10000;
[net,tr]=train(net,input,target);

fori=1:15
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10. y = testdata(i,2:4);

11. y=tramnmx(y',minp,maxp);

12. output = sim(net,y);

13.yp= postmnmx(output,mint,maxt);
14. mse = abs((testdata(i,1)-yp)./testdata(i,1));
15. if mse <= 0.25

16. pred = pred + 1;

17. end;

18. gtmp = gtmp + mse;

19. end;

20. MMRE = gtmp / 15;

21. disp(‘pred="); disp(pred/15);

22. disp(MMRE="); disp(MMRE);

23. end;

Gradyan azalan geri-yayilim 6grenme aginin ogrenim sonuglari
asagidaki gibi ¢ikmistir.

Gizelge 5-3 Gradyan azalan geri-yayilim 6grenme aginin 6grenim
sonuclari

Ara katman néron sayisi | MMRE | PRED

5 29,54 13,3
10 17,67 26,7
15 10,57 13,3

20 10.07 53,3
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Perfarmance is 0.00279143, Goal is 1e-007
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Stop Training 10000 Epochs

Sekil 5-9 Gradyan azalan geri-yayilim 6grenme aginin yakinsama
durumu.

Sekil 5-9 da goriildiigi iizere Gradyan azalan geri-yayilim
Ogrenme ag1 Ogrenim sonucunda istenilen performans hedefine
ulasamamistir. Bunun nedeni Sekil 5-10 da goriilmektedir. Gradyan
azalan geri-yayilim 6grenme aginda ara katmanda bulunan noron sayisi
azaldikca egitilen agin maliyet kestirim denkleminin veri setini iyi ifade
etmedigi goriilmektedir. Agin performans dogruluk orani néron sayisi
azaldikca %95’lere asla cikmadigr goriilmektedir. Ancak %13’lerde
seyretmektedir. Buna karsilik agin goreceli hata degeri (MMRE) hizli
bir sekilde artmaktadir. Burada dikkati ¢eken bir baska durum ise ara
katmandaki noron sayisi 5’in altina diisiince kestirim basarisi ¢ok
kotiilegsmektedir. Diger bir ifade ile Gradyan azalan geri-yayilim
ogrenme ag1 S’ten daha az bir ndron sayisini verl setimiz igin
kullanamayacag1 goriilmektedir. Ayrica Gradyan azalan geri-yayilim
O0grenme aginda ara katmandaki noron sayist 20’den fazla olmasi

durumunda kestirim fonksiyonunun performans dogruluk oram
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Pred(25) basar1 degerini arttirmadigr (~%50) ve agin goreceli hata
degerinin (MMRE = ~10.01) daha fazla diismedigi gozlemlenmektedir.
Sonu¢ olarak Gradyan azalan geri-yayillim oOgrenme ag1 bizim veri

setimizle projelerde maliyet kestiriminde kullanilamaz durumdadir.

GD Ara katman néron sayisi vs MMRE_1; PRED_1

20
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Ara katman noron sayifiR
10
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10

T T T
20
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MMRE_1
PRED_1

Sekil 5-10 Gradyan azalan geri-yayilim 6grenme agt yakinsama
grafigi

5.2.2 Momentumlu Gradyan azalan 6grenme aglari

Momentumlu gradyan azalan geri-yayillm Ogrenme ag1 hizh
yakinsamasiyla bilenen bir yapay sinir ag1 egitim yontemidir. Bu
yontemde ag parametrelerinin deneme yanilma yontemi ile en makul

parametreleri belirlenmesi gerekmektedir.
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Yapay sinir agin1 olusturmak, egitmek ve test ederek basari

oranlarini bulmak icin yazilan Matlab kodu asagidadir:

1.
2.

10.
11.
12.
13.
14.
15.
16.
17.

18

19.

pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;
input=[data(:,2); data(:,3)";data(:,4)"; |;
target=[data(:,1)'];

[input,minp,maxp,target,mint,maxt] =

premnmx (input,target);
net=newff(minmax(input),[10,1],{'logsig','purelin'},'train
gdm’);

net.trainParam.goal=1e-7;
net.trainParam.epochs=10000;
[net,tr]=train(net,input,target);
fori=1:15

y = testdata(i,2:4);
y=tramnmx(y',minp,maxp);

output = sim(net,y);

yp = postmnmx(output,mint,maxt);

mse = abs((testdata(i,1)-yp)./testdata(i,1));
if mse <= 0.25

pred = pred + 1;

end;

. gtmp = gtmp + mse;

end;
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20. MMRE = gtmp / 15;

21. disp(‘pred="); disp(pred/15);
22. disp(MMRE="); disp(MMRE);
23. end;

Momentumlu gradyan azalan geri-yayillm Ogrenme aginin
ogrenim sonuclar1 asagidaki gibi ¢ikmistir.

Cizelge 5-4 Momentumlu gradyan azalan geri-yayithm 6grenme
aginin 6grenim sonuglart

Ara katman néron sayisi | MMRE | PRED
5 23,51 33,3
10 0,79 | 26,67
15 20,91 40
20 14,08 | 33,33

Ferformance is 0.00560354, Goal is 1e-007

10_2 _K |

Training-Blue Goal-Black
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1 1 1 1 1 1 1 1 1
0 1000 2000 3000 4000 5000 G000 7000 S000 S000 10000

Stop Training 10000 Epochs

Sekil 5-11 Momentumlu gradyan azalan geri-yayilim 6grenme aginin
yakinsama durumu.
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Sekil 5-11’de goriildiigii iizere Momentumlu gradyan azalan
geri-yayllim Ogrenme ag1 Ogrenim sonucunda istenilen performans
hedefine ulagamamistir. Bunun nedeni Sekil 5-12 da goriilmektedir.
Momentumlu gradyan azalan geri-yayiim Ogrenme aginda ara
katmanda bulunan néron sayisi1 azaldikg¢a egitilen agin maliyet kestirim
denkleminin veri setini iyi ifade etmedigi goriilmektedir. Agin
performans dogruluk orani noéron sayis1 azaldikca veya c¢ogaldikca
%30’lar1 asla gecemedigi goriilmektedir. Buna karsilik agin goreceli
hata degeri (MMRE) hizl1 bir sekilde artmaktadir. Yine burada da bir
onceki boliimde oldugu gibi ara katmandaki néron sayisit 5’in altina
diisiince kestirim basaris1 ¢ok kotiilesmektedir. Diger bir ifade ile
Momentumlu gradyan azalan geri-yayilim 68renme ag1 5’ten daha az

bir néron sayisini veri setimiz i¢in kullanamayacagi goriilmektedir.

GDM Ara katman néron sayisi vs MMRE_1; PRED_1

20
15
Ara katman néron sayisiR0

5

MMRE_1

Sekil 5-12 Momentumlu gradyan azalan geri-yayilim 6grenme agi
yakinsama grafigi
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Ayrica Momentumlu gradyan azalan geri-yayilim Ogrenme
aginda ara katmandaki noron sayis1 20’den fazla olmasi durumunda
kestirim fonksiyonunun performans dogruluk orami Pred(25) basar
degerini arttirmadig1 (~%33) ve agin goreceli hata degerinin (MMRE =
~23.0) daha fazla diismedigi gozlemlenmektedir. Sonuc¢ olarak
Momentumlu gradyan azalan geri-yayiim ogrenme agi bizim veri

setimizle projelerde maliyet kestiriminde kullanilamaz durumdadir.

5.2.3 Adaptasyon kabiliyetli Gradyan 6grenme aglari

Adaptasyon gradyan azalan geri-yayilim ogrenme ag1 hizli
yakinsamasiyla bilenen bir yapay sinir agi egitim yontemidir. Bu
yontemde ag parametrelerinin deneme yanilma yontemi ile en makul

parametreleri belirlenmesi gerekmektedir.

Yapay sinir agin1 olusturmak, egitmek ve test ederek basari

oranlarin1 bulmak i¢in yazilan Matlab kodu asagida verilmektedir:
1. pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;
2. input=[data(:,2)'; data(:,3)";data(:,4)"; |;
3. target=[data(:,1)'];

4. [input,minp,maxp,target,mint,maxt]=

premnmx(input,target);

5. net=newff(minmax(input),[10,1],{'logsig','purelin'},'train
gda');

6. net.trainParam.goal=1e-7;

7. net.trainParam.epochs=10000;

8. [net,tr]=train(net,input,target);



10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.

fori=1:15

y = testdata(i,2:4);

y=tramnmx(y',minp,maxp);

output = sim(net,y);

yp = postmnmx(output,mint,maxt);

mse = abs((testdata(i,1)-yp)./testdata(i,1));

if mse <= 0.25

pred = pred + 1;
end;

gtmp = gtmp + mse;
end;

MMRE = gtmp / 15;

disp('pred="); disp(pred/15);

disp(MMRE="); disp(MMRE);

end;
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Adaptasyon kabiliyetli gradyan azalan geri-yayilim o6grenme

aginin 0grenim sonuclar1 asagidaki gibi cikmustir.

Cizelge 5-5 Adaptasyon kabiliyetli gradyan azalan geri-yayilim

6grenme aginin 6grenim sonuglar

Ara katman néron sayisi | MMRE | PRED
5 0,95 73
10 0,47 | 53,3
15 10,85 60
20 0,89 | 53,3
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Ferformance is 0.00118909, Goal is 1e-007
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Sekil 5-13 Adaptasyon kabiliyetli gradyan azalan geri-yayilim
ogrenme aginin yakinsama durumu.

Sekil 5-113 de goriildiigii iizere Adaptasyon kabiliyetli gradyan
azalan geri-yayilim Ogrenme a1 Ogrenim sonucunda istenilen
performans hedefine ulasamamistir. Bunun nedeni  Sekil 5-14’de
goriilmektedir. Adaptasyon kabiliyetli gradyan azalan geri-yayilim
ogrenme aginda ara katmanda bulunan noron sayis1 azaldikca egitilen
agin maliyet kestirim denkleminin veri setini iyi ifade etmedigi
goriilmektedir. Agin performans dogruluk orani noron sayisi azaldikca
veya ¢ogaldik¢a %53 lar asla gecemedigi goriilmektedir. Buna karsilik
agin goreceli hata degeri (MMRE) hizli bir sekilde artmaktadir. Yine
burada da bir onceki boliimde oldugu gibi ara katmandaki noron sayisi
5’in altina diisiince kestirim basaris1 ¢ok kotiilesmektedir. Diger bir
ifade ile Adaptasyon kabiliyetli gradyan azalan geri-yayilim ogrenme
ag1 5’ten daha az bir noron sayisini veri setimiz icin kullanamayacagi
goriilmektedir. Ayrica Adaptasyon kabiliyetli gradyan azalan geri-

yayillim Ogrenme aginda ara katmandaki noron sayis1 20’den fazla
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olmast durumunda kestirim fonksiyonunun performans dogruluk orani
Pred(25) basar1 degerini arttirmadiglr (~%53) ve agin goreceli hata
degerinin (MMRE = ~10.0) daha fazla diismedigi gozlemlenmektedir.
Sonug¢ olarak Adaptasyon kabiliyetli gradyan azalan geri-yayilim
Ogrenme ag1 bizim veri setimizle projelerde maliyet kestiriminde
kullanilamaz durumdadir.

GDA Ara katman noéron sayisi vs MMRE_1; PRED_1

100
50
a katman noron sayifiR

0

-50

Sekil 5-14 Adaptasyon kabiliyetli gradyan azalan geri-yayilim
ogrenme ag1 yakinsama grafigi

5.2.4 Momentumlu ve adaptasyon kabiliyetli Gradyan

ogrenme aglari

Momentumlu ve adaptasyon kabiliyetli gradyan azalan geri-

yayllim 6grenme ag1 hizli yakinsamasiyla bilenen bir yapay sinir agi
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egitim yontemidir. Bu yontemde ag parametrelerinin deneme yanilma
yontemi ile en makul parametreleri belirlenmesi gerekmektedir. Onceki
boliimlerde tek basina kullanilan momentumlu ve adaptasyon kabiliyetli
gradyan azalan geri-yayilm 6grenme aglarinda basar1 elde
edilememistir. Bu bolimde her iki yontemi ayni anda birlikte

uygulayarak basari elde edilmeye calisilacaktir.

Yapay sinir agin1 olusturmak, egitmek ve test ederek basari

oranlarini bulmak i¢in yazilan Matlab kodu asagida verilmektedir:
1. pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;
2. input=[data(:,2)'; data(:,3)";data(:,4)"; |;
3. target=[data(:,1)'];

4. [input,minp,maxp,target,mint,maxt] =

premnmx(input,target);

5. net=newff(minmax(input),[10,1],{'logsig','purelin'},'train
gdx’);

6. net.trainParam.goal=1e-7;

7. net.trainParam.epochs=10000;

8. [net,tr]=train(net,input,target);

9. fori=1:15

10. y = testdata(i,2:4);

11. y=tramnmx(y',minp,maxp);

12. output = sim(net,y);

13.yp=postmnmx(output,mint,maxt);

14. mse = abs((testdata(i, 1)-yp)./testdata(i,1));



15.
16.
17.

18

19.
20.

21

22.
23.

Momentum ve Adaptasyon kabiliyetli gradyan azalan geri-

yayillim 6grenme aginin 6grenim sonuclar1 asagidaki gibi ¢ikmustir.

Cizelge 5-6 Momentum ve Adaptasyon kabiliyetli gradyan azalan

if mse <= 0.25
pred = pred + 1;

end;

. gtmp = gtmp + mse;

end;

MMRE = gtmp / 15;

. disp('pred="); disp(pred/15);

disp(MMRE="); disp(MMRE);

end;

geri-yayllim 6grenme aginin 6grenim sonuglart

Ara katman néron sayisi | MMRE | PRED
5 0,95 73
10 0,47 | 53,3
15 10,85 60
20 0,89 | 53,3




72

Perfarmance is 0.000508944, Goal is 1e-007
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Sekil 5-15 Momentum ve Adaptasyon kabiliyetli gradyan azalan geri-
yayilim 6grenme aginin yakinsama durumu.

Sekil 5-15’de goriildiigii lizere Momentum ve Adaptasyon
kabiliyetli gradyan azalan geri-yayilim 6grenme ag1 6grenim sonucunda
istenilen performans hedefine ulasamamistir. Bunun nedeni  Sekil
5-16’da goriilmektedir. Momentum ve Adaptasyon kabiliyetli gradyan
azalan geri-yayilim 6grenme aginda ara katmanda bulunan noron sayisi
azaldikc¢a egitilen agin maliyet kestirim denkleminin veri setini iyi ifade
etmedigi goriilmektedir. Agin performans dogruluk orani ndron sayisi
azaldikca veya cogaldikca %53’lar1 asla gecemedigi goriilmektedir.
Buna karsilik agin goreceli hata degeri (MMRE) hizli bir sekilde
artmaktadir. Yine burada da bir onceki boliimde oldugu gibi ara
katmandaki noron sayisi 5’in altina diisiince kestirim basaris1 ¢ok
kotiilesmektedir. Diger bir ifade ile Momentum ve Adaptasyon
kabiliyetli gradyan azalan geri-yayilim 6grenme ag1 5’ten daha az bir
ndron sayisini veri setimiz i¢in kullanamayacagi goriilmektedir. Ayrica

Momentum ve Adaptasyon kabiliyetli gradyan azalan geri-yayilim
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ogrenme aginda ara katmandaki noron sayist 20’den fazla olmasi
durumunda kestirim fonksiyonunun performans dogruluk oram
Pred(25) basar1 degerini arttirmadiglr (~%53) ve agin goreceli hata
degerinin (MMRE = ~10.0) daha fazla diismedigi gozlemlenmektedir.
Sonug¢ olarak Momentum ve Adaptasyon kabiliyetli gradyan azalan
geri-yayllim Ogrenme ag1 bizim veri setimizle projelerde maliyet

kestiriminde kullanilamaz durumdadir.

GDX Ara katman noron sayisi vs MMRE_1; PRED_1

20

Ara katman néron sayiBiR

10

PRED_1 /0 05

Sekil 5-16 Momentum ve Adaptasyon kabiliyetli gradyan azalan geri-
yayillim 6grenme ag1 yakinsama grafigi
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5.2.5 Levenberg-Marquardt 6grenme aglari

Levenberg-Marquardt geri yayilllm Ogrenme a8 hizh
yakinsamasiyla bilenen bir yapay sinir ag1 egitim yontemidir. Bu
yontemde ag parametrelerinin deneme yanilma yontemi ile en makul

parametreleri belirlenmesi gerekmektedir.

Yapay sinir agint olusturmak, egitmek ve test ederek basari

oranlarin1 bulmak icin yazilan Matlab kodu asagida verilmektedir:
1. pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;
input=[data(:,2)"; data(:,3)";data(:,4)"; 1;

target=[data(:,1)'];

el

[input,minp,maxp,target,mint,maxt] =

premnmx(input,target);

5. net=newff(minmax(input),[10,1],{'logsig','purelin'},'train
Im’);

6. net.trainParam.goal=1le-7;

7. net.trainParam.epochs=10000;

8. [net,tr]=train(net,input,target);

9. fori=1:15

10. y = testdata(i,2:4);

11. y=tramnmx(y',minp,maxp);

12. output = sim(net,y);

13. yp= postmnmx(output,mint,maxt);

14. mse = abs((testdata(i,1)-yp)./testdata(i,1));

15. if mse <= 0.25
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16. pred = pred + 1;

17. end;

18. gtmp = gtmp + mse;

19. end;

20. MMRE = gtmp / 15;

21. disp('pred="); disp(pred/15);
22. disp(MMRE="); disp(MMRE);
23. end;

1. pred = 0; MMRE = 0; mse = 0; gtmp = 0; y=0; yp=0;

Bu komutlarla, kullanmilan degiskenlerin ilk degerleri

verilmektedir.
2. input=[data(:,2)"; data(:,3)";data(:,4)"; 1;

Bu komut sonunda input matrisi, 100 tane egitim verisini
icermektedir. Verilerin (data) ilk siitunu maliyet cinsinden efordur yani
yapay sinir aginin ¢iktisini olusturacagindan kullanilmayacaktir. Matlab
ortaminda Yapay Sinir Aglari’ndaki bir girdiye iliskin degerlerin
satirlara yerlestirilmesi gerektiginden, 2, 3, ve 4. siitunlarin transpozlari
alinmistir. Bu durumda girdi matrisimiz 3 satir (agin girdisi) ve 100

stitundan olusmaktadir
3. target=[data(:,1)'];

Yapay sinir aglarinin egitiminde kullanilan maliyet verilerimiz,
data matrisinin 1. siitununda bulundugundan transpozu alinarak target
dizisine yerlestirilmistir. Bu dizi maliyet cinsinden gercek eforlar

tutmaktadir.
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4. [input,minp,maxp,target,mint,maxt] = premnmx(input,target);

Bu komut, veriler iizerinde Onislem uygulamaktadir. Yapay
Sinir aglarina girdi ve cikti olarak verilecek degerler, farkli tiplerde
olduklarindan, cok degisik ol¢eklerde olabilmektedirler. Hepsinin -1 ile
+1 araligina getirilmesi, agin etkin bir sekilde Ogrenebilmesi igin

gerekmektedir.
5. net=newff(minmax(input),[10,1],{'logsig','purelin'},'trainlm");

Bu komut ile, ileri siiriimlii ¢ok katmanh algilayic1 yapay sinir
ag1 olusturulmaktadir. Arakatmanda bu ornek icin 10 adet ndron
bulunmaktadir. Arakatman aktarim fonksiyonu, genelde Onerildigi gibi
logsig olarak belirlenmistir. Cikt1 katmanindaki noron sayist da, tek
sonu¢ (maliyet) tahminlendiginden, 1 olarak verilmistir. Levenberg-

Marquardt geri yayilim 6grenme algoritmasi kullanilmastir.
6. net.trainParam.goal=1e-7;

Hata hedefimiz, 107 olarak belirtilmistir. Bu hata degerine
ulasilincaya kadar, tiim egitim verileri yapay sinir agina tekrar tekrar
verilmektedir. Bu degere ulasildiginda, egitim tamamlanmistir ve

sonlandirilmaktadir.
7. net.trainParam.epochs=10000;

Egitimin ne kadar siirecegi belirtilmektedir. Hata hedefine daha
once ulagamazsa, egitim verisi aga 10000 kere verilecektir. Daha biiyiik

degerler verildiginde, egitim siiresi uzar ancak ag daha iyi 6grenir.
8. [net,tr]=train(net,input,target);

Onceki satirlarda atamalarin1 yaptigimiz girdi ve gercek c¢ikti
degerlerine gore, olusturdugumuz ag iizerinde egitim islemini
gerceklestirir. Ag {lizerinde, katmanlar arasindaki tiim agirliklar,

ogrenme kalitesine gore ayarlanmaktadir.



9.fori=1:15

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.

y = testdata(i,2:4);
y=tramnmx(y',minp,maxp);

output = sim(net,y);

yp = postmnmx(output,mint,maxt);

mse = abs((testdata(i, 1)-yp)./testdata(i,1));
if mse <= 0.25

pred = pred + 1;

end;

gtmp = gtmp + mse;

end;
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Bu satirlarda, egitim verisinden ayri olarak belirledigimiz 15

adet test verisi, tramnmx komutu ile onislemden gecirilmektedir. Dongii

her bir test verisi i¢in tekrarlanmaktadir. sim komutu ile, onceden

egitim verisi ile egitmis oldugumuz agin agirhiklarina gore output

degiskenine tahminlenmis maliyet degeri atanmaktadir. Ardindan, elde

ettigimiz sonug¢ (maliyet degeri), [-1, 1] araligindan, orijinal maliyet

degeri Olcegine ayarlanacak sekilde son islemden gecirilmektedir. Bu

deger ile gercek hayattaki maliyet arasindaki fark, yine gercek degere

boliinerek mse degeri elde edilmektedir. Bu deger 0.25’ten kiiciikse

sayacimizi bir artiriyoruz. I¢c dongiiniin bitiminden sonra, gtmp

degerine, ilgili test verisinin hesapladigimiz mse degerini ekliyoruz.

20. MMRE = gtmp / 15;
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21. disp(‘pred="); disp(pred/15);

22. disp(MMRE="); disp(MMRE);

23. end;

Bu satirlarda MMRE degerini,

toplamindan yararlanarak hesapliyoruz. Basar1 oranin1 (pred) ve MMRE

degerini ekrana yazdiriyoruz.

hesapladigimiz  MSE

Levenberg-Marquardt geri-yayilim Ogrenme aginin 6grenim

sonuglart asagidaki gibi ¢ikmistir.

Cizelge 5-7 Levenberg-Marquardt geri-yayillim 6grenme aginin

Ogrenim sonuglari

Ara katman néron sayisi | MMRE PRED
5 0.0470 0.9333
10 0.0716 0.8667
15 0.1065 0.8667
20 0.2222 0.8000

Performance is 9.99918e-008, Goal is 1=2-007

Training-Blue Goal-Black

. L . . L
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Stop Training 956 Epochs

. . L
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Sekil 5-17 Levenberg-Marquardt geri-yayilim 6grenme aginin

yakinsama durumu.
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Sekil 5-17’de goriildiigii iizere Levenberg-Marquardt geri-
yayillim 68renme ag1 6grenim sonucunda istenilen performans hedefine
ulagmistir. Bunun nedeni Sekil 5-18’de goriilmektedir. Levenberg-
Marquardt geri-yayilim Ogrenme aginda arakatmanda bulunan noron
sayist azaldikca egitilen agin maliyet kestirim denkleminin veri setini
daha iyi ifade ettigi goriilmektedir. Agin performans dogruluk orani
noron sayis1 azaldik¢a %95’lere ciktigr goriilmektedir. Bu karsilik agin
goreceli hata degeri (MMRE) hizli bir sekilde azalmaktadir. Burada
dikkati ceken bir bagska durum ise ara katmandaki noron sayisit 5’in
altina diisiince kestirim basarisi ¢cok kotiilesmektedir. Diger bir ifade ile
Levenberg-Marquardt geri-yayilim 6grenme ag1 5’ten daha az bir noron

sayisini veri setimiz i¢in kullanamayacagi goriilmektedir.

Surface Plot of Ara katman néron sayisi vs MMRE_LM; PRED_LM

Ara katman néron sayiﬂ

5
0,80
0,85
PRED_LM (,90

Sekil 5-18 Levenberg-Marquardt geri-yayihim 6grenme agi yakinsama
grafigi
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Ayrica Levenberg-Marquardt geri-yayilim ogrenme aginda ara
katmandaki noron sayisi 20’den fazla olmasi durumunda kestirim
fonksiyonunun performans dogruluk orami Pred(25) basari degerini
arttirmadigl (~%85) ve agin goreceli hata degerinin (MMRE = ~0.1)

daha fazla azalmadig1 gozlemlenmektedir.

Bunun nedeni sinir aginin ara katmaninda néron sayisi arttikca
Oogrenme kabiliyetinin artmasindan daha ¢ok unutma kabiliyetinin
artmasi ile acgiklanabilir. Cok fazla noron oldugundan sinir ag1 6grenme
gelisiminde ©nemli rol oynayan noronlar arasi Ogrenme iliskisi

zayiflamaktadir. Bunun icin sinir aginin basaris1 hizla diismektedir.
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6. Modellerin Sonuclarin Karsilastirilmasi

Bu boliimde, onceki boliimde elde edilen deneysel sonuglarin
literatiirdeki benzer calismalar ile karsilastirilmasi yapilmaktadir.
Karsilastirma boliim 3.5 de ongoriilen ¢oklu korelasyon katsayisi R,
goreceli hata oraninin biiyiikliigii ve PRED dogruluk derecesi degerleri
izerinden yapilacaktir. Fakat literatiirde yapilan calismalarin bazilari
hem regresyon analizi ve yapay sinir ag kestirim yontemlerini
desteklemektedir. Bu nedenden dolay1 bazi karsilastirmalarda regresyon
analizi, bazilarinda yapay sinir aglart ve bir kisminda ise her iki
yontemin sonuglar1 karsilagtirilacaktir. Ornek olmasi agisindan genetik
programlama veya benzetim yolu ile kestirim yOntemlerinin
literatiirdeki bazi 6nemli sonuglart karsilastirma amaci ile bu boliimde

verilecektir.

Finnie [Finnie, 1997] calismasinda, 17 farkli organizasyondan
299 proje Ornegi lizerinde calismistir. Kestirim fonksiyonunun
parametre degiskenleri olarak normalize ve normalize olmayan
fonksiyon noktalar ile is verimliligini temel almistir. Regresyon analizi
ve yapay sinir agi kestirim yontemlerini calismasinda kestirim
modelleri olarak kullanmistir. Regresyon analizi sonucunda en diisiik
goreceli hata orani biiylikliigiini MMRE = 0,623 olarak bulmustur.
Yapay sinir agi kestirim modelinde geri beslemeli azalan sinir ag
mimarisi kullanilmistir. Bu modelin kestirim sonucunda en diisiik
goreceli hata oram biiyiikliigi MMRE = 0,352 olarak bulunmustur. Bu
iki sonu¢ bizim tez calismamizda gerceklestirdigimiz deneysel
sonuglardan daha iyi degildir.

Jorgensen [Jorgensen, 2004] c¢alismasinda Norve¢ bilisim

endiistrisinden 49 proje Ornegi lizerinde c¢alismistir. Kestirim

fonksiyonunun parametre degiskenleri olarak kurum roliinii, katilimi ve
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miisteri Onceliklerini temel almistir. Calismada regresyon analizi
yontemi kestirim modelini kullanmistir. Regresyon analizi sonucunda
en diisiik goreceli hata oran1 biiyiikliigiinii 6zel bir proje gozlemi icin en
diisik MMRE = 0,03 olarak bulmustur. Fakat bu cok 6zel bir degerdir
ve Ozel bir projeye aittir. 49 proje icin goreceli hata orami biiyiikligii
MMRE = 0,302 olarak bulunmustur. Bu iki sonu¢ bizim tez
caligmamizda gerceklestirdigimiz deneysel sonuclardan daha 1iyi
degildir.

Dolado [Dolado, 2000] calismasinda 46 proje ornegi iizerinde
caligmistir. Regresyon analizi, genetik programlama ve yapay sinir agi
kestirim  yontemlerini ¢alismasinda kestirim modelleri olarak
kullanmistir. Regresyon analizi sonucunda en diisiik goreceli hata oram
biiytikliigtini  MMRE = 0,27 olarak bulmustur. Dogruluk degeri
Pred(25) = %65 olarak belirlemistir. Ayrica coklu korelasyon katsayisi
degerini R* = %64 olarak bulmustur. Yapay sinir ag kestirim
modelinde geri beslemeli azalan sinir a§ mimarisi kullanilmistir. Bu
modelin kestirim sonucunda en diisiik goreceli hata orani biiylikliigii
MMRE = 0,25 olarak bulunmustur. Dogruluk degeri Pred(25) = %59
olarak bulunmustur. Genetik programlama teknigi ile kestirimde en
diisiik goreceli hata oran1 biiyiikliigiit MMRE = 0,29 ve dogruluk degeri
Pred(25) = %65 olarak bulmustur. Goriildiigii izere bu sonuclar bizim
tez calismamizda gergeklestirdigimiz deneysel sonucglardan daha iyi
degildir.

Burgess [Burgess, 2001] calismasinda 63 proje 6rnegi iizerinde
calismistir. Genetik programlama ve yapay sinir agr kestirim
yontemlerini calismasinda kestirim modelleri olarak kullanmustir.
Yapay sinir ag1 kestirim modelinin islettirilmesi sonucunda en diisiik
goreceli hata orani biiylikliigi MMRE = 0,59 olarak bulunmustur.
Dogruluk degeri Pred(25) = %56 olarak bulunmustur. Ayrica ¢oklu
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korelasyon katsayr degeri R* = %65 olarak bulunmustur. Genetik
programlama tekni8i ile kestirimde en diisiik goreceli hata orani
biiyiikligi MMRE = 0,37 ve dogruluk degeri Pred(25) = %28 olarak
bulunmustur. Coklu korelasyon katsayisi olarak R® = %82 olarak
bulunmustur. Goriildiigii iizere bu sonuglar bizim tez ¢alismamizda
gerceklestirdigimiz deneysel sonuclardan daha iyi degildir.

Shepperd (Shepperd, 1997) calismasinda toplam 275 proje
ornegi iceren 9 veriseti lizerinde calismistir. Calismasinda regresyon
analizi ve benzesim kestirim modelleri kullanmistir. Regresyon analizi
sonucunda en diisiikk goreceli hata orani biiyiikliigiini MMRE = 0,29
olarak bulmustur. Dogruluk degeri Pred(25) = %50 olarak
belirlenmistir. Benzesim modelinin kestirim sonucunda en diisiik
goreceli hata orami biiylikliigi MMRE = 0,29 olarak bulunmustur.
Dogruluk degeri Pred(25) = %70 olarak bulunmustur. Goriildiigii tizere
bu sonuglar bizim tez calismamizda gerceklestirdigimiz deneysel

sonuclardan daha iyi degildir.

Stamelosa (Stamelosa, 2003) calismasinda toplam 789 proje
ornegi iceren ISBSG siirim 6 veri seti iizerinde caligmistir.
Calismasinda benzesim modelini kullanarak kestirim sonucunda en
diisik goreceli hata oram1 biiyiikligi MMRE = 0,23 olarak
bulunmustur. Dogruluk degeri Pred(25) = %70,37 olarak bulunmustur.
Goriildiigli.  tizere bu  sonuclar  bizim tez  ¢alismamizda
gerceklestirdigimiz deneysel sonuclardan daha iyi degildir.

Oliveira (Oliveira, 2005) calismasinda NASA’nin 18 proje
ornegi lizerinde caligmistir. Regresyon analizi ve Radial bazli fonksiyon
ag1 tabanli yapay sinir ag1 kestirim yontemlerini caligmasinda kestirim
modelleri olarak kullanmistir. Regresyon analizi sonucunda en diisiik
goreceli hata orani biiylikliigiini MMRE = 0,179 olarak bulmustur.
Dogruluk degeri Pred(25) = %83,3 olarak bulunmustur. Yapay sinir ag1
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kestirim modelinde kestirim sonucunda en diisiik goreceli hata oram
biiytikligi MMRE = 0,187 olarak bulunmustur. Dogruluk degeri
Pred(25) = %72,2 olarak bulunmustur. Bu sonuglar bizim tez
caligmamizda gerceklestirdigimiz deneysel sonuclardan daha 1iyi
degildir.

Dolado (Dolado, 2001) calismasinda egri tahminleme yontemi
ile genetik programlama kestirim yontemlerini kullanmustir. Egri
tahminleme yonteminin uygulamasi sonucunda en diisiik goreceli hata
orani biiylikliigiini MMRE = 0,089 olarak bulmustur. Dogruluk degeri
Pred(25) = %94,29 olarak bulunmustur. Genetik programlama
modelinde kestirim sonucunda en diisiik goreceli hata orani biiyiikliigii
MMRE = 0,087 olarak bulunmustur. Dogruluk degeri Pred(25) = %94.,4
olarak  bulmustur. Bu sonuglar bizim tez c¢alismamizda

gerceklestirdigimiz deneysel sonuclardan daha iyi degildir.

Sentas (Sentas, 2005) calismasinda ii¢ farkli veri seti iizerinden
kestirim calismalar1 yapmistir. Calismamiza uymasi agisindan biz
ISBSG siiriim 7 veri seti iizerinde yapilan kestirim hesaplamalarini tez
calismasindaki sonuclarla karsilastirdik. Regresyon analizi kestirim
yontemi caligmalarinda kestirim modeli olarak  kullanilmustir.
Regresyon analizi sonucunda en diisiik goreceli hata oram biiyiikliigiinii
MMRE = 0,33 olarak bulmustur. Dogruluk degeri Pred(25) = %53,8
olarak  bulunmustur. Bu sonuglar bizim tez c¢alismamizda

gerceklestirdigimiz deneysel sonuclardan daha iyi degildir.

Liu (Liu, 2005) calismasinda ISBSG siirim 8 veri setini
kullanmistir. Regresyon analizi yonteminin uygulamasi sonucunda
uyarlanmis coklu korelasyon katsayist R = %76 ¢ikmustir. Bu sonug
bizim tez calismamizda gerceklestirdigimiz deneysel sonuglardan daha

iyi degildir.
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Tez calismamiz kapsaminda gerceklestirdigimiz calismalarin

sonuglarini literatiirdeki aymi1 alanda yapilan benzer caligmalar ile

karsilastirdigimizda asagidaki Cizelge 6-1’de ortaya cikmaktadir.

Cizelgeden goriilecegi iizere tez kapsaminda yaptigimiz c¢aligsmalarin

sonucglart literatiirdeki benzer caligmalardan cok daha iyi sonuglar

vermistir.

Cizelge 6-1 Tez

sonuglarinin  literatiirdeki

caligmalar ile

karsilastirilmasi
Sira | Litaratiirdeki Regrasyon Analizi Yapay Sinir Aglari
No | Calismalar R2 | MMRE | PRED(25) | MMRE | PRED(25)
1 | Tez Calismas1 | %99 | 0,023 %98 0,047 %93
3 | Wittig — -- 0,29 | ---—---
4 | Dolado, 2000 | %64 | 0,27 %65 0,25 %59
5 | Liv’nun %76 | ---- - - -
Calismasi [7]
6 | Oliveira’nin ---- 10,179 %83,33 0,187 %72,22
Calismasi
7 | Finnie’nin ---- 10,623 %40 0,352 -
Calismasi
8 | Jorgensen -—-— 10,302 _— _— _—
9 | Burgess m—— | - —— 0,59 %56
10 | Shepperd -—-- 10,29 %350 S S
11 | Sentas, 2005 | ---- | 0,33 %53,8 — —
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7. Sonuc ve Oneriler

Yazilim maliyet Kkestirimi veya tahminlemesi, yazilim
gelistirmenin en 6nemli asamalarindan birisidir. Proje yoOneticisi, proje
siiresi/maliyeti dogru tahminleyerek projedeki belirsizlikleri azaltir ve
projenin  gelisimini  gercek  giderlerle,  planlananlar1  veya
tahminlenenleri karsilastirarak degerlendirir. Yazilim projelerinin
maliyetlerinin ve siirelerinin tahminlenmesi, bircok parametreye bagh

ve karmasik bir islemdir.

Zeka, karmasik bir problemi ¢ozmek icin gerekli bilgileri
toplayip birlestirme kabiliyetidir. Yapay zeka ise, organik olmayan
sistemlerdeki zekadir. Makine Ogrenmesi veya deneyimlere dayali
olarak Ogrenme, yapay zekanin en 6nemli arastirma alanlarindandir.
Yazilim maliyetleri, uzman Kkisiler tarafindan tahminlenebilecegi gibi,
bu alanda regresyon gibi yontemler ve giiclii 6grenme yetenegine sahip
yapay sinir aglar1 ve genetik algoritmalar gibi yapay zeka yontemleri de
kullanilabilmektedir.

ISBSG (International Software Benchmarking Standards Group)
veri seti siirim 9, diinyada degisik iilkelerde yapilmis bir¢cok projeye
iliskin bilgileri tutan bir veriler kiimesidir. Projelerin, hangi yazilim
gelistirme ortamlart  kullanilarak  gergeklestirildiginden, personel
sayilarina, siirelerinden, kullanilan veritabani ve isletim sistemlerine,
kaynak kod satir sayilarindan, harcanan cabaya kadar bircok ozellikleri
burada yer almaktadir. Yazilim maliyetleri kestirimi alaninda yapilan
bilimsel calisma ve yayinlarda bu veri seti temel olusturmakta ve
gelistirilen yontemlerin  karsilastirilmasinda da  belirleyici  rolii
oynamaktadir. ISBSG, yazilim ol¢iimiinde “ISO/IEC Standard 15939

Measurement Process: 2002 e dayali taslak bir standart olusturmustur.
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Bu tez calismasinda, ISBSG verileri icerisinden eksik sahalara
sahip olanlar ayiklanmistir. Ardindan, dagilim ve korelasyonlar1 dikkate
almmarak uygun olan 115 tanesi secilmistir. Bu veriler istatistik ve
makine Ogrenmesi kapsamindaki regresyon yonteminde katsayilarin
bulunmasinda kullanilmigtir. Regresyon modelinin gerceklestiriminde
Minitab ortami kullanilmistir. Yapay zeka kapsamindaki yapay sinir
aglarinin egitim ve test agsamalarinda da ayni veriler dikkate alinmistir.
Literatiirde bu alandaki ¢alismalarin cogunda yararlanilan ¢ok katmanl
algilayic1 yapay sinir ag1 modeli tercih edilmis ve gerceklestiriminde
Matlab ortami kullanilmistir. Elde edilen sonuglara dayali olarak

yontemler performanslarina gore karsilastirilmastir.

Bu calismanin en oOnemli katkisi, kuvvet degerlerini ve
logaritmalar1 dikkate alan matematik temelli bir regresyon yonteminin
ilk olarak yazilim maliyet tahminlemesinde kullanilmasi ve bu alana
uyarlanmasidir. Bu yontemle elde edilen deneysel sonuclar,
literatiirdeki diger sonuglarla karsilastirilmis ve en yiiksek basari
degerleri elde edilmistir. Ingiltere de Birmingham iiniversitesinde
gerceklestirilen IDEAL 2007 konferansinda sunulmustur (Adalier et al.,
2007).

Regresyon uzun yillardir kullanilan, kendisini kanitlamis giiglii
bir matematik ve istatistik altyapisina sahip bir yontemdir. Yazilim
maliyet tahminlemelerinde de en ¢ok kullanilan yaklasimdir. Verilerin
popiilasyonu temsil edici ©Ozelliginin olmasi, parametrelerin uygun
secilmesi, modelin uygunlugunun ve tahminlenen parametrelerin

istatistiksel kalitesinin sitnanmasi1 onemlidir.

Yapay sinir aglari, 0grenme yetenegi en yiiksek yapay zeka
yontemlerindendir. Dolayis1 ile, farkli sayida ve degisik girdi
degerlerine gore egitilebilmekte, farkli sartlara uyum
saglayabilmektedir. Ornek olarak, herhangi bir proje yoneticisi, ISBSG
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verileri ile egitilmis bir ag1 dogrudan kullanarak, maliyet tahmini
yapabilecegi gibi, projenin, proje ekibinin, gelistirme ortamlarinin
durumlarin1 ve degiskenligini dikkate alarak, sadece daha 6nce benzeri
sirketlerde yapilan veya sirketin Onceki projelerinin verilerini
kullanarak da ag1 egitebilir. Baz1 veriler icerisinde, birtakim sahalara
iliskin degerlerin kaydedilmemis veya unutulmus olmasi durumunda da
yapay sinir aglar1 duyarlik kaybina ragmen dogruya yakin sonug
verebilecektir. Ancak dogru sonu¢ verebilmesi i¢in yapay sinir
aglarinda uygun modellerden birisinin sec¢ilmesi, katman ve noron
sayllarinin uygun sekilde ayarlanmasi; yeterli sayida ve problem
uzaymin tiim bolgelerinden egitim ve test verileri bulunmasi, egitim
yonteminin dogru se¢ilmesi ve parametrelerine dogru degerler verilmesi
bliylilk onem tagimaktadir. Yapay sinir aglari, gii¢li uyarlanabilme
ozelliginin yaninda sonucu neye dayanarak buldugunu aciklayabilme
ozelligine sahip degildir, yani kara kutu olarak diisiiniilmektedirler
[Aybars UGUR Ders notlari, 2005]. Bu yapay zeka yontemini
kullanmaya baslayanlarin ilk 68rendigi bilgilerden birisi de, yapay sinir
aglarim  degisik problemlere uyarlarken dogru ayarlamalarin
yapilmasina iliskin evrensel kurallar olmadigi, birtakim bilgiler

15181nda, tecriibelerin biiyiikk 6nem tasidigidir.

Benzeri konularda c¢alisma yapmak isteyen arastirmacilar,
maliyet kestiriminde kullanilan ve bu calisma kapsami disinda kalan
genetik programlama gibi diger yapay zeka teknikleri ile, diger
matematiksel = modellerin  gerceklestirimini  yaparak  sonuglari
karsilagtirabilirler. Burada regresyon igin gelistirilen modelin diger

yontemlere uyarlanmasi iizerine de ¢alisilmaktadir.

Birden fazla yontemin birlikte kullanimi1 diger bir ifade ile melez
sistemlerin kullanimi da performansi arttirabilecek yaklagimlardan

birisidir. Ornek olarak, yapay sinir aglarinin uzman sistemlerle beraber
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kullanimi, agiklanabilirligini artiracaktir. Burada gelistirilen model
dahil literatiirdeki degisik yaklasimlarin gerceklestirimlerini iceren bir
yazilim gelistirilmesi ve esnek bir arayliz tasarimi yapilmasi, pratik
hayatta proje yoneticileri ve yazilim gelistiriciler i¢in ¢ok yararh
olabilecektir.

Ayrica ISBSG veri setinde test ve egitim kiimesi degistirilerek
daha iyi sonuclar alinmasi icin yeni deneysel ¢alismalar yapilabilir. Bu
tez ¢alismasinda proje maliyet kestiriminde etkili olan unsurlar mekanik
Olceklerden alinmistir. Diger bir ifade ile proje yonetiminde etkili olan
verimlilik oranini etkileyen diger unsurlar olarak projedeki mimari,
gelistirme ortami ve araclari, personelin egitim temeli, test yontemleri
gibi mekanik unsurlar temel alinmistir. Bu, ISBSG veri setinin 50 kadar

bu tiir mekanik unsuru i¢cermesinden kaynaklanmaktadir.

Fakat bir de verimliligi etkileyen psikolojik ve sosyolojik
unsurlar bulunmaktadir. Ornegin ¢ok tecriibeli ve egitimli bir
gelistiricinin motivasyonunu olumsuz etkileyen durumlar1 6l¢ekleyen
unsurlar psikolojide bulunmaktadir. Bu unsurlar proje yonetimindeki
mekanik unsurlarla birlikte ele alinarak projelerde maliyet kestirimi
daha dogruya yakin olacaktir. Boyle bir ¢alismanin ¢ok ilging olacagi

siiphesizdir.
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