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OZET

Hipotez testi, farklihklara sahip olan iki temestatistiksel dglinme tarzi
tarafindan Onerilen ¢Oézumlere sahip bir model segimblemidir. Bu istatistiksel
yaklssimlar; Klasik ve Bayesci yak§amlardir. Bu farkliliklarin en dnemlisi Bayesci
yaklasimdaki onsel secimi oldiw bilinir. Oysa, gercekte iki yakjam arasinda temel
baska ayriliklarin oldgu da bilinen bir gercektir. Bu tezde, Bayesci hgaotestlerinin
temel basit yonleri 6zet olarak verilerek, simétBlen veri Gizerine drnekler verilgir.

Standart istatistiksel metotlar model belirgizli ihmal eder. Veri analizcileri
olasi model sinifindan bir model secer ve sanklesegnodel veriyi Uretnsi gibi isleme
devam eder. Bu yakjan model seciminde belirsizii ihmal ederek istatistiksel
ctkarimlar icin guven araliklarini daha getutar ve daha riskli kararlara neden olur.
Oysa Bayesci model ortalamasi (BMA) bu model belifgini gbz 6niine alan bir yapi
sunar. Bu cajmada BMA yaklamini sunarak gercek hayattan bir probleme
uygulamasi verilmtir. Uygulamada, BMA 6rnek kestirim performansgeilistirmistir.

Anahtar kelimeler: Bayesci yaklgm, Bayesci hipotez testi,Bayes
Faktori,Bayesci Model ortalamasi, Model belirgizli



ABSTRACT

Hypothesis testing is a model selection problemaibich the solution proposed
by the two main statistical streams of thoughtydentists and Bayesians, substantially
differ. One may think that this fact might be dwethe prior chosen in the Bayesian
analysis. However, the Bayesian robustness viewpais shown that, in general, this is
not so and hence a profound disagreement betwetn approaches exists. In this
thesis, we briefly revise the basic aspects obhygsis testing for Bayesian procedures

and discuss illustrations on simulated data.

Standard statistical practice ignores model uncgytaData analysts typically
select a model from some class of models and therepd as if the selected model had
generated the data. This approach ignores the taimagrin model selection, leading to
over-confident inferences and decisions that areenmisky than one thinks they are
Bayesian model averaging (BMA) provides a cohemathanism for accounting for
this model uncertainty.. In this study, we discB8A approach and present a real life
application. In this application, BMA provides ingwed out-of sample predictive
performance.

Key words. Bayesian approach, Bayesian Hypotesis testing, Sa@ayemodel

averaging, model uncertainty,
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BOLUM 1

GIRIS

Ozel ve § hayatimizin énemli bir bolimini belirsizlik icindgeciririz. Bu
belirsizlik direkt olarak bilgi veya kanit olmagiveya unuttgumuz (kaybetgimiz)
gecmie veya henliz tam olmayan andaki veya gelecekteki durumlargzbalabilir.
Belirsizligin insan beyni tarafindan nasilgelendirildigini bilmedigimiz icin genelde
sadece bu tur gerlendirmelerin sonugclari ile ilgilenmek zorundayiz

Surekli olarak kullanggamiz ve yerine gore sezgi, @huyu ve altinci his
dedgimiz yeteneklerimizden neden bilimsel amaglar igararlanmayalim?. Bu tar
yeteneklerin bilimsel bigekilde kullanilmasinda Bayes Teorisi alternatif bikarim
olarak ortaya ¢ikmaktadir. Klasik ¢ikarim, érnekleerileri yardimi ile hakkinda bilgi
sahibi olmadiimiz kitleye iliskin sonug ¢ikarilmasidir. Guven araliklari, hipotestleri
gibi istatistiksel glemler, klasik ¢ikarimin esasidir. Oysa “Hayat;eysiz dnsellerden
yeterli sonuglar cikarma sanatidir.” diyen Samuetlé ile benzer djiinceye sahip
olan Thomas Bayes, gozlenen 6rneklem verilerindmmeketle kitleye ikkin ¢ikarim
konusunda farkli bir bakiagisina sahiptir. Genelde nedenlerden sonugclateudwan
mantik zincirini, sonucglardan nedenlerezdoolusturmustur.

Son 30 yildir istatistiksel analizdegdr yaygin temel yakfamlardan farkh bir
yaklasimin kullanimi artmgtir. Bu yaklgim Bayes cikarimi olup 1763'de Thomas
Bayes tarafindan ortaya konulan ¢ok bilindik tecegedayanmaktadir. Thomas Bayes
ortaya atgl olasilga dayall basit teoreminin istatistiksel bir ¢cikarygmtemi olacgini
herhalde tahmin bile etmegtir. Ancak son 30 yilda bu teorem, ¢ok sayida isti#itiyi

ve matematikgiyi etkilengi ve Bayes istatigti temel istatistiksel ¢ikarim yontemi



olarak kabul edilmitr. Jeffreys, de Finetti, Savage ve Lindley gilogg argtirmaci
Bayes analizinin galiminde katkida bulunmygardir. Son yillarda, Bayes analizinin
teknik uygulanabilirlgi bilgisayar kullanimiyla da hizla getnis ve yeni uygulama
alanlari acnstir. Bu gelsmeler sonucunda Bayes analizi Berger (1985), Belmare
Smith (1994) ve O’Hagan (1994) gibi ginamacilarla da gesgletilmistir.

Gunumuizde Bayesci analiz her bilim dalindaabeyla uygulanmaktadir. Pek
¢ok uygulamali gagma ortaya konmyiur. Bu ¢alsmalarin geny bir taramasi sgida
verilecektir.

Buck, Cavanaugh ve Litton (1996) arkeoloji gamdalarinda Bayesci
uygulamalari; Berliner, Royle, Wikle ve Milliff (23®) atmosfer bilimlerinde; Cyert ve
DeGroot (1987), Poirier (1995), Perlman ve Blau§9@), Kim, Shephard ve Chib
(1998) ve Geweke (1999) ekonomi ve ekonometri atamila; Johnson (1997gigm
alaninda; Greenland (1998) epidemiyoloji alanindagdsill ve Rayner (1998)
muhendislik alaninda; Iversen, Parmigiani ve Be(fy¥98), Dawid (1999), Liu,
Neuwald ve Lawrence (1999) genetik alaninda; Randobert, Bobee ve Miquel
(1998) hidroloji alaninda; DeGroot, Fienberg ve Kad (1986), Kadane ve Schuan
(1996) hukuk alaninda; Brown (1993) 6lcme vesatéendirme alaninda; Berry and
Stangl (1996), Stangl ve Berry (1998) tip alanirBiagtthorst (1988) ve Jaynes (1999)
fizik bilimleri alaninda; Moreno ve Rios-Insua (¥%alite yonetimi alaninda; Pollard
(1986), Johnson ve Albert (1999) sosyal bilimlearahda; Berry ve Stangl (1996),
Carlin ve Louis (1996) ve Kadane (1996) biyoisti#tislaninda; Spirtes, Glymour ve
Scheines (1993), Glymour ve Cooper (1999) nedekstilkkilerinin 6lgctlmesinde;
Neal (1996,1999), Miler ve Rios-Insua (1998) ve 1@eo(2000) siniflandirma,

ayristirma, sinir glari vs. alanlarinda; Fienberg (2000) kontenjardotar alaninda;



Smith (1988), Robert (1994), Clemen (1996) ve Brq&000) karar analizi ve karar
teorisi alanlarinda; Chaloner ve Verdinelli (199&) Mduler (1999) tasarim alaninda;
Carlin ve Louis (1996) ve Carlin ve Louis (2000)ndgsel Bayes alaninda; Good
(1983), Regazzini (1999), Kadane, Schervish ve ¢pdadd (1999) ve Robins ve
Wasserman (2000) temel istatistik alanlarinda; &@ole ve Zacks (1992) ve
Mukhopadhyay (1998) sonlu kitle 6rneklemesi alaajridey, Ghosh ve Mallick (2000)
genellatiriimi s lineer modeller alaninda; Pearl (1988), JenseB&) 9 auritze (1996),
Jordan (1998) ve Cowell, Dawid, Lauritze ve Spibgtér (1999) grafiksel model ve
Bayesci glar alanlarinda; Hobert (2000) hiyegir modelleme alaninda; Fitzgerald,
Godsill, Kokaram ve Stark (1999) géruntileme sige@laninda; Baron, Rissanen ve
Yu (1998) ve Sofi (2000) bilgi teknolojisi alanindaittle ve Rubin (1987) ve Meng
(2000) kayip veri alaninda; Dey, Miller ve Sinh&98&), Muller ve Vidakovic (1999)
ve Robins ve Wasserman (2000) parametrik olmayan fargksiyon kestirimi
alanlarinda; Johnson ve Albert (1999) sirali velanmda; Barlow, Clarotti ve
Spizzichino (1993) ve Dey ve Sinha (1999) guvdrklive sggkalim analizi alaninda;
Carlin, Kadane ve Gelfand (1998) ve Qian ve Bro@f90) dizisel analiz alaninda;
Wolpert ve Ickstadt (1998) ve Besag ve Higdon (39@8%aysal istatistik (Spatial
Statistics) alaninda; Kass ve Raftery (1995), O&iad1995), Berger ve Pericchi
(1996), Berger (1998), Racugno (1998), Sellke, Bayse Berger (1999), Thiesson,
Meek, Chickering ve Heckerman (1999) ve George @2@Eneme, model secimi ve
degisken secimi alaninda; Pole, West ve Harrison (19&&ysch ve Kitagawa (1996)
ve West ve Harrison (1997) zaman serileri alanBalgesci caimalar yaprmglardir.

Pek cok istatistiksel alanda ofglugibi, istatistiksel hipotezi test etme problemi
Bayesci cakanlar ile klasik istatistik ¢ajanlari arasinda énemli bir tagrna noktasi

olmustur. Klasik istatistik yaklgimi bir ret boélgesi olgturur ve iliskili olasiliklar



hesaplar.H,bos hipotezinin yank olarak ret edilmeser olasilgina sahiptir bu da I. tip
hatadir.H, bos hipotezinin yank olarak kabul edilmeg¥ olasilgina sahiptir bu da II.

tip hatadir. Bu tira ve £ 'nin kullanimi birgcok argtirmaci tarafindan egérilmi stir.
Elestirinin temel nedeni bu hata olasiliklarinin bilmeeri tarafindan gganan veriyi

yansitmamasidir. Bu durumda, hipotezine kan delilin gliciini gésteren veriye #ia
bir 6lcim olan p-degerinin kullanimi ortaya atilrgiir. Ancak p degeri gercek bir

Olcim degeri dezildir ve delilin bir 6lctst olarak bazi noksanlikdasahiptir (Edwards,

ve ark. 1963; Berger ve Delampady 1987; Delampady Berger 1990) p-nin
kullanimindaki targmalari vep degeri ile delilin veriye bgl diger dlgctimleri arasindaki

farkhliklar ifade ettiler. Genel olarak yokluk gotezine kagy veri tarafindan gganan

delilin bir 6l¢tsu olarakp -nin kullaniminin yaniltici olabile@e vurgulanir (Berger ve

ark. 1997).

Gunumuzde her tarlh istatistik tahmin problemintteraatif bir yaklgim olarak
kullanilan ve diunya literatiriinde yer alan Baygsdilasim hipotez testlerinde de ¢ok
yaygin olmasa bile kullaniimaktadir. Maalesef dideygok yaygin kullanima kan bu
yaklasimla ilgili calismalar Turkce literatlrde fazla yer almamaktadir. galismanin
amaclarindan biri Bayesian hipotez testlerini uggudcilara sunmaktir.

Bayesci metotlar hesaplamalardggga@aman nimerik yontemlerle ¢ozulebilen
integraller ve sonsal olasiliklari gincetieen 6nsel olasiliklarin hesaplanmasini
gerektirir. Her iki nokta icin pek cok cana yapilmg ve uygun yontemler sunulrgtur
(O’'Hagan 1994; Bernardo ve Smith 1994). Bayescilagakin hipotez testlerinde
kullanim ilk olarak (Jeffreys, 1961) tarafindanaya konulmstur. Jeffreys sundiu
metodu istatistiksel testler olarak isimlendirse kidlanilan yaklaim Bayesci idi.
Bayesci hipotez testlerinde en énemli unsurlardartamesi Bayes faktortudur. Klasik

p deserinin yorumlanmasindaki afirilere kasin Bayes Faktorinin hesaplanmasi zor

ancak hipotezin dgu ya da yanyi olduguna iliskin yorumlanmasi kolay ve kesindir.



Berger ve Sellke (1987) yokluk hipotezi icip deseri ile Bayes Faktorunu (B.F.)

karsilastirmistir. Casella ve Berger (1987) ayni g&astirmayi tek tarafli hipotez testi
icin yapmstir. Berger ve Delampady (1987); Berger ve Berr988) BF ile alakal
karsilastirmall calgmalar sunmgtur. Kass ve Raftery (1995) BF'nin ve alternatiihén
kullanimini érneklerle sunmgtur. Ayrica Sellke ve ark. (2001) hipotez i¢p degerinin
kalibrasyonuyla ilgili camayi yapmgtir.

Bayesci hipotez testlerinin ilk defa kullanimi Llag (1957)’'e dayanmaktadir.
Lindley (1957) cahmasinda kullangi hipotez testini Bayesci olarak isimlendirmese de
Bayesci yaklgami kullanmgtir ve Lindley paradoksunu ifade ettni. Diger calgmalar
bu calsmay takip ederek Bayesci hipotezi kullanilabilir &let haline getirmstir. Bu
calismalarin 6zeti gagida sunulmstur.

Edwards ve ark. (1963) Bayesci istafistkisa bir gig verdikten sonra klasik ve
Bayesci hipotez testlerini kalastirmistir. DeGroot (1973) p derinin alternatif
hipotezin dgru olma olasilgina yaklgik olarak eit oldugu durumlarda onsel
dagiimlarin ve alternatif hipotezlerin 6zel siniflari tanimlar. Dickey (1977) p
degerinin Bayes Faktorin genel olarak iyi bir yakla deser olup olmadiini
tartismistir. Shafer (1982) Lindley paradoksunun iyi tamntekrar vererek parmak izi
verilerinde uygulangtir. Berger ve Sellke (1987) bdipotez icin Bayes Faktoru ile p
degerini kasgilagtirmigtir. Casella ve Berger (1987); Berger ve Sellke87)9ayni
problemi tek tarafli hipotez icin kafastirmistir. Verdinelli ve Wasserman (1996) bazi
kosullar altinda Bayes Faktorintn farkli hipotezldrrala kagilastirmalarini vermytir.
Bos parametre durumlarinda da Bayes Faktorini incgtiemi

Weakliem (1998) klasik ve Bayesci hipotez testléeiranlamlilik seviyelerini

karsilastirmistir. Efron ve Gous (1998) Bayes Faktori ve anlaknbéstleri icin delil



skalalarini yeniden duizenlegtir. Aitkin (1998) Lindley paradoksunu yeniden
yorumlamstir. Bayes Faktoriine yaklk deseri veren kriterler de galirilmistir. Cox
ve Hinkley (1978) Bayesci Bilgi Kriteri (BIC) ventistir. BIC Bayes Faktorunun bir
yaklasiminin 6zel bir durumudur ve iki model icin onselhesecimini targmasinda
kullaniimistir. Schwarz (1978) BIC'In bir model secim kritevlarak d@rusal Ustel
dagilimlar ailesinde kullanimini ortaya koystur. Akaiki Bilgi Kriteri (AIC) gibi diger
kriterlerle kasilastirmistir. Smith ve Spiegelhalter (1980) i¢ ice gdasal modeller
arasinda secim yapmada Bayes faktorunun kullanimenmistir. Pericchi (1984)
Lindley paradoksundan kaginarak parametreler hakkinlginin beklenen kazanglarina
dayall birsekilde 6nsel olasilik modellerinin belirlenmesimedmitir. Ornek olarak
normal d@rusal modeli ele almtir. Haughton (1988), Schwarz (1978)’in sonuglarini
daha da gejtirmis ve erisel Ustel dgihmlar ailesine uygulangtir. Bazi kaullar
altinda BIC'in tutarlilgini incelemgtir. Kass ve Vaidyanathan (1992) i¢ ice modeller i¢
Bayes Faktoriiniin Laplace yakimini ve gecerlisini incelemitir. Onseldeki
degsisimlere gore sonuclarin duyarfilni incelemgtir. McCullogh ve Rossi (1992)
dogrusal olmayan sinirlamalar iceren hipotezler iciay® Faktorini agarmistir.
Hesaplamalarda Monte Carlo integrasyonunu kullahmKass ve Wasserman (1995)
iki ic ice modeli kagilastirmada kullanilan Bayes Faktori icin referans tese
secimini incelemitir. Bayes Faktoru icin Laplace yakimini da kullanmygtir. Raftery
(1996) Laplace yakkamina dayali olarak Bayes Faktori farkl yagkialari vermitir.
Model ortalamalar yakiamini ortaya atmgtir. Hsiao (1997) yine Laplace yakimini
incelemitir. Pauler (1998) normal gousal modellerde dgsken secimini incelergive
Bayes Faktoru ile BIC kullanimini verstir. Ayrica kargik dogrusal modeller icinde bu

yaklasimlari kullanmgtir. Atkinson (1978) normal dwgusal modeller i¢in sonsal



olasiliklari incelemitir. Spiegelhalter ve Smith (1982) iki i¢c ice mode log dgrusal
modeller icin BF yaklamini vermgtir. Raftery (1986) log dgrusal modeller igin
Spiegelhalter ve Smith (1982)'in 6negdi yaklasimi kullanarak bir bgka BF
yaklasimini gelstirmistir. Fornell ve Rust (1989)s# olmayan onsel olasiliklara sahip
kovaryans yap! modellerinin kalastirmasini vermtir. BF ile AIC kagilastirmasini da
vermistir. McCullogh ve Rossi (1992) skenik ©Onsel kullanimiyla model
karsilastirmalarinda BF'yi kullanmstir. Gelfand ve Dey (1994) BF'yi fakli durumlarda
inceleyerek Monte Carlo metotlarini kullanarak thesaplamalar vergtir. O’Hagan
(1995) model parametreleri icin 6nselgdanlar dizgin olmaginda BF'nin belli
olmayan Onsellere & oldugundan kismi BF yakkamini vermgtir. Newton ve Raftery
(1994) BF’nin tahmin icin @rhkli olabilirlik boostrap yontemini gedtirmistir. Chib
(1995) Gibbs 6rneklemesini kullanarak BF'nin bigel yaklgimini sunmstur. Carlin
ve Chib (1995) de MCMC yakjanini kullanarak BF’nin bir der yaklgimini
gelistirmistir. Green (1995) reversible jump MCMC metodunul&orak yine BF icin
bir yaklssim vermitir. Lewis ve Raftery (1997) Laplace Metropolis yémini
kullanarak BF icin bir tahminci elde etynive sayisal Orneklerde iyi cstligini
gostermgtir. Brown ve ark. (1998) de cok gigkenli regresyon modellerinde gigken
secimi icin MCMC ye dayali BF kullanimini vergtir. Albert ve Chib (1997) hiyersgik
modeller icin (6zellikle bir sabit etkili ve tesddlétki modelleri kagilastirmada) Bayes
Faktdrlerin tahmininde MCMC metotlarini kullangtr.

Degisken secimi istatistiksel uygulamalarda model segproblemlerinin en
onemli noktasi olarak bilinir (George, 2000). dd#en segimine yonelik son 30 yilda

pek cok yontem ve kriter getirildi. Bu yontemlerden bazilari:



PRESS (Allen, 1971), MALLOWS'un i (Mallows, 1973), Akaike Bilgi Kriteri
(AIC) (Akaike, 1973), Schwarz'in Bayesci bilgi leii (BIC) (Schwarez, 1978), RIC
(Foster ve George, 1994) ve Bootstrap model se(8hao, 1996). Bu c¢amalarin
birbirlerine gbre avantaj ve dezavantajlari olmasirggmen pek c¢ok alanda
uygulanmaktadir. Bir ger yontem ise Kass ve Raftery (1995) tarafindamstgden
Bayesci Model Ortalamasi yontemidir (BMA). BMA maddeeciminde belirsizii gz
onune alinan ve kullanimi gittikge artan bir yontimDraper (1995) ve Raftery (1996)
BMA'nin Genellstiriimis Lineer Modeller de kullanimini verirken Smith veot
(1996) aykiri gozlemlerde BMA'y! incelegtir. Madigan ve Raftery (1994) grafiksel
modeller icin BMA'y1 incelerken Noble (2000) ¢ok gigkenli regresyonda, Clyde ve
ark. (1998) Wavelet analizinde ve Volynsky ve atk997) sgkalim analizinde
BMA'y1 kullanmistir.

Bu tez be boélimden olgmaktadir. Birinci bolimde Bayesci yontemlerin
tanitimi yapildiktan sonra, genelde Bayescisgadiar, 6zelde ise Bayesci hipotez
testleri, Bayes Faktori (BF) ve model se¢im yontelarak Bayesci Model Ortalamasi
(BMAY'na iliskin geni bir literatir taramasi ve tezin haritasi sunuitau Ikinci
boluminde Bayes teoremi ve Bayesci yontemegkiili temel bilgiler verilmgtir.
Materyal ve metot boliminde Bayesci hipotez tastler Bayes Faktoru verildikten
sonra Byesci Model Ortalamasi yontemi vergini Uygulama boliminde ilk olarak
hipotez testlerine gkin simulasyon ¢agmalari verilirken ikinci olarak BMA yontemi
kalp hastaliklarina gkin risk faktorleri verisine uygulanmtir. Byesci hipotez testlerine
iliskin hesaplamamalar igin Visual Basic 6.0 ortaming&ilmg MACNAMSstat
programi hazirlanng Bayesci model ortalamalarina skin hesaplamalar SPlus

programinda yazilan macro kullantltnr.



BOLUM 2

TEMEL B ILGILER

Bayesci d§ginmenin esaslarini ti¢ temel adimda toplayabiliriz:
1. Bilinmeyen parametreler hakkinda varsa bazi onigldy iceren olasilik modeli
belirlemek.
2. Bu olasilik modelinin gbzlenen veri Uzerinesbandiriimasiyla bilinmeyen
parametreler hakkindaki bilginin gglrilmesi.
3. Veriye modellerin uyumunun ve varsayimlarin songduyarlilginin
hesaplanmasi.

Temel Bayesci yaklamda gereken anahtar kabuller vardir. Birincisiinbieyen
parametreler icin belli bir parametrik formun glurulmasidir.ikincisi: bilinmeyen
parametreler sabit olma yerine gdansal 6zelliklere sahip oldiw icin daha ©nceki
bilgilere dayali olan bu parametrelerin bislagi¢c kgulsuz dgilimin belirlenmesinin
uygun olacg kabul edilir.

Veri deserlerinin deistirilebilir (exchangeable) oldiu kabul edilir. Model
sonugclari veri dgerlerinin tekrar siralanmasiyla gstirilemez. Bu 6zellik, verinin
bagimsiz ve 6zdedazilimli oldugunu ifade eden standart varsayimdan daha geneldir.
Ayni dasilimdan c¢ekilen bgimsiz ve ayni deerler igin ortak ortalama ve varyansa
sahiptir .

Degisebilir veri Uretim sirecinin her veri icin aygekilde bilinmeyen model
parametrelerine koillu oldugunu séylememize izin verir. (De Finetti, 1974)

Olasilgl tanimlamak kolay olmalidir. Gergekte bir olasilfeknksiyonunun
Ozelliklerini matematik olarak tanimlamak kolaydir:

1. Sifir ve bire sinirhdir
2. Toplami ya da integrali 1'esitir
3. Ayrik olaylarin olasiliklarinin integrali veya tawhi bu olaylarin
birlesimlerinin olasiliklarina gttir. (Kolmogorov, 1933)
Gercek problem olasilik ifadelerinin gercek anlamemimlamada yatar. Bu
zorluk Bayesci ve Bayesci olmayan yaktalar arasindaki geleneksel agrtaazligin

temel noktasidir.
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Olasilgin klasik istatistiksel yorumu; bir kitledeki gonlen bir oranin veya
deterministik olmayan bir sonucun uzun dénem dayradun. Bu gori Laplace (1814)'e
dayanmaktadir. Laplace, olagilhgozlenen denemelerdeki daali olaylarin sayisi
olarak tanimlamaktadir. Deneyin yeteri kadar tdkranasi esasina dayanir.

Olasilgin bir bgka yonu, subjektiflik olarak isimlendirilir ve ingnderecesi
terimi ile 6zdslestirilir. Bu terim ilk olarak ayni duruma bakan ikisinin gelecek
durumlar hakkinda farkli olasilik ifadeleri belibikecezini sdyleyen Keynes (1921) ve
Jeffreys (1961) soylenlerdir. Subjektif olasilik olarak isimlendirilen bkavramin
gelisimi Berger (1985) ve Bernardo ve Smith (1994) idiggirilmi stir.

Bu subjektif olasilik, Bayesci yakianda onsel bilgi ile formiilize edilir. Onsel
bilgi; elimizde bir veri olmadan ya da henlz verigbzlemlemeden parametre
hakkindaki argtirmacinin deneyimi, hissiyati ve teorik fikirlerirgcerir. Ayrica daha
onceki calymalardan, deneylerden ve ilgiliskerin gorislerinden elde edilir.

Bu onsel bilgiler, gbzlem derleri ile ifade edilen olabilirlik fonksiyonu
kullanimiyla sonsal bilgiye dostiirtlir. Sonsal bilgi ve ona kahk gelen sonsal
olasilik veriyi gbzlemledikten sonra ona tahminlméisi istenen parametre hakkindaki
olasilik degeridir.

2.1. BAYES TEOREMIi

Bayes teoremi stokastik A ve B olaylarinin marjina koullu olasiliklari

arasinda iki kurar:
P(B\A)P(A)

P(B) 2.1)
a L(A\B)P(A)

P(A\B) =

Burada;
* L(A\B) B bilindiginde A'nin olabilirligi
* P(A\B) B bilindiginde A’'nin kasullu olasilgidir. Ayni zamanda B lizerinden
hesaplangiindan sonsal olasilik diye de adlandirilir.
* P(B\A) A bilindiginde B’nin kagullu olasilgidir.

* P(B) B'nin 6nsel olasi@ veya marjinal olasigdir.
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Bu terminolojiyle birlikte Bayes Teoremi;
Sonsabddsorani = [(")nsebddsoran|][BayesFakt6rU] (2.2)
olarak ifade edilir.

Bayes teoremini elde etmek igingkdlu olasilgin tanimindan bdariz. B olay!

bilindiginde A olayinin olasif:

P(A\B)= % (2.3)

Ayni sekilde A olayi bilindginde B olayinin olasii:

P(An B)
PIB\A)=——++*
( ) P(A) (2.4)
Bu iki esitli gi birlestirir ve yeniden dizenlersek:
P(A\B)P(B)=P(An B) =P(B\A)P(A) (2.5)

elde ederiz. Kitli gin her iki tarafini P(B)’ye bdlersek Bayes Teorengle ederiz:

P(B\ A)P(A)

P(A\B) = 5(B)

(2.6)

burada P(B) sifirdan farkli olacaktir.

2.2. BAYES TEOREMININ GENISLET ILM IS HAL I

Bayes teoremi ikiden fazla gigkenli problemlerin ¢éziiminde de kullanilir. Ogire:

P(A)P(B\ A)P(C\ A, B)

PA\B.C) == B)PC\B)

2.7)

Bu islem kosullu olasilgin tanimi ve Bayes teoreminden birkag adimla getiebilir:
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P(A.B.C) _ P(AB,C)

P(A\B.C)= P(B,C) P(B)P(C\B)

(2.8)
_ P(C\A,B)P(A,B) _ P(A)P(B\A)P(C\A,B)
- P(B)P(C\B) P(B)P(C\B)

2.3. BAYES FAKTORU

P(D/H,) veyaP(D/H,)olasilik ygunluguna gore Hve H hipotezlerinin biri
altinda D verisiyle bgayalim. P(H,) ve P(H,)=1-P(H,) 0©nsel olasiliklari veri
bilindiginde P(H,/D) ve P(H,/D)=1-P(H,/D) sonsal olasiliklarini ortaya
koyar. CunkU herhangi 6nsel bilgi veriden dolayn smnsal bilgiye dongtralmistir.
Onsel olasilik ne olursa olsun benzer diimi sonsal olasiliklari elde etmede kullanilir.
ik olarak odds skalasina ceviriri®fds= Pr/(L— Pr)). Bu donium bize sade bir form

verir. Bayes teoremini kullanarak Bayes Faktoriioig ederiz:

P(H. \ D) = P(D\H,)P(H,)
X P(D\H,)P(H,)+P(D\H,)P(H,)

(k=12 (2.9)

Buradan:
P(H,\D) P(D\H,) P(H),)
P(H,\D) P(D\H,) P(H,) (2.10)
Burada:
Sonsabddsorani = P(H,\D) (2.11)
P(H,\D)
Bayedraktoriu= _P(OH,) (2.12)
P(D\H,)
Onseloddsorani = P(H,) (2.13)

P(H>)
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BOLUM IlI

MATERYAL VE METOT

3.1. BAYESIAN HIPOTEZ TESTLERI
Bayes hipotez testinde, temel olarak bilinen elde&riler kullanilarak iki

hipotezin olasiliklarinin hesaplanmasiya ile H, arasinda karar verilir yani,

M >1 = H, segilir
P(H,/D) (3.1)

aksiduruma =H, secilir

Kararlar P(Hipotez/Veri) kullanilarak verilir oysa klasik istatistikte myislem
P(Veri/Hipoteﬁ olasilgl kullanilarak verilir. Bayes kuralina gore D ilésierilen veri
bilindiginde H,"in sonsal olasif;

P(D/Hg)P(Ho)

P(Ho/D)= 3.2
(Ho/D) P(D/ Ho)P(Ho)+P(D/Hy)P(H) (3:2)

Benzer bicimde; D bilinginde H,’ in sonsal olasifi;
P(H, /D)= P(D/H,)P(H,) 33

P(D/H,)P(H,)+P(D/H,)P(H,)
BuradaP(Hg), Hg'inve P(H7), Hy onsel olasiliiklaridir. Her iki sonsal

olasilgi birbirine oranlarsak,

{P(HO/D)}{P(HO)HP(D/HO)} (3.4)

P(H,/D)| |P(H,)]|| P(D/H,)

elde ederiz. BuradaBF = {w} Bayes faktori olarak isimlendirilir.

H.)
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Esitlik (3.4)'deki ifadeyi so6zel olarak;

[Sonsaloddsoranl]: [(")nseloddsoranl] [Bayesfaktﬁj] (3.5)

biciminde ifade edebiliriz.

Thumb kurali kullanilarak elde edilen Cizelge 3.tj&e Bayes Faktori geri

kullanilabilir.

Cizelge 3.1. Thumb kuralina gére Bayes Fakt@edain yorumlanmasi

Bayes Faktor deeri Yorum
BF =1 Ho kabul edilir
1>BF >1071/2 Ho ‘a kawi az delil var

10712 5 B >1071 | Ho'a karsi sgslam delil var

101 > BE > 1072 Hq'a kargl guclu delil var

1072 > BE Hq'a karsi kesin delil var

3.2. BAYESA MODEL ORTALAMASI

Bayesci model ortalamasi biatin olasilik modelleribir alt kiimesini secer.

K=2P kadar alt kime secebilir ve aciklayicgtenlerin etkilgimini ihmal eder. Butiin

ctkarimlari ve kestirimleri elde etmek i¢cin modelhesonsal olasiliklarini kullanir.

M ={M M,,..M,} (3.6)

Ilgilenilen biitiin olasi modellerin kiimesini gostersh her bir modelde ayni
yoruma sahip ilgilenilen regresyon parametreleyiaveahmin edilecek gelecek gkeler

gibi bir nicelik olsun. Bdylece D verisi bilinginde A’ nin sonsal dalimi;
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K
P(a\D)=> P(a\M,,D)P(M, \D) (37)
k=1

Bu her bir M modeli altindaki sonsal gdimlarin bir ortalamasidir. Bir M

modeli verildginde A’ nin predictive dgilimi;

P(A\M,,D)=[P(A\B*,M, ,D)P@* \M,,D)dp* (3.9)

B* = (By,By.By) (3.9)

(3.9)'daki seitlik My modeli icin regresyon parametrelerinin vektérudiurada:
* Mygmodelinin sonsal olasg;

P(M, \D)= E(D/MK)P(Mk) (3.10)

> P(D/M,)P(M,)

=1

* Mgmodelinin integrallanngiolabilirligi;
P(D/M,) :IP(D\B",MK)P(B" \M, ) dp* (3.11)

«  SB“’nin 6nsel ygunlugu

P('BK/MK) (3.12)
«  P(DB*,M,) olabilirlik

«  P(M,) M¢nin optimal oldguna iliskin onsel olasiliktir.

3.3. BMA'nin GERCEKLE STIRILMESI

Uygulamaya ilskin bir takim zorluklar s6z konusudur. Bunlar;
* Modellerin P(M) 6nsel olasiliklarinin tespiti

«  B*parametrelerinin énsel giminin tespiti

« Integrallarin hesaplanmasi ( genelde analitik ¢coyéktur)
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* Cok sayida olasi model s6z konusu ikeimin sonsal dgliminin hesaplanmasi

Modellerin olabilirligine iliskin ¢ok az bilgi varsa her birinin gercektee olasilgini

esit almak makul bir secenektir.
[* parametreleri icin 6nsel olarak cokagigenli normal dénsel dalim alinabilir.

Ortalama : encok olabilirlik tahmincisine ve
Varyans : gozlem igin bilgi matrisinin beklenenigtir Raftery ( 1995,1996,1999).

P(D/M,) :jP(D\Bk,l\/lk)P(Bk\Mk)d[sk (3.13)
integrali Laplace Metodu kullanilarak yakila olarak hesaplanabilir.
logP(D\M,)=logP(D8*,M,) - P,logn+O(1) (3.14)
Burada;
ﬁk: My modeli altindag, parametre vektdrinin sonsal ortalamasi

P«: Model M/daki parametre sayisi

N: verideki gozlem sayisi

Bu ssitlik Schwarz Bayesci bilgi kriteri olarak da biim P ortak dgiskenli bir
analiz icin model sayisi K oldukga buyuk olabiu problemi amak igin Madigan ve
Raftery (1994) tarafindan onerilen The Occam’s Wimdyaklagimini kullaniriz. Bu
yaklasim sadece en yiksek sonsal model olasiliklaring safasiliklar goz onine alir.
Veri verildiginde bir modelin sonsal olagili diger olasi modellerden kugukse, bu
model g6z ardi edilir. Sadece

A=| M .maks P(M, /D) <C
" PMM,/D)

(3.15)

kimesine ait modeller hesaplamaya katilir. C'nin @thmasi genel bir kabuldir
(Raftery, 1995, 1996).
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BOLUM 4

BULGULAR

Bu bolimde dort basit uygulama ile hesaplamalari ya@rumlamalarini

sunacgiz. Uygulama 1'de yapilan hesaplamalar icin hamata Visual

programinin ¢iktisisagidaki gibidir:

Basic

i, MACNAM ztat

Pl
Ho:p-= ID_ — Orneklem genigliﬁij Gozlenen degerlernin nrtalama$|-| WAINENE
H1:p= |1_ 5 1 1
~PHo)]——— (PHIl———
05 045 Sonuglar
[-
F[Ho') P[H1%) dmek ortalamas B.F.
007586 052414 : ‘o3
[~

Sekil 4.1. Uygulama 1 igin Visual Basic program skt

Uygulama 2’'de yapilan hesaplamalar icin hazirlaweual Basic programinin ¢iktisi

asagidaki gibidir.

ini. MACNAM stat

H1:p=¢|g 5 1 1
— F[Ha) FH1]
05 05
FlHao') PIHT%) Omek ortalamas: B.F.
00147 09852 1 00149

=

Sekil 4.2. Uygulama 2 igin Visual Basic program skt
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4.1. UYGULAMA 1
Farkli ortalamali ancaksi varyansli (0'2 =1) normal dgilima sahip iki
ortalamayi Bayesci yontemle kdastirmak istiyoruz. Hipotezlerimiz;
Ho:u=0

4.1
H :u=1 (4.1)

seklindedir. (3.4) sitli ini,

P(Ho / X goziener {P(Ho)j[P(Ygézlener/ HO)} 4.2)

P(H 1 / Ygt‘)zlener) P(H 1) X

P(X gozlenen/ H 1)

seklinde yazalim.N o6rneklem geniigi icin (4.2) nolu ifade

_ - _
o T (X gozlenen™ /JHO )
e 2.0

e (4.3)
- ) 2 (X gbzlenen™ 'qu)
e g

V2N

olur. P(Hg) = P(H1)=0,5 alinirsa (4.3) nolusilik

+
L S _HHg " HHy
ozlenen
2.02 9 2
=e (4.4)

olur. Orn%in N=5 ve Ygt‘)zlenen: 1 |(;|n, P(H 0 /Ygt‘)zlenen) =0.076 ve

v P\H Y 0zlenen —5(1-
P(H1/Xgézlenen):0.924 ve ( o/ Xooe ):es(l %) = 0,082 bulunur. Sonug olarak
P(Hl / X gdzlenen)

H, hipotezi kabul edilir. Benzegekilde BF =0,082 oldgundan Thumb kuralina gore

1071 > BF =0.0822> 1072 oldugundan Hy ‘a kasi giicli delil vardir denir. Farkli N

ve ortalama degerleri icin olasi sonuglar Cizelge 4.1, 4.2 ve de3Sunulmstur.



Cizelge 4.1. Orneklem gatiigi N=5 icin sonugclar
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Ornek ortalamasi P(H, / X gozener) P(H, / X gozener) | Karar

0 0.924 0.076 H,

0.25 0.777 0.223 H,

0.50 0.500 0.500 kararsiz
0.75 0.223 0.777 H,

1.00 0.076 0.924 H,

Cizelge 4.2. Orneklem gahiigi N=10 icin sonuclar

Ornek ortalamasi P{H, / X gozienen P(H, / X gozener) | Karar

0 0.993 0.007 H,

0.25 0.924 0.076 H,

0.50 0.500 0.500 kararsiz
0.75 0.076 0.924 H,

1.00 0.007 0.993 H,

Cizelge 4.3. Orneklem gathiisi N=20 icin sonuclar

Ornek ortalamasi P{H, / X goziener p(Hl /X gdzlenen) Karar
0 0.999 0.001 H,
0.25 0.993 0.007 H,
0.50 0.500 0.500 kararsiz
0.75 0.007 0.993 H,
1.00 0.001 0.999 Hq
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4.2. UYGULAMA 2

Sabit varyansli (72 =1) normal daihmh tek bir kitle i¢in ortalamanin sifirdan

farkli olup olmadgini test etmek istiyoruz. Cift yonli hipotezlerimiz

Ho: u=0
Hy:u#0 (4-5)
dir. P(Hg) = P(H;) alinirsa N 6rneklem gegliigi icin,
(H /Ygdzlener) (_gozlenen//l 0)
(H [ X gozlenen) I ( gozlenen/ ,U) )d/,l (4.6)
4#0

elde edilir. Ornek olarak N=5 Ve>_(gt')zlenen =1 icin P(HO/ngzlenen):0,0147 ve

P(Hl/Ygézlenen) = 0,9853 bulunur. Sonug olarak; kabul edilir. Benzesgekilde BF =

P(H ¢ / X goriener)
P(H 1 /Ygézlenen)

=0,0149 hesaplamasi ve Thumb kurah dere

1071 > BF =0.01492 1072 oldusunda Hg ‘a kari guglu delil vardir denir. Farkli N

ve ortalama degerleri icin olasi sonuglar Cizelge 4.4, 4.5 ve dab5Sunulmstur.

Cizelge 4.4. Orneklem gatiigi N=5 icin sonugclar

Ornek ortalamast | P(H, /X gozener) | P(H, /X gomener) | Karar
0 0.1785 0.8215 H,
0.25 0.0956 0.9044 H,
0.50 0.0511 0.9489 H,
0.75 0.0274 0.9726 H,
1.00 0.0147 0.9853 H,
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Cizelge 4.5. Orneklem gattiisi N=10 icin sonugclar

Ornek ortalamast | P(H, /X gozener) | P(H, /X gomener) | Karar
0 0.1262 0.8738 H,
0.25 0.0362 0.9638 H,
0.50 0.0104 0.9896 H,
0.75 0.003 0.997 H,
1.00 0.0008 0.9992 H,

Cizelge 4.6. Orneklem gattiisi N=20 icin sonugclar

Ornek ortalamast | P(H, /X goener) | P(H, /X gomener) | Karar
0 0.0892 0.9108 H,
0.25 0.0073 0.9927 H,
0.50 0.0006 0.9994 H,
0.75 0.0001 0.9999 H,
1.00 0.0000 1.0000 H,

4.3. UYGULAMA 3

Kabul edelim ki hayat sigortasi sahiplerininghgau X-tesadifi dgiskeni ile
gosterilsin ve X / o~ N(n , 51,84) normal dalimli, n=36 ve X =39,22 oldgu
bilinsin. Bu durumda;

Ho: u<37

H,:u>37 4.7)

hipotezlerini test etmek istiyoruz.



22

P(HO/X){P(HO)][P(X/HO)

P(H,/ X) | P(H,) )| P(X/ Hl)} ve P(Hg) = P(H1) =1 diizgiin 6nsel alinirsa

37-X

oln

P(H,/X)= P(,us 37/?)= z( J 0z(-1852) 00,032 ve

P(H;/ X)=1-P(Hgy/ X)=1-0032L 0968 bulunur. Sonug olaraki; kabul edilir.

4.4. UYGULAMA 4

Kabul edelim ki Y, = X, +1 olsun ve
Hot Xi 1t~ Po(u)

H,:Y,/n ~Ge(n) (4.8)

hipotezlerini test etmek istiyoruz. Bunun igity H,vern/ H, i¢in referans dnselleri

P(D/ Hp)
P(D/H,)

parametreli Poisson g&uminin 77 parametreli Geometrik gdimin olasilik

kabul ederek Bayes faktoriini hesaplayalB#. = [ } ifadesini veu

fonksiyonlarini kullanarak,

_1 1 00 z X_l
(I) i exp(—n,u)} M2 |du nxfﬂ 2 exp(-nu)du

BF = =
1

Hn“(l—n)ZX] 7Y1-7) 2 |dr
0

w{ﬂzx

1 1
In“‘l(l— 77)Z “2dnx
0

/'(n,zx+;) /‘(n+zx+;)

= = (4.9)
L X+1

X+ 1 >
X!n 2B(n,zX+E) X!In 2(n-2)
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elde ederiz. Sayisal 6rnek olarak, n=2, X3}=Xalirsak

. /(2112)
1
1.22.1

‘a karsl az delil vardir denir. Bir ska sayisal drnek olarak; n=2, X1 alirsak

B 0094 olur. Thumb kuralind >BF = 094> 10712 oldusundanHj

e (61/2)

4=
42 21

B [ 3,181 bulunur.BF = 3.181> 1 oldusundanHg kabul edilir.

4.5. UYGULAMA 5

Kalp damar hastall (CAD) Ulkemizde olumcul orani en yuksek hastalrki
basinda gelmektedir. Yiksek kolestrol, sigara icmgehitansiyon, insilin seviyesinin
yukseklgi, yas, cinsiyetin erkek olmasisismanlik, alkol kullanimi, diyabetik bir
rahatsizlgin olmasi ve yakinlarinda bu hasgat olmasi en temel risk faktorleridir.

Kullanilan veri Erzurum Atatiirk UniversiteBip Fakiiltesinde toplaniimplup
Balci ve ak. (2000) tarafindan kullaniktwr. Normal seker seviyesine sahip erkek
hastalar icin plazma insulin seviyeleri ile CADamgiographical ygunlugu arasindaki
ili ski aragtinimistir. Bu calgmada 32’si kontrol gierleri hasta grubu olan 101 bireyden
olusan veriye BMA metodu uygulanarak CAD icin risk faKeri lojistik regresyonla

ortaya konulmstur. Elde edilen dlciimler Cizelge 4.7’de Ozetlegtmi

Cizelge 4.7. Dgiskenler ve tanimlamalari

DEGISKEN TANIM
CAD Kalp Damar Hastah (1,0)
YAS Bireylerin Yalar
INSULIN Aclik Insilin Seviyesi
KOLESTROL Ortalama Kolestrol Seviyesi
SOYGECMS Yakinlarinda CAD olup olmagh
SIGARA Sigaraicip Icmedgi
TANSIYON Alkol Kullanip Kullanmadg!
HIPERTANSYON | Hipertansiyon Olup Olmagh
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Etkilesim ihmal edilerek sadece ana etkiler kullanginni 8 olasi aciklayici
degiskenin bitin olasi kombinasyonlari gozden geciriBislangicta 256 olasi model
s6z konusu idi. Bic.logit programi kullanilarak @ot's window metoduyla 256 olasi

model 4’e indirgenmstir. Secilen modeller ve sonsal model olasiliki@izelge 4.8'de

verilmistir.
Cizelge 4.8. Farkli Model Secme Kriterlerine Godegurulan Modeller
BMA ADIMSAL
DEGISKEN ENTRY
1 2 3 4 5
Yas v v v v
Aclik insulin N N N N N
Kolestrol N N N N
Soygegmg N N
Sigara N N N N
Alkol v v
Hipertansiyon N N
Sapma 56,327 59,001 59,012 59,315 58,998
Sonsal Model 0,812 0,473 0,451 0,376
Olasihgi

En ylksek sonsal olagih sahip model (% 81,2) 7 aciklayici gdgen
icermektedir. Oysa adimsal (entry) yontem 6giglken icermektedir. Kolestrol
seviyesini modele katmamaktadir. Cizelge 4.9 BMA’sectgi en iyi yontemle klasik

adimsal (entry) yontemin sonugclarini «&astirmaktadir.
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Cizelge 4.9. BMA ve Adimsal (Entry) Metodu sonugtan kagilastiriimasi

BMA ADIMSAL (ENTRY)

DEGISKEN Ortalama Ylzde Katsay! P deeri
Yas 0,081 76,4 0,085 0,068

Aclik Insiiin (logy 0,563 100 0,579 0,06
Kolestrol 0,028 87,4 0,023 0,659
Soygecms 1,631 75,5 1,584 0,023
Sigara 2,135 100 2,243 0,006
Alkol 1,953 68,5 2,053 0,09
Hipertansiyon 1,771 92,6 1,871 0,015
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BOLUM 5

SONUC VE TARTISMALAR

Bayes faktoriiniin Bayesci hipotez testlerindekindingurgulanmgtir. Ancak
Bayes faktorinin iki tarafli testlerdeki kullaniden bir takim sinirlamalar s6z
konusudur. Bunlar parametreler Uzerine bir takinsitlamalar gerektirmektedir.
Literatiirde guncel caimalar bulunmamaktadir. Parametre Uzerine sinir@ameaé
parameterelerin genejl&rilmesi gibi problemler gelecek catnalarda incelenebilir.

Sonsal dailimin yaklaik olarak normal dalimli olmadgl durumlarda Bayes
faktorini elde etmek kolay gigdir. Bu durum da gelecek camalarda incelenebilir.
Laplace yaklaami gibi yontemler kullanilabilir.

Teoride BMA yontemi model seciminde iyi bir peniwans gostermektedir.
Teorideki bu durum uygulamali bir caghayla da gosterilmgiir. Bu calsmada
BMA'nin lojistik regresyonda model secimindeki pamhansi Uzerinde durulrgiwr.
Arastirlilmasi gereken agik sorular vardir. Bunlar: fardnsellerin segimi, kestirim
performansinin gadiiriimesi ve farkli modellemelere uygulanmasidiasi ya da ¢oklu
regresyon modellerinde, cok gigkenli regresyon modellerinde, arkh gengileimis
lineer modellerde (Loglineer modeller gibi), ggkalim analizinde ve grafiksel
modellerde de uygulanabilir. Markov Zinciri Montea® (MCMC) yontemleri de
Bayesci hipotez teslerinde ve Bayes faktori hesagdkr1 icin incelenebilir.

Ayrica yokluk hipotezine i§kin anlamlilik testleri Gzerine yapilan gahalar
bulunmamaktadir. Bu eksiklikler gelecekte yapilabdk cakmalar icin bize gik
tutacaktir.

BMA da ¢ok buylk sayida modellerle gdbligi icin her bir model igin bir dnsel
bilgi secimi zorunlulgu vardir. Bu zorluklarl gnada literatlirde yapilan cghalari
olmasina ramen halen yeni c¢aimalara ihtiyac vardir. Benchmark onsel secgimi
yapilabilir.

Bu tezde, BMA yontemi sadece lojistik regresyondilasik model segimi
yontemleriyle kagilastirildi. Bayesci bilgi kriteri (BIC), Akaike bilgkriteri (AIC) ve
Sapma bilgi kriteri (DIC) gibi yontemlerde de keastirmalar yapilabilir.
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Bayesci yaklgm incelenen modelin parametregdderi hakkindaki inaglarin
yani onsel olasiliklarin verideki bilgiye nasil eRkcgi sorusuna tam olarak cevap
verir. Klasik ¢ikarim yaklgmin da mimkin olmayan 6nsel bilginin kullanimingan
tanir. Herhangi bir konu ghi fakat anlamh bir bilgi (6rngn gecmsteki benzer sonuclar
veya baka bir benzer agairma calgmalarinin sonuglari 6nsel formilasyon iginde
Bayesci metodunda bigrilebilir. Karsit olarak Klasik istatistikte boyle bilginin ihmal
edilmeye daha uygundur ve meta analizi gibi ilekiniklerle bu birlgtirmeler yapilir.
Avantaj gibi gozuken bu durum 6nsellerin secimifeenilize edilmesi konusunda bir
takim zorluklar ve subjektiflik de getirir.

Hipotez testleri gibi analizlerde direkt yorumlanmavantajlari gsgamasina
ragmen sonsal olasiliklarin hesaplamasinda gerekegradterin bulunmasinda analitik
cozumler yeterli olmamaktadir. Dolayisiyla nimerdntemlere ihtiya¢c duyulmaktadir.
Ozellikle bilinen istatistik paket programlarinda u b islemler kolaylikla
yapilamamaktadir. Ancak son yillarda gililen WinBugs gibi programlarda ve

SPLUS makro yazilimiyla bu hesaplamalar yapilabihedir.
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