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ONSOZ

Bu calisma, Istanbul Universitesi Fen bilimleri Enstitiisii Bilgisayar Miihendisligi
Anabilim Dali Yiiksek Lisans Tezi olarak hazirlanan “Bilgisayar Destekli El Yazist
Karakterlerini Tanima Sistemi Tasarimi1” isimli tezi icermektedir.

El yazis1 karakterleri tamima, gilinlimiizde yayginlasarak gelisen c¢alisma
konularindandir. Giivenlik, bankacilik, gazetecelik, dokiimantasyon gibi pek cok alanda
karakter taniyan sistemlere ihtiya¢ duyulmaktadir.

Karakter tanimada kullanilan birgok yontem olup, bu calismada yapay sinir aglarn
teknigi kullamilmistir. YSA’lar gercek diinyaya ait iliskileri taniyabilir, siniflandirma,
kestirim ve islev uydurma gibi gorevleri yerine getirebilirler. Oriintii tanima (Pattern
recognition) tekniginin gerekliligi, gercek diinya ile bilgisayar iligkisinin baglamasi ile
ortaya cikmistir. Bu durum YSA’nmin ¢ok giiclii 6rnek tamima teknigi olarak ortaya
cikmasina ve gelismesine neden olmustur.

Yapay sinir aglarinda kullanilmak iizere bircok 6grenme algoritmasi gelistirilmistir. En
yaygin olarak kullanilan1 geriye yayilim (backpropagation) 6grenme algoritmasidir. Bu
tezde, bilinen 6grenme algoritmalarina alternatif olarak Shashank tarafindan gelistirilen
O0grenme algoritmast ve geriye yayillim Ogrenme algoritmasi incelenmistir. Geriye
yayillim aginin egitim kalitesi artirilmis ve el yazisi karakterleri tanima performansi
acisindan Shashank’ 1n algoritmasindan iistiin hale getirilmistir.

Yiiksek Lisans ders ve tez asamasindaki calismalarim siiresince her tiirlii destek ve
yardimlarini esirgemeyen degerli hocalarim Dog¢. Dr. Sabri Arik ve Yrd. Dog. Dr.
Oguzhan OZTAS tesekkiirii bir borg bilirim.

Hayatimin her déoneminde bana kararli, azimli ve ¢aliskan olmay1 asilayan, daima ve her
kosulda yanimda olan aileme de tesekkiir ederim.

Haziran, 2006 Pelin ARAS
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OZET

BILGISAYAR DESTEKLI EL YAZISI KARAKTERLERINi TANIMA SiSTEMi
TASARIMI

Oriintii tanima (Pattern recognition) bilim disiplininin amac1 nesneleri bir kategoriye
koymak veya siniflamaktir. Bu nesneler, uygulamaya gore goriintii, ses ya da
siniflandirilmasi istenen baska bir isaret olabilir ve genel olarak oriintii (pattern) diye
adlandirilir.

Bu c¢alisma Oriintii tanimanin dallarindan biri olan karakter (harf veya say1) tanima
uygulamasidir. Karakterlerin taninmasinda birka¢c metodoloji kullanilir. Bunlardan biri
yapay sinir aglarina dayanan tanima islemidir. YSA (Yapay Sinir Aglar1), biyolojik sinir
aglarim taklit eden bilgisayar programlaridir [1]. Bir cok YSA tipi bulunmakla birlikte,
en cok kullanilan sinir ag1 yapisi, Ileri Beslemeli Geri Yayilimli YSA olarak bilinendir.
Belirsiz, giiriiltiilii ve eksik bilgilerin islenmesinde yapay sinir aglart basariyla
kullanilmaktadir. Klasik bilgisayarlar bilgiyi belleginde belirli bir yerde saklar, sinir
aglari ise bilgiyi tiim ag boyunca dagitir. Bu durum dagitilmis bellek olarak bilinir [2].

Yapay sinir aglari, algoritmalar ¢ikarilamayan problemler i¢in, ¢6ziim saglayan yeni ve
giivenli bir bilgi isleme sistemi olabilmektedir. Yapilan ¢calisma bu durum i¢in uygun bir
ornek niteligi tasimaktadir.

Bu calismada oOncelikle geriye yayilim (backpropagation) 6grenme algoritmasi
kullanilarak el yazis1 karakterlerini tamima sistemi gelistirilmistir. Olusturulan geriye
yayilim yapay sinir aginin parametre performanslar grafiksel olarak incelenmistir. Ve
ag performansini yiikseltecek parametre degerleri bulunmustur. Ikinci olarak ise
Shashank’in 6grenme algoritmasi kullanilarak karakter tanima sistemi tasarlanmustir.
Test asamasinda Shashank’ 1n gelistirdigi adaylik skoru (candidate score), ideal agirlik
modeli skoru (ideal weight model score) ve tamima boliim (recognition quotient)
degerleri kullanilmistir.

Sonug olarak ise bu iki algoritmanin performans ve egitim siireleri karsilagtirlmistir.
lyi egitilmis geriye yayilim aginin Shashank agina gore iistiinliigii gosterilmistir. Geriye
yayllim agmnin egitim siiresi ise Shashank aginin egitim siiresine oranla ¢ok daha
fazladir.
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SUMMARY

COMPUTER AIDED HANDWRITING CHARACTER RECOGNITION
SYSTEM DESIGN

The target of pattern recognition science is to categorize or classify of objects. These
objects can be image, voice, speech or another sign according to the application. And
generally they are named as pattern.

This thesis is an application of character recognition that is one of the branches of
pattern recognition. In character recognition a lot of methods are used. One of them is
artificial neural networks. ANN is a computer program that imitates biological neural
network [1]. There are a lot ANN types but the most used is feed forward
backpropagation neural networks. Artificial neural networks perform with ambigious,
noisy and defected data well. Traditional computer systems keep data in a particular
place in memory. But neural networks distribute data all over the network. This is called
distributed memory [2].

ANN is a new and safety data operating system that produces solutions for problems
difficult to obtain algorithm. This study is a sample of that.

In this work, a handwritten characters recognition system has been developed using
backpropagation learning algorithm first. Parameter performance of backpropagation
neural network was analyzed with graphics. And the parameter values that increase
system performance were determined. Secondary, the system has been developed again
using Shashank’s learning algorithm. In test step, Shashank’s candidate score, ideal
weight model score and recognition quotient values were used.

As a result, performance and training time of two algorithms are compared. And it is
shown that a well trained neural network with backpropagation learning algorithm is
more superior than Shashank network. On the other hand the training of network using
backpropagation algorithm takes much more time than Shashank algorithm.



1. GIRIS

Insanlar varoluslarindan itibaren, birbirleriyle anlasabilmek icin cesitli yollar
denemislerdir. Once konusmay1 dgrenmisler, diller ortaya ¢ikmustir. Bir miiddet sonra,
yalnizca karsisindaki insanlarla konusmak yeterli olmamis, mesaj birakma ihtiyact
duymuslardir. Bunun i¢in magara duvarlarna resim yapmislardir. Resimler zamanla
sabitleserek, Ozel isaretlerden olusan bir alfabeye doniismiis, dolayisiyla yazinin
temelleri atilmigtir. Her yazi ifadesinin, dilin alfabesinde farkli sayida karakterleri,
bicimleri ve kurallar1 vardir. Dilin sesli gostergelerini karsilamay1 amaclayan,
goriintiisel Ogelerden veya harflerden olusan gostergeler dizisi olan yazi, tartismasiz

insanligin en 6nemli kesfidir.

1.1. DOKUMAN iSLEME

Tez caligmasinin konusu goriintii tanima alanina girmektedir. Goriintii tanimanin yapay
zeka uygulamalarinda genis yeri vardir. Bunlara ©6rnek olarak bankacilikta ve
kriminolojide kullanilan el yazis1 tamima sistemleri, optik karakter tanima, (zarflarda
posta kodunun taninmasi), biyoloji, tip ve uzaybilim sistemlerindeki goriintiilerin

yorumlanmasi gosterilebilir.

Bu calismada tanimanin 6nemli dallarindan biri olan, yazili dokiimanlarin igerdigi
metinlerin taninmasi icin karakter tanima iizerinde durulmaktadir. Uzeri satirlarca yazi
dolu bir kagit, okuma bilmeyen bir kisi i¢in bir sey ifade etmedigi gibi, bilgisayarlar i¢in
de degersiz bir resimden ibarettir. Bilgisayarin, bu resmin icindeki bilgiyi
kullanabilmesi i¢in yorumlamasi gerekmektedir. Baska bir deyisle, bu resimdeki
yazilarin bilgisayarin anlayacagi, daha kolay ve verimli saklayip, bulabilecegi
sembollere c¢evrilmesi gerekmektedir. Bunun i¢in de kagit iizerindeki bir metnin
dokiiman isleme denilen bir dizi islemden gecmesi gerekir. Bu islemi gerceklestiren
sistemlere optik karakter tanima (Optical Character Recognition-OCR) sistemleri denilir

ve bircok ticari OCR sistemi bulunmaktadir.



1.2. OCR SISTEMLERI

Modern OCR teknolojisi 1951 yilinda M. Sheppard’in icadi olan GISMO Okur-Yazar
Robot ile birlikte dogmustur [1]. 1960'larin sonlarinda teknoloji ¢ok gelismesine
ragmen, OCR sistemleri yalniz devlet kuruluslar1 ve ¢ok biiyiik sirketler tarafindan
kullanilan, egzotik ve gelecege ait gibi diisiiniilen sistemlerdi. Bu sistemlerin maddi

degerleri milyon dolarlar diizeyindeydi.

Giiniimiizde artik OCR sistemleri daha ucuz, daha hizli ve daha giivenilir olmuslardir.
Bugiinkii OCR sistemleri ile daha fazla yazi tipi taninabilmektedir. OCR sistemleri
tizerine yapilan oldukca fazla sayida arastirmalar ve daha ucuz elektronik bilesenler, bu
sistemlerin yolunu ac¢mislardir ve bunlara olan talep hala devam etmektedir. Bu
sebepledir ki, bu sistemleri daha da hizlandiracak ve hata oranlarimi diisiirecek yeni

yontemlere ihtiyac vardir.

OCR sistemleri, kabaca iki kategoride toplanmaktadir: ise ©zel sistemler ve genel
amach sistemler. Ise 6zel sistemler 6zel dokiiman tiplennde kullanilmaktadir. Sik¢a
rastlanan, ise O6zel okuma sistemleri banka cekleri, posta adresleri ve kredi karti
dokiimlerini okumakta kullanilmaktadir. Bu sistemlerde 6zel donanimlarin kullanim ile
dokiimanin belirli kisimlar1 taranarak dokiiman sayisallastirilmaktadir. Bu tip sistemler,

diisiik hata oranlar ile hizli bir sekilde sonug tiretmek zorundadirlar.

Birgok iilkede kullanilan pasaport kontrol sistemleri de, otomatik bir pasaport okuyucu
yardimi ile caligmaktadir. Okuyucu, yolcunun adini, dogum tarihini ve pasaport
numarasini okuyarak, kacak suglularin veri tabani ilc karsilastirmaktadir. Boylece bir

insanin okuma ve yazma siiresinde kaybedecegi zaman kazanilmstir.

Bunlarin disinda banka c¢eki okuyuculari, hesap isleme sistemleri ve havayolu bilet
okuyuculart gibi ise 6zel OCR sistemleri kullanimdadir. Bu sistemler sayesinde,
insanlar i¢in ¢cok uzun zaman alacak isler otomatiklestirilmektedir. Ama yine de hata

oranlarina karsin insan gézetiminde ¢alismaktadirlar.



Genel amaclh okuyucular, is mektuplan, teknik raporlar ve gazeteler gibi genis bir
yelpazedeki dokiimanlart islemektedirler. Bu sistemler, dokiiman sayfasinin
goriintiistinii alarak metin bloklarina ve metin disi bloklara ayirirlar. Grafikler ve
cizimler gibi metin dis1 bloklar, yazilardan ayr olarak islenip, saklanmaktadirlar. Metin
bloklar1 satirlara, kelimelere ve karakterlere parcalanip karakter tanima kismina
gecirilirler. Bu tez ¢alismasinda karakter tanima islemi iizerine ¢alisilmistir. Bu da OCR

teknolojisinin temelidir.

1.3. KARAKTER TANIMA

Karakter tanima Oriinti tamima disiplininin bir uygulamasidir. On yillardir
bilgisayarlarin da, insanlar gibi oriintiileri ayirt edebilmeleri i¢in ¢ok miktarda ¢alisma
yapilmistir. Uzerinde calisilan oriintiilerden bazilar, karakterler, semboller, resimler, ii¢

boyutlu fiziksel objeler, ses dalgalari, elektro kardiyogramlar, sismik dalgalardir.

Oriintii tanimanin en basit yolu sablon islemedir. Bu durumda her bir oriintii simif1 icin
bir sablon olmak iizere, sablonlar kiimesi bellekte saklanir. Bilinmeyen sinif her sinifin
sablonu ile karsilastirilir. Siniflama, daha 6nceden belirlenmis bir esleme kriterine veya

benzerlik kriterine gore yapilir.

Karakter tanima bir metnin i¢indeki karakterlerin taranmis sayisal goriintiisiinii bunlara
karsilik gelen sembolik ifadesine doniistiirme islemidir. Karakter tanima basili (printed)
ve elyazisi (handwriting) olmak iizere iki ayr1 kategoride arastirilmaktadir. Kullanilan
yazi1 tipi ve stili bilinen basili karakterler i¢in tanima yiizdesi %99’ lar diizeyindedir.
Ama bu calismada oldugu gibi aligilmadik yaz tipleri veya diisiik kalitede baskilar ile
karsilagildiginda basari diismektedir.

1.4. KARAKTER TANIMA ON iSLEMLERI

Karakter tamima islemi genel olarak on islemleri gerektirmektedir. On islemlerden

bazilar1 esikleme, inceltme, onarma ve normalizasyondur.



1.4.1. Esikleme

Esikleme giris karakterinin ikili goriintiisiinii elde etmek icin kullamilir. Bilgisayar
ekraninda karakterleri olusturan her piksel icin mevcut bir parlaklik derecesi vardir. Bu
piksellerin parlaklik derecelerinden olusan bir Oriintii, matris seklinde tutulur. Cogu
karakter tanima sistemleri gri seviyelerini (grayscale) siyah ve beyaz olmak iizere iki
seviyeye indirgerler. Bir esik degerine gore bu indirgemeye ikili hale getirme

(binarization) adi verilir.

1.4.2. inceltme

Inceltme islemi tanima islemini daha kolay ve hizli bir hale getirir. Ayrica olusabilecek
hatalar1 en aza indirir. Cercevelenmis karakterdeki bilgi tasiyan siyah piksel sayisini en
aza indirdigi i¢in, isleme sokulacak nokta sayist azalmis olur. Bu da program hizim

artirir.

1.4.3. Onarim

Onarim isleminde ise kopuk ¢izgilerin birlestirilmesi, egri ve dogrularin bi¢cimlerinin
diizenlenmesi islemleri yapilmaktadir. Parcalar1 elde ederken, iskelete ait anahtar
noktalar (kose noktalar1 ve kesisen noktalar gibi) tanimlanir. iki anahtar nokta

arasindaki parga bdylece elde edilir.

1.4.4. Normalizasyon

Normalizasyon genellikle karakter geometrisindeki degisim olarak tanimlanabilir.
Degisimler, pozisyon, boyut ve konumda olabilir. Ornegin 12x7 ve 14x8 boyutlarinda

bir karakterin 25x25 bir alana tasginmasi bir normalizasyon (6lgekleme) islemidir.

1.5. KARAKTER TANIMA TEKNIiKLERIi

Karakter tanima uygulamalar1 her alanda kullanilip yayginlastigi i¢in yillar boyunca

izerinde calisildigindan dolay1 farkli teknikler gelistirilmistir.

1.5.1. Agirhik Merkezine Dayali Tamima

Agirlik merkezine dayali tamima, karakterlerin agirlik merkezlerinin farkli noktalarda
oldugu diisiincesinden ortaya cikmistir. Sekil 1.1 de bazi karakterlerin agirhik

merkezlerine (G(x, y)) isaret edilmistir. Bu sekil piksel bazinda incelendiginde agirlik



merkezlerinin ayn1 noktada oldugu soylenebilir. Oysa ki oransal temelde bakildiginda

farkli olacaktir [1].

WOEFHENP
RY bafn4s

Sekil 1.1 : Baz1 karakterlerin agirlik merkezleri [1]

Agirlik merkezine dayali siniflandirma sabit karakter boyutlarinda (bazi cakismalar goz
ardi edilirse) iyi sonuclar vermektedir. Agirlik merkezi kriteri her ne kadar ayirt edici
ozellik tasiyorsa da, karakterlerin biiyiiklikleri degistiginde agirlhik merkezleri de
kaymaktadir. Bu kaymanin sebebi, biiyiitme kiigiiltme islemlerinin piksel bazinda
yapilmasidir. Ayn1 yazi tipinin farkli bityiikliiklerinde agirlik merkezi kaymaktadir. Bu

nedenle farkli 6zellik vektorlerine ihtiya¢ vardir.

1.5.2. Korelasyon

Karakter tanima alaninda ilk yaklagimlardan biri basit optik sablon eslemedir. Ko-
relasyon, karakter tanima literatiirtinde sik¢a kullanilan bir terimdir. Korelasyon en basit
anlamda iki ikili oriintii (pattern) arasindaki nizakligin belirlenmesi olarak agiklanabilir.

Bu uzaklik ikili degisimler sayisini ifade etmektedir [3].

1.5.3 Kontiir Cikarma

Bu algoritma cercevelenmis karakterin 4 yonlii kesit (sol, iist, sag, alt) egrilerinin
yapilarinin incelenmesine dayanmaktadir. Karakter tanima islemleri bu 4 yon izdiisiimii

bilgilerinin karsilastirilmasi ile gerceklestirilmektedir.

Aramay1 hizlandirmak amaci ile her yonde elde edilen uzaklik bilgileri 6nce toplanarak
toplam izdiisiim degerleri elde edilir. Ayn1 degerli birka¢ karaktere rastlandiginda ise

olusturulmus yon bilgilerini igeren 4 vektoriin farklar1 degerlendirilir. Her yonde



normalize edilmis karakterlerin izdiisiim farklarinin toplami alinarak minimum olam

muhtemel sonug olarak verilir.

1.5.4. Yapay Sinir Aglan ile Ogrenme

Yapay Sinir Aglarn (YSA), giris verilerinin yetersiz oldugu, mevcut verilerden hareketle
bilinmeyen iligkilerin ortaya cikarilmasi ve algoritmasi veya kurallarnn tam olarak
bilinmeyen durumlar i¢in gelistirilmis bir bilgi isleme sistemidir. Bu tez ¢alismasinda,
yapay sinir aglarinin dnemli bir uygulamasi olan karakter tanima islemi ele alinmistir.

elyazis1 karakterler, giris vektorii olarak aga sunulmus ve YSA’nin egitim islemi bu

karakterler iizerinden gerceklestirilmistir.

Bu calismada cok katmanli ileri beslemeli bir YSA mimarisi ve geriye yayillim
(backpropagation) 6grenme metodu kullanilmistir. Ikinci boliimde genel anlamda yapay
zeka ve dgrenme lizerinde durulmus, yapay sinir aglar1 ve ¢ok katmanl algilayicilarin

(multilayer perceptrons) yapist ve ¢alisma teknikleri anlatilmistir.

Uciincii boliimde, yapay sinir aglarinda kullamlan geriye yayilim algoritmasinda her
adimda gergeklestirilen hesaplamalar, goriintiiyli aga sunmak i¢in yapilan 6n islemler ve
dijitallestirme anlatilmigtir. Ayrica ¢ok katmanli geriye yayilim agmin caligsmasi,
egitimi, egitimin durdurulmasi ve test edilmesi {izerinde durulmustur. Bunun yan1 sira
karsilastirilmak {izere Shashank’ 1n algoritmasi incelenmis, aymi sekilde Shashank agi

egitimi ve test edilmesi anlatilmistir.

Dordiincii boliimde, geriye yayilim algoritmasi ile ilgili elde edilen bulgulardan stz
edilmistir. Geriye yayilim algoritmasinin performansini etkileyen parametreler tek tek
incelenmis, performansi yiikselten veya diisiiren degerler grafiksel olarak elde

edilmistir.

Besinci boliimde geriye yayilim aginin genel olarak el yazist karakterlerini tanima
performansi, ardindan Shashank aginin performansi incelenmistir. Son olarak iki
algoritmanin performans ve kaynak kullanimlar grafiksel olarak karsilagtirilmistir. Ve

ileriye yonelik gelistirilebilecek calismalar diisiiniilmiistiir.



2. GENEL KISIMLAR

2.1. YAPAY ZEKA VE OGRENME

2.1.1. Yapay Zeka Teknolojisi

Yapay Zeka (Artificial Intelligence, Kisa: Al) terimi Stanford Universitesinde Profesor
olan John McCarthy tarafindan ortaya atilmistir. Yapay zekanin tamimimi yapmak
onemli oldugu kadar da zordur. Ciinkii yapay zeka ¢ok kapsamli bir konu olup pek ¢ok
alt alan icermektedir ve alt alam olarak diisiiniilemeycek pek ¢ok alanla da bir bi¢cimde
ilintilidir. Yapay zekanin icerdigi ve ilintili oldugu tiim alanlan kapsayacak sekilde
yapilmaya calisilacak tek bir tanim ya ¢ok uzun olacaktir, ya ¢cok soyut olacaktir ya da
eksik olacaktir. Dolayisiyla yapay zekanin tanimini yapmaya calisan kisiler genellikle

kendi uzmanlik alanlarimi 6n plana ¢ikaran tanimlar yapmislardir.

Bu nedenle tek bir tanim yapmak yerine, birden ¢ok tanima yer vererek zihnimizde

yapay zeka kavraminin daha eksiksiz olusmasini saglamak en uygunu olacaktir:

= Yapay zeka yapay bir varligin (genellikle bir bilgisayar) sergiledigi zekadir.

= Yapay zeka bir makine ya da insan eliyle iiretilmis otonom bir sistem kullanarak
insan zekasinin benzetimini yapmaya ¢alisan bir arastirma alanidir.

= Yapay zeka, insanin diigiinme yontemlerini analiz ederek bunlarin benzeri yapay
yonergeleri gelistirmeye calisan arastirma alanidir.

= Yapay zeka, canlilarda (6zellikle insanlarda) bulunan algilama, 6grenme, ¢ogul
kavramlar1 baglama, diisiinme, fikir yiiriitme, sorun ¢6zme, iletisim kurma,
cikarim yapma ve karar verme gibi yiiksek biligsel fonksiyonlar1 ve otonom

davraniglar sergilemesi beklenen yapay bir sistemdir (donanim+yazilim).

Matematiksel olarak formulasyonu kurulamayan ve ¢6ziilmesi ¢ok zor ya da miimkiin

olmayan problemler sezgisel yontemlerle bilgisayarlar ile ¢oziilebilmektedir.



Bilgisayarlarin bu ozelliklerle caligmasimi saglayan ve bu yondeki yeteneklerinin
gelismesini saglayan caligmalar “yapay zeka” ¢aligmalari olarak bilinmektedir.

Yapay zeka sistemlerinin en Onemli Ozellikleri olaylara c¢oziimler iiretirken bilgiye
dayali karar mekanizmalarin1 ¢alistirabilmeleri ve eldeki bilgilerle olaylan ogrenerek,

sonraki olaylar hakkinda karar verebilmeleridir.

2.1.2. Yapay Zeka'min Alt Alanlar1

Yapay zeka caligmalan degisik teknolojilerin dogmasina neden olmustur. Ciinkii giinliik
olaylar ve problemler siirekli degismektedir. Ve bir olay farkli insanlar tarafindan farkh
sekilde algilanabilmektedir. Bilgisayarlarin insanlarin karar verme mekanizmalarini

taklit etmelerinin saglanmasi da farkli teknolojilerin ortaya ¢ikmasimi dogurmustur.

Yapay Zeka bilimi icerisinde yer alan alt alanlardan bazilan asagida listelenmistir:

= Bulanik Mantik (Fuzzy Logic)

= Dagitik Zeka (Distributed Intelligence)

* Dogal Dil isleme (Natural Language Processing)
= Genetik Algoritmalar (Genetic Algorithms)

»  Goriintii Isleme (Image Processing)

* Konusma Isleme (Speech Processing)

* Makine Ogrenmesi (Machine Learning)

*  Oriintii Tanima (Pattern Recognition)

= Robotik (Robotics)

= Uzman sistemler (Expert Systems)

= Veri Madenciligi (Data Mining)

= Yapay Sinir Aglar1 (Artificial Neural Networks)



2.1.3. Makine Ogrenmesi

Ogrenme kavrami degisik sekillerde tammlanmistir. Simon 6grenmeyi, “zaman icinde
yeni bilgilerin kesfedilmesi yoluyla davramslarin iyilestirilmesi siireci” olarak
tanimlamaktadir [3]. Makine Ogrenmesi ise Ogrenme isinin bilgisayarlar yardimiyla
gerceklestirilmesidir. Bilgisayar da insan gibi zaman icinde tecriibe kazanarak 6grenir.
Bilgisayarlar bir olayla ilgili bilgi ve tecriibe edindikten sonra karar verip gelecekte

olusacak benzer olaylar hakkinda ¢oziimler iiretebilirler.

2.1.4. Ogrenme Cesitleri

Yapay sinir aglarnn gibi Ogrenme yontemleri, Orneklerden Ogrenmeye dayalidir.
Orneklerden ogrenme, bir olay ile ilgili gerceklesmis ornekleri kullanarak olaylarin
girdi ve c¢iktilar1 arasindaki iliskileri 6grenip bunlara gore yeni orneklerin c¢iktilarini
belirlemektir. Orneklerden &grenen sistemlerde degisik 6grenme cesitleri gelistirilmistir

[4].

2.1.4.1. Ogretmenli- Egiticili (Supervised) Ogrenme

Bu sistemde Ogrenen sistemin olay1r 6grenmesine bir 6gretmen yardimci olmaktadir.
Ogretmen sisteme Ogrenilmesi istenen olay ile ilgili ornekleri giris/cikis seti olarak
verir. Yani, her 6rnek i¢cin hem girdiler hem de o girdiler karsiliginda olusturulmasi
gereken ciktilar sisteme gosterilirler. Sistemin gorevi girisleri 6gretmenin belirledigi
cikiglara gore diizenlemektir. Bu sayede ag, olayin girisleri ile c¢ikiglar arasindaki

iliskileri 6grenmektedir.

2.1.4.2. Destekleyici (Reinforcement) Ogrenme

Bu tiir 6grenmede 6grenen sisteme bir 6gretmen yardimci olur. Fakat 6gretmen her giris
seti icin olmas1 gereken (iiretilmesi gereken) cikis setini sisteme gostermek yerine
sistemin kendisine gosterilen girislerine karsilik ¢ikislarini tiretmesini bekler ve iiretilen
cikigin dogru veya yanlis oldugunu gosteren bir sinyal {iiretir. Sistem, 6gretmenden
gelen bu sinyali dikkate alarak Ogrenme siirecini devam ettirir. LVQ ag1 bu tip

o0grenmeyi kullanan sistemlere ornek olarak verilebilir.

2.1.4.3. Ogretmensiz (Unsupervised) Ogrenme
Bu tiir 6grenmede sistemin dgrenmesine yardimci olan herhangi bir 6gretmen yoktur.
Sisteme sadece giris degerleri gosterilir. Orneklerdeki parametreler arasindaki iliskileri

sistemin kendi kendisine Ogrenmesi beklenir. Bu, daha ¢ok siniflandirma problemleri
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icin kullanilan bir stratejidir. Yalmz sistemin O0grenmesi bittikten sonra ¢ikiglarin ne
anlama geldigini gosteren etiketlendirmenin kullanici tarafindan  yapilmasi

gerekmektedir. ART aglar bu stratejiyi kullanan sistemlere 6rnek olarak verilebilir.

2.1.5. Ogrenme Kurallan

Yapay sinir aglar1 gibi O0grenen sistemlerde Ogrenme, yukarida anlatilan tiirlerden
hangisi uygulanirsa uygulansin bazi kurallara gore gerceklestirilmektedir. Bu kurallarin

bazilar ¢evrimigi (on-line) bazilar ise ¢evrimdisi (of-line) ¢aligmaktadir.

2.1.5.1. Cevrimigi (On-Line) Ogrenme Kurallart

Bu kurallar gercek zamanli calisabilmektedir. Bu kurallara gore Ogrenen sistemler
gercek zamanda calisirken bir taraftan fonksiyonlarini yerine getirmekte diger taraftan
ise 0grenmeye devam etmektedir. ART aginin 6grenme kurali ve Kohonen 6grenme

kural1 bu sinifta bulunan 6grenme kurallarina 6rnek olarak verilebilir.

2.1.5.2. Cevrimdist (Off-Line) Ogrenme Kurallar

Cevrimdis1 6grenme kurallarina dayali 6grenen sistemler kullanima almmadan Once
ornekler iizerinde egitilirler. Bu kurallar1 kullanan sistemler egitildikten sonra gercek
hayatta kullanima alindiginda artik 6grenme olmamaktadir. Sistemin 6grenmesi gereken
yeni bilgiler s6z konusu oldugunda sistem kullanimdan cikarilmakta ve c¢evrimdisi
olarak yeniden egitilmektedir. Egitim tamamlaninca sistem tekrar kullanima alin-
maktadir. Yapay sinir aglarinda yaygin olarak kullanilan Delta Ogrenme Kurali bu tiir

ogrenmeye Ornek olarak verilebilir.

2.1.6. Ogrenme Kurallarindan Bazilari

Yapay Sinir Aglarinda ¢ok sayida Ogrenme kurali kullanilmaktadir. Bu 6grenme
kurallarinin biiyiik cogunlugu en eski ve en cok bilinen 6grenme kurali olan Hebb
Kuralinin bir versiyonudur. Bunlarin yaninda, farkli 6grenme kurali fonksiyonlar1 da
vardir ve bu konuda calismalar siirmektedir. Baz1 arastirmacilar temel amag¢ olarak
biyolojik 0grenmeyi modellemenin pesindedirler. Bazilart ise eldeki ©Ogrenme
hakkindaki bilgilerin bir sekilde uyarlanmasmna calismaktadir. Her iki noktada da,
sinirsel islemin gercekte nasil olduguna yonelik bilgiler oldukca kisithdir. Dolayisiyla
o0grenme, kullanilmakta olan 6grenme kurallarinin ima ettiginden ¢ok daha komplikedir.
Kullanilmakta olan bazi 6nemli 6grenme kurallar1 arasinda Hebb Kurali, Hopfield

Kurali, Delta Kurali, Egimli Degisim (Gradient Descent) Kurali ve Kohonen Ogrenme
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Kural1 sayilabilir. Yapay sinir aglarinda 6grenme kurallannin ¢ogu Hebb kuralina
dayanmaktadir.

= Hebb Kurali : Bilinen en eski 6grenme kuralidir. Diger 6grenme kurallarinin
temelini olusturmaktadir. 1949 yilinda gelistirilen bu kurala gore, bir hiicre
(yapay sinir ag1 elemani) diger bir hiicreden bilgi alirsa ve her iki hiicrede aktif
ise (matematik olarak aym isareti tasiyorsa) her iki hiicrenin arasindaki baglanti
kuvvetlendirilmelidir. Diger bir deyisle bu kural su sekilde ozetlenebilir. Bir
hiicre kendisi aktif ise bagli oldugu hiicreyi aktif yapmaya pasif ise pasif
yapmaya caligmaktadir. Diger 6grenme kurallarinin ¢ogu bu felsefeyi baz alarak
gelistirilmistir.

= Hopfield Kurali : Bu kural Hebb kuralina benzemektedir. Yapay sinir agi
elemanlarmin baglantilarinin ne kadar kuvvetlendirilmesi veya zayiflatilmasi
gerektigi belirlenir. Eger beklenen c¢ikis ve girisler ikisi de aktif /pasif ise
ogrenme katsayis1 kadar agirlik degerlerini kuvvetlendir/zayiflat denmektedir.
Yani agirhiklarin kuvvetlendirilmesi veya zayiflatilmast Ogrenme katsayisi
yardimiyla gerceklestirilmektedir. Ogrenme katsayis1 genel olarak 0-1 arasinda
kullanic tarafindan atanan sabit ve pozitif bir degerdir.

= Kohonen Kurali : Kohonen (1982) tarafindan gelistirilen bu kural biyolojik
sistemlerdeki ©Ogrenme sisteminden esinlenilmistir. Bu yoOntemde, islem
elemanlarimin, agirhiklart ayarlamak (6grenmek) icin rekabet ettikleri
disiiniilmektedir. En uygun ¢ikisa sahip islem elemani digerlerine gore baskin
olur ve sadece bu ndronun cikis saglamasi s6z konusudur. Kendi kendine
O0grenme (self-organising) olarak da bilinen bu kural o6zellikle dagilimlara
yonelik calismalarda kullanmilmaktadir fakat teorik alt yapisinin tam gelismemis
olmasindan dolay1 uygulamada heniiz yayginlik kazanmamistir.

= Delta Kurali : Bu kural Hebb kuralinin biraz daha gelistirilmis seklidir. Bu ku-
rala gore beklenen cikis ile gerceklesen cikis arasindaki farkliligr azaltmak i¢in
yapay sinir aginin elemanlarinin baglantilarimin agirlik degerlerinin  siirekli
degistirilmesi ilkesine dayanarak gelistirilmistir. Agin lirettigi ¢ikis ile iiretilmesi
gereken (beklenen) cikis arasindaki hatanin karelerinin ortalamasimi en aza

indirgemek hedeflenmektedir.
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2.2. YAPAY SINiR AGLARI

Yapay zeka calismalarn kapsaminda ortaya cikan ve bir noktada yapay zeka
calismalarina destek saglamakta olan farkli alanlardan bir tanesi de Yapay Sinir Aglarn
teknolojisidir. Dolayisiyla, yapay zeka alaninin bir alt dalim1 olusturan YSA teknolojisi
ogrenebilen sistemlerin temelini olusturmaktadir. insan beyninin temel islem elemani
olan néronu (neuron) sekilsel ve islevsel olarak basit bir sekilde taklit eden YSA’lar, bu
yolla biyolojik sinir sisteminin basit bir simiilasyonu icin olusturulan programlardir. Bu
sekilde, insanogluna 0zgii, deneyerek (yasayarak) Ogrenme yetenegini bilgisayar
ortamina tasiyabildigi diisiiniilen YSA teknolojisi bir bilgisayar sistemine inanilmaz bir

giris verisinde 6grenme kapasitesi saglamaktadir ve bir ¢ok avantajlar sunmaktadir.

2.2.1. Yapay Sinir Ag1 (YSA) Nedir?

Insanhigin dogay1 arastirma ve taklit etme cabalarinin en son iiriinlerinden bir tanesi
Yapay Sinir Aglan teknolojisidir. Yapay Sinir Aglari, basit biyolojik sinir sisteminin
calisma seklini simiile etmek i¢in tasarlanan programlardir. Simiile edilen sinir hiicreleri
(noronlar) icerirler ve bu noronlar cesitli sekillerde birbirlerine baglanarak agi
olustururlar. Bu aglar 6grenme, hafizaya alma ve veriler arasindaki iliskiyi ortaya
cikarma kapasitesine sahiptirler. Diger bir ifadeyle, YSA’lar, normalde bir insanin
diisiinme ve gozlemlemeye yonelik dogal yeteneklerini gerektiren problemlere ¢6ziim
tiretmektedir. Bir insanin, diisiinme ve gbzlemleme yeteneklerini gerektiren problemlere
yonelik ¢oziimler iiretebilmesinin temel sebebi ise insan beyninin ve dolayisiyla insanin

sahip oldugu yasayarak veya deneyerek 6grenme yetenegidir.

Yapay sinir aglari, insan beyninin 6zelliklerinden olan 6grenme yolu ile yeni bilgiler
tiiretebilme, yeni bilgiler olusturabilme ve kesfedebilme gibi yetenekleri herhangi bir
yardim almadan otomatik olarak gerceklestirmek amaci ile gelistirilen bilgisayar
sistemleridir. Bu yetenekleri geleneksel programlama yontemleri ile gerceklestirmek
olduk¢a zor veya miimkiin degildir. O nedenle, yapay sinir aglarinin, programlanmasi
cok zor veya miimkiin olmayan olaylar i¢in gelistirilmis adaptif bilgi isleme ile ilgilenen

bir bilgisayar bilim dali oldugu s6ylenebilir.

Biyolojik sistemlerde dgrenme, noronlar arasindaki sinaptik (synaptic) baglantilarin

ayarlanmasi ile olur. Yani, insanlar dogumlarindan itibaren bir yasayarak &grenme
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siireci igerisine girerler. Bu siire¢ icinde beyin siirekli bir gelisme gostermektedir.
Yasayip tecriibe ettik¢e sinaptik baglantilar ayarlanir ve hatta yeni baglantilar olusur. Bu
sayede ogrenme gerceklesir. Bu durum YSA icin de gecerlidir. Ogrenme, egitme
yoluyla 6rnekler kullanarak olur; baska bir deyisle, gerceklesme giris/cikis verilerinin
islenmesiyle, yani egitme algoritmasinin bu verileri kullanarak baglanti agirliklarini
(weights of the synapses) bir yakinsama saglanana kadar, tekrar tekrar ayarlamasiyla
olur. YSA’lar, agirliklandirilmig sekilde birbirlerine baglanmig bir cok islem
elemanlarindan (noronlar) olusan matematiksel sistemlerdir. Bir igslem elemani, aslinda
sik sik transfer fonksiyonu olarak anilan bir denklemdir. Bu islem elemani, diger
noronlardan sinyalleri alir; bunlar birlestirir, doniistiiriir ve sayisal bir sonug¢ ortaya

cikartir.

Tanim 1:

Yapay Sinir Aglari, en kisa ve basit sekilde, bir ornekler kiimesi yardimiyla
parametrelerin uyarlanabilmesini saglayacak bir matematiksel formiil i¢in yazilan
bilgisayar programi olarak tanimlanabilir. Bu tanim, YSA’y1 en basit sekilde ve teknik

detaya girilmeksizin ifade etmektedir [5].

Tamm 2:
Yine basit ama daha teknik ikinci bir tamim ise su sekildedir: YSA, ilgili baglanti
agirliklariyla (synaptic wheights) bir aga baglanmis basit islem elemanlarindan (néron)

olusan bir sistemdir.

Tanmm 3:

DARPA Neural Network Study (1988) [6] isimli yayinda ise biraz daha aciklayici bir
tanim kullanilmaktadir: “Bir YSA, birbirlerine paralel olarak ¢alisan bir ¢cok basit islem
elemanindan olusan ve fonksiyonu, agin yapisi, baglanti agirliklar1 ve elemanlarda

gerceklestirilen iglemler tarafindan belirlenen bir sistemdir.”

Tamm 4:
Daha kapsamli ve genel kabul goren bir tanmim ise, “Bir sinir agi, basit islem

birimlerinden olusan, deneyimsel bilgileri biriktirmeye yonelik dogal bir egilimi olan ve
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bunlarin kullanilmasini saglayan yogun bir sekilde paralel dagitilmis bir islemcidir. Bu

islemci iki sekilde beyin ile benzerlik gostermektedir.” seklindedir.

Yapay sinir aglar1 giiniimiizde bir ¢ok probleme ¢oziim iiretebilecek yetenege sahiptir.
Birbirinden farkli yapay sinir ag1 tanimlarinin ortak birka¢ noktast vardir. Bunlarin en
basinda yapay sinir aglarinin birbirine hiyerarsik olarak bagli ve paralel olarak
caligabilen yapay hiicrelerden olusmalar1 gelmektedir. Proses elemanlar1 da denilen bu
hiicrelerin birbirlerine baglandiklar1 ve her baglantinin bir degerinin oldugu kabul
edilmektedir. Bilginin 6grenme yolu ile elde edildigi ve proses elamanlarinin baglanti
degerlerinde saklandigi, dolayisiyla dagitik bir hafizanin s6z konusu oldugu da ortak
noktalar1 olugturmaktadir. Proses elemanlarinin birbirleri ile baglanmalar1 sonucu
olusan aga yapay sinir ag1 denmektedir (Sekil 2.1). Yapay sinir aglar ayn1 zamanda,
baglantili aglar, paralel dagitilmis aglar (parallel distributed networks), néromorfik
sistemler (neuromorfic systems) olarak da adlandirilmaktadir. Bu agin olusturulmasi

biyolojik sinir sistemi hakkindaki bulgulara dayanmaktadir.

Proses elemanlar:

baglantilar

Sekil 2.1: Bir yapay sinir ag1 6rnegi [1]
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2.2.2. Yapay Sinir Aglariin Gorevleri

Yapay sinir aglari, insanlar tarafindan gerceklestirilmis Ornekleri (gercek beyin
fonksiyonlarmin iiriinii olan ornekleri) kullanarak olaylar1 6grenebilen, ¢evreden gelen
olaylara kars1 nasil tepkiler iiretilecegini belirleyebilen bilgisayar sistemleridir. Insan

beyninin fonksiyonel ozelliklerine benzer sekilde,

»  Ogrenme

= Tliskilendirme

=  Siiflandirma

= Genelleme

*  Ogzellik belirleme ve

=  Optimizasyon

gibi konularda basarili bir sekilde uygulanmaktadirlar [7]. Orneklerden elde ettikleri bil-
giler ile kendi deneyimlerini olusturur; ve daha sonra, benzer konularda benzer kararlan

verirler.

Teknik olarak , bir yapay sinir aginin en temel gorevi, kendisine gosterilen bir giris
setine karsilik gelebilecek bir ¢ikis seti belirlemektir. Bunu yapabilmesi icin ag, ilgili
olayin ornekleri ile egitilerek (6grenme) genelleme yapabilecek yetenege kavusturulur.
Bu genelleme ile benzer olaylara karsilik gelen cikti setleri belirlenir. Ag1 olusturan
proses elemanlari, bunlarin bilgileri isleme yetenekleri, birbirleri ile baglantilarinin

sekilleri degisik modelleri olusturmaktadir.

2.2.3. Yapay Sinir Aglarimn Temel Ozellikleri Ve Avantajlari

Biitiin yapay sinir ag1 modelleri i¢in gecerli olan genel karakteristik 6zellikler vardir.

Bunlar agagidaki gibi siralanabilir [8] :

= Dogrusal olmama :
YSA’ nin temel islem elemani olan hiicre dogrusal degildir. Dolayisiyla
hiicrelerin birlesmesinden meydana gelen YSA da dogrusal degildir ve bu
ozellik biitiin aga yayilmis durumdadir. Bu 6zelligi ile YSA, dogrusal olmayan

karmagik problemlerin ¢6ziimiinde en 6nemli ara¢ olmustur.
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Programlari ¢aligma stili bilinen programlama yontemlerine benzememektedir :
Geleneksel programlama ve yapay zeka yontemlerinin uygulandig bilgi isleme
yontemlerinden tamamen farkl bir bilgi isleme yontemi vardir.

Yapay sinir aglar1 makine 6grenmesi gergeklestirirler :

Yapay sinir aglarmin temel islevi bilgisayarlarin 6grenmesini saglamaktir.
Olaylar 6grenerek benzer olaylar karsisinda benzer kararlar vermeye caligirlar.
Bilginin saklanmas :

Yapay sinir aglarinda bilgi agin baglantilarinin degerleri ile Olciilmekte ve
baglantilarda saklanmaktadir. Diger programlarda oldugu gibi veriler bir veri
tabaninda veya programin i¢inde gomiilii degildir. Bilgiler agin iizerinde sakli
olup ortaya c¢ikartilmasi ve yorumlanmasi zordur.

Yapay sinir aglar1 6rnekler ile 6grenirler :

Yapay sinir aglarinin olaylar1 6grenebilmesi i¢in o olay ile ilgili 6rneklerin
belirlenmesi gerekmektedir. Ornekleri kullanarak ilgili olay hakkinda genelleme
yapabilecek yetenege kavusturulurlar (adaptif 6grenme). Ornek bulunamiyorsa
yapay sinir aginin egitilmesi miimkiin degildir. Ornekler ise ger¢eklesmis olan
olaylardir. Elde edilen 6rneklerin olay1 tamamu ile gosterebilmesi ¢cok 6nemlidir.
Aga olay biitiin yonleri ile gosterilemez ve ilgili 6rnekler sunulmaz ise basaril
sonuclar elde edilemez.. O nedenle Orneklerin olusturulmasi ve toplanmasi
yapay sinir ag1 biliminde 6zel bir 6neme sahiptir.

Once egitilmeleri daha sonra performanslarinin test edilmesi gerekmektedir :
Yapay sinir aglarinin egitilmesi demek, mevcut Orneklerin tek tek aga
gosterilmesi ve agin kendi mekanizmalarim ¢alistirarak 6rnekteki olaylar
arasindaki iliskileri belirlemesidir. Ag1 egitmek i¢in bulunan ornekler test grubu
ve egitim gurubu olmak iizere ikiye boliiniir. Her ag once egitim seti ile egitilir.
Ag biitiin orneklere dogru cevaplar vermeye baslayinca egitim isi tamamlanmis
kabul edilir. Daha sonra agin hi¢ gormedigi test setindeki Ornekler aga
gosterilerek agin verdigi cevaplara bakilir. Eger ag hi¢ gormedigi orneklere
kabul edilebilir bir dogrulukta cevap veriyor ise o zaman agin performansi iyi
kabul edilir ve ag kullanima alinarak gerekirse cevrimici (on-line) kullanilir.
Eger agin performansi yetersiz olursa o zaman yeniden egitmek veya yeni

ornekler ile egitmek gibi bir ¢oziime gidilir.
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Eksik bilgi ile calisabilmektedir :

Geleneksel sistemler bilgi eksik ise caligmazlar fakat yapay sinir aglan
egitildikten sonra eksik bilgiyle calisabilir. Yapay sinir aglarinin eksik bilgiler
ile caligmasi performanslarinin diisiik olmasi anlamina gelmez.. Performansin
diismesi eksik olan bilginin énemine baghidir. Hangi bilginin onemli olduguna
kullanict degil, ag egitim sirasinda Ogrenerek karar verir. Ag performansi
diiserse, kay1ip olan bilginin 6nemli oldugu kararina varilir.

Goriilmemis ornekler ile ilgili bilgi iiretirler :

Ag kendisine gosterilen orneklerden genellemeler yaparak daha 6nce gormedigi
ornekler hakkinda bilgi tiretebilir.

Hata toleransina sahiptirler :

Yapay sinir aglar elemanlarinin bozulmasi ve calisamaz gelmesi halinde ag ¢a-
lismaya devam eder. Agin bozuk olan hiicrelerinin islevlerinin 6nemine gore
agin performansinda diismeler goriilebilir. Hangi hiicrelerin islevlerinin énemli
olduguna ag egitim sirasinda kendisi karar verir. Bunu kullanici bilmemektedir.
Agin bilgisinin yorumlanamamasinin sebebi de budur. Yapay sinir aglan
dereceli bozulma (graceful degradation) gosterirler. Hatalara karsi toleransh
olmalar1 bozulmalarinin da dereceli olmasma neden olmaktadir. Bir ag
egitilirken yavas yavas bozulur. Bu eksik olan bilgiden veya hiicrelerin
bozulmasindan kaynaklanir. Aglar, herhangi bir problem ortaya ciktiginda
hemen aninda bozulmazlar.

Dagitik bellege sahiptirler :

Yapay sinir aglarinda bilgi aga yayilmis durumdadir. Hiicrelerin birbirleri ile
baglantilarinin degerleri agin bilgisini gosterir. Tek bir baglantinin bir anlami
yoktur. Agin bilgilerinin aciklanamamasinin sebeplerinden birisi de budur. Bu
aglarda, agin tamami Ogrendigi olayin biitiiniinii karakterize etmektedir. O
nedenle bilgiler aga dagitilmis durumdadir. Bu ise dagitik bir bellegin
dogmasina neden olmaktadir.

Sadece niimerik bilgiler ile calisabilmektedirler :

Yapay sinir aglar1 sadece niimerik bilgiler ile caligirlar. Sembolik ifadeler ile
gosterilen bilgilerin niimerik gosterime cevrilmeleri gerekmektedir. Fakat
sembolik bilgilerin niimerik degerler ile ifade edilmesinde bilgilerin

yorumlanmasini ve kararlarin agiklanmasim zorlagtirmaktadir.
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* Yerel islem ve Esneklik Olanag :
YSA’lar, geleneksel islemcilerden farkli sekilde islem yapmaktadirlar.
Geleneksel islemcilerde, tek bir merkezi islem elemani her hareketi sirasiyla
gerceklestirir. YSA modelleri, her biri biiyiikk bir problemin bir parcasi ile
ilgilenen cok sayida basit islem elemanlarindan olusma ve baglanti agirliklarinin
ayarlanabilmesi gibi 6zelliklerinden dolayr 6nemli derecede esnek bir yapiya
sahiptirler. Bu esnek yap1 sayesinde agin bir kisminin zarar gérmesi modelde
sadece performans diisiikliigii yaratir. Modelin islevini tamamen yitirmesi s6z
konusu olmaz. Ayrica, toplam islem yiikiinii paylasan islem elemanlarinin
birbirleri arasindaki yogun baglanti yapisi sinirsel hesaplamanin temel gii¢
kaynagidir. Bu yerel islem yapisi sayesinde, YSA yontemi en karmasik
problemlere bile uygulanabilmekte ve tatminkar ¢oziimler saglayabilmektedir.

= Sinirsiz Sayida Degisken ve Parametre Kullanilabilir :
YSA modelleri sinirsiz sayida degisken ve parametre ile calisabilmektedir. Bu

sayede miitkemmel bir 6ngorii dogrulugu ile genel ¢oziimler saglanabilmektedir.

2.2.4. Yapay Sinir Aglarimin Kullanim Alanlari

YSA’lar gercek hayatta karsilagilan problemlerde oldukc¢a genis bir uygulama alani
kazanmiglardir. Bugiin, bir c¢ok endiistride basarili sekilde kullanilmaktadirlar.
Uygulama alanlart icin bir sinir yoktur fakat, 6ngorii, modelleme ve siniflandirma gibi
bazi alanlarda agirlikli olarak kullamilmaktadir. YSA’lar 1950’1 yillarda ortaya
cikmalarina ragmen, ancak 1980’li yillarin ortalarinda genel amagh kullanim i¢in yeterli
seviyeye gelmislerdir. Bugiin, YSA’lar bir ¢cok ciddi problem iizerinde uygulanmaktadir
ve bu problemlerin sayis1 giderek artmaktadir. Verideki yapiyr (pattern) en iyi
tanimlayan yontem olmalarn dolayisiyla, tahmin (prediction) ve ongorii islemleri igin
cok uygundurlar. YSA’larin gercek hayattaki yaygin uygulama alanlarina su 6rnekler

verilebilir [9]:

=  Optik karakter tanima

= Robot hareket mekanizmalarinin kontrol edilmesi

= Veri madenciligi

= Giivenlik sistemlerinde konugsma ve parmak izi tanima

* [letisim kanallarindaki trafik yogunlugu kontrol etme ve anahtarlama
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Kalite Kontrol

Kredi karti hilelerini saptama

Kanserin saptanmasi ve kalp krizlerinin tedavisi
Zeki araclar ve robotlar i¢in optimum rota belirleme

Uretim planlama ve ¢izelgeleme

2.2.5. Yapay Sinir Aglarimin Dezavantajlari

YSA’ larin baz1 dezavantajlar1 bulunmaktadir. Bu dezavantajlarina ragmen yapay sinir

aglar tarafindan her problem i¢in degisik sekillerde ¢oziimler iiretilebilmekte ve basarili

uygulamalar olusturmak miimkiin olabilmektedir. Bu nedenle, dezavantajlan yapay

sinir aglarina olan ilgiyi diisiirmek icin gérmemek gerekir. Bu dezavantajlar su sekilde

sayabiliriz :

Problemin 6grenilecek aga gosterimi ¢ok dnemlidir :

Yapay sinir aglart sadece niimerik bilgiler ile cakismaktadirlar. Problemin
niimerik gosterime doniistiiriilmesi kullanicinin tecriibesine baghdir. Uygun bir
gosterim  mekanizmasimin -~ kurulamamis  olmasi  problemin  ¢Oziimiinii
engelleyebilir veya diisiik performansh bir 6grenme (¢6ziim) elde edilebilir.
Problemin niimerik gosterimi miimkiin olsa bile bunun aga gosterilis sekli
problemin basarili bir sekilde ¢oziilmesini yakindan etkiler. Bu, giiniimiizde bazi
olayin yapay sinir aglari ile ¢oziilememesinin en énemli nedenlerinden birisidir.
Tiim giris ve ¢ikiglar [0-1] araliginda olmalidir :

Yapay sinir aglarinda tim giris ve c¢ikislar genellikle O ile 1 arasindadir. Bu
durum tek tek doniistiirme ve islem olusturur. Bu olusumdan CPU giicii ve disk
alani etkilenir. Doniistiirme isleminin se¢imine gore ag cikisi degisebilir.
Katsayilar ile ilgili belirli bir kural yoktur :

Baz1 aglarda agin parametre degerlerinin (mesela 6grenme katsayisi, her
katmanda olmasi gereken proses elemam sayisi, katman sayist vb.)
belirlenmesinde bir kural olmamasi diger bir problemdir. Bu, iyi c¢oziimler
bulmay1 zor durumda birakan bir etken olarak goriilebilir. Her problem igin ayri
faktorleri dikkate almak gerekebilir. Bu parametre degerleri igin belirli

standartlarin olusturulmasi cok zor oldugundan her problem igin ayr ayr
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degerlendirmeler yapilmasi gerektirmektedir. Bu da 6nemli bir dezavantaj olarak
goriilebilir.

=  Yapay sinir aglari donanim bagimh ¢alisirlar :
Yapay sinir aglarinin donanim bagimli caligmalari 6nemli bir sorun olarak
goriilebilir. Aglar paralel islemciler iizerinde c¢alisabilmektedirler. Aglarin
ozellikle, gercek zamanl bilgi isleyebilmeleri paralel calisabilen iglemcilerin
varligina baglhdir. Giiniimiizdeki makinelerin cogu seri sekilde calisabilmekte ve
ayn1 zamanda sadece tek bir bilgiyi isleyebilmektedir. Paralel islemleri seri
makinelerde yapmak ise zaman kaybina yol acar. Bir agin nasil olusturulmasi
gerektigini belirleyecek kurallarin olmamasi da baska bir dezavantajdir.

= Egitimin bitimine karar verilmesi :
YSA egitiminin sonlandirilmast kararim1 vermek icin gelistirilmis bir yontem
yoktur. Egitimin tamamlanmasi i¢in agin ornekler iizerindeki hatasinin belirli bir
degerin altina inmesi yeterli olmasina ragmen, optimum Ogrenmenin
gerceklestigi sOylenemez. Yalmzca iyi ¢Oziimler iiretebilen bir agin olustugu
sOylenebilir. Optimum sonuclar1 veren bir mekanizma heniiz gelistirilmemistir

fakat buna yonelik ¢alismalar siirmektedir.

2.2.6. Tarihsel Gelisim

1950’11 yillarin sonlarinda, biiyiik dlgekli islemcilerin gelistirilmesiyle, beynin yaptig
islemleri yapabilecek sinir aglarinin olusturulabilmesi miimkiin hale gelmistir.
Gergekten de, YSA’lar dijital islemcilerin gelistirilmesinden sonra islem yontemi olarak

onemli bir yeni yaklasim olarak goriilmektedir.

YSA simiilasyonlan yeni bir gelisme olarak goriilmektedir. Bununla beraber, bu alan
bilgisayarin ¢ikigindan 6nce ortaya ¢cikmistir ve bir bocalama devresi gecgirdikten sonra

yoluna devam etmistir.

Bilgisayarlarin yaygimn bir sekilde kullanilmaya baslanmasiyla birlikte, YSA alaninda
olduk¢a 6nemli gelismeler olmustur. Bu alandaki arastirmalar ve calismalar biiyiik bir
ilgi ile baglamis fakat beklenen gelismelerin gerceklesmemesi sonucunda ilgi azalmis ve
bir suskunluk donemi baslamistir. Profesyonel ve maddi katkinin minimum oldugu bu

donemde, sadece birka¢ arastirmaci tarafindan katki saglanmistir. Bu arastirmacilar,
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Minsky ve Papert [10] tarafindan tanimlanan sinirlamalar1 etkisiz kilan bir teknoloji
gelistirmislerdir. Minsky ve Papert, 1969 yilinda bir kitap yayinlamislardir ve bu
kitapta, arastirmacilar arasinda 6n plana c¢ikan ve ekstra analiz yapilmadan kabul goren
YSA’lara karst baz1 olumsuzluklan toplamislardir. Son yillarda ise, YSA alam ilgi ve

katki olarak yeniden canlanmaktadir. YSA tarihi, donemler itibariyle incelenebilir.

* [lk Girisimler : Bu dénemde, genel mantig1 kullanan baslangi¢ simiilasyonlari
yapilmistir. McCulloch ve Pitts, kendi noroloji anlayislar cercevesinde YSA
modelleri gelistirmislerdir. Bu modeller, noronlarin ¢alisma sekilleri hakkinda
baz1 varsayimlarda bulunmustur. Olusturduklar1 aglar, sabit esiklere sahip ikili
(binary) aletler olarak goriillen basit noronlar1 baz almistir. Modellerinin
sonuclari, “a veya b” ve “a ve b” gibi basit mantiksal fonksiyonlardi. Diger bir
girigim, bilgisayar simiilasyonlar1 kullanilarak yapilmistir. Bu noktadaki katkilar
iki arastirmaci grubu tarafindan yapilmistir: Farley ve Clark (1954) ve
Rochester, Holland, Haibit ve Duda (1956). Ozellikle ilk grup, ki bunlar IBM
arastirmacilaridir, modellerini calistiramamislar ve McGill Universitesinden
norobilimcilerle ortak bir calisma yapmislardir. Bu etkilesim, giiniimiize kadar
siiren, ¢ok disiplinli bir trend olusturmustur.

= Umut Verici Gelismeler : YSA’larin gelismesinde tek etkisi olan norobilim
degildir, psikologlar ve miihendisler de YSA simiilasyonundaki ilerlemye katki
saglamistir. Rosenblatt (1958) [11] Perceptron’u tasarlayip gelistirdikten sonra,
bu alandaki ilgi ve etkinlik canlanmaya baglamistir. Perceptron ii¢ tabaka
icermekteydi ve orta tabaka birlestirme tabakasi olarak adlandirilmaktaydi. Bu
sistem, bir veri giris kiimesinin bir rassal ¢ikisa baglanma veya birlesme seklini
ogrenebilmekteydi. Burada 6grenme kelimesi baglanti agirliklarinin iliskiye
gore ayarlanmasi anlaminda kullanilmaktadir. Diger bir sistem (ADALINE —
Adaptive Linear Element) ise Stanford Universitesinden Widrow ve Hoff
tarafindan 1960 yilinda gelistirilmistir. Basit bilegenlerden olusan bir analog
elektronik alet olan ADALINE, kullanilan 6grenme y&ntemi ile perceptrondan
farklilagmistir. Bu sistemde En Kiigiik Ortalama Kareler (LMS — Least Mean

Squares) 6grenme kural kullanilmistir.
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Olumsuz Geligmeler : 1969 yilinda, Minsky ve Papert bir kitap yazmis ve bu
kitapta cok tabakali sistemlere gore tek tabakali Perceptronlarin sahip oldugu
sinirlamalar ortaya koymusglardir. Kitabin ana fikri su sekilde ozetlenebilir:
“...bizim sezgisel goriisiimiiz ¢ok tabakali sistemlere genislemenin verimsiz
oldugudur.”. Kitapta ortaya konulan bu Onemli sonu¢ sonrasinda YSA
simiilasyonlarina yonelik aragtirmalar hem ilgi hem de kaynak kaybina
ugramistir. Sonug¢ olarak, bu alana yonelik onemli bir Onyargi olugmustur.
Minsky ve Papert tarafindan alt1 ¢izilen sorun YSA literatiiriinde XOR Problemi

olarak bilinmektedir.

Yenilikler : ilgi ve kaynagin minimum diizeyde olmasma ragmen bazi
arastirmacilar yapi tanimlama (pattern recognition) gibi problemlerin ¢éziimiine
yonelik caligmalarimi siirdiirmiislerdir. Bu donem siiresince baz1 paradigmalar
ortaya ¢cikmistir. Grossberg ve Carpenter (1995) tarafindan yapilan ¢alismalar,
yanki (resonating) algoritmalar1 arastiran bir diisiince okulunun temellerini
atmistir. Bu arasgtirmacilar, temeli biyolojik olarak teorik gelismelerle
ilgilenmistir. Adaptif yap1 (pattern) siniflandirmasi konusu iizerine bir makale
yaymlamistir ve bu makalede bir 6grenme temeli (error-correction method —
hata diizeltme metodu) i¢in bir matematiksel teori olusturmustur. Fukushima ise
el yazis1 karakterleri yorumlamak i¢in bir adim adim (step wise) egitilmis cok
tabakali YSA olusturmustur. Cognitron olarak adlandirilan bu model 1975
yilinda yaymlanmistir. makul modellere dayanan ART (Adaptive Resonance
Theory — Adaptif Rezonans Teorisi) aglarim gelistirmislerdir. Anderson ve
Kohonen ise birbirlerinden bagimsiz olarak benzer teknikler gelistirmislerdir.
Klopf, 1972 yilinda, yapay néronlarda 6grenme islemi i¢in, “heterostasis” olarak
adlandirilan ve noronsal 6grenmenin biyolojik prensiplerine dayanan bir temel
olusturmustur. Werbos (1974) geri-besleme &grenme metodunu gelistirmis ve
kullanmistir ve bir kag¢ yil sonrasinda bu metot oldukg¢a popiilarite kazanmistir.
Geri-besleme aglar, bugiin, en cok bilinen ve kullanilan yapay sinir aglardir.
Geri-besleme ag aslinda, yapay noronunda farkli bir esik fonksiyonuna sahip ve
daha saglam (robust) ve yetenekli 6grenme kurali olan bir ¢ok tabakal

perceptrondur.
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= Yeniden Canlanma : 1970’li yillarin sonlarinda ve 1980°1i yillarin baslarindaki
ilerleme, yapay sinir aglari alamina ilginin yeniden canlanmasi bakimindan
onemlidir. Bu hareketi bir kag faktor etkilemistir. Ornegin, ayrintili Kitaplar ve
konferanslar ¢ok farkli alanlarda uzmanlasmis insanlara bir forum imkam ve
dolayist ile bir etkilesim saglamistir. Akademik programlar olusturulmus ve en
onemli {niversitelerde dersler acilmistir. Artan ilgi ile beraber bu alandaki

aragtirmalara yoOnelik fonlar da artmis ve enstitiiler ortaya ¢ikmistir.

= Bugiin: Saglanan o6nemli ilerleme yapay sinir aglart alaninda daha ileri
arastirmalar i¢in gerekli ilgi ve bilgi birikimini saglamistir. Sinir sistemi tabanh
islemciler olusturulmakta ve komplike problemlerin c¢oziimiine yonelik
uygulamalar gelismektedir. Kisacasi, bu alan giiniimiizde bir gecis donemi

icinde goriilmektedir.

YSA’lar 1950’li yillarda ortaya ¢ikmalarina ragmen, ancak 1980’li yillarin ortalarinda

genel amagh kullanim i¢in yeterli seviyeye gelmislerdir.

2.3. YSA’ LARIN YAPISI VE CALISMA TEKNIGI

2.3.1. Biyolojik Sinir Sistemi

Biyolojik sinir sistemi, merkezinde siirekli olarak bilgiyi alan, yorumlayan ve uygun bir
karar tireten beynin (merkezi sinir ag1) bulundugu 3 katmanl bir sistem olarak agiklanir.
Alict sinirler (receptor) organizma igerisinden ya da dis ortamlardan algiladiklar
uyarilari, beyine bilgi ileten elektriksel sinyallere doniistiiriir. Tepki sinirleri (effector)
ise, beyinin iirettigi elektriksel darbeleri organizma ¢iktis1 olarak uygun tepkilere

doniistiiriir. Sekil 2.2 de bir sinir sisteminin blok gosterimi verilmistir.

Merken :
M Sinirler | g | - —— Sinirleri g
Usrarilar (Beyin) Tepkiler

Sekil 2.2: Biyolojik sinir sisteminin blok gosterimi [9]
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Merkezi sinir aginda bilgiler, alic1 ve tepki sinirleri arasinda ileri ve geri besleme
yoniinde degerlendirilerek uygun tepkiler tiretilir. Bu yoniiyle biyolojik sinir sistemi,
kapali ¢evrim denetim sisteminin karakteristiklerini tagir. Merkezi sinir sisteminin temel
islem elemani, sinir hiicresidir (n6ron) ve insan beyninde yaklasik 10 milyar sinir
hiicresi oldugu tahmin edilmektedir. Sinir hiicresi; hiicre govdesi, dendriteler ve axonlar
olmak iizere 3 bilesenden meydana gelir. Dendriteler, diger hiicrelerden aldig1 bilgileri
hiicre govdesine bir aga¢ yapist seklinde ince yollarla iletir. Axonlar ise elektriksel
darbeler seklindeki bilgiyi hiicreden disar1 tasiyan daha uzun bir yoldur. Axonlarin
bitimi, ince yollara ayrilabilir ve bu yollar, diger hiicreler icin dendriteleri olusturur.

Sekil 2.3 de goriildiigli gibi axon-dendrite baglanti elemani synapse olarak sdylenir.

_ Axon tepecigi

‘ [ - Soma Ao

®

De;udnle i Gekirdek

Srapsien

Sekil 2.3: Biyolojik sinir hiicresinin yapis1 [4]

Synapse gelen ve dendriteler tarafindan alinan bilgiler genellikle elektriksel darbelerdir
ancak, synapsedeki kimyasal ileticilerden etkilenir. Belirli bir siirede bir hiicreye gelen
girislerin degeri, belirli bir esik degerine ulastiginda hiicre bir tepki iiretir. Hiicrenin
tepkisini artiric1 yondeki girisler uyarici, azaltict yondeki girisler ise onleyici girisler

olarak sOylenir ve bu etkiyi synapse belirler.

Insan beyninin 10 milyar sinir hiicresinden ve 60 trilyon synapse baglantisindan
olustugu diisiiniiliirse son derece karmasik ve etkin bir yap1 oldugu anlasilir. Diger

taraftan bir sinir hiicresinin tepki hizi, giiniimiiz bilgisayarlarina gore oldukg¢a yavas
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olmakla birlikte duyusal bilgileri cok hizli degerlendirebilmektedir. Bu nedenle insan
beyni; 6grenme, birlestirme, uyarlama ve genellestirme yetenegi nedeniyle son derece
karmasik, dogrusal olmayan ve paralel dagilmis bir bilgi isleme sistemi olarak

tanimlanabilir.

2.3.2. Yapay Sinir Hiicresi Ve Elemanlari

Beynin iistiin Ozellikleri, bilim adamlarim {izerinde c¢alismaya zorlamis ve beynin
norofiziksel yapisindan esinlenerek matematiksel modeli ¢ikarilmaya calisilmistir.
Beynin biitiin davramiglarin1 tam olarak modelleyebilmek icin fiziksel bilesenlerinin
dogru olarak modellenmesi gerektigi diisiincesi ile ¢esitli yapay hiicre ve ag modelleri

gelistirilmistir.

Biyolojik sinir aglarinin sinir hiicreleri oldugu gibi yapay sinir aglarinin da yapay sinir
hiicreleri vardir. Yapay sinir hiicrelerine miihendislik biliminde proses elemanlar1 da
denmektedir. Yapay sinir hiicreleri, YSA’ nin caligmasina esas teskil eden en kiiciik
bilgi isleme birimidir. Gelistirilen hiicre modellerinde bazi farkliliklar olmakla birlikte
genel Ozellikleri ile bir yapay hiicre modeli, girisler, agirliklar, birlestirme fonksiyonu,
aktivasyon (etkinlestirme) fonksiyonu ve ¢ikislar olmak iizere 5 bilesenden meydana

gelir (Sekil 2.4). Bunlar:

x
0 .
W
X1 \ X l
‘“-ag".l' ‘-”\ i
X5 ) \ B
|
. O~ “iu
i ( Toplama Trarsfer )
/" J Cikch Pertikcs
F
Wy \
/5 e _’_J,/
.i’ff
®n
iglerm Elarmarn
Girdiler Adirhklar [Processing Element] Ciktlar

Sekil 2.4: Yapay sinir hiicresinin yapisi
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Girisler : Yapay sinir hiicresinin girisleridir. Girisler disaridan gelen bilgilerdir.
Bunlar agin 6grenmesi istenen 6rnekler tarafindan belirlenir.

Agirliklar : Agirliklar yapay sinir hiicresine gelen bilginin onemini ve hiicre
tizerindeki etkisini gosterir. Sekil 2.4 de Agirlik 1, Giris 1’in hiicre iizerindeki
etkisini gostermektedir. Agirlik degerlerinin pozitif, negatif veya 0 olmasi o
agirlhigin 6nemsiz olmasi anlamina gelmez. Agirhiklar degisken veya sabit
degerler olabilir.

Toplam fonksiyonu : Bu fonksiyon yapay sinir hiicresine gelen net girisi
hesaplar. Bunun i¢in degisik fonksiyonlar kullanilmaktadir. En yaygin olarak
kullanilan1 agirlikli toplamdir. Burada her gelen girdi degeri kendi agirhig ile
carpilarak toplanir. Boylece aga gelen net girdi bulunmus olur. Bu su sekilde

formiilize edilir:

n
NET =XG; A @
I

Formiilde G girisleri, A agirliklar1 n ise hiicreye gelen toplam giris sayisi
gostermektedir.

Ativasyon fonksiyonu: Bu fonksiyon, hiicreye gelen net girisi isler ve hiicrenin
girise karsilik iiretecegi ¢ikisi belirler. Aktivasyon fonksiyonunda agin proses
elemanlarinin hepsinin ayn1 fonksiyonu kullanmasi gerekmez. Aktivasyon
fonksiyonu probleme uygun olarak secilir. Uygun fonksiyonu gosteren formiil
bulunmus degildir. Aktivasyon fonksiyonlar1 sabit parametreli yada
uyarlanabilir parametreli secilebilir. Giiniimiizde en ¢ok kullanilan ¢ok katmanl
algilayict modellerde genel olarak sigmoid aktivasyon fonksiyonu kullanilir
(Sekil 2.5). Siirekli ve dogrusal olmayan bir fonksiyon olmasi nedeniyle
dogrusal olmayan problemlerin ¢6ziimiinde kullanilan YSA’larinda tercih edilir.

Bu fonksiyon su formiil ile gosterilmektedir:

e I
F(NET }=-|W 2.2)

Burada NET, proses elemanina gelen net giris degerini gosterir.
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Cikh Deder

0.8

0.6

Transfer Fonksivoru = 1/(1 +Exp [-Toplam) )

T 3 | 3 I 1 1 i 1 1 i Gircﬂ D(JQQ'
q 0.5 0.5 1

Sekil 2.5: Transfer fonksiyonunun ¢alisma yapisi

* Hiicrenin ¢iktis1 : Aktivasyon fonksiyonu ile belirlenen ¢ikti degeridir. Uretilen
cikt1 baska bir hiicreye gonderilir. Bir hiicrenin birden fazla girdisi olmasina

ragmen tek ¢iktis1 vardir.

2.3.3. Yapay Sinir Aginin Yapisi

Yapay sinir hiicreleri biraraya gelerek yapay sinir agin1 olustururlar. Hiicrelerin biraraya
gelmesi rasgele olmaz. Bir yapiyr dizayn etmenin en kolay yolu elemanlar
tabakalandirmaktir. Burada tabakalandirmanin ii¢ boliimii vardir. Bunlar, noéronlar
tabakalar halinde gruplandirmak, tabakalar arasindaki baglantilar1 gruplandirmak ve son
olarak ise toplama ve transfer fonksiyonlarmi gruplandirmaktir. Tek tabaka ya da tek
eleman iceren bazi basarili aglar olusturulabilmesine ragmen ¢ogu uygulamalar en az {i¢

tabaka iceren aglara ihtiya¢ duymaktadir (Sekil 2.6). Bu katmanlar:

= Girdi Katmani (Input Layer): Bu katmandaki hiicreler disaridan aldiklar girisleri
isleyerek ara katmanlara iletirler.

= Ara Katmanlar (Hidden Layer ): Ara katmanlarda, girdi katmanindan gelen
bilgiler islenerek c¢ikti katmanina gonderilir. Bir agda birden ¢ok ara katman

olabilir.
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= Cikt1 Katmam (Output Layer): Bu katmandaki proses elemanlar1 ara katmandan

gelen bilgileri isleyerek agin girdi seti icin iiretmesi gereken ciktiy1 tiretirler.

Baglantlar

G
1
¢
d
i
S
e
t
i
T Proses elemanlar
{ Girdi katmani Ara katman Cikti katmam

Sekil 2.6: Bir yapay sinir ag1 6rnegi [12]

Sekil 2.6 daki yuvarlak sekiller proses elemanlarim gostermektedir. Her katmanda
birbirine paralel elemanlar bulunmaktadir. Proses elemanlarini birbirine baglayan
cizgiler ise ag baglantilarin1 gdstermektedir. Proses elemanlar1 ve baglantilar bir yapay
sinir agim olusturur. Cogu ag tiiriinde, gizli tabakadaki bir néron sadece bir dnceki
tabakanin tiim noronlarindan sinyal alir. Noron islemini yaptiktan sonra ise ¢iktisini bir
sonraki tabakanin tiim noronlarina gonderir. Bu yap1 agin ¢iktisi igin bir ileri besleme
patikasi olusturur. Bu bir nérondan digerine olan iletisim hatti, sinir aglari i¢in 6nemli
bir parcadir. Diger bir baglanti sekli ise geriye yayilimdir (feedback). Geriye yayilim

baglanti, bir tabakanin ¢iktisinin 6nceki tabakaya gonderilmesidir.

2.3.4 Yapay Sinir Aglarinda Ogrenme Ve Test Etme

Yapay sinir hiicreleri baglantilarinin agirlik degerlerinin belirlenmesine agin egitilmesi
denir. Baslangi¢ agirlik degerleri rasgele verilir. Ornekler teker teker aga gosterildikce

bu agirlik degerleri degisir. En dogru agirlik degerleri bulunmaya calisilir. Agin dogru
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agirhik degerlerine ulagmasi Orneklerin temsil ettigi olay hakkinda genellemeler
yapabilme yetenegine kavusmasi demektir. Bu genellestirme o6zelligine kavusmasi

islemine agin 6grenmesi denir.

Yapay sinir aglarinda 6grenme iki asamalidir. Ik asamada gosterilen drnekler igin agin
tiretecegi c¢ikt1 belirlenir. Bu ¢ikt1 degerinin dogruluk derecesine gore ikinci asamada

agin baglantilarinin sahip oldugu agirliklar degistirilir.

Agin egitimi tamamlandiktan sonra Ogrenip Ogrenmedigini Ol¢mek, performans
degerlendirmek icin yapilan denemelere ise agin test edilmesi denir. Test asamasinda
agin 6grenme sirasinda gérmedigi 6rnekler kullanilir. Bu 6rneklere test seti, egitilirken
aga gosterilen Orneklere ise egitim seti denir. Test etme sirasinda agin agirlik degerleri
degistirilmez. Ag egitim sirasinda belirlenen baglant1 agirliklarimi kullanarak gérmedigi
test seti Ornekleri icin ciktilar iiretir. Sonuclar ne kadar iyi olursa egitimin performansi
da o kadar iyi demektir. Yapay aglarinin bu sekilde bilinen 6rneklerden belirli bilgilere
ulasarak bilinmeyen Ornekler hakkinda yorum yapabilme (genelleme yapabilme)
yetenegine ‘“adaptif 6grenme” denir. Bu calismada el yazis1 karakterlerini tanimada

geriye yayilim (backpropagation) 6grenme algoritmasi kullanilmastir.

2.4. COK KATMANLI ALGILAYICILAR (MULTILAYER PERCEPTRONS)

2.4.1. Cok Katmanh Algilayici

Yapay sinir aglarina ayn1 zamanda birden ¢cok katmandan olustugu i¢in ¢ok katmanl
algilayict da denmektedir (CKA). Cok katmanli algilayici ileriye dogru baglantili ve ii¢
katmandan olusur. CKA aginda bilgiler giris katmanindan aga sunulur ve ara
katmanlardan gecerek ¢ikti katmanina gider ve aga sunulan girdilere karsilik gelen agin

cevabi disartya iletilir.

CKA ag1 ogretmenli 6grenme stratejisini kullanir. Aga, hem Ornekler hem de
orneklerden elde edilmesi gereken ciktilar verilmektedir. Ag kendisine gosterilen
orneklerden genellemeler yaparak problem uzayini temsil eden bir ¢oziim uzayi
tiretmektedir. Daha sonra gosterilen benzer ornekler i¢in bu ¢oziim uzay1 sonuclar ve

¢cOziimler tiretebilmektedir.



Bu calismada kullanilan CKA ag yapist ileri besleme seklinde yapilandirilmstir. ileri
besleme sinir aglarinda, islem elemanlar1 arasindaki baglantilar bir dongii olusturmazlar
ve bu aglar giris verisine genellikle hizl1 bir sekilde karsilik iiretirler. Sekil 2.7 de ¢ok

tabakali ileri besleme ag yapisi gosterilmistir.

X, ( . ;'D_’ v

\ <A $:-
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Sekil 2.7 : Cok katmanli ileri beslemeli ag

Bu tezde, bir Geriye Yayilim Yapay Sinir Ag1 kullanilmaktadir. Geriye yayilim aglari,
cok tabakali algilayic1 (perceptron) ile aym yapiya sahiptirler ve 6grenme yontemi

olarak geri yayilma algoritmasi kullanirlar (Sekil 2.8).
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Girdi Degerler

Grdi Tabakos

Aginklar 1

Szl Taboko

Adiriklar 2

Clkch Tabakos

Gkt Degerer

Sekil 2.8 : Tleri beslemeli geriye yayilim aglarinin genel yapist
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3. MALZEME VE YONTEM

Bu calismada el yazis1 karakterlerini tamima, ileri beslemeli yapay sinir aglan ile
gerceklestirilmistir. Ogrenme islemi 6gretmenli Ogrenmedir (supervised learning).
Ogrenme algoritmasi olarak geriye yayilim algoritmasi (backpropogation algorithm) ve
Shashank’ 1n algoritmasi kullanilmigtir. Daha sonra bu iki algoritma performans olarak

karsilastirilmgtir.

3.1. GERIYE YAYILIM (BACKPROPAGATION) ALGORITMASI VE
CALISMA PROSEDURU

Geriye yayilma algoritmasi, kolay anlasilabilir olmas1 ve uygulamadaki goriis agis1 gibi
basarilarindan dolay1r ag egitimi i¢in en popiiler algoritmalardan biridir. Bir geriye
yayilim ag1 modelinde giris, gizli ve ¢ikis olmak iizere 3 katman bulunmakla birlikte,

problemin dzelliklerine gore gizli katman sayisini artirabilmek miimkiindiir.

Geriye yayilim aglan orneklerle 6grenirler. Aga istenen Ornekler verilir ve ag cikisi
hesaplar. Hesaplanan cikis istenen ¢ikisla karsilastirilir ve hata hesaplanir. Bu algoritma;
hatalar1 geriye dogru cikistan girise dogru azaltmaya calismasindan dolayr geriye
yayillim ismini almistir. Geriye yayilim 6grenme kurali ag c¢ikisindaki mevcut hata

diizeyine gore her bir tabakadaki agirliklar1 yeniden hesaplamak icin kullanilmaktadir.

Geriye yayilim ¢ok katmanh aglarda kullanilan delta kurali icin genellestirilmistir bir
algoritmadir. Bu algoritma ¢ok kathh aglarda hesap islerini ©Ogrenmede
kullanilabilmektedir. Geriye yayilim aginda hatalar, ileri besleme aktarim islevinin
tirevi tarafindan, ileri besleme mekanizmasi icinde kullanilan aymi baglantilar
araciligiyla, geriye dogru yayilmaktadir. Ogrenme islemi, bu agda basit ¢ift yonlii hafiza

birlestirmeye dayanmaktadir.
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Sekil 3.1 M katmanli bir ¢cok katmanli geriye yayilim agimi (backpropagation multilayer
network) gostermektedir. Nj, j. katmandaki néron sayisini, p ise egitim Ornek seti p.
ornegini temsil eder. Xp, Xpo, ..., Xpno girisleri, Tpi, Tpo, ..., Tony istenen gikislar
diger deyisle hedef ¢ikislar1, Op;, Oy, ..., Opny 1se agin ¢ikislarini gostermektedir. Y, p
ornegi i¢in j katmanindaki i. ndronun ¢ikisidir. Wi, (j-1) katmanindaki k. ndrondan j

katmanindaki i. norona giden baglanti agirhgidir. §; ise j katmanmindaki i. nrona ait

hatadir.
j=katman# =0 i=1 =M
Xy @— ? —/ﬁ— Oyt = Tp1
s -
Tt , = Ty
X 8O SO0
I I :
1 1
1
: I ]
I 1 - 1
I / 1 .
Kp'l'lu .— U L \\—\O_ DP1'|B..I+ Tp'l'ln.l
Mj=# niron Mo I B

j. katmandald i néronu

Ylj- L]Ni-l

Sekil 3.1: Geriye yayilim sinir ag1
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3.1.1. Geriye Yayilim Algoritmasi1 Hesaplamalari

Geriye yayilim algoritmasinda ¢esitli formiilasyonlar kullanilir[13]. Bunlar :

Baslangic agirliklarinin belirlenmesi :

Baslangic baglanti agirliklan kiiciik araliklarda rasgele sayilardan segilir.

Giris ve hedef vektorlerinin belirlenmesi :
p. Ornegin giris vektorit X, = (Xp1, Xp2, ..., Xpno ) aga verilir. Verilen giris i¢in hedef

cikig vektorti Ty = (Tp1, Tpo, ..., Tpnw ) saptanir.
[k girislerin ¢ikis kabul edilmesi :
Girisler ilk katmandan gecirilerek 0 katmanindaki her i diigiimii i¢in su esitlik saglanir :

Yoi = Xpi- (3.1)

Katmanlardaki noron ¢ikislarinin hesaplanmasi :
Giris katmanindan ¢ikis katmanina kadar olan her j = 1,2, ..., M katmanindaki her i

noronu i¢in sigmoid aktivasyon fonksiyonu da kullanilarak ¢ikis hesaplanir [14].

Nj—i
Yi=f ) YW
k=1 (3.2)
1 (3.3)
f(z) 1+ exp(-z)

Agin cikig degerlerinin belirlenmesi :

Agin ¢ikig degerleri bulunur. M katmanindaki her i diigiimii i¢in su esitlik saglanir :
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Gizli katmanlar ve ¢ikis katman noronlar i¢in hata degerlerinin hesaplanmas :
Son katmandan baslayarak ilk katmana dogru her j = M, M-1, ..., 1 katmanindaki i

noronu i¢in dji hata degeri hesaplanir. Cikis katmani i néronu i¢in hata degeri :

oari = Yagi(1 - YMi}(Tpi - Yuri) (3.5)
Gizli katman noronlar icin hata degeri :

Nyt (3.6)
85 =Y5(1 = ¥3) Y 8 Wiiram

k=1

Gizli katman ve ¢ikis katmani agirliklarinin degistirilmesi :
(i-1) katmanindaki k noronundan, i katmanindaki her i ndronuna olan baglanti

agirliklan degistirilir [15].

Wi = Wia + ;Y5 3.7)

B, Oile 1 degerleri arasinda olup 6grenme oranim (learning rate) gosterir.

2. adimdan 6. adima kadar olan islemler her egitim seti 6rnegi p icin tekrarlanir. Ve bu
egitim seti, ortalama karesel hata (Mean Square Error) degeri minimuma indirilene dek

aga sunulur. MSE, p. 6rnegin ¢ikis katmani icin asagidaki formiille ifade edilir [16].

1 M ) (3.8)
Ep = ) Z':Tp;i — Op;)

=1
Genellestirilmis delta kuralinda (Generalized Delta Rule), j katmanindaki i néronu

hatas1 6ji, ortalama karesel hata (Mean Square Error) degisiminin noron toplam {iriin

degerine oranidir.

) (3.9)
anetﬁ

J_fi =

net j; toplam iiriin degerini gosterir.
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Zincir kuraliyla E;, degerindeki degisimin agirlik degisimine oran elde edilebilir.

8E, _ OE, Onetj; (3.10)
OWji  Onetj; OWiip
=-0 [Yii—1)0W(i—1)i0 + - + Y- oeWii_na + -]

" Wik
= =0 Gy Y0 Wii-nik
= =05 Y1k
Agirlik degisimi asagidaki gibi yazilabilir.
AWja = B6;i Y 1)k (3.11)

Burada f sabit oldugundan agirlik degisimi su sekilde yazilabilir.

W;::k = Wjik + ﬁwjik (3.12)

3.1.2. Geri Yayilim Algoritmasi1 Adimlar:

Sekil 3.2 de gizli katman, ¢ikis katmani, ve ¢ikis katmani agirliklart gosterilmistir. Bu

calismadaki algoritma adimlar1 sembolik olarak bu sekil {izerinden gosterilecektir [17].

Sekil 3.2: Cikis katmani agirliklart gosterilen geri yayiliml ag

= 1.Adim:
Girigler aga verilerek cikislar hesaplanir. Baslangic agirliklart rasgele
secildiginden (Orn. [-0.5 , +0.5]), baslangi¢ ¢ikis degerleri de rasgele degerler

olur.
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= 2.Adim:
B noronunun hatast hesaplanir. Hata, istenen ¢ikisin elde edilen ¢ikistan farkidir.
Diger bir deyisle;
Hata g = Cikis g (1 — Cikis g) (Hedef_Cikis g — Cikis )
Cikis (1 - Cikis) ifadesi sigmoid fonksiyon kullanildigi icin gereklidir.

= 3. Adim:
Cikis katmam agirliklant degistirtilir. ' W¥ap, egitilmis agirlik Wap  ise
baslangigtaki agirlik olsun. Agirlik giincelleme ifadesi asagidaki gibi olur.
W7ap = Wagp + (Hata g * Cikis )
Cikis katmanindaki tiim baglant1 agirliklart bu sekilde tekrar diizenlenir.

= 4. Adim:
Gizli katman noronlarinin hatalart hesaplanir. Cikis katmanindaki néronlarin
hatalarin1 hesaplamada kullanilan yontemden farkli bir yontem kullanilir. Ciinkii
bu katmanda hedef ¢ikis yoktur. Bundan dolay1 ¢ikis katmani hatalar geriye
iletilir [18]. Algoritma ismini bu adimdan dolayr almistir. Cikis katmani hata
degerleri geriye olan baglantilar boyunca gizli katmana yayilir. Ornegin Sekil
3.2 deki A noéronunun hatasimi elde etmek icin cikis katmanindaki B ve C
noronlarinin hatalar1 kullanilir.
Hata o = Cikis o (1 — Cikis o) (Hata g Wxp + Hata ¢ Wuc)

= 5. Adim:
Gizli katman hatalart hesaplandiktan sonra, 3. adimdaki gibi gizli katman

agirliklar degistirilir. Bu islemler ag egitilene kadar devam ettirilir.

3.1.3. Goriintii Dijitallestirme (Image Digitization)

Orneklerin (giris/cikis ¢iftleri) aga nasil gosterilecegi orneklerin belirlenmesi kadar
onemlidir. Goriintiiyii dijital hale getirme yapay sinir aglari i¢in temel adimdir. Goriintii,
bilgisayar sisteminin ve sinir aginin isleyebilecegi hale getirilmelidir. Yapay sinir aglari
yalnizca rakamlar ile calisabilmektedir. Eger problem uzayinda sayisal (niimerik)
olmayan faktorleri dikkate almak gerekiyor ise o zaman bunlarin rakamlar ile temsil
edilebilmesi gerekmektedir. Bu doniistiirme ¢esitli sekillerde olabilmekte ve bu da agin

performansim etkilemektedir. Hem giris degerlerinin hem de beklenen ¢ikis degerlerinin
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niimerik olarak gosterilmesi gerekmektedir. Dijital bir resim elektronik olarak bit ya da
baytlarla ifade edilir. Bu doniisiimden ikili bir matris elde edilerek, resim orjinal
boyutundan bagimsiz hale getirilir. Boylelikle herhangi bir boyuttaki bir resim, 6nceden

tanimlanmis sabit boyutlu bir ikili matris seklinde ifade edilebilir.

Resmi rakamlarla ifade etmek igin resmin bilgisayar ortamindaki gri tonlar
kullanilmaktadir. Bir resmin 256x256 pixelden olusan bir ¢ercevede cekilmesi sonucu
resmin her noktasmin gri tonunu gosteren 0-256 arasinda bir say1 vardir. Goriintii
dijitallestirmede girig goriintiisii ikili bir pencere formatina donistiiriiliir. Yani resim
0zel doniigiimlerden gecirilerek bu 0-256 arasi sayilar, tonlarina gore 0 veya 1 olur. Bu
ise siyah-beyaz resmi ifade eder. Beyaz renk pikselleri O ile, siyah renk pikselleri ise 1
ile isaretlenir. Sekil 3.3 de A harfi 6X8 = 48 hiicre ile dijital hale getirilmistir. Elde

edilen matris O ve 1’ lerden olusur.

S0 O e e e i S
e e et et 2D DD D

RPRHEROOOOo
OO OO
=TT T PR PRy
CODS RO

Sekil 3.3: Dijital “A” harfi

Bu calismada, karakterler daha biiyiik boyutlu alinmistir. Ciinkii boyut kiiciildiikge bilgi
kayb1 olusmakta, resimlerin bazi ince detaylar1 kaybolmakta ve agin gérmesi miimkiin
olamamaktadir. Bundan dolay1 karakterler icin 25x25 boyutu secilmistir. Sekil 3.4 de
egitim seti orneklerinden bir “A” harfi, Sekil 3.5 de ise olusturulan 25x25 boyutlu ikili

A matrisi goriilmektedir.



39

Sekil 3.4: Dijital hale getirilmis bir “A” harfi
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Sekil 3.5: Ikili (binary) A matrisi
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3.1.4. Cok Katmanh Geriye Yayihm Agimin Calismasi

Yapilan el yazis1 karakterlerini tanima c¢alismasinda geriye yayilimli 6grenme
algoritmasinin uygulanmasi su sekilde ilerler :
*  Orneklerin toplanmasi :
Aga ogretilmek istenen orneklerin bulunmasi adimidir. Agin egitilmesi i¢in 6rnekler
toplandigr gibi (egitim seti) agin test edilmesi icin de Orneklerin (test seti)
toplanmasi1 gerekmektedir. Agin egitilmesi sirasinda test seti aga hi¢ gosterilmez.
Egitim setindeki ornekler tek tek gosterilerek agin olayr 0grenmesi saglanir. Ag
olay1 6grendikten sonra test setindeki 6rnekler gosterilerek agin performansi olgiiliir.
Hi¢ gormedigi ornekler karsisindaki basarisi agin iyi 6grenip 6grenmedigini ortaya
koymaktadir. Bu calismada aga sunulan egitim seti 1500 elemandan olugmaktadir.
Bu 1500 ornek el yazisi karakteri, Latin alfabesindeki A’ dan Z’ ye kadar olan tiim
harfleri yaklasik olarak esit sayida kapsamaktadir.
= Agin topolojik yapisinin belirlenmesi :
Ogrenilmesi istenen drnekler icin olusturulacak olan agin topolojik yapis belirlenir.
Kag tane giris iinitesi, ka¢ tane ara katman, her ara katmanda ka¢ tane proses
elemant ve kag¢ tane cikis elemani olmasi gerektigi bu adimda belirlenmektedir.
Ancak CKA modelinde herhangi bir problem icin kag¢ tane ara katman ve her ara
katmanda kag tane proses eleman1 kullanilmasi gerektigini belirten bir yontem su
ana kadar bulunmus degildir. Ara katman sayis1 ve proses eleman1 sayilar1 agin

performansimi yakindan ilgilendirmektedirler.

Ag1 olusturmak icin giris katmani, bir gizli katman ve ¢ikis katmani kullanilmistir.
Giris katmam 625 nérondan olugsmaktadir (Sekil 3.6). Sebebi ise, giris matrislerini
boyutlarinin 25X25 = 625 olmasidir. Matrisin her elemani bir néron ile temsil

edilmektedir.

Gizli katmanda ise baslangicta 50 noron ile baglanmistir. Fakat bir problem herhangi
bir ag ile kabul edilebilir hata altinda ¢6ziim iiretse bile, daha iyi bir ag olusturmak
icin farkli sayidaki ara katman ve her ara katmanda farkli sayida proses elemanlar
ile denemeler yapilmistir. CKA aglarinda problemin ¢oziimii i¢in gerekli en iyi
topolojiyi  belirlemek miimkiin olmadigindan deneme yanilma yOntemi

kullanilmakta, bazen daha eksik sayida bazen de daha fazla sayida proses elemanina
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ihtiyag duyulmaktadir. Bu nedenle ag budanarak gizli katman néron sayist 35" e
diisiiriildigiinde ag performansinin daha iyi oldugu gozlenmistir. Biiyiik bir agdan
baslayip kiiciik bir aga dogru egitim sirasinda siirekli ag1 kiiciiltmek ve proses

elemanlarim teker teker agdan c¢ikartmaya agin budanmasi denmektedir.

Cikis katmami noronlar1 ise 26 tanedir. Her noron takimi alfabedeki bir harfi
gostermektedir [19]. Ornegin A harfi icin ¢ikis katmani noronlarindan sadece ilk
noron degeri 1’ dir. Diger noron degerleri 0’ dir. B néronu iginse sadece ikinci
noron 1, digerleri 0’ dir. Tiim karakterler i¢in bu sekilde bir tanimlama yapilmistir
(Tablo 3.1). Bu degerlerin resim veya karakterlerle baglantis1 yoktur. Ag

performansi agisindan uygun bulundugu i¢in cikislar bu sekilde tasarlanmustir.

Sekil 3.6 : Kullanilan yapay sinir ag1 topolojisi
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Tablo 3.1 : Tim karakterler i¢in beklenen ¢ikis néron degerleri

Cikis Katman Noron Degerleri

Karakter

10000000000000000000000000

A

01000000000000000000000000

00100000000000000000000000

00010000000000000000000000

00001000000000000000000000

00000100000000000000000000

00000010000000000000000000

00000001000000000000000000

00000000100000000000000000

00000000010000000000000000

00000000001000000000000000

00000000000100000000000000

00000000000010000000000000

00000000000001000000000000

00000000000000100000000000

00000000000000010000000000

00000000000000001000000000

00000000000000000100000000

00000000000000000010000000

00000000000000000001000000

00000000000000000000100000

00000000000000000000010000

00000000000000000000001000

00000000000000000000000100

00000000000000000000000010

00000000000000000000000001

Nl < X = <l c| 13| v ml O] ¥ O Z| 2| | Rl «| = = @ °# m 9 A
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=  (Ogrenme parametrelerinin belirlenmesi :

Agin 6grenme katsayisi, proses elemanlarinin toplama ve aktivasyon fonksiyonlari,
gibi parametreler bu adimda belirlenmektedir. Baslangi¢c degerleri kadar 6grenme
katsayisinin belirlenmesi de agin 6grenme performans: ile yakindan ilgilidir.
Ogrenme katsayis1 agirliklarin degisim miktarmi belirlemektedir. Bu calismada
ogrenme katsayisi 0.2 olarak secilmistir. Bu say1 tamamen ilgili probleme baglidir.

= Agirliklarin baslangic degerlerinin atanmas :

Proses elemanlarini birbirlerine baglayan baglantilarin agirliklarinin  baslangig
degerlerinin atanmasi yapilir. Baslangicta genellikle rasgele degerler atanir. Daha
sonra ag uygun degerleri 68renme sirasinda kendisi belirler. Baslangic agirlhik
degerleri Wj; [-0.5, +0.5] arasinda alinmistir.

» (Ogrenme setinden 6rneklerin secilmesi ve aga gosterilmesi :

Agin 6grenmeye baslamasi ve yukarida anlatilan 6grenme kuralina uygun olarak
agirhiklan degistirmesi igin 6rnekler (giris/cikis degerleri) aga teker teker ve belirli
bir diizenege gore sirali veya rasgele olarak gosterilir.

» (Ogrenme sirasinda ileri hesaplamalarin yapilmast :

Sunulan giris i¢in agin ¢ikis degerleri hesaplanir. Bu asamada bilgi isleme, egitim
setindeki bir 6rnegin giris katmanindan aga gosterilmesi ile baglar. Daha once de
belirtildigi gibi giris katmaninda herhangi bir bilgi isleme olmaz. Gelen girisler
hi¢cbir degisiklik olmadan ara katmana gonderilir. Once ara katmanin c¢ikislari
hesaplanarak sigmoid fonksiyonundan gecirilir, ¢ikis katmaninin net girisleri
bulunduktan sonra cikislar1 hesaplanip tekrar sigmoid fonksiyonundan gecirilerek
sonug belirlenir. Cikis katmanindaki ¢ikis degerleri elde edildiginde ileri hesaplama
tamamlanmig olur. Bu adimda kullanilan denklemler 3.1, 3.2, 3.3 ve 3.4 diir.

» (Ogrenme sirasinda geri hesaplamalarin yapilmas :

Bulunan ¢iktinin beklenen cikti ile karsilastirilmasi yapilarak agm iirettigi hata
degerleri bu adimda hesaplanir. Amag¢ bu hatay1 diisiirmektir. O nedenle geriye
hesaplamada bu hata agin agirlik degerlerine dagitilarak bir sonraki iterasyonda
hatanin azaltilmas1 saglanir. Agirlik degerleri hatay1 azaltacak sekilde tekrar

diizenlenir. Bu adimda kullanilan denklemler ise 3.5, 3.6, 3.7 ve 3.8 dir.
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3.1.5. Cok Katmanh Geriye Yayillim Agimin Egitilmesi

Cok katmanli geriye yayilim aginin egitilmesi yukaridaki adimlarin tekrarlanmasiyla
gerceklenir. Ag egitilirken aga genis bir 6rnek seti sunulur. Ag1 egitmenin etkin yolu,
once ilk karakteri aga vermek ve agirliklar1 degistirmektir. Daha sonra ikinci ve iiciincii
karakterler aga sunularak tiim egitim seti bitirilir. Egitim seti tamamen aga verilip
hatalar geriye yayilip agirliklar degistirildikten sonra egitim seti tekrar aga sunulur

(Sekil 3.7). Bu islem, elde edilen ciktilar ile beklenen ciktilar arasindaki hatalar kabul

edilir diizeye ininceye kadar devam eder.

Hata hesaplamt we tlim
agwhidar gincellenir

[lic harf
afa werilir,

A arliddar dedisir
we tekrar A dle
haglatur

Afwhidar telorar
dedistirilir.
e
Sonra 7 |Stradali harf
siradald harf] L werilir
werilic -
“ | Agirhldar
< guincellenir
Son harfada
verilit.

Sekil 3.7 : Cok katmanli agin egitim akist
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3.1.6. Agin Egitiminin Durdurulmasi

Teorik olarak; ag tiim karakterleri tanidiginda egitim sonlandirilir. Fakat pratikte agin
O0grenmesi icin bir durdurma kriterinin olmas1 gerekmektedir. Bu ise genellikle iiretilen
hatanin belirli bir diizeyin altina diismesi olarak alinmaktadir. Bu calismada egitilen
agin ortalama karesel hata degeri 0,0001 olarak dlciilmiistiir. Yani ortalama karesel hata
0.0001 degerine diisene kadar egitim seti 6rnekleri aga verilmistir. Bu asamadan sonra
ag ornekleri taniyacak duruma gelmistir. Calismadaki adimlar Sekil 3.8 deki akis

semasinda gosterilmistir [20].

Toplam hata, tiim 6rneklerin tiim ¢ikis noron hatalarinin toplamidir. Ortalama karesel
hata ise Ornek basina diisen ortalama hatadir (toplam hata / ornek sayis1 ). Noron
hatalarini iistiiste toplarken pozitife cevirmek gerekir. Ciinkii hatanin -0.5 veya 0.5
olmasi, gereken degerden sapmasi acisindan farkli degildir. Ayrica hata degerleri
toplam hata degerini diistirmemelidir. Bu nedenle negatif hatalar pozitife cevrilir

(Denklem 3.8).
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> Toplarn hata =10
v
Itk tirnegi aga sun
ve editmeye bagla
Timn giag noronlariun
hatalarim pozitif yap
ve toplan hataya eide [
Haytr
Ewet
Oirtalarna karesel hata <= 0.000 p| Durdur
ise durdur
A
L 4
Evet, Haylr
: sof1 ek
sofy Arnek e iy ;
eitildi Son ornelr egitildiyse editilmedi
telorar il drnege gec,

editimediyse
swadald drnedl afa sun

Sekil 3.8 : Algoritmanin akis semasi

3.1.7 Agin Test Edilmesi

Ag baglant1 agirliklar1 son halini egitimden sonra alir. Agin egitimi tamamlandiktan
sonra test setindeki tiim veriler aga sunulur. Tablo 3.1 de tiim karakterler icin olmasi
gereken noron cikiglar listelenmistir. Giris Orneginin ¢ikislart alimir. Cikis noron
degerleri her karaktere karsilk gelen ¢ikis kiimesine yakin olmalidir. Ornegin A

karakteri icin beklenen ¢ikis 10000000000000000000000000 oldugu
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icin sadece ilk noron cikist 1 veya 1’ e yakin olmalidir. Diger noron cikislarinin ise O

veya 0’ a yakin olmasi gerekir.

Agin performans Ol¢iimii, 6grenme yeteneginin Olciilmesidir. Agin, test setindeki

ornekler karsisinda iirettigi dogru cevaplar orani ile dl¢iiliir.

D (3.13)
P= — x 100
T

Burada D test setinden dogru olarak cevaplandirilan Ornek sayisimi, T test setinde

bulunan toplam 6rnek sayisini, P ise performans yiizdesini gdstermektedir.

3.2. SHASHANK’ IN ALGORITMASI VE CALISMA PROSEDURU

Shashank, el yazis1 karakterlerini tanima sistemi icin geriye yayilim (backpropagation)
gibi 6grenme algoritmalarina alternatif olarak yeni bir 6grenme algoritmasi ve test etme

teknigi gelistirmistir.

3.2.1. Shashank Agimin Egitilmesi

Burada geriye yayilim algoritmasindan farkli olarak, siirekli giincellenen tek bir agirlik
matrisi yerine, tiim karakterler icin ayr1 bir agirlik matrisi olusur. Egitim asamasindaki

ornek girisi olan M matrisi asagidaki sekilde tanimlanir :

1 EgerIGj=1
MGE.J) = (3.14)
=Tt =L

Burada ixj boyutlu I (i,j) matrisi egitim setindeki karakter matrisidir. Kullanilan boyut

25x25’ tir. M (i,j) matrisi ise aga verilen giris matrisidir.

Aymni karakterin egitim setindeki farkli 6rnekleri birer birer aga ogretilir. Her karakterin
agirhik matrisi ayndir. k. karakter icin Wy(i,j) matrisi baslangicta 0’ lardan olusur.

Sonrasinda ise ayn1 karakterlerin giris matrisleriyle toplanarak giincellenir.
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1=1,x
{
j=1Ly
{
Wi (1)) =W (ij)+M (i) (3.15)
}
}

Bu islem tiim k. karakterler i¢in tekrarlanarak Wy (1,j ) matrisi son haline getirilir.
Egitim seti Orneklerinden A harfi 50 taneyse, Wx(i,j) 50 defa giincellenir. Tiim

karakterler i¢in toplam 26 tane agirlik matrisi olusturuldugunda test agsamasina gegilir.

3.2.2. Shashank Agimin Test Edilmesi

Test asamasinda giris matrisi I (i,j) karakter matrisidir. M blogu, her k icin Wy agirhik

bloklarina M giris matrisini iiretir. Agirlik bloklar1 26 tanedir (Sekil 3.9).

ally
LY
>— W, ? S
. . E
Giris >— W, = C Cikais
s 7(2)
H.—'M - : r j
: :r{fc}c
W, >/

Sekil 3.9 : Shanshank karakter tanima sistemi

Shashank’ 1n tekniginde adaylik skoru, ideal agirlik modeli skoru ve tanima bolim

degeri gibi ii¢ deger tanimlanmistir [21]. Bu ¢aligmada da tanima islemi bu degerlere

gore yapilmigtir.
3.2.2.1. Adaylik Skoru (Candidate Score) (y)
Adaylik skoru degeri; I (i,j) karakter matrisi elemanlarinin, 6grenilen k. karakterinin

Wi (i,j) agirlik matrisi elemanlariyla carpimlart toplamidir. Burada 1 (i,j), egitim

asamasindan farkli olarak, O ve 1’ lerden olusur.

k)= W, (i, )*1(, ) (3.16)

o1 -1
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3.2.2.2. Ideal Agirlik Modeli Skoru (Ideal Weight — Model Score)(11)
Ideal agirlik modeli skoru, ogretilen ornegin agirlik matrisindeki pozitif degerlerin

toplamidir. Bu skor i¢in asagidaki yontem kullamilir. p(k) baslangic degeri 0’ dir.

1=1x
{
j=1Ly
{
Eger Wi (1,)) >0
pk) = pd) + Wi (1) (3.17)
}
}

3.2.2.3 Tamuma Boliim Degeri (Recognition Quotient)
Bu deger bir test Orneginin egtim setindeki hangi karakterle eslesebileceginin

Olclimiidiir.

wk) (3.18)

Qk) =
L(k)

Q degeri tim karakterler i¢in bulunur. Test ornegi, en biiylik Q degerini bulduran
karakterin sinifindandir. Eger sistem yetersizse Q degeri kabul edilemeyecek bir deger
olarak (Q<0.5) karstmiza cikar. BoOyle bir durumla karsilasildiginda egitim seti

degistirilerek sistem iyilestirilmistir.
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4. BULGULAR

Yapilan testler ile geriye yayilim aginin performansini etkileyen bircok parametre tespit
edilmistir. Parametrelere c¢esitli degerler verilerek her durum icin hata diisisi
gozlemlenmistir. Elde edilen grafiklere gore performans: yiikseltecek degerler

belirlenmistir.

4.1. GERIYE YAYILIM AGININ PERFORMANSINI ETKIiLEYEN
PARAMETRELER

Degistirildiklerinde ag performansini etkileyen parametreler tespit edilmistir. Bunlar :

¢ Baglangi¢ degerlerinin atanmasi

¢ Ara katmanlarin ve her katmandaki proses elemanlarinin sayisinin belirlenmesi
¢ Ogrenme katsayisinin belirlenmesi

¢ Durdurma kriterinin belirlenmesi

e Orneklerin secilmesi

e Orneklerin aga sunulmasi

4.1.1. Baslangi¢ Degerlerinin Atanmasi

CKA aginin proses elemanlarin1 birbirine baglayan baglanti agirliklarinin baslangic
degerlerinin atanmasi da agin performansi ile yakindan ilgilidir. Genel olarak agirliklar
belirli araliklarda atanmistir. Bu degerlerin atanmasi i¢in heniiz belirlenmis standart bir
yontem yoktur. Agirliklarin baslangi¢ degerlerinin rasgele atanmalari istenmektedir. Bu
aralik eger biiyiik tutulursa agin yerel ¢oziimler arasinda siirekli dolastig1 kiiciik olmasi
durumunda ise 6grenmenin gec¢ gerceklestigi goriilmiistir. Bu caligmada agirliklar
kiigiik tutuldugunda agin ortalama karesel hatasinin (MSE) sifira yaklagmasinin gii¢
oldugu ve zaman aldig1 gozlenmistir. Bundan dolay1 agirliklar [-0.5, +0.5] araliginda

secilmistir. Bu degerler verildiginde baslangicta hata degerlerinin yiiksek oldugu



51

sonraki adimlarda ise hizli bir sekilde diistiigii goriilmiistiir. Sekil 4.1 de, baglanti
agirliklan [-0.5, +0.5] araliginda ve [-0.1, +0.1] iken iterasyon (etoch) arttikca hatanin

diisme oranlar1 verilmistir.

Baslangic Agirhiklari (W)

‘—-—w =[- 0.5,40.5] —o—w =[- 0.1,+0.1] \

1,0
0,9

0.8
0.7 ~

11]

2 06 ~

= 0’5 | \'\.\

1]

$ 05 | =
0,1 —_—
0,0 : :

1000 2000 3000 4000

iterasyon (Epoch)

Sekil 4.1 : Farkli baglangi¢ agirlik degerlerinde hata — iterasyon degisim grafigi

4.1.2 Ara Katmanlarin Ve Her Katmandaki Proses Elemanlarmin Sayisimin

Belirlenmesi

CKA modelinde herhangi bir problem icin kag¢ tane ara katman ve her ara katmanda kag
tane proses elemani kullanilmasi gerektigini belirten bir yontem su ana kadar bulunmusg
degildir. Ara katman sayis1 ve proses elemani sayilari da agin performansini yakindan
ilgilendirmektedirler. O nedenle bu calismada olusturulan ag ile kabul edilebilir hata
altinda ¢oziim {iretse bile performansi daha iyi bir agin olusabilme ihtimali i¢in farkli
sayidaki ara katman ve her ara katmanda farkli sayida proses elemanlar ile denemeler
yapilmistir. Boylece performanst daha yiiksek bir ag bulmak miimkiin olmustur.
Baslangicta bir ag olusturulup zaman i¢inde yapilan testler 15181nda ag biiyiitiilerek veya

kiiciiltiilerek istenene ulagilmistir.

Ag gizli katman1 Once 30 ndron (proses elemani) ile baslatilmistir. Ag giderek
biiyiitiiliip performansi gozlenmistir. Baglangicta 30 ara katman elemam ile agin

egitimine baslanmis ve agin 6Zrenme hatas1 belirli bir degere kadar diistirlilmiistiir.
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Yalniz bu 6grenmede iterasyonlar cabuk ilerlemekle birlikte hata diisme oram kiigiik
oldugundan tercih edilmemistir. Daha sonra eleman sayis1 40’a yiikseltilmistir. Bu
o0grenmede ise hata diisme orani baslangicta biiyiik olmakla birlikte sonraki adimlarda
hata istenmeyen bir degerde sabit ilerlemeye baglamistir. Ayrica iterasyon i¢i islemler
cok yavas gerceklesmis, ag egitiminde zorlamilmistir (Sekil 4.2). Bundan dolay1 ag, gizli
katman 35 noron ile egitilmistir. Bu durumda hatanin iterasyon sayisina bagh olarak
diizenli sekilde diistiigii ve istenen hatada sabit ilerledigi goriilmiistiir. Ara katman (gizli
katman) sayis1 bir olarak secilmistir. Yani ag iic katmandan olusturulmustur. Bu, yapay
sinir aglarinda genel olarak kullanilan yapidir. Aksi taktirde egitim maliyeti yliksek

olmaktadir.

Gizli Katman N6ron Sayisi

‘+35 néron —a— 40 ndron 30 néron

1,0
0,9

0,8

0,7 - -\

0,6 A~

0,5 \¥

o \ﬁ\gg
0,3

0,2
0,1 -

Hata ( MSE )

1000 2000 3000 4000
iterasyon (Epoch)

Sekil 4.2 : Farkl gizli katman noron sayilarinda hata — iterasyon degisim grafigi

4.1.3. Ogrenme Katsayisimn Belirlenmesi

Ogrenme Katsayisinin belirlenmesi de agin 6grenme performansi ile yakindan ilgilidir.
Ogrenme katsayis1 agirliklarin degisim miktarini belirlemektedir. Eger biiyiik degerler
secilirse o zaman yerel ¢oziimler arasinda agin dolagmasi ve osilasyon yasamasi soz

konusu olmaktadir. Kiiciik degerler secilmesi ise iterasyon ge¢is zamanini artirmaktadir.
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Sekil 4.3 de, ogrenme katsayis1 0.2, 0.4 ve 0.8 iken iterasyon (etoch) arttikca hatanin

diisme oranlar1 verilmistir.

Ogrenme Katsayisi (B)

\—o—s=o,2—.—s=o,4 B=0,8‘

Hata ( MSE)

20 40 60 80 100 120
iterasyon (Epoch) (*103)

Sekil 4.3 : Farkli 6grenme katsayilarinda hata — iterasyon degisim grafigi

Ogrenme katsayisi 0.8 iken, hata degerlerinde sik¢a salinim olusmustur. Ayrica hatanin
istenen degere diismesi i¢in 120.000 iterasyondan daha fazlaya ihtiya¢ vardir. Bu da

egitim i¢in oldukca fazla zaman harcanmasi demektir. Bundan dolay1 tercih

edilmemistir.

Ogrenme katsayis1 0.4 iken, osilasyon olusmamus, fakat hatanin sifira yaklasmasinin

cok da basit olmadig1 goriilmiigtiir.

Ogrenme katsayis1 0.2 iken ise, hata belli adimda istenen degere yaklasmistir. Zaman
maliyeti fazla degildir. Bundan dolayr bu calismada Ogrenme katsayisi 0.2 olarak

secilmis ve ag egitilmistir.



54

4.1.4. Durdurma Kriterinin Belirlenmesi

Calismada kullanilan agin egitilmesinin belirli bir asamadan sonra durdurulmasi

gerekir. Ciinkii agin ¢oziim iiretecek agirliklarini bulduktan sonra egitime devam

edildiginde agirliklarin ve sistemin istenmeyen sekilde degistigi goriilmiistiir. Bu

sekilde, en iyi ¢oziim iireten bir ag tekrar daha performansi diisiik aglara veya

O0grenemeyen aglara doniismektedir. O nedenle agin egitiminin ne zaman durdurulmasi

gerektigi konusunda karar verilmesi de agin basarisin1 ve performansini etkilemektedir.

Ag egitildikge hatasi iterasyon sayisina bagli olarak azalmistir (Sekil 4.4). Bu caligmada

iki tiirlii durdurma kriteri kullanilmastir.

Hatanin belirli bir degerin altina diigsmesi halinde egitimi durdurma :

Bu durumda hatanin biitiin egitim seti i¢in kabul edilebilir bir degerin altina
diigmesi kriter olarak alinir. Baz1 durumlarda egitim seti kiigiik oldugunda hata
degerleri cok kiiciik seviyelere diismekte biiyiik oldugunda ise kabul edilemez
diizeyde kalmaktadir. Bu durumda egitime devam edilmistir. Bu calismada
biitiin 6rneklerin hatalarinin ortalama degerinin belirli bir degerin altina diismesi
saglanmistir. Yani oratalama karesel hata minimize edilerek 0.0001° e kadar
disiiriilmiis ve ag egitilerek son haline getirilmistir.

Agin belirli bir iterasyon sayisin1 tamamlamasi sonucu egtimi durdurma :

Bu durumda hatanin hangi degere kadar diisecegini belirlemek yerine belli
iterasyon sayis1 ile agm ka¢ adimda egitilecegi belirlenir. Ag egitim
performansi ile ilgili egitim denemeleri yapmak ve hata grafiklerini pratik
yoldan, zaman tiiketimi fazla olmadan incelemek icin agin egitilecegi iterasyon
sayist saptanir. Ozellikle hatamin  hangi degere kadar diisebileceginin
kestirilemedigi (yani kabul edilebilir hatanin belirlenemedigi) durumlarda bu

durdurma kriteri uygulanmistir.
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Ortalama Karesel Hata - iterasyon

[—=—w=[-05+05],=02 |

1,0
0,9
0,8
07 .\\
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0,4
0,3
0,2
0,1
0,0

Hata ( MSE )
o
(@) ]

1000 2000 3000 4000
iterasyon (Epoch)

Sekil 4.4 : Iterasyon sayisi arttiginda MSE degerinin degisim grafigi

4.1.5. Orneklerin Secilmesi

Orneklerin secilmesi agin performansini yakindan ilgilendiren bir konudur. Ciinkii ag,
bu ornekleri dikkate alarak agirliklarini degistirmektedir. Secilen orneklerin problem
uzaymi temsil edebilecek nitelikte olmasi ¢ok 6nemlidir. Ciinkii aga ne gosterilirse ag
ancak o konularda yorumlar yapabilir ve ancak o konuda gormedigi orneklere ¢coziimler

tretebilir.

Egitim seti sadece u¢ veya c¢ok diizgiin Orneklerden (el yazist karakterleri)
olusmamistir. Ag olusturulurken problem uzayimin her bolgesinden ve uzay1 temsil eden
ornekler secilmistir. Ve biitiin 6rnekler belirlenip egitim ve test seti olarak ikiye
ayrilmistir. Ag test setine basarili sonuglar tiretmediginde secilen 6rnekler tekrar gzden
gecirilmigtir. Ag test setindeki ornekleri O0grenirken gormemektedir. Agin tanimada
basarisiz oldugu ornekler belirlenip toplanarak egitim setine katilmis ve ag yeniden
egitilerek performansi artinlmistir. Boylece, zaman i¢inde problemi ¢dzen egitim setine
ve aga kavusmak miimkiin olmustur. Ayrica egitim seti Ornekleri arttikca ve

cesitlendikce ag performansinin ve tanima yiizdesinin de arttigi gozlenmistir (Sekil 4.5).
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Egitim Seti Orneklerinin Secimi

‘ —@— Rasgele Sunum ‘

100

90
i ‘_m/. 83
70 wee— i

60 56
50

40
30
20
10

Tanima Yuzdesi

300 600 900 1200
Egitim Seti Ornek Sayisi

Sekil 4.5 : Farkl1 egitim seti 6rnek sayilarinda hata — iterasyon degisim grafigi

4.1.6. Orneklerin Aga Sunulmasi

Orneklerin aga sunulma sekli de 6grenme performansini etkilemektedir. Bu ¢alismada

ornekler aga once sirali, ardindan da rasgele olarak sunulmustur.

e Sirali Sunum

e Rasgele Sunum

Sirali sunumda Once Ornek setindeki ilk karakter tipindeki tiim Ornekler sirayla aga
sunulmus, sonraki iterasyonlarda ise ikinci, ligiincii ve sirasiyla en sonuncu karakter
tipindeki 6rneklerin tamami aga sunulmustur. Sonra tekrar basa doniiliip 6rnek setindeki
ornekler ayni sira ile aga tekrar sunularak bu islem 6grenme saglanincaya kadar devam
ettirilmigtir. Bu tiir bir sunusta 6rnek setindeki biitiin 6érneklerin aga gosterilme sanslari

esittir.

Rasgele sunumda ise karakter ornekleri egitim seti icinden rasgele secilmis, rasgele

secilen ornek egitim seti i¢ine tekrar atilmamigtir. Kalanlar arasindan rasgele tekrar yeni
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ornek secilerek aga sunulmustur. Biitiin 6rnekler aga gosterilince, egitim seti tekrar
rasgele secilerek aga gosterilmistir. Bir defa gosterilen Ornek biitiin set aga
gosterilinceye kadar bekler. Ogrenme saglanincaya kadar bu islem ayn1 sekilde tekrar
eder. Orneklerin aga gosterilme sanslari bu durumda da esittir. Boylece egitim seti
kiimesi degismemis olur. Sirali sunuma gore performanst daha yiiksektir (Sekil 4.6).
Ciinkii aym karakter ¢rnekleri ardarda aga sunuldugunda ag o karakteri iyi bir sekilde
ogrenmekte fakat diger karaktere gecildiginde, Onceki karakteri unutabilmektedir.
Bundan dolayi karakter drneklerini karisik ve rasgele olarak aga sunmak gerekir. Sirali

sunumda ag performansi % 72’de kalirken, rasgele sunumda bu %83’e ¢ikmuistir.

Sirali ve Rasgele Sunum

‘+Rasge|e Sunum —+=—Sirali Sunum ‘

100

90 -
80 8

5 60 [ —
> 50 - ________+///’//'
E 40 -
S 30
=20
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0

300 600 900 1200

Egitim Seti Ornek Sayisi

Sekil 4.6 : Aga egitim seti farkli sunuldugunda hata — iterasyon degisim grafigi
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4.2. GERIYE YAYILIM AGI PERFORMANS iINCELEMESI

4.2.1. Optimum Parametreleri Bulma

Elde edilen grafiksel sonuglara gore parametre degerleri degistirilerek ag performansi

iyilestirilmistir. Parametreler degistirilirken sistemin egitim siiresi — performans

degisimi gz Oniinde tutulmustur. Bu parametrelere asagida deginilmistir.

Baslangi¢ Degerleri :

Agirliklarin baglangi¢ degerleri 6ncelikle rasgele atanmistir. Yapilan deneme ve
testlerden faydalamilarak baslangic agirlik degerleri [-0.5, +0.5] araliginda
rasgele secilmistir.

Ara Katmanlarin ve Her Katmandaki Proses Elemanlarinin Sayist :

Olusturulan ilk ag yapisi ile kabul edilebilir hata degerlerine yaklasilsa bile, ag
performansini en iyi hale getirebilmek icin farkli ag yapilart denenmistir. Aga
tek gizli katmanin yeterli geldigi goriilmiistiir. Bu katmandaki noron sayis1 35
olarak secilmistir. Daha iyi sonuglar veren noron sayisi tespit edilmesine
ragman, sadece performansi yiikseltmek degil kaynaklar da olciilii kullanmak
adina noron sayisi yiikseltilmemistir. Giris katmaninda ise 625 adet proses
eleman1 (noron) kullanmlmistir. Bunun nedeni her karakter resmi boyutunun
25x25 olmasidir. Kare resimlerde sistem daha iyi sonu¢ vermistir. Resmi fazla
kiigiiltmek veri kaybina ve tanima oraninin azalmasina, fazla biiylitmek de ag
yapisinin karmasiklagmasina, egitimin zorlagsmasina ve zaman kaybina yol
acmustir.

Ogrenme Katsayis1 (B) :

Ogrenme Kkatsayis1 olarak genelde [0.2, 1] aras1 degerler kullanilir. Optimum
sonu¢ veren Ogrenme katsayisi i¢in ag egitim testleri yapilmistir. B = 0.8 gibi
biiyiik bir deger verildiginde yerel ¢oziimler arasinda agin dolastig1 ve osilasyon
yasadig1 goriilmiistiir. Bu durumda ayrica hata degerinin belli bir degerin altina
diigmesi i¢in ¢ok fazla iterasyonla ag1 egitmek gerekir. Bu da zaman agisindan
oldukca maliyetlidir. B = 0.2 gibi kiiciik bir deger verildiginde ise iterasyon
islem zamanini artmaktadir. Yani tiim 6rnek setinin her egitim adimindan diger

adima gecis yavaslamaktadir. Fakat bu zaman kaybi, fazla iterasyon oldugunda
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meydana gelecek zaman kaybindan ¢ok daha azdir. Bundan dolay1 bu ¢alismada
ogrenme katsayisi 0.2 olarak sec¢ilmis ve ag egitilmistir.

¢ Durdurma Kiriteri :
Durdurma kriteri olarak hatanin belirli bir degerin altina diismesi kriteri
kullanilmistir. Hata belli degerin altina diistiigiinde egitim tamamlanmis
sayilarak durdurulmustur. Ag egitildikce hatasi iterasyon sayisina bagl olarak
azalir. Bu calismada hata 0.0001” e kadar indirilmistir. Boylece ag performansi
iyiye yaklastinlmistir. Kabul edilebilir hata oran1 %17’ ye diistiriilmiistiir.

e [Egitim Seti :
Ag egitimi icin secilen ornekler problem uzayini temsil edebilecek niteliktedir.
Egitim seti diizgiin ve giriltilii orneklerden olusmaktadir. Bazen biitiin
ornekleri agin 6grenmesi miimkiin degildir. Boyle bir durumda bu o6rnekler
egitim setinden ¢ikartilmis veya onlarin 6grenememesi kabul edilmistir. Yani bu
calisma icin 0grenme performansit %99-100 olmaz da %83-85 gibi bir diizeyde
kalir. Bu kabul edilebilir oldugundan sorun olmayabilir. Kabul edilebilir hatanin
miktar1 ise problemden probleme degisebilir. Baz1 6rnekler i¢cin %2 bile kabul
edilemez bir hata oran1 (6zellikle insan hayatini ilgilendiren konularda) olabilir.

¢ Orneklerin Aga Sunulmasi :
Egitim setindeki ornekler aga sirali veya rasgele sunulabilirler. Sirali durumda
bir karakterin tim ornekleri bitmeden diger karaktere ge¢ilmez. Bu sunum
seklinin herhangi bir avantaji goriilmemistir. Ciinkii aym1 karakter ornekleri
ardarda aga sunuldugunda ag o karakteri iyi bir sekilde 6grenmekte fakat diger
karaktere gecildiginde, Onceki karakteri unutma durumu meydana gelmistir.
Bundan dolay1 ag egitimi i¢in rasgele sunum se¢ilmistir. Yani karakter ornekleri

karisik olarak aga verilmis, 6grenme daha saglikli ve dogru hale getirilmistir.

4.2.2. Ag Performansi

Geriye yayillim dgrenme algortimasi ve uyarlanan parametreler ile agin karakter tanima
orant %83’ i bulmustur (Sekil 4.7). Ag bu orani, temsil giicii yeterli fazla sayida
ornekten olugmus egitim seti ile yakalamigtir. EZitim seti Ornek sayisi arttikca agin

tanima oraninin artigi Tablo 4.1 de goriilmektedir.
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Tablo 4.1 : Geriye Yayilim Aginda Tanima Yiizdesi — Ornek Sayis1 Degisimi

Tamima Yiizdesi Egitim Seti Ornek Sayisi
56 300
68 600
71 900
83 1200

Geriye Yayilim Agi Performansi

‘ —a—w =[- 0.5,+0.5], # néron =35, 6grenme katsayisi = 0.2 ‘

100

90
80 = 83

—-4,1/
e =

50
40
30
20
10

Tanima Yiizdesi

300 600 900 1200
Egitim Seti Ornek Sayisi

Sekil 4.7 : Geriye yayilim ag1 performans grafigi

4.3. SHASHANK AGI PERFORMANS iNCELEMESI

yayma kavramlar1 yoktur. Ogrenme islemi kendine 6zgii bir sekilde gerceklesmektedir.
Test asamasinda Shashank’ in Adaylik Skoru (Candidate Score) (y), Ideal Agirlik
Modeli Skoru (Ideal Weight — Model Score) (i) ve Tanima Boliim Degeri (Recognition
Quotient) gibi tamimlamalart kullanilir. Bir test 6rneginin bir sinifa ait oldugunu

sOyleyebilmek icin tamima bolim degerinin (Q) en az 0.5 olmasi gerekir. Aksi halde
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egitim setini tekrar diizenilmesi gerektigi veya test ornegi sinifindan olan karakterlerin

hi¢ egitilmedigi yorumu yapilabilir.
Eldeki egitim ornek seti ile Shashank aginin el yazisi1 karakterlerini tanima oranm1 %61

olarak tespit edilmistir (Sekil 4.8). Geriye yayilim aginda oldugu gibi olusan bu agda

da, egitim seti 6rnek sayisi arttik¢a agin tanima yiizdesi artmistir (Tablo 4.2).

Tablo 4.2 : Shashank Aginda Tanima Yiizdesi — Ornek Sayis1 Degisimi

Tamima Yiizdesi Egitim Seti Ornek Sayisi
40 300
52 600
57 900
61 1200

Shashank Agi Performansi

‘—Q—Tanlma Bolim Degeri Q= 0,86 ‘

100
90
80 A
70

60 —=-61
o M/M
40 +

30
20
10

Tanima Yiizdesi

300 600 900 1200
Egitim Seti Ornek Sayisi

Sekil 4.8 : Shashank ag1 performans grafigi
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4.4. SHASHANK VE GERIYE YAYILIM ALGORITMASI PERFORMANS VE
EGITiM SURELERI KARSILASTIRMASI

4.4.1. Shashank Ve Geriye Yayilim Algoritmasi Performans Karsilastirilmasi

Yapilan calismada Shashank aginin karakter tanima yiizdesi %61 iken, geriye yayilim

aginin tamma yiizdesi %83’ e kadar ¢ikmistir. Bu sonucglara gore geriye yayilim

algoritmas1 daha yiiksek tanima orani ile daha iyi sonu¢ vermistir (Sekil 4.9). Egitim

seti Ornek sayisina gore tanima yiizdeleri Tablo 4.3 de verilmistir.

Tablo 4.3 : Shashank ve Geriye Yayilim Aglarinda Tanima Yiizdesi — Ornek Sayis1 Degisimi

Geri Yayilim Alg. Shashank Alg. Egitim Seti Ornek Sayisi
Tamima Yiizdesi Tamima Yiizdesi
56 40 300
68 52 600
71 57 900
83 61 1200

100

50
40
30
20

Tanima Yiizdesi

Performans Karsilagtiriimasi

‘ —=— Shashank Algoritmasi —a— Geriye Yayilim Algoritmasi

90 -
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60 -

83

e

10

300 600 900 1200
Egitim Seti Ornek Sayisi

Sekil 4.9 : Shashank ve geriye yayilim algoritmalar1 performans karsilastirilmasi
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4.4.2 Shashank Ve Geriye Yayihm Algoritmasi Egitim Siiresi Karsilastirilmasi

Tamima oranlarina bakildiginda geriye yayillim algoritmasinin performansi cok daha

yiiksektir. Zaman tiiketimi olarak incelendiginde ise geriye yayilim algoritmasinin

egitim siiresi Shashank’ 1n algoritmasina gore oldukca fazladir (Sekil 4.10). Bunun

nedeni geriye yayilim ag1 proses elemanlar1 ve baglantilariyla karmagik bir yapiya

sahiptir. Sistem egitimi siiresince her baglantida cesitli islemler gerceklestirilir. Ileri ve

geri beslemedeki islem sayis1 zaman maliyetini artirmaktadir.

Egitim Suresi (sn) (* 1073)

Egitim Suresi

—=— Geriye Yayllim Algoritmas1 —a— Shashank Algoritmasi ‘
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Sekil 4.10 : Shashank ve geriye yayilim algoritmalar1 egitim siireleri karsilastirilmasi
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4.5. KARAKTER TANIMA SIMULASYONUNDAN ORNEK SONUCLAR
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S.TARTISMA VE SONUC

Olusturulan el yazis1 karakterlerini tanima sisteminde farkli kisilerden bir¢ok el yazisi
karakterler toplanmigtir. Karakterleri tamimada yapay sinir aglart kullanilmistir.
Olusturulan egitim seti aga sunularak, farkli iki 6grenme algortimasiyla ag egitilmistir.
Bunlardan biri karakter tanima sistemlerinde iyi sonuclar veren geriye yayilim
(backpropagation) algoritmas1 digeri ise Shashank’ 1n gelistirdigi bir Ogrenme

algoritmasidir. Karakterleri tammmada MATLAB teknik programlama dili kullanilmistir.

Gelistirilen sistemde geriye yayilim aginin performansi %83 iken Shashank aginin
performanst %61 ‘de kalmistir. Geriye yayilim algoritmasinin performansinin yiiksek
olmasinin en 6nemli nedenlerinden biri, istenen c¢ikisa goére agin c¢ikiglarinin kontrol
edilip hatanin bulunmasi1 ve bu hatanin baglantilardan geriye yayilarak her seferinde
disiiriilmesidir. Diger bir neden ise, egitim sirasindaki hata — iterasyon degisimlerinin
incelenip agin parametrelerinin degistirilebilme olanagidir. Bu durum, toplanan egitim

seti 0rneklerine bagimlilig1 bir derece azaltir.

Shashank’ m algoritmasinda ise agin 6grenmesi tamamiyla secilen 6rneklere bagimlidir.
Ciinkii hatay1 geriye dogru yayip azaltma veya agin topolojisini degistirme imkani
yoktur. Orneklerin sayis1 az ya da temsil yetenegi yeterli seviyede degilse (giiriiltiilii

karakter 6rnegi sayisi fazlaysa) agin performansi bundan direk olarak etkilenir.

Sonu¢ olarak, geriye yayilim algoritmast kullamilarak gergeklestirilen Ogrenmede
performansi artirmak i¢in egitim setine dogal el yazis1 karakteri olan gesitli hatali ve
diizgiin rasgele ornekler eklenebilir. Agin topolojisi degistirilebilir. Veya hata degerini
(MSE) sifira daha yakin bir degere diisirmek gibi yontemler uygulanabilir.
Parametrelerin denenmemis degerleri i¢in daha fazla sayida test yapilarak daha iyi
sonuclara yaklagsmak da ag performansim artirir. Karakterlerin boyutu artirildiginda da

agin tanmima yiizdesi artacaktir.
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Shashank’in algoritmasinin performansini artirmak icinse egitim seti birbirine benzer el
yazis1 karakterlerden ya da makine karakterlerinden olusturulabilir. Test Ornekleri
egitim seti orneklerine benzer nitelikte tutulabilir. Karakterlerin boyutlar1 ve sayilar

artirlabilir.

Bu calismalar 1s18inda el yazisinin kime ait oldugunu belirleme gibi ¢alismalar da
yapilabilir. El yazisinin taminmasi bilgisayar biliminin baglangicindan bu yana
aragtirmacilart mesgul eden zor problemlerdendir. Bu konuda cok sayida calisma
yapilmasina ragmen halen problem devam etmektedir. Yazi icerisinde farkh
karakterlerin benzerligi, harflerin birlestirilmesi, bilgilerin bulaniklig1 ve ¢ok cesitliligi
bu problemi zor kilan unsurlardandir. El yazis1 yazi isaretlerinin yapilmasinda gerekli
olan ardisik el hareketidir. El yazisinin kime ait oldugunu taniyan sistemler, dokiimanin
yazarim belirleyebilirler. Bu tespit yazinin sabit ve kisisel oOzellikler tasimasina

dayanmaktadir. Bu agidan kriminolojide de kisilik tespitinde kullanilir.
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