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ABSTRACT 

AN ALTERNATIVE IMAGE PROCESSING APPROACH FOR THE 

VIABILITY OF CELLS BY LIGHT MICROSCOPY 

Özkan, Akın 

M.S., Electrical & Electronics Engineering Department 

Supervisor: Asst. Prof. Dr. Hakan Tora 

Co-Supervisor: Asst. Prof. Dr. S. Belgin İşgör 

July 2011, 55 pages 

 

The methods to determine the amount and viability of cells play an important role in 

the field of microbiology and cell biology. The basic cell counting process is through 

microscopic analysis using hemocytometer, performed by a technician. In this 

process, the most economical and widely used technique is dye-exclusion method to 

determine cell number and viability. In this study, a novel image based approach for 

cell counting (NIBA-C) is proposed with a capability of distinction between alive 

from death during the process. For evaluating the success of proposed method, the 

results obtained by the method are compared with microscopic cell viability count by 

virtue of classical dye-exclusion method. The method depends first on segmentation 

of the cells and then classification of them. Segmentation of cell images is achieved 

using Hough Transform. Artificial Neural Network is used to distinguish cell images 

from non-cells and death cell images from alive cells. 

In this study, it is concluded that the cell analysis by NIBA-C accomplishes 70 % 

more accuracy in finding the correct location of the cells, and more than 50% reliable 

in defining viable cells in comparison with the classical cell count method based on 

dye-exclusion. 

 

Keywords: HL-60 Cell Counting, Hough Transform, Artificial Neural Network
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ÖZ 

IŞIK MİKROSKOBU KULLANARAK HÜCRE SAYIMI İÇİN ALTERNATİF 

BİR GÖRÜNTÜ İŞLEME YAKLAŞIMI 

Özkan, Akın 

Yüksek Lisans, Elektrik - Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Yrd. Doç. Dr. Hakan Tora 

Ortak Tez Yöneticisi: Yrd. Doç. Dr. S. Belgin İşgör 

Temmuz 2011, 55 sayfa 

    

Hücre sayımı ve bu hücrelerin sınıflandırılması için kullanılan yöntemler mikro 

biyoloji ve hücre biyolojisi alanında önemli bir yer tutmaktadır. En temel sayma 

mikroskop aracılığıyla Hemositometre kullanılarak insan tarafından yapılır. Bu 

süreçte hücre sayısı ve canlılığını belirlemek için kullanılan en ekonomik ve en 

yaygın teknik boya dışlama yöntemidir. Bu çalışmada, hücre canlı-ölü ayrımı 

yapabilen yeni bir görüntü tabanlı hücre sayımı yaklaşımı(NIBA-C) önerilmiştir. 

Önerilen yöntemin başarısını değerlendirmek için aynı görüntüler, yöntem ile elde 

edilen değerler klasik boya dışlama yöntemi ile elde edilen sonuçlar ile 

karşılaştırılmıştır. Yöntemi segmentasyon ve ardından görüntülerin sınıflandırılması 

oluşturur. Segmentasyon aşamasında Hough Dönüşümü kullanılmıştır. Yapay Sinir 

Ağları hücre-hücre olmayan ve canlı-ölü hücre görüntü sınıflandırmasında 

kullanılmıştır. 

 

Bu çalışmada; önerilen yöntem NIBA-C %70 in üzerinde yerbulma ve %50 üzerinde 

canlı ölü ayrımı yapabilme yetenegi sergilemiştir.  

 

 

Anahtar Kelimeler: HL-60 Hücre Sayımı, Hough Dönüşümü, Yapay Sinir Ağı 
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CHAPTER 1 

 

INTRODUCTION 

 

The term of image processing refers to two primary objectives; first, improvement of 

image quality for human visual. Second, processing input image to reach meaningful 

output data for machine perception [1]. Number of image processing applications 

increase each day due to computing power of computers. Today, the most known 

image processing applications are face detection [2], license plate recognition [3], 

and satellite image improvement [4]. Nowadays, there are frequent applications of 

the image processing techniques in the field of cell biology.   

Microscopic cell counting has been used in biology, medicine, and chemistry. The 

counting of cells provides invaluable information for diagnosis and treatment of 

many diseases. Also this process may give information about cell culture‟s condition 

to examiner. Dead cells are increasing when their environment is unsuitable to live or 

if some chemicals added all these additional materials negatively effect cell culture 

conditions. 

In ordinary cell culture studies, the cells are counted manually by the researchers 

using hemocytometer under microscope. The hemocytometer has ruled area consists 

of several, large, 1 x 1 mm (1 mm
2
) squares each has defined volume. The images 

under microscope first magnified with 10x and then 40x magnifications are set to 

count the cells. 

The counting process is completed by scanning the area on the hemocytometer under 

microscope.  During the manual counting process from sample to sample the main 

problem is time consuming task and also its accuracy changes with experience of the 

examiners, the tiredness of examiner is another problem. 
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As a result of this, automated cell counting system is very helpful to improve 

accuracy of counting and accelerate the counting procedure. There are also few 

commercial automatic cell counting systems available. But the costs of these systems 

are too high to be used commonly. 

1.1. Scope of the Thesis 

Our aim in this study is to develop image processing based, automated cell viability 

count technique using Hemocytometer cell counting method. Cell viability covers all 

the decision making process of dead or alive cells. But for automation of cell 

counting top to bottom; first, cell positions have to be known and using this location 

information they must be separated from input image. For this reason this study is 

divided into two parts. First part is organized to find the location of cells on the given 

image. Second part is established for distinction of dead cells from the alive ones by 

using cropped images after finding the position of cells data. 

The study is initiated with the images analyzed under 40x magnified objective of 

microscopy and then extended with investigation under 10x. Figure 1 shows the 

difference between 10x and 40x magnified image samples under microscope. 

 

Figure 1. The images of the cells (dark spots) on hemocytometer under 40x (left) 

and 10x magnified objective (right) of microscope. 

In this study, two solutions which are slightly different from each other, depending 

on the magnification settings such as 10x and 40x of the microscope, are proposed.  
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Two paths can be followed for each setting. The first path is the use of Kuwahara 

Filter [5]. Second path uses circular averaging filter as the first path does. The only 

difference between these two paths is the use of filter in different kernel sizes. All 

these paths are summarized on Figure 2 and Figure 3 respectively.    

In the first step of 40x magnified input images are filtered by using circular 

averaging filter which has a kernel size of 3. The raw input image and the image 

filtered through circular averaging filter are segmented by following the steps of 

Edge detection [6] and Hough Transform [7]. The segmented images are then 

classified as „cell‟ or „non-cell‟ and „alive‟ or „death‟ and finally the images are 

counted.  

 

Figure 2. Block Diagram of the first step of 40x magnified input 

images. 

The second path follows 10x magnified images first filtered with the different 

circular averaging filter having different kernel sizes of 1, 2, and 3. Each image from 

this step is segmented individually. Then the images are classified and counted too. 
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Figure 3. Diagram of the first step of 10x magnified input images 

1.2. Organization of the Thesis 

The thesis is organized as follows. Chapter 2 presents a literature survey on cell 

counting and Hemocytometer based cell counting.  Chapter 3 is an overview of the 

image edge detection, Hough transform and their applications. The classification of 

images is listed in Chapter 4. In Chapter 5 the results are presented and all 

discussions and conclusions about the study are listed in Chapter 6. 

1.3.  Equipments in use 

During the cell count process there are two fundamental equipments. First one is the 

light microscopy and second one is the “counting chambers” included 

Hemocytometer.  Additionally, a computer connected CCD camera which is also 

attached to the microscope is used to take the images under microscopy. The 

chemical, Trypan blue (TB) stain is used to distinguish live cells from the deaths. 

1.3.1. Light Microscopy 

The capacity of observing cells has always been dependent on the level of convenient 

technology [8]. Modern light microscope consists of some essential parts [9].  
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Fundamental parts of the microscope are shown in Figure 4; 

1. Eyepiece 

2. Objective turret (it holds multiple objective lenses) 

3. Frame 

4. Focus wheel to move the stage (coarse and fine adjustment) 

5. Light source 

 

Figure 4. Light Microscopy essential 

parts 

1.3.2. CCD Camera 

The public available HL-60 cell image database has not been encountered up to date. 

Therefore a data set is prepared for this study by the captured images. Images have 

taken by 2.0 Megapixels Moticam 2000 CCD camera (1200x1600 pixels) from 

Motic B3-Series model microscope. The HL-60 dataset used in this study consists of 

220 images obtained from 10x magnification and 900 images from 40x. These 

dataset are also used for training the Artificial Neural Network, ANN. 
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1.3.3. Hemocytometer 

The most widely used cell counting technique is called Hemocytometer counting. 

Hemocytometer is a piece of glass on which the lines are drawn to a certain size to 

help manual counting (counting chamber).  

 

Figure 5. Hemocytometer and Counting chamber 

It contains particular volume of solution. Using count of cell sample, cells/ml can be 

calculated for getting information about over all cell suspension (Figure 5). Each 

square of the hemocytometer (with cover slip in place) represents a total volume of 

0.1 mm
3 

or 10
-4 

cm
3

. Since 1 cm
3 

is equivalent to 1 ml, the subsequent cell 

concentration per ml (and the total number of cells) will be determined using the 

following equations:  

Cells/ml = the average count per square × the dilution factor×10
4

. 

Total cell number = cells/ml × the original volume of cell 

suspension from which cell sample was removed. 

1.3.4. Trypan Blue 

Trypan Blue is a stain used to separate dead and alive cells. Trypan Blue stain cannot 

enter inside the live cells but dead cells let the stain go inside.  As a result of this, 

living cells appear brighter and dead cells look much darker during counting [10]. 
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1.4. Manual HL-60 Counting Using Hemocytometer 

The manual cell count using hemocytometer method has few steps. Counting 

protocol is as follows [11]; 

1. The counting chamber surface of hemocytometer and coverslip is cleaned by 

using ethanol. 

2. The coverslip is placed over the counting chamber of hemocytometer. 

3. The cell suspension (HL-60) is diluted by using TB solution. 

4. The mixture of HL-60 and Trypan Blue solution is spread onto the counting 

chamber of hemocytometer. 

5. 40x magnification of microscope is set for counting. 

6. Cell counts are recorded for each of the central squares on hemocytometer.  

7. The number of cells per milliliter is determined and the single manual cell 

counting process is accomplished 

If a new set of cell count is necessary then all steps are repeated.  
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CHAPTER 2 

 

LITARETURE SURVEY ABOUT CELL COUNTING 

 

Although there have been many studies in the literature related to automated cell 

counting, only a few of them are related with the automated hemocytometer cell 

counting. 

2.1. Automated Cell Counting 

The cell culture field has a lot of different types of cells and each cell type has wide 

variety of shapes. There are some studies in which segmentation or counting methods 

for different types of cells like nerve cell [12], white blood cell [13], or malaria cell 

[14] are discussed.  

In the literature there are two groups of studies related with cell segmentation and 

cell counting. In those studies cell segmentation method is just used to find the 

location of cells as perfect as possible [15,16]. In those studies the segmentation step 

is not used to determine the number of cells. In the other studies in which cell 

counting technique is primarily discussed, the segmentation is used just as a step for 

the counting process [17, 18]. Mathematical morphology techniques are also 

discussed in the literature for cell segmentation [19, 20].  

In some studies machine learning algorithms are also adapted to find the location of 

cells [21, 22]. In those studies, segmentation step is skipped and the input images are 

cropped manually by the investigators and then the cropped images are classified by 

machine learning algorithms [23, 24, 25].  
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Additionally, in some studies hybrid methods are proposed. For example, Fabio S. 

combined the morphological analysis and ANN [26]. Savkare and Narote used 

support vector machine, SVM in which images are classified after the use of 

watershed transform [27]. Allan et al. performed unsupervised cell segmentation 

[28]. 

2.2. Automated Hemocytometer Based Cell Counting 

Automated hemocytometer cell counting method is used to obtain accurate 

information about the concentration of cells in overall suspension [29]. In the study 

performed by the Brinda et al. using leukemia cells; cells are segmented using 

recursive algorithm and in the later study of this group the application of the 

segmentation method the statistical analysis of leukemia cell population is given. In 

these studies, hemocytometer and image processing techniques are used including 

with median filter and Prewitt gradient map [30, 31].  

In another study, Nasution and Suryaningtyas compared red blood cell counting 

algorithm which is based on the connected component labeling and ANN [32].  In 

that study, the images of only which the cells are focused (over focusing) are taken to 

eliminate the background effect. Besides, the watershed segmentation algorithm is 

utilized too to get a clearer boundaries among clumped cells (cells attached each 

other).  

Claudio and Leonilda established a study which is based on the blood samples of 

three wild animals Nasua nasua; Brazilian aardvark, Leopardus pardalis; dwarf 

leopard, and a monkey Cebus paella. In this study, red blood cells are counted by 

using the captured images at two different focal settings [33]. In one study new 

software called  Lohitha  is introduced by G.P.M Priyankara et al. [34]. In that work 

it is proposed that the program is capable of counting various cell types efficiently. 

In the literature there have been no study found to include solution for all adverse 

image conditions such as, cell shape deformation, different lightning conditions and 

brightness differences of images. 
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CHAPTER 3 

 

SEGMENTATION OF HL-60 CELLS 

 

Segmentation in image processing refers to extraction process of objects in a given 

image. There are a number of segmentation techniques [35] including pixel based, 

edge based, region based, and model based.  

Pixel based image segmentation techniques are the simplest and fastest methods. 

Most pixel based segmentation procedures use thresholds in the histogram of image. 

Optimum threshold is determined by simple or complex algorithms. 

Edge based segmentation commonly indicates the segmentation method that is based 

on the edge of image. Most of the time simple preprocessing methods are applied 

before the edge detection methods and then segmentation starts. 

Region based methods have basic idea that the neighboring pixels within one region 

have similar values. The procedure is to check one pixel with its neighbors. If a 

similarity condition is satisfied, the pixel is assigned to the same group that includes 

its neighbors.  

Model based segmentation is the construction of formation from the model of the 

existing structure. This form can be a simple geometrical model (e.g. line, circle) or a 

statistical model of the object. HL-60 cells have roughly circular shapes. Sometimes 

they may have shape deformation depending on the cell culture. The main difficulty 

is that while counting cells may come across onto white lines which are existed in 

Hemocytometer. Figure 6 illustrates some of these possibilities. 
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Figure 6. Circular cells (a), shape deformed cells 

(b), cells on white lines (c) 

3.1. Image Filtering 

Image filtering is a general operation of the enhancement of image quality from the 

given image using some algorithms. There are various types of different image filters 

utilized depending on the application at hand such as smoothing, sharpening, edge 

detection, etc. Filtering of an image can be performed either in frequency domain or 

in spatial domain [36]. Frequency domain techniques are based on Fourier transform 

of an image [1]. In contrast, spatial domain approaches are based on manipulating of 

pixels directly in an image. 

3.1.1. Circular Averaging Filter 

The term circular implies the shape of the filter window. Window size is obtained as 

followed: 

2 x radius + 1      (1)  

where radius is an integer number and chosen by user. 

Figure 7 shows some of the kernels having different sizes. As the size of kernel is 

increased, the filtered image is getting smoother. 



12 

 

 

Figure 7. Circular Kernels for radius=1 (a), radius=2 (b), and radius=3 (c) 

The main goals for the use of this filter are listed as follows [33]: 

 Remove noise from image 

 Emphasize circular shapes on image 

 Obtain different focal settings using one image  

3.1.2. Kuwahara Filter 

After averaging filter, images are filtered by Kuwahara filter. Kuwahara filter is an 

edge preserving smoothing filter [5]. In other words, while the current image is 

getting smoother edges are preserved (Figure 8). We applied Kuwahara filter only to 

10x objective images. When used on 40x magnified objective images Kuwahara 

filter causes much longer processing time and decreases accuracy of finding the cell 

location. 
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Figure 8. Sample (10x magnified objective) Image (left) and Kuwahara 

Filtered Image (right) 

The Kuwahara kernel may be described as a square window whose size is given as: 

J = K = 4L + 1     (2) 

L is an integer and its size previously selected by user. J is the height and K is the 

width of kernel which depends on L [37]. Figure 9 shows a Kuwahara kernel 

example and regions (sub quadrants) of kernel. Each region has the size of [(J+1)/2] 

x [(K+1)/2] while each black square represents a pixel. 

 

Figure 9. Kuwahara 

kernel for L=1 and 4 

regions. 
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Kuwahara algorithm has the following steps; 

 Select kernel size (L) 

 Calculate the mean and variance for four sub quadrants 

 Set the center pixel, to the mean value of the region with the smallest 

variance 

3.2. Edge Detection 

Edge may define as side that is between an object and background. Commonly used 

edge detection algorithms [38] are Canny, Sobel, and Laplace. Each of them has its 

own advantages while finding edges. 

Edge detection step is very critical step, because performance of this step will affect 

the following steps directly. If we lose some of the edges while we finding edge, 

Hough transform will not work properly.  

Images have some unequal lightings (lighter or darker) and also non-uniform 

illumination. To overcome these drawbacks and increase the accuracy of the edge 

detection we use the RGB‟s color components separately. As can be seen in Figure 

10, Canny edge [39] detector is applied to each of three color components one by one 

and then edged images are added. 

 

Figure 10. Edge detection algorithm which is used 

by the proposed method. 
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3.2.1. RGB Color Space and Canny Edge Detection 

RGB color space can be explained based on the visible spectrum of human visual 

system [40]. In short, RGB color space defines color with respect to mixture of red, 

green, and blue color. All the used images taken from microscope with the help of 

the CCD camera are in RGB color space. 

Canny edge detection uses the gradient magnitude to expose the potential edge pixels 

and reduce the effect of them through no maximal suppression and hysteresis 

thresholding [1].  Canny edge detection algorithm has some advantages; it has low 

error rate which means that it brings out the edges and does not responses to 

nonedges. In addition, edge points are well localized and it has only one reaction to a 

single edge.  

3.3. Hough Transform 

The Hough Transform is the segmentation method that depends on the object shape. 

The Hough Transform is first used to detect the straight lines [41]. Afterwards, it is 

extended to detection of circular shapes [42]. Although it requires a lot of memory 

and long computation time, it is tolerant to noise. It may work even if the pattern is 

corrupted or incomplete.  

3.3.1. Circular Hough Transform 

As we discussed before, CHT is the generalized form of HT. Since the cells have 

almost circler shape, we focus on CHT. As seen in Figure 11, the idea of the Hough 

Transform is to map each pixel from image space to a parameter space. Parameter 

space is also called vote space.  
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Figure 11. Image space (right) to Hough space 

(left) in two dimension 

The total number of circles, which passes through coordinates of each edge point, is 

kept in an array. This array is called “accumulator array”. Pick points can be detected 

in Hough space by using this array [43, 44]. Also the array is limited for the 

predefined radius sizes.  

Figure 12 shows usage of accumulator array where the brighter spots are possible 

circle centers. First image is the original black-white input image, when we select 

radius size of 6 pixels we may easily see two brighter spots as pick points. Using 

these points and known radius size (6 pixels for little circles) locations of the two 

little circles are determined. Same procedure may follow for the big circle but this 

time radius size has to be selected as 18 pixels. 

 

Figure 12.  a) Original edged image b) Pick points at radius 6, 

small 2 circles detected c) Pick point at radius 18, big circle 

detected 
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From the perspective of mathematical definition of HT; implicit circle equation is 

defined; 

(x-a)
 2

 + (y-b)
 2

 = r
2 
     (3) 

where a and b are the center coordinates of the circle and r is the radius. The 

parametric equation of circle is; 

x = a + rcos(Θ)     (4) 

y = b + rsin(Θ)      (5) 

where the Θ is a parametric variable and it‟s the range of 0 to 2π. Parameter space for 

a circle will be three dimensional spaces for unknown radius (Figure 13), as a result 

of (4) and (5).     

 

Figure 13. Circles with 

unknown radius, each r 

values have it‟s a and b 

value. 

If the radius (r) is known then center of the circle is located using two dimensional 

mapping [45]. Also specified radius range reduces processing time and increases 

consistency. 
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3.3.2. CHT and Elimination of Overlapping Cells Areas 

Hough Transform takes three parameters as a black box (Figure 14). First parameter 

is black-white input image that may include circular patterns. Other two parameters 

are minimum radius size and maximum radius size. 

 

Figure 14. Hough Transform that used by the proposed 

method. 

In this study, we obtain minimum and maximum radius empirically. 10x objective 

images have cells with the radius from 5 to 20 pixels. 40x objective images have 

cells whose radius varies from 20 to 45 pixels.  

Hough Transform returns a list which contains possible circular patterns as the form 

of center coordinates and radius listed each row. Also there is one value added as 

priority calculation which indicates circularity degree relative to each other. Priority 

is calculated as: 

Priority value = point count / (2 x π x found radius)   (6) 

“Point count” addresses the number of circles passing through pick point while 

drawing circles in Hough space. Found radius is previously defined radius value. For 

example; Figure 12 (c), there is one pick point that corresponds to the center of the 

circle with radius 18 and pick count value 62. Hence priority value is 0,5482. 
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Each suggested cell location may be viewed as a bounding box to ease overlapping 

algorithm.  All bounding boxes have equal dimensions with the size of corresponding 

circle‟s diameter (Figure 15). 

 

Figure 15. Cell list to cell location as bounding box 

Hough transform suggests so many possible circular locations as seen in Figure 

16(b). If all these possible locations are sent to ANN, overall accuracy rate is getting 

low. For this reason the output of Hough transform is processed for eliminating 

overlapping points. Figure 16 (c) shows the image with eliminated boxes.  
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Figure 16. a) Original image b) Hough transform output without 

eliminate overlapping areas c) eliminate overlapping areas. 

The flowchart of elimination of overlapping areas is illustrated in Figure 17. First of 

all, one of the elements is selected from the list and then compared with other 

elements one by one until the overlapping take places. When the overlapping occurs 

there are two possibilities left; one bounding box may cover another or two bounding 

boxes intersect one another. If the one covers another, the inner one is removed from 

the list. If the two of them meet, one with less priority value is removed from the list 

which has less priority value. This process repeats until the all collusions end. 
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Figure 17. Elimination of overlapping areas 
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CHAPTER 4 

 

CLASSIFICATION OF CELL IMAGES 

 

In pattern recognition, classification is referred to as a decision making process that 

appoint a given input data into one of the given categories. First thing for the 

classification of given data is learning process. When the learning process ends, 

classification may be achieved.  

Learning method types are divided into supervised, unsupervised, reinforcement, and 

evolutionary learning. Supervised learning is widely used in pattern recognition [46]. 

In the supervised learning a set of training examples (training data) and 

corresponding correct responses (target data) are provided and then supervised 

learning algorithm produced inferred function.  

Artificial Neural Network is used as a classifier for two reasons; first reason is 

distinguish cell images from non-cell images to define cell count. Second, it is used 

to make decision alive and dead cell images. Figure 18 summarizes the entire 

classification procedure. 
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Figure 18. Generally Classification Step 

4.1. Artificial Neural Network 

Artificial neural networks (ANN) are the computational simulation form of the 

microstructures of a biological nervous system. In another words, imitate nerve cells 

with the mathematical representation. In 1940s, McCulloch and Pitts [47] found first 

mathematical neuron model for performing logic functions. Early 1960s, Rosenblatt 

[48] came with the perceptron idea which is consisting of more than one neuron. 

Today, ANN is used widely for optimization problems, control problems, industrial 

applications and classification issues.  

ANN has two abilities which are consistent with our classification needs.  

 Generalization; the ability of producing suitable outputs for inputs which are 

not encountered during training (learning) 

 Nonlinear nature; convenient even for nonlinear problems 

4.1.1. Neuron Model 

A neuron is a main building block of ANN. Figure 19 shows the block diagram of 

the neuron. A neuron has three main parts: synapses, connected the input signal (Xn) 

to the neuron by a set of weights (Wk); Adder, sums up input signals which is 

weighted by the respective synapses of neuron; and an activation function 𝜙(vk) for 

limit the amplitude of neuron output. Also, bias (bk) is sometimes applied to increase 

or decrease the output of the neuron [49]. 
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Figure 19. Model of a neuron and Symbol of a neuron 

Mathematical representation of neuron is: 

 

𝑣𝑘 =  𝑤𝑘𝑗 . 𝑥𝑗
𝑛
𝑗=1      (7) 

     

𝑦𝑘 = 𝜙(𝑣𝑘 + 𝑏𝑘)     (8) 

 

where: 

x1, x2, x3, …., xn are the input signals, 

wk1, wk2, ...., wkn are the weights for neuron k, 

bk is the bias, 

vk is the adder or the linear combination of input signal, 

𝜙 (vk) is the activation function, 

yk is the output signal of the neuron. 

 

The output range depends on activation function. Figure 20 presents some activation 

functions. 
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Figure 20. Activation Functions 

Hard-Limit activation function is (9); 

𝑦𝑘 =  
1, 𝑖𝑓 𝑣𝑘 ≥ 0
0, 𝑖𝑓 𝑣𝑘 < 0

               (9) 

Log-sigmoid activation function is (10); 

             𝑦𝑘 =
1

(1+𝑒−𝑣𝑘 )
      (10) 

Tan-Sigmoid activation function is (11); 

 𝑦𝑘 = tanh(𝑣𝑘)     (11) 

Linear activation functions; reproduce response for the input as the output itself. 

4.1.2. Perceptron 

The perceptron is the plain form of a Neural Network. As seen in Figure 21, it 

consists of only output layer that is directly connected to the input layer.  
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Figure 21. Perceptron 

Perceptron may classify only linearly separable classes. Linearly separable means 

that the input data or the given data can be distinguished correctly with a linear 

decision boundary [50]. Since the black and white circles are two different groups of 

data on Figure 22, first group of data in (a) can be separated by a strict line (dashed) 

but second group of data in( b) cannot be separated by a line.  

 

Figure 22. Linearly (a) and Non-Linearly 

(b) Separable data in 2d 

4.1.3. Multilayer ANN 

Linear separable issue limits the perceptron. To extend capability of perceptron, 

basic idea is layered version of it. Multilayer neural network has one output layer and 

one or more hidden layer (Figure 23). Increasing the hidden layer gives the ability of 

non-linear classes‟ separation. 
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Figure 23. Multilayer ANN with 1hidden layer (a) Multilayer ANN with 2 

hidden layers 

4.1.4. Feed-Forward, Back-Propagation and Training (Learning) ANN 

ANN learns by example, accordingly, what is needed is a set of examples that are 

representative of all possible variations of the cells. This example set, also called 

training set which consists of sample inputs (input data) and corresponding outputs 

(target data) for all these inputs. 

Training of ANN expresses calculation of optimum weights (Wk) for all neuron 

connections with respect to training data. Figure 24 shows the process of learning 

that has two phases; forward-pass (feed-forward) and backward-pass (back-

propagation).  

In the forward pass, one example (one element of training set) is presented to the 

ANN and its effect propagates through the network neuron by neuron until the output 

is produced. During the forward pass weights are fixed.  

On the phase of backward pass, all weights are updated in according to error-

correction. Error is the difference of the actual output and desired (targeted) output. 

This error signal propagated backward through the network, all weights are updated 

to get close the target value. This oscillation repeats until optimum weights are 

obtained [51].  
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Figure 24. Feed-forward (straight lines) and 

Backpropagation (dashed lines) 

Also there is a test data set to measure how effectively the ANN trained. ANN 

training success is measured by its generalization ability. To improve this capability 

sometimes amount of hidden layer or neuron number of hidden layer may be 

changed. There is no rule to define appropriate numbers for all these cases. Optimum 

numbers vary problem to problem. 

4.2. Usage of ANN 

Proposed method uses 3 layered (1hidden and 1output) feed-forward back 

propagation ANN.  The number of neuron in hidden layer is set to 100 empirically. 

At the beginning of the classification, test and training data sets are created using 

completely different cell images. Images are resized with 50x50 pixels for 40x 

objective images and 30x30 to 10x objective images. After the dimensions of all 

images are equalized, histogram equalization is applied to each image for reduce the 

effect of light difference. There is no feature extraction step for data sets. Instead, the 

pixel values are used as features.   

Assessment of cell images is a first step of cell viability classification. ANN1 has 

been trained for three responses with respect to input image: cell on background, cell 

on/near white line, and non cell. Figure 26 (a) shows the example of training data. 
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Figure 25. ANN1- Distinguish cell from non-cell images. 

Figure 25 outlines the cell – non-cell decision making process. Crucial part is to 

divide the cells into two classes. If the first output of ANN1 (This is not cell) is less 

than the sum of the other two outputs, the input image is assumed to be cell. 

Otherwise, given image is not a cell.  

 

Figure 26. Examples of Training Data for ANN1(a) and for ANN2(b)  

After distinction phase of cells from non-cells, all cell images are inputted to the 

second decision making process which decides whether the cell is alive or dead 

(Figure 27).  
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Figure 27. ANN2 – Distinguish alive cells from death cells. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



31 

 

CHAPTER 5 

 

EXPERIMENTAL RESULTS AND DISCUSSIONS 

 

In this study, experimental results are introduced via two measures: success rate of 

sensitivity of finding the cell location and success of total cell count performance on 

the basis of alive and dead cells count [52]. 

Manual cell counting results may show major changes of cell count by examiner to 

examiner. Therefore, manual counting test group is divided into two, according to 

their experience level as experts and non-experts. Expert group has 2 participants 

with highly experienced. Non-expert group consists of 3 examiners with moderate 

level practiced.  

Table 1 shows all results as a tabular form. Manual counting of expert and non-

expert have over 10% standard deviation themselves but when all these two group 

results combined, this time overall standard deviation increases over 20%. This 

variation between manual counting results is the proof of manual counting 

differentiation of examiner to examiner which is mentioned before. Although manual 

counting results are not strictly consistent, proposed system is produced outputs close 

to all manual counting results as much as possible. 
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Table 1. Statistical results of alive and dead cell by comparing the count results of experts and non-experts. 

  
Total Manuel Count Nonexpert 

(n=3) 
Total Manuel Count Expert 

(n=2) 

Total Manuel Count 

Expert+Nonexpert 
(n=5) 

Autometed 

count under 

40x 

Autometed 

count under 

10x 

  Alive Death Alive Death Alive Death Alive Death Alive Death 

Test 

Image 1 
32,33 ±2,05 6,67±4,64 27,5±3,50 14,5±2,50 30,4 ± 3,61 9,8±5,492 31 7 21 6 

Test 

Image 2 
58±7,26 7±1,63 45,5±12,50 27±15,00 53 ± 11,47 15±13,70 61 19 23 15 

Test 

Image 3 
68,67±2,87 13,67±3,77 61±1,00 27±2,00 65,6±4,41 19±7,27 76 40 30 24 

Test 

Image 4 
29±0,82 4,33±0,94 27,5±2,50 9,5±2,50 28,4±1,85 6,4±3,07 36 8 8 11 

Test 

Image 5 
51±7,79 15,67±2,62 46,00± 1 25±3 49,00±6,54 19,4±5,35 42 9 25 36 
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Figure 28 and Figure 29 show alive and dead cell counting results for 5 different test 

images, respectively. Each of the test images taken from CCD camera consists of all 

possible adverse conditions such as different light condition and different cell 

suspension dilation. Also these test images include dead and alive cells. 

Each bar indicates number of cell count for one test image. While M1, M2, and M3 

are the non-experts and M4 and M5 are the experts. A40 and A10 point out 

automatic cell count results with respect to 40x magnified objective and 10x 

magnified objective.  

Figure 28 and Figure 29 indicates only the number of manual counting without 

standard deviation. As seen those tables, each manual counting results are varies 

examiner to examiner. Success rate of proposed algorithm is changes with the 

depends on examiner.   
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Figure 28. Comparison of manual and automated alive cells count. M1 through M5 are the result of manual                            

counts, A40 and A10 are the results of automated counts with 40x and 10x magnified images respectively.
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Figure 29. Comparison of manual and automated dead cells count. M1 through M5 manual counts, A40 and 

A10 automated counts with 40x and 10x magnified images, respectively. 
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In order to measure the performance of neural networks, confusion matrices are 

formed. A Confusion matrix is the way of representing consistency of produced 

output results. The form of such a matrix is given in Table 2. True positives (TP), 

true negatives (TN), false positives (FP), and false negatives (FN), are the four 

different possible outcomes of a single prediction for a two-class case. A false 

positive is when the computed value is incorrectly classified as negative, when it 

is in fact positive. A false negative is when the computed value is incorrectly 

classified as positive when it is in fact negative. True positives and true negatives 

are obviously correct classifications. In addition, “Specificity” measures the 

proportion of negatives which are correctly identified and “Accuracy” can be seen 

as the degree of closeness of measurements. “Positive predictive value” measures 

the probability that a positive result is truly positive and “Negative predictive 

value” evaluates the probability that a negative result is truly negative. 

Table 2. Form of confusion matrix. 

  
Computed 

  
Positive Negative 

D
es

ir
ed

 Positive 
True Positive 

(TP) 

False Positive 

(FP) 

Positive predictive value 

= TP/(TP+FP) 

Negative 

False 

Negative 

(FN) 

True Negative 

(TN) 

Negative predictive value 

= TN/(FN+TN) 

  
Sensitivity 

=TP/(TP+FN) 

Specificity 

=TN/(FP+TN) 
  

Success rates of training set are given in Table 3. This table indicates how well the 

ANN1 and ANN2 learn. ANN1 is trained using 1774 10x cell / 1522 10x non-cell 

images and 420 40x cell/395 40x non-cell images. ANN2 is trained using 302 10x 

alive/86 10x death cell images and 324 40x cell / 149 40x non-cell images. 
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Table 3. Training set confusion matrices for 10x and 40x magnified images 

10x Cell/Non-Cell Traning   10x Alive/Death Traning 

  
Computed 

     
Computed 

  
Cell Non-cell 

 
Alive Death 

D
es

ir
ed

 

Cell 1757 17 99% 
 

D
es

ir
ed

 

Alive 289 13 96% 

Non-cell 49 1473 97% 
 

Death 3 83 97% 

  97% 99%   
 

  99% 86%   

  
         

  

40x Cel/Non-Cell Traning 
 

40x Alive/Death Traning 

  
Computed 

     
Computed 

  
Cell Non-Cell 

 
Alive Death 

D
es

ir
ed

 

Cell 414 6 99% 
 

D
es

ir
ed

 

Alive 304 20 94% 

Non-cell 3 392 99% 
 

Death 11 138 93% 

  99% 98%       97% 87%   

 

The proposed study has two parts and the first part is finding location of cells 

using input image. Table 3 and Table 4 illustrate the performance cell/non-cell 

classifier by forming confusion matrix. As can be seen from tables, the entry of 

non-cell/non-cell is left empty on purpose because each of the underlying images 

consists of many possible candidates for non-cells. If those candidates are taking 

into consideration, they degrade the statistical results of specificity and negative 

predictive value and therefore make them meaningless. Secondly, Table 5 and 

Table 6 show the success rate of alive and death cell separation from found cell 

locations. 
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Table 4. Cell and Non-cell confusion matrices of test set for 10x magnified 

objective images. 

Test Image 1 - 10x   Test Image 4 - 10x 

  
Computed 

     
Computed 

  
Cell Non-cell 

 
Cell Non-cell 

D
es

ir
ed

 

Cell 23 20 53% 
 

D
es

ir
ed

 

Cell 19 19 50% 

Non-cell 4 -   
 

Non-cell 0 -   

  85%     
 

  100%     

  
     

  
   

  

Test Image 2 - 10x 
 

Test Image 5 - 10x 

  
Computed 

     
Computed 

  
Cell Non-cell 

 
Cell Non-cell 

D
es

ir
ed

 

Cell 37 38 49% 
 

D
es

ir
ed

 
Cell 41 25 62% 

Non-cell 1 -   
 

Non-cell 20 -   

  97%     
 

  67%     

  
         

  

Test Image 3 - 10x 
 

Total of 5 Test Images - 10x 

  
Computed 

     
Computed 

  
Cell Non-cell 

 
Cell Non-cell 

D
es

ir
ed

 

Cell 49 35 58% 
 

D
es

ir
ed

 

Cell 169 137 55% 

Non-cell 13 -   
 

Non-cell 38 -   

  79%         82%     
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Table 5. Cell and Non-cell confusion matrices of test set for 40x magnified 

objective images. 

Test Image 1 - 40x   Test Image 4 - 40x 

  

Computed 
  

   

Computed 
  

Cell Non-cell 

 

Cell Non-cell 

D
es

ir
ed

 

Cell 35 6 85% 
 

D
es

ir
ed

 

Cell 34 2 94% 

Non-cell 5 -   
 

Non-cell 8 -   

  88%     
 

  81%     

  
     

  
   

  

Test Image 2 - 40x 

 

Test Image 5 - 40x 

  
Computed 

  
 

  
Computed 

  
Cell Non-cell 

 

Cell Non-cell 

D
es

ir
ed

 

Cell 63 9 88% 
 

D
es

ir
ed

 
Cell 39 22 64% 

Non-cell 17 -   
 

Non-cell 14 -   

  79%     
 

  74%     

  
         

  

Test Image 3 - 40x 

 

Total of 5 Test Images - 40x 

  

Computed 
  

   

Computed 
  

Cell Non-cell 

 

Cell Non-cell 

D
es

ir
ed

 

Cell 75 5 94% 
 

D
es

ir
ed

 

Cell 246 44 85% 

Non-cell 33 -   
 

Non-cell 77 -   

  69%         76%     
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Table 6. Alive and Death cell confusion matrices of test set for 10x 

magnified objective images. 

Test Image 1 - 10x   Test Image 4 - 10x 

  

Computed 
  

   

Computed 
  

Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 17 3 85% 
 

D
es

ir
ed

 

Alive 5 10 33% 

Death 1 2 67% 
 

Death 3 1 25% 

  94% 40%   
 

  63% 9%   

  
     

  
   

  

Test Image 2 - 10x 

 

Test Image 5 - 10x 

  
Computed 

  
 

  
Computed 

  
Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 17 13 57% 
 

D
es

ir
ed

 

Alive 8 19 30% 

Death 4 3 43% 
 

Death 7 7 50% 

  81% 19%   
 

  53% 27%   

  
         

  

Test Image 3 - 10x 

 

Total of 5 Test Images - 10x 

  

Computed 
  

   

Computed 
  

Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 19 14 58% 
 

D
es

ir
ed

 

Alive 66 59 53% 

Death 4 12 75% 
 

Death 19 25 57% 

  83% 46%       78% 30%   
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Table 7. Alive and Death cell confusion matrices of test set for 40x 

magnified objective images. 

Test Image 1 - 40x   Test Image 4 - 40x 

  

Computed 
  

   

Computed 
  

Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 29 1 97% 
 

D
es

ir
ed

 

Alive 22 3 88% 

Death 3 2 40% 
 

Death 6 3 33% 

  91% 67%   
 

  79% 50%   

  
     

  
   

  

Test Image 2 - 40x 

 

Test Image 5 - 40x 

  
Computed 

  
 

  
Computed 

  
Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 49 2 96% 
 

D
es

ir
ed

 

Alive 25 3 89% 

Death 3 9 75% 
 

Death 7 4 36% 

  94% 82%   
 

  78% 57%   

  
         

  

Test Image 3 - 40x 

 

Total of 5 Test Images - 40x 

  

Computed 
  

   

Computed 
  

Alive Death 

 

Alive Death 

D
es

ir
ed

 

Alive 50 7 88% 
 

D
es

ir
ed

 

Alive 175 16 92% 

Death 3 15 83% 
 

Death 22 33 60% 

  94% 68%       89% 67%   

 

Throughout this study our work is started with the investigation of the images under 

40x magnified objective first and then it is extended to 10x. The proposed method is 

tested on different images obtained from the same cell line HL-60 in different dates 

with different dilutions.  

Including with the perfectly visualized images test set of images also have all the 

possible variety of adverse conditions such as; deformed cell shape, images with 

different brightness, single cell image with unequal  brightness, the images not 

focused well, images having clumped cells and impurities in cell suspension. Figure 

30 shows some of the cell images. Any image under investigation having any of 

these unwanted situations makes the automated cell counting process harder and 

unreliable. 
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HL-60 cells usually have circular shape, but their shapes may change depending on 

the conditions of the cell culture. Generally, death cells have much more shape 

deformation than alive cells. In addition, cells may be located over the white lines 

which are found default on a Hemocytometer. Shape deformation influences the 

proposed cell counting method directly and this is the most crucial step for the 

success of Hough transform. 

 

Figure 30. Images of HL-60 cell used in the study with different 

possible variables 

There may be two possible reasons for the brightness differences; first, the variation 

in the adjustment of the light source of the microscope.  The light intensity is 

adjusted by the user manually by means of the slider controller part of the 

microscope. Figure 31 is shows slider control unit. Since the brightness is controlled 

manually, the intensity of the light passing through the image may not be stable so 

that the variable brightness is resulted from image to image. Second reason is 

because of the hemocytometer itself.  Hemocytometer is a glass based commercially 

produce microscope slides and produced by different companies. Each 

hemocytometer from different companies refracts light differently. Finally due to 

these two possible reasons brightness of the images varies which then affects the 

success of the edge detection and training of ANN.  
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Figure 31. Slider control unit for the light power of 

microscope. 

The unequally shining of images under microscopy is the main problem especially 

working with 10x magnified images. Because of the poorness of slider control unit 

light do not illuminate the whole slide which in turn makes some parts of images 

brighter and some parts darker. Due to this problem edge detection step is negatively 

affected during processing the input images. Figure 32 illustrates brightness 

difference in the counting area, presence of clumped cells, and existence of 

impurities.  
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Figure 32. The image containing the examples of brightness difference in the 

counting area, presence of clumped cells, existence of impurities; unwanted cell 

or dye residuals and view of the white lines on the hemocytometer. 
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In order to get the best visual condition while working with microscope the 

researcher has to be tuned the microscope by setting the course and fine adjustment 

wheels. If the microscope is not adjusted well the image is blurred. The blurred 

image changes the researchers‟ perception on the basis of the appearance of cells so 

the success rate of ANN decreases. Figure 33 shows the images captured from 

microscope that is not adjusted well. 
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Figure 33. The images containing the examples of pictures in which the microscope is 

not adjusted well and resulted in the blurred object at a various ranges from 1 to 4. 
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Cells are adherent while they are dividing and they are assumed as an individual big, 

elliptical cell. In addition, death cell precipitate in some images, cell suspension 

contains different partials like; trypan blue stain residuals due to insufficient clean on 

the Hemocytometer surface. Due to these two parameters the performance of ANN 

and Hough transform decreases. 

Experimental results are given in two titles: first, success rate of cell location finding 

in terms of sensitivity and second, general performance evolution of proposed 

method for cell viability. 
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CHAPTER 6 

 

CONCLUSIONS AND FUTURE WORK 

  

In this study, until the step in which the cells are counted digitally we chose, tried 

and decided to use or not use several methods. The image processing step is started 

with 40x magnified images of HL-60 cells first and the study is extended to the 10x 

magnified images. 

At the first trial, since the white lines on the hemocytometer made the digital count 

difficult we decided to erase these lines from the input images by synchronizing the 

value of background color with the white lines. At the end, the white lines are 

eliminated but the cells on these lines either. 

To determine the location of the cells on the input image with the histogram 

thresholding, the morphological operators like dilation, erosion and opening are used. 

In this trial due to brightness and hue difference of cells, the efforts finding the 

location of cells failed. The images chosen to determine threshold which is necessary 

for determination of histogram thresholding showed differences in refracting the 

light so that the optimum value was not determined to be applied to all input images. 

For segmentation of images Watershed algorithm is also used. Since the cells are 

closely located to the white lines of hemocytometer this attempt is failed either. 

Thereupon region growing algorithm was used, but again it is failed due to the close 

location of cell and white lines. 

 



 

49 

 

HL-60 cells have spherical shapes so that Hough transform, which is the algorithm, 

used to determine spherical shapes was tried. Since Hough transform can identify 

pattern using black-white images, almost all fundamental edge detection algorithms 

such as Sobel, Prewitt, and Canny were tried together with Hough transform one by 

one. At the end of all these trials, the combination of canny algorithm and Hough 

transform is found to be successful. 

Since 10x and 40x magnified objects have different light intensity; the brightness 

normalization is tried by using histogram stretching, but it was unsuccessful again. 

To get rid of the difference in light intensity of the images different color spaces 

were used such as HSV, YUV but it was unsuccessful either. 

Brightness differences on the images especially for 10x magnified ones, the obtained 

RGB input images are divided into to the components; red, green, blue. The canny 

edge detection is applied to each component and by this way the negative effect of 

light intensity difference on edge detection is decreased. 

In order to differentiate cells from non-cells and deaths from alive cells, the neural 

network was used. In the cell/non-cell differentiation part, the neural network with 2-

output representing cell and non-cell classes was used initially. Owing to poor 

performance of the system, the initial network was replaced with the one with 3-

output representing  non-cell, cells on or near to the white lines, and cells away from 

white lines. This resulted in raising the success rate of classification. Also all basic 

ANN topologies such as single layer and double layer were tested. In addition, all 

these topologies were tested with different numbers of hidden neurons to determine 

optimum number of hidden layer neurons. 

For a better performance of overall system, input images were filtered more than 

once by different filters with different kernel sizes. 

At the end of this study, after comparing the results of manual and automated counts 

including with their statistical analysis it is concluded that the proposed method for 

cell viability determination is more accurate in 40x than 10x magnified images. 
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One possible future work may be extending the types of counted cells. This thesis is 

used a circular shape HL-60 cells. There are various kinds of cells which are having 

different shape features such as, elliptical. Another future work may be trying same 

algorithm with better quality microscope which is used with higher-resolution CCD 

camera. Additionally, owned 40x and 10x magnified image database may serve 

public use with adding alive and death cell marking from experts. Also proposed 

method might test using much more images to generalize variety of statistical tools. 

When 100% success rate achieved for 40x magnified images, external automatic 

robot arm can be designed and worked together with the proposed system. Robot arm 

can be connected to the microscope‟s stage control. System can take all 25 images 

automatically and process all these images for getting cell count results.    

Yet another major remaining work is to review additional machine learning 

algorithms for increasing classifier successes such as; support vector machine (SVM) 

, learning vector quantization (LVQ) and radial basis function (RBF). Outcomes of 

these reviews might be used for developing a decision support system for viability of 

cells by light microscopy to help pathologies. 
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