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MULTI CRITERIA ABC CLASSIFICATION OF LIGHT RAILWAY SPARE
PARTS USING ARTIFICIAL NEURAL NETWORK APPROACH

SUMMARY

Management of spare parts inventories is crutialstaccessfull execution of the
maintenance processes. Main attention is paid foter@nce operations in railway
systems management because it directly affectpdfermance of railway machines
and play important role in railway service, in artie provide uninterrupted and high
guality service to passengers. The most importaatacteristics of railway services
are the availability and reliability of spare itemwhich are necessary for
maintenance operations. The role of spare part® isupport the maintenance
operations in keeping vehicles in a functioningaitan. Supplying an adequate and
yet efficient amount of spare parts to supportrtf@ntenance activities in railway
service is a tough management problem.

In this thesis, artificial neural network model w@esveloped to classify spare parts
inventory based on multi criteria ABC analysis ight railway systems. After
thorough literature review on inventory classifioat the relevant classification
criteria and control chracteristics of maintenarspare parts are identified and
discussed in terms of their effects on maintenamgerations, purchasing
characteristics, positioning of materials, resplitisy of control and control
principles. The classification model of railway ®ms spare parts have been
performed based on following criteria: annual ueiist, lead time, value usage,
substitutability, commonality and stock-out penalty

Most widely used neural network structure is chosénich contains one input, one
hidden and one output layer. For the training ef nietwork which will be used for

classification of items into A, B and C class itermsnulti layer perception network
with back propagation algorithm was used. The optmarchitechture is determined
by estimating number of nodes in hidden layer bg-fold cross validation method.
The comparison of classification accuracy was dogtgveen neural networks with
hyperbolic tangent function and sigmoid transfamnction. As a result of training,

neural network with hyperbolic tangent function gamore accurate results, by
giving the lowest the minimum mean squared erro§EMThe proposed atrtificial

neural network architecture has 6-8-3 structureicwizonstitutes six nodes in the
input layer, eight nodes in the hidden layer amdegmodes in the output layer.

The evaluation data of 71 maintenance spare anisitvere utilized for training and
testing processes, specifically, 60 item dataraning and 11 items data for testing
the developed artificial neural network.

XV



The main contribution of this thesis is that, iphgs a different approach, which is
ANN, for classification of spare parts inventoryrailway systems, which was not
widely investigated area in the literature. Thevpres researches in literature on
multi criteria inventory management have been dasmg analytical hierarchy
process and data envelopment analysis). The desgloptwork has shown good
classification accuracy and this network can beldse classification of other real-
world inventory data in railway systems maintenance
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HAFIF RAYLI SISTEMLERDE YEDEK PARCA STOKLARININ
SINIFLANDIRILMASI ICIN COK OLCUTLU ABC ANAL izi iLE YAPAY
SINiR AGI YAKLA SIMI

OZET

Bakim &lerinin baarili bir sekilde gerceklgmesi icin yedek parca stoklarinin
yonetimi ¢ok 6nemlidir. Rayli sistemlerin yonetirdan bakim glemlerine buyuk
onem verilmesinin sebebi, bakigiemlerinin rayl sistemlerde kullanilan araclarin
performasini direk etkilemesi ve yolculara kesiative yiksek kalitede hizmet
sgglanmasinda ¢cok dnemli rol oynamaktadir. Rayll sig¢ein hizmetinde en 6nemli
iki husus, bakimgieri icin gerekli olan yedek parcalarin yeterli takda elde
bulundurulmasi ve guvenilir olmasidir. Yedek paacal amaci araclarin cgh
vaziyette tutulmasi icin gerekli bakimglarinde kullaniimasi. Rayl sistemlerin
hizmetinde yapilan bakingleri icin yeterli ve ayni zamanda etkin Bekilde yedek
parca sglamak, yonetim icin zor bistir.

Bu calsmanin amaci hafif rayl sistemlerde kullanilan yegarca stoklarinin ¢ok
kriterili ABC analizi ile siniflandirilmasi icin yeay sinir & modeli gelgtirmektir.
Envanter siniflandirma Uzerine kapsaml literatiicelemesi yapildiktan sonra,
bakim icin kullanilan yedek parcalarin siniflanidna Olcutleri ve kontrol
parametreleri belirlendi. Belirlenen siniflandiridigitierin bakim gleri, satin alma
Ozellikleri, malzemenin konulmandirmasi, kontrotidtulugu ve denetim prensipleri
acilarindan targildi. Hafif rayll sistemlerin yedek parca siniflamda modelinde
degerlendirme sireci icin elde bulundurmama maliyigime edilebilirlik, kullanim
adedi, maliyet, tedarik suresi ve ortak nokta kiteee belirlenmitir.

En yaygin kullanilan, tek girdi, tek gizli ve tekkg katmanli, yapay sinir@ modeli
secilmitir. Yedek parcalarin A,B ve C gruplarina siniflangasin icin kullanilan
agin egitililmesi igcin ¢ok katmanl algilama ga modeli ile geri yayillim
algoritmasindan yararlanilgtir. Uygun & yapisini blirlenebilmesi icin ki capraz
dogrulama yontemi ile gizli katmandaki sinir hicre msaytespit edilmytir.
Siniflandirma dgrulamasi icin, hiperbolik tanjantli ve sigmoid tséer fonsiyonlu
iki farkli yapay sinir & modeli kagilastirilmistir. Agin egitimi sonucunda,
hiperbolik tanjant fonksiyonlu yapay sinigiain daha d§ilk hata orani gostergi
ortalama karesel hatadan belirlegtini Onerilen YSA modelinde; yedek parca
envanteri siniflandirma kriterilerini temsil edena@et girdi sinir hicresi, tek gizli
katmanda yer alan 8 adet sinir hiicresi ve siniftamal kimelerini gosteren 3 ciktil
ileri beslemeli bir g yapisi olgturulmustur.
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Degerlendirmede @tim ve test glemleri icin toplam 71 adet yedek parca verisi
kullaniimistir, bunlarin, 60 adet yedek parca verigitin islemi ve 11 adet yedek
parca verisi tesglemi icin dezerlendirilmistir.

Yapilan calmanin en 6nemli katkisi, hafif rayli sistemlerinkiva islerinde
kullanilan yedek parca envanter siniflandirmasisigasina farkll  yontemle
yaklasilmis olmasi ve bu alanin yapilan gatalar arasinda daha dnce incelenmemi
olmasi. Daha 6nce yapilan gatialar arasinda ¢ok kriterili ABC analizi ile hafif
rayh sistemlerin yedek parca stoklarin siniflandisinda analitik hiyergirprosesi ve
veri zarflama analizi yontemleri kullanilarak ineeiitir. Bu calsmada, hafif rayl
sistemlerinde kullanilan envanter siniflandirmagn iyapay sinir g yaklaimi
onerilmistir. Yedek parca siniflandirma modeli olarak geilen YSA modeli
basarili sonuclar gosterstir. Gelistirilen YSA modeli dger rayli sistemlerin de
bakim gleri icin kullanabilecgi bir yapiya dongttrulebilir.
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INTRODUCTION

Inventory management is one the main objectiveprofiuction and operations
management. The role of inventory managers is totaia sufficient inventoires to
meet demand and achieve productivity, while ats@me time to incur the lowest
possible cost. In the literature there are sevamlels and approaches that have been
developed for planning and controlling inventoriéseenders et.al., 1989).
ABC analysis is used to classify items into thgeaups for management and control
of inventories with large number of different itenitems are classified according to
their annual dollar usage in traditional ABC anay$lowewer, there are instances
where criteria other than unit price and anuuabasare important. Thus, inventory
managers have to decide how to take these differéatia into account. It has been
suggested by Flores and Whybark (1986) that maltglteria ABC classification
can provide a more comprehensive managerial appMéhmultiple criteria certain
mechanical methods are required to reduce theifatas®n to an ABC grouping.
An artificial neural network approach, pioneeredMigCulloch and Pitts (1943), can
be used to classify large amount of items in teofsulti criteria classification in

order to reach inventory management objectives.

1.1 Purpose of the Thesis

For effective functioning of any organization, st @ssential to implement efficient
performance measurement system. Performance irm@aty must be controlled
throughout every operation and functioning unitisefe are several performance and
operation control methods and almost in every degdion main attention is paid to
maintenance policies, which are known as age repiaat, periodic repair, failure
limit, etc. Each of these maintenance policies hawany advantages and
disadvantages. Several known maintenance technayeeproductive maintenance,
condition based maintenance and predictive maintmawhich all somehow
necessitate the importance of effective inventognagement, to provide efficient

operating conditions in any organization.



Inventory management is one of the major pointgroduction scheduling and
operations management. It is very important to mta&n sufficient amount of
inventory to meet operational demand and achiegdymtivity and at the same time
maintain possible costs at the minimum level. Thare several techniques
developed to plan and control inventory levelshie brganization to minimize costs
of keeping inventory and diminish levels of stoeak-aof inventory. Methods
developed are mostly based on mathematical andsifotasion approaches.
Mathematical approaches developed for inventory agament are linear
programming, dynamic programming, goal programmisgnulation and etc.
During the last decades, various models have bgamiaed and developed for
inventory management based on mathematical optiloizaapproaches. Multi-
echelon technique for recoverable item control (VET) developed by Sherbrooke
(1968) is the early study, which concentrates aimapation of inventory costs and
service levels connected with a potential sparéspaanagement policy based on
economic order quantity, reorder point, safety lstand so on. There are several
drawbacks in these developed models like complexribgtract and oversimplified
structures and they do not include factors likeotdscence, standard characteristics
of the item, type and quality of suppliers, etc.

Main attention is given to inventory classificatischemes as a spare parts
management, because of its need to keep ample cfizegentories to provide for
unexpected breakdowns and at the same time keemimgium inventory level in
terms of stock costs. Generally, classificationbpgms are often encountered in a
variety of fields including finance, marketing, é@wonmental and energy
management, human resources management, medi¢meMany investigations
have been done on inventory classification in weiandustries like production,
pharmaceuticals, services industries like hospitaisl many other areas. However,
little research has been done on inventory managenre railway systems.
Specifically, the objective of this study is to é&p multi criteria inventory
classification model based on ABC classificatiom foaintenance spare parts in

railway systems.

The research methodology will include developingadificial neural network which
will be used to classify spare parts inventoriesaitway industry based on multi

criteria ABC classification. The reason why neuratwork approach is chosen for



the classification in this study is that thereaarhing process that enable the model
to catch up the nonlinear relation in the probleatigyn.

1.2 Research Scope

In the new millennium, the transportation of peoptel materials has even greater
significance world-wide than it had in the immedigast. The birth and evolution of
railways during the last two centuries have ha@mormous influence on industrial,

social and economic development (Bonnett,2005).

Every railway needs to establish for itself a regifar the regular maintenance of
rolling stock. The various activities, involving tho inspection and work to

components, will necessitate some time when steakot available to get back to
normal operation. It is difficult to get the bal@andght between over and under
maintenance and this must be watched carefullgwallg suitable adjustments to be
made in both procedures and frequencies when taeseshown to be necessary
(Bonnett,2005).

A little investigation has been done on inventorgnagement in the area of railway
systems. The importance to provide reliable andcéffe performance in railway
systems is based on continuous or scheduled mamterand unplanned repair. In
other words, maintenance operations directly aftbet performance of railway
vehicles and play a crucial role in railway sergite provide uninterrupted and high

guality services to passengers.

Inventory management of spare parts in light rajlvegstems has been a researh
topic for studies done by Celebi et al. (2008) gsamalytical hierarchy process
(AHP) with data envelopment analysis (DEA) andraby Sénmeztirk et.al (2008)
using fuzyy AHP and DEA. In the context of our r@s# knowledge through the
literature, spare parts inventory classificationthwABC analysis has not been
mentioned to be implemented by the usage of altficieural network for
classification of spare parts inventory in lighlway systems. So, the contribution
of this research will be to propose a multi craeciassification model and develop
artificial neural network model based on ABC analy®r classification of spare
parts inventory of company performing maintenanperations in light railway

systems.



1.3 Research Methodology

In this study artificial neural network model wile proposed for the classification of
spare parts inventory in light railway systems. Tdesign of the study will be

conducted in three steps. First, a literature wevigill be done on inventory

classification based on multi criteria ABC analysisd artificial neural network

topologies will be researched. Within the literatueview, findings on inventory

classification will be analyzed and evaluationad for the study in light railway

systems will be selected. Then, artificial neuratwork model that is suitable for
inventory classification will be chosen and itsusture and parameters will be
analyzed. Two network structures will be trained #me more successful one will be
chosen as the proposed model for the study. Finddéy developed neural netwrok
will be tested to validate the performance of tretwork and results will be

discussed.



2. INVENTORY MANAGEMENT

The objective of inventory management is to replaceery expensive asset called
“inventory” with a less-expensive asset called dimhation.” In order to accomplish
this objective, the information must be timely, aete, reliable and consistent
(Viale, 1996). There are five basic types of ineent raw material, work-in-process,
finished goods, distribution inventory and mainter® repair, and operating
supplies which are present in almost every typerganizations. All of the following
types of inventory act to buffer fluctuation in glypand demand. They add no value
to the process and result in additional cost taycatore, etc. However, they are
necessary in order to ensure high levels of cust@@eice. All types of businesses
(retailers, manufacturers, banks) are challengati Wie conflicting objectives of

minimizing inventory and ensuring high levels ostamer service (Viale, 1996).

Inventory management in most companies necessiteggenance operations of the
most inventories because efficient and effectivenaga@ment helps to maintain
competitive advantage to keep up in a time of a&re&hg globalization and
innovations in management techniques. The numbetawk keeping units that is
held by large companies may easily approach teghafsands and it may not seem
economical to design inventory management policgdoh of the inventory unit.
There is a need to differentiate the inventory agiog to the business model of the
firm, because almost every business company differtes in a way they manage
and operate company. So, several techniques haare developed to classify the
inventory according to their importance in the firto enable meaningful
categorization and thus provide to manageable wayhtrol all inventory items in

each category.

2.1 Inventory Classification

Inventory classification should be done in managenoé inventory because there
are so many types of materials and spare partg &dasy to lose sight of managing
materials effectively (Celebi et al., 2008; Panatd Anandarajan, 2002). To prevent

a company from misallocating its materials managegmesources, planning and



control systems must be implemented. Effective ym@ment planning and control

system maintenance must be developed so that itveep the balance between the
keeping inventory costs to the minimum achievableel and protect the company
from critical stock-outs of raw materials, work4megress inventories and finished

goods.

Multi criteria decision aid (MCDA) has several dnmstive and attractive features,
involving mainly its decision support orientationhieh has found its crucial
applications in inventory classification. The siggant advances in multi criteria
decision aid over the last three decades constidutpowerful non-parametric
alternative methodological approach to study inegntclassification problems.
Although the MCDA researches until the late 197@sye been mainly oriented
towards the fundamental aspects of this field, ek & to the development of choice
and ranking methodologies, during the 1980s an@d4 8®nificant research has been
undertaken on the study of the classification moblvithin the MCDA framework
(Doumpos, 2002).

Classification itself is referred as to assignratdi set of alternatives into predefined
groups. In this case the alternatives belonging different groups have different
characteristics, without being possible to esthbésy kind of preference relation
between them (i.e., the groups provide a descrippiothe alternatives without any
further information). One of the most well-knowroptems of this form is the iris
classification problem used by Fisher (1936) witpbianeering work on the linear
discriminant analysis. This problem involves thstidiction between three species of
flowers, iris setosa, iris versicolor and iris winga, given their physical
characteristics (length and width of the sepal pethl). Obviously, each group
(specie) provide a description of its member flasydyut this description does not
incorporate any preferential information. Patteecognition is also an extensively
studied problem of this form with numerous sigrafic applications in letter
recognition, speech recognition, recognition of byl objects and human

characteristics (Doumpos, 2002).

Doumpos (2002) has also made attention to therdrffee between classification and
clustering of alternatives in decision making pesbt because they are usually
confused. In classification the groups are defiaqatiori, whereas in clustering the

objective is to identify clusters (groups) of atigtives sharing similar



characteristics. In other words, in a classificatioroblem the analyst knows in
advance what the results of the analysis shoul& @, while in clustering the
analyst tries to organize the knowledge embodied idata sample in the most

appropriate way according to some similarity measur

The significance of the classification problemseexts to a wide variety of practical
fields of interest. Some characteristic examplestiae following:

Medicine: medical diagnosis to assign the patients into ggaldiseases) according

to the observed symptoms (Tsumoto, 1998).

Pattern recognition:recognition of human characteristics or physidajects and
their classification into properly defined groupi€ddu and Patrizi, 2000).

Human resources managemepersonnel evaluation on the basis of its skilld an

assignment to proper working positions.

Production managementonitoring and control of complex production syssefor
fault diagnosis purposes (Shen, 2000).

Marketing: selection of proper marketing policies for pensirato new markets,
analysis of customer characteristics, customesfaation measurement, etc. (Siskos
et al., 1998).

Environmental management and energy poliagalysis and in time diagnosis of
environmental impacts, examination of the effectess of energy policy measures
(Diakoulaki et al., 1999).

Financial management and economic&iankruptcy prediction, credit risk
assessment, portfolio selection (stock classifocgti country risk assessment
(Zopounidis, 1998).

As Doumpos (2002) outlined about classificationbtems application field, it is
widely used in modeling inventory classificatioroplems. As was pointed out in
previous sections, the aim of inventory managemsnto make right decision
regarding the appropriate level of inventory. Imgiice, all inventories cannot be
controlled with equal attention. The most widesgdréachnique used in inventory

systems is the ABC classification system.

The utilization of classification techniques folasp part management tool represents
a widely used approach in industrial world. ABC entory classification is a



frequently used procurement planning and controthot that was designed to
achieve balance between two conflicting economicds:. inventory costs and

critical stock-outs of spare parts.

2.2 ABC Analysis

ABC analysis was discovered by Pareto, an Italieonemist, approximately 100
years ago. He discovered that a small percentage mdpulation always has the
greatest effect. Because of its easy-to implematura and remarkable effectiveness
in many inventory systems, this approach is widedged in practice (Chen et.al.
2006). Pareto’s law was further expanded to the A8&@&ssification and is
summarized below. Viale (1996) has explained ABG@lysis like this: “When
considering how to apply this tool to establish eintor y levels, consider the
following: From a practical standpoint, ask youfs&Which products (and which
customers) generate 80 percent of the revenueAvé&mApproximately 20 percent
of the products and customers generate 80 perdgheaevenue. From the Table

2.1, detailed explanation on the A, B and C grogmian be viewed:

Table 2.1: ABC analysis grouping

20% of 80% of the company’s These are called
Customers, products, or | revenue and inventory “A” customers
parts= investment “A” products
“‘A” parts
30% of customers, 15% of the company’s These are called
products, or parts= revenue and inventory “B” customers
investment “B” products
“‘B” parts
50% of customers, 5% of the company’s These are called
products, or parts= revenue and inventory “C” customers
investments “C” products
“‘C” parts

The fluctuation in demand for the B and C prodweatsses most of the product mix
problems, the changes on the shop floor (capaaitg) the changes in the supplier
due dates Viale (1996).

Consider doing the following:

* Reduce the forecast error by improving the forenaxdel.

* Use the standard deviation formula A customersAandd B parts.



e For C parts, give a predetermined number of daypply and allow the

production floor to build this during the beginniafeach quarter.
The standard deviation of forecast error tool dan bhe used to determine

v' The amount of extra (safety) lead time needed soirenon-time delivery.

v" The amount of work to release to the shop floan&ke sure machines do not
run out of work. That is, how much “queue” bufferrneeded in back of the
bottleneck work center?

v The number of extra (buffer) pieces to start oe thitial machining
operation to ensure a particular yield after thmalfioperation (for example,
scrap allowance).

v" The amount of machine downtime (safety) to allowifoplanning utilization
of available capacity (Viale, 1996).

Classical ABC technique differentiates the invepntonto three classes: A — very
important, the inventory small in volume but laigeost, B — moderately important,
inventory intermediate in volume and cost; and, |&t— least important, that is
inventory is large in volume and however Ilow in tcousage.
“A” items have the highest value. These are reddyiiew items (15— 20 percent)
whose value accounts for 75— 80 percent of thd t@tlme of the inventory. As a
general rule, 20 percent of the items constitutpé&@ent of the annual requirements.
All “A” items are counted monthly.

“B” items have medium value. These are a largenlmer in the middle of the list,
usually about 30— 40 percent of the items, accagntdbr about 15 percent of the

value. All “B” items are counted quarterly.

“C” items have low value. These are the bulk of itheentory, usually about 40— 50
percent of the items, whose total inventory vakialmost negligible, accounting for
only 5-10 percent of the value. All “C” items areuated annually. Many times

these physical counts are based on estimates (198/@).

The amount of time, effort, money and other resesigpent on inventory planning
and control needs to be in accordance with impodani each item. So, the purpose

of this technique is to provide all inventory itemigh appropriate levels of control.

Traditional ABC classification is based on only ocr@erion. Generally, the only

criterion is taken as annual cost usage or avaragecost, and sometimes it may be



the number of orders and purchasing conditions (8owic et al., 2008). However,
there may be other important criteria that represanous important considerations
for management and it is a disadvantage of thesiclsSABC classification that it
takes into account only one criteria and leavesnoahy important characteristics
according to which inventory may differentiate. Shmulti-criteria techniques have
been developed to enable efficient decision makiigch will include crucial
criteria like criticality of an item, stock-out palty, lead time of supply, part
criticality, availability, average unit price, thecarcity, the rate of obsolescence,
substitutability, etc. (Simunovic et al.,, 2008). eféfore, it has been usually
recognized that traditional ABC analysis may not dde to provide a good
classification of inventory in practice (Guvenir Erel, 1998; Huiskonen, 2001;
Partovi & Anandarajan, 2002). There are many ircgarwhen other criteria become
important in deciding the importance of an inveptilem. This problem becomes a
multi-criteria inventory classification that hasepestudied by some researchers in
the past. In general, complex computational toolgrocedures are needed for multi-
criteria ABC classification (Chu et. al., 2008).

2.3 Multi Criteria ABC Analysis

A typical company holds multitude of items in int@ry and only a small fraction
deserves the close attention. The decision makaslsis determining the inspection
levels on each inventory item; thus, first and feost, assigning the priorities for
each item and realizing a sensible classificatit&is Sharaf and Helmy (2001) have
noted, thousands of items may be potentially heldinventory by a typical
organization, however only a small portion of theleserve management’'s close

attention and accurate control.

To overcome the limitations of the traditional difisation analysis, many
researchers concentrated on incorporating multigliéeria judgments into the
inventory classification procedure. Flores et. @l985) have transformed the
classical ABC analysis for the inventory classifica, considering another important
criterion to so called bi-criteria inventory cldssation. They used traditional ABC
analysis by classifying the inventory by first eribn and then by second criterion.

Here the disadvantage of this method was that tibay weights of each criterion to
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be equal. Flores et al. (1985) suggested usingipteiltriteria like lead time,
criticality, commonality, obsolescence and subtiliity.

Since the multi-criteria classification idea wasraduced, several authors reported
ondifferent approaches to the problem. Clusteryasigimethod (Cohen and Ernst,
1988), a classification expert system (Petrovice&révic, 1992), joint criteria matrix
approach (Flores, Olson, & Dorai, 1992), a heuwrigtiocedure employing genetic
algorithms (Guvenir & Erel, 1998), and a weightear optimization methodology

(Ramanathan, 2006) have been successfully appligteipast years.

Other developments of multi-criteria of ABC anatysias been done by Ernst and
Cohen (1990). They proposed technique based astwsialt clustering that uses a full
range of operationally significant attributes. Theachnique can accommodate a
large number of combinations of attributes whichmigsstly important for strategic
and operational purposes. Yet, their method reduirtdization of large amount of
data, the use of factor analysis and clusteringgaore which may end up to be
impractical for typical stockroom environment. Mover, the clusters should be
measured again in order to classify new stock itentsthere is also chance that each
time a new item is added, the clusters previoushgsified will be re-classified
again. This model may be too sophisticated and ndgtturb the inventory control

procedure.
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3. AN ARTIFICIAL NEURAL NETWORK

The simplest definition for artificial neural netwko (ANN) is that, it is a

mathematical or a computational model which is iregp by the structure and/or
functional aspects of biological neural networksndéural network is an adaptive
system that changes its structure based on extermalernal information that flows
through its network and generally is learning tmegalize or classify or organize
data in the learning phase. Modern neural netwarksnon-linear statistical data
modeling tools. They are used to model complexticelahips between inputs and
outputs or to find correlations in the data. Unltkaditional computational models,

ANN model has brain like structure and functionatit the brain cells.

Researches on artificial neural networks have bespired by the recognition of
how human brain computes in an entirely differeraywfrom the computer
functioning. The structure of the brain is hightyntplex, nonlinear and parallel, like
information processing systems in computer. It hias ability to do certain
computations such as pattern recognition, percepiod motor control in a very
short term. For instance, it usually accomplisheegptual recognition tasks such as
memorizing a familiar face in an unknown scene jh-@2 milliseconds. On the
other hand, computer will spend much more time $igeeral minutes or even hours
to perform less difficult tasks. The reason why lanbrain has been interesting
topic for researchers is that its structure ancctioning gives thorough insight to
how a computer can be developed to perform funstiosually completed with
human intelligence such as reasoning, learning s&lfl improvement (Haykin,
1999). Haykin (1999) explains that a brain has tgsacture and ability to build up
its own rules through time using that is known gsegience.

Human brain undergoes a dramatic development within years after birth and
continues to evolve after that. It has capabildydevelop its structural elements
known as neurons that allow the building nervous system to adjust its

surroundings. Neurons play same role, which isrmédion processing unit, in both

human brain and neural networks. In other wordsaiit be explained that the neural
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network are designed like a machine to performiqddr tasks like human brain
(Haykin, 1999). To specify the above statements anbg Haykin (1999), his
definition for artificial neural network is thatt“is a massive parallel distributed
processor for storing experiential knowledge andkinmait available for use. It
resembles the brain in two respects: knowledgegsiieed by the network from its
environment through a learning process and secoimtgrneuron connection

strengths, known as synaptic weights, are usetbte the acquired knowledge”.

The model of learning process is known as learalggrithm and its function is to
modify the synaptic weights of the network in adesty fashion to attain a desired
design objective (Haykin, 1999).

3.1 Application Areas of Artificial Neural Networks

The application area of artificial neural netwodes be extended to practically every
kind of problem where regression based models aatistical models can’t be
applied or do not give desired results. Neural petw give the best results in

building nonlinear models.

» Classification:Dscrimination of elements based on similarities

» Pattern recognition:Recognition of an output according to given ingata.

* ModelingGeneralization of few examples

* ClusteringGrouping the elements according to common attrdute
features.

* ForecastingPrediction of future outputs by analysis of currentl past data.

* OptimizationSatisfying multiple conflicting goals and consttain

* FinanceANN’s can be used for funds investment, credit wsial risk
insurance, options and futures prediction, treretiotion, stock investment
optimization , cash flow forecasting, etc.

« Medicine: ANN’ can be used medical diagnosis, d¢fasgion of deceases,
genetic mapping, blood mapping, treatment costedibn, etc.

» Science: ANN’s can be used for modeling complexbf@ms, nonlinear
problems, physical system modeling, chemical comgouidentification,
botanical classification, odor analysis and idécdiion, etc.

» Sales and Marketing: ANN’'s can be used for saleecfisting, targeted

marketing, service usage forecasting, etc.
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Energy: ANN’s can be used for electrical load fasttng, energy demand
forecasting, power control systems, etc.
Production: ANN’'s can be used for quality contrglrocess control,

temperature and force predictions, production ngugiptimization, etc.

3.2 Benefits of Neural Networks

The ability to learn and generalize is the mainasdage of neural networks. The

ability of generalization makes it possible for redunetwork to give a reasonable

output for inputs that have not been encounteréat®eBelow are the properties and

capabilities of neural networks reported by Hay|i199):

Nonlinearity: the nonlinear structure of neural network is a vienportant
property in cases where a nonlinear relation islired. A regression based
methods are hard to control and implement wherasa< of linear relations
takes place.

Input-Output MappingA popular way of training a neural network is teus
supervised training. Supervised training teacheswaal network to produce
the ideal output with a given inputs. Every tramiteration calculates how
close the actual output is to the ideal output. @leseness to ideal output is
expressed as an error percent. Each iteration rasdtie internal weights of
the neural network to get the error rate as low@ssible. The training is
repeated until there no further significant changesrror rate. The neural
network learns from training and constructs an trquiput mapping for a
given problem.

Adaptivity: Neural Networks have a capability to adapt theiragpjic weights
to changes in surrounding environment. A neuralvaek trained to operate
in a specific environment can easily be adapted ntmor changes
environmental conditions.

Evidential Response: In pattern classification a neural network can be
designed to provide information not only about thput but also about the
confidence in the decision made. The confidenceéeitision making can be
used to eliminate ambiguous patterns and improagsification performance

of the network.
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» Contextual Information: Knowledge is presented in by the structure and
activation of a neural network. Every neuron in tietwork is potentially
affected by global activity of all other neuronstine network. Consequently,
contextual information is dealt with naturally byaural network.

* Fault Tolerance:A neural network which is used in hardware forns tfze
ability to be intrinsically fault tolerant or cadabof robust computation, in
the sense that its efficiency deteriorates grabtefuhdesirable operating
conditions. That is if the neuron or its connectiotks are damaged, the
recall of the saved patters in worsened in qualty.the other hand, because
of distributed nature of information saved throupk network, the adverse
condition has to be extensive before the overalpoase of the network is
damaged. Therefore, a neural network shows a gradefjradation rather
than catastrophic failure.

* VLSI ImplementabilityA neural network has the potential to compute oerta
tasks very quickly because of its massively pdrat¢ure. This characteristic
enables neural network well suited for implementatusing very-large-
scale-integrated (VLSKechnology One of the beneficial virtues of VLSI is
that it provides means of recognizing very compleshavior in a highly
hierarchical fashion.

* Uniformity of Analysis and Desigrileural networks have universality as
information processors, because the same notasiamsed in all domains
involving the application of neural networks. Thisaracteristic reveals itself
in several ways; at first neuron represents aregignt common to all neural
networks. Then, this commonality makes it posstoleshare theories and
learning algorithms in different applications ofuna networks. And finally,
modular networks can be designed a seamless ititegcd modules.

* Neurobiological Analogythe architecture of neural network is motivated by
analogy of brain, which is a living proof that fatdlerant parallel processing

is not only physically possible but also fast anavprful (Haykin,1999).

3.3 Artificial Neural Network Structure: An Explanation Based on Biologic
Nervous System

Haykin (1999) has explained the biologic nervousteay in a three staged system as
can be seen from diagram in Figure 3.1. The bain the center of neural system
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which represents the neural net. It continuousbteirges information, perceives it,
and gives appropriate decision. There are two amets in the figure. The arrows
pointing from left to right indicate the forwardatrsmission of the information-
bearing signals through the system. Moreover, tlsetiee feedback process which is
transmitted from right to the left by arrows. Thexeptors convert stimuli from the
human body or the external environment into eleatrimpulses that conveys
information to the neural net (brain). The effectwonvert electrical impulses

generated by the neural net into discernible resp®as system outputs.

Receptors —p Response

S

Figure 3.1: Block diagram representation of nervous systenykkia 1999).

There are several types of ANN architecture inrdiiére; however a general ANN
architecture can be shown as in Figure 3.2. Thesat least one input element in the
input layer. In this layer input elements genettaie same values of input without
any processes (Tosun, 2007). There is at leastoatput element and in spite of
input elements in output elements, there is a @®tleat generates output (Tosun,
2007). Processing layers usually called black bexabse understanding each
processing elements behaviors is a very difficagikt This layer(s) and functions

used in these layers can change according to thé #ple.

—»
Inputs

——»

4
A

Input layer [« —| Processing —| Output
Layer(s) layer

Output

Figure 3.2: Block diagram representation of ann architecture.

Neurons are the structural constituents of biolaigiervous system. The structure of
neuron and its parts are demonstrated in FigureVBith dendrites neuron collects

the stimulus of previous neurons. In cell body thisnulus is evaluated and an
output stimulus is generated. This stimulus isdsenfollowing neurons with the

axon. At this point axon can be divided into maaytp and send the stimulus to all
connected neuron dendrites. The axon- dendriteextiom areas are called synapse.
The most common type of synapse is called chensigaapse, which operates as
follows; a presynaptic process liberates a trantemgubstance that diffuses across

the synaptic junction between neurons and then @ttthe postsynaptic process
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(Haykin, 1999). In an adult brain, plasticity, whipermits the developing nervous
system to adapt to its surrounding environment, rhayaccounted for by two
mechanisms: the creation of new synaptic connestloetween neurons, and the

modification of existing synapses (Haykin, 1999).

Partovi and Anandarajan (2002) defines ANN as ¥adlo“ The ANN in general can
be characterized in the following components: afebdes and connection between
nodes. The nodes can be seen as computational Tihiéy receive inputs and
process them to obtain an output. This process tnighvery simple computation
like summing or it might also be complex as to eamtanother network. The
interaction of nodes through the connections lemds global behavior of the
network, which cannot be observed in the elemeftth® network. This global
behavior is said to be emergent that is the adslitif the network supersede the ones
of its elements, making networks a very powerful.tdnh ANNs, the network sees
the nodes as ‘artificial neurons’. An artificial uren is a computational model
inspired by the natural neurons. Natural neuroreive signals through synapses
located on the dendrites or the membrane of theone&When the signals received
are strong enough, the neuron is activated andsasignal through the axon. This
signal might be sent to another synapse and mightasée other neuron”. A typical
neuron structure described by Partovi and Anandargd002) can be seen in Figure
3.3 below:

Dendrites  / Axon
\ —./ Sona «—— Terminal

7\ _ N
~2\¥ N “—\I
( L\--R_L’J Axon ‘wnapqe \

Figure 3.3: Structure of a typical neuron (Partovi and Anaagar, 2002).
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The complexity of the real neuron is highly abgdcwhen modeling artificial
neurons. These basically consist of inputs (likeapges) which are multiplied by
weights (strength of the respective signals), & icomputed by the mathematical
function which determines the activation of themo@u Another function, which may
be the identity, computes the output of the aréfimeuron. ANNs combines

artificial neurons in order to process information.

A processing element can be shown as in FigureVBetcan express the following
similarities between processing elements (PEs)eoraons of ANN and neurons of
nervous systems. The weights in processing eleramet synapses. The summing
junction is the dendrites that collect the inp#stivation function is the cell body
that processes the stimulus. And the output elensetiie axon that transports the

output to the other neurons.

- Bias Activation
XX —» O0—» @ _‘_, by function
Output
Input X2 —» O —>» — | () | — y
sigha —> X
Summing
Xm —» O > — junction
N~
Synaptic
weights

Figure 3.4: Model of a typical processing element (Haykin, 999

The neuron model shown in Figure 3.4 also includesexternally applied bias,
denoted by b. The bias phas the effect of increasing or decreasing thenpett of
the activation function depending on whether itpissitive or negative (Haykin,
1999). Mathematically we can describe a neuron thbyfollowing pair of equations
3.1and 3.2:

U = Njmq WijXj (3.1)

Vi = ¢ (ug + by) (3.2)

Here,xq, x5, X3, ... X, are the input signalsy,, wi,, ... Wi, are synaptic weights of
neuron K;uy is the linear combiner output due to the inpunhalg; b, is the bias;
@(.) is the activation function; angis the output signal of the neuron. The use of
bias b, has the effect of applying the affine transformatio the outputy, of the

linear combiner in the model (Figure 3.4), as showrequation 3.3 below:
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UV, = U+ bk (33)

The higher the weight of an artificial neuron, gteonger the input will be, which is
multiplied by it. Depending on the weights, the gurtation of the neuron will be
different. By adjusting the weights of an artificreeuron we can obtain the output
we want for specific inputs. But if we have an ANNthousand of neurons, their
weights of the ANN may be adjusted only by algonghin order to obtain desired
output from the network. This adjusting processalled learning or training of the
network. The number of types of ANNs is very higid dhere are more than hundred
of different models considered as ANNSs. Since thecfions of ANNs is to process
information, they are used in many fields likedstioehavior and control in animals
and machines, also as well as engineering purpbkespattern recognition,
forecasting, data compression and classificatioor Example, Partovi and
Anandarajan (2002) had used two types of learningthods to examine
classification accuracy of ANN as an aid to faatkt the decision making process of
classifying inventory items. More specifically, tdearning methods used by Partovi
and Anandarajan (2002) are back propagation (BE)ganetic algorithms. Also,
Wei et al. (1997) had used ANN which takes intoocaot quantitative and
qualitative data and nonlinear problem with muétiphputs in supplier evaluation

process.

3.4 Learning Process in Artificial Neural Networks

Learning in the conext of the neural network hasnbéefined by Haykin (1999) as;
learning is a process by which the free parametkeesneural network are adjusted
through a process of stimulation by the environmentwhich the network is

embedded and the type of learning is determinedhiey manner in which the

parameter changes take place. Haykin (1999) alsdiomed that this definiton of

learing process implies the following sequenceveings:

* The neural network is stimulated by an environment.
* The neural network undergoes changes in its freenpeters as a result of the

changes that have occurred in its internal strectur

Cinar (2007) has defined learing process in ANN &ind of price-penalty system.
If the output of artificial neural network and tliesired output are in the same

direction, the weights of ANN are strengthenedthd# output of ANN and desired
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output are in opposite direction, the weights aeakened to teach ANN to respond
differently (Cinar, 2007).

In practice, artificial neural networks that havelyoone hidden layer may easily
learn the process with few data and continuoustiome (Cinar, 2007). Regarding
the hidden layer, Cinar (2007) has mentioned tluatem layer is only required if the
function is not continuous for some points. For gna&NN model in literature,
researchers reported that only one hidden layenasigh and that the second hidden

layer slows the learning process (Cinar, 2007).

Feedforward network indicates that data flow fronput layer to output layer.
Output of each layer is the input of the next lagad is the functions of its inputs
(Cinar, 2007). Activation fucntion computes the puitvalue of each neuron. In
complex models it is important to utilize nonlineativation functions. The shape of
the activation function affects the learning pearfance of the neural network;
however, it does not influence the overall perfanoeaof the network (Cinar, 2007).

The learning of network can be in two ways: onlorebatch learning. First one, in
online learning data used one by one for learnimgecond way, batch learning, the
whole data is used at once for learning. Apaydi@0& mentioned that in batch
learning, learing (changes in free parameters afatenetwork) accumulated over
the all patterns and the change is made once aftemplete pass over the whole
training set is run. A complete pass over all taguns is called an epoch (Apaydin,
2004).

There are three kinds of learning process: supsihMisarning, unsupervised learning

and hybrid learing.

3.4.1 Supervised learning

It is know as learning under supervison of teackerce in conceptual terms a
teacher with the knowledge about environment teathe neural network with that
knowledge being presented by a set of input-ougxamples (Haykin, 1999).
Apaydin (2004) gave examples of supervised learnesy regression and

classification problems.

The following example gives better explanation loé supervised learning: let the
teacher and the neural network both be exposediitnirtg vector drawn from the

environment. By the virtue of built-in knowledgégetteacher is able to provide the
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neural network with desired responce for that trgnvector (indeed, the desired
respense represents the optimum action to be peztbby the neural network). The
parameters of the network are modified accordingpédaraininf vector and the signal
error. The error signal is computed by the diffeeebetween the desired output and
the actual output of the network. This adjustmentarried out iteratively in a step
by step fashion with objective to eventually make nheural network emulate the

teacher. The emulation process is presumed to toawp in some statistical sense.

3.4.2 Unsupervised learning

It is also called learning without a teacher, beeain spite of supervised learning
only inputs of the problem are known. In unsupedidearning the goal is to
determine the formation along the inputs (Cinaf7)0Input space has a pattern and
if analyzed it can be deduced which input are nmregeated and which are less
repeated. This is called density estimation inigtias (Alpaydin, 2004). When the
patterns are discovered learning is completed; & mgut's cluster can be
determined (Haykin, 1999).

One method for density estimation is clustering nghtbe aim is to find clusters or
groupings of input. The following example of clustg is given by Alpaydin
(2004): in the case of a company with a data of pastomers. The data contains the
demographic information as well as the past traimas with the company, and the
company may want to see the distribution of thdilerof tis customers, to see what
type of customers frequently occur. The author aeotithat in such a case, a
clustering model allocates customer similar in rtredtributes to the same group,
providing the company with natural groupings ofdtstomer. Alpaydin (2004) also
added that once such groups are found, the compay decide strategies (for

example, specific services and products to diffegeoups).

3.4.3 Reinforcement learning

In some applications, the output of the system s@uence of actions. In such a
case, a single action is not important; the poleiich is the sequence of correct
actions to reach the goal, is important. In thisecaneural network should be able to
assess the goodness of policies and learn fromgpast action sequences to be able
to generate a policy. Such learning methods arteccalkeinforcement learning
(Alpaydin, 2004).
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In reinforcement learning, like unsupervised leagnicertain outputs are not used to
train the neural network. But the desired outpuéesdefined as good output or bad
output and then used to train the neural networkdf; 2007). But defining good or

bad outputs are somehow similar to supervised ilegurn

Chess game can be an example of this type of lepbecause the rules of the game
are limited but in many situations there is largenber of possible moves (Aplaydin,
2004). In such a case one move is not importaatsénies of moves are important to
win the game. For further information about unsued and reinforcement
learning please look at Haykin (1999) and Schalkb®©7).

In this study, supervised learning methodology agng to be described in detail
because it will be utilized in the classificatiohtbe spare parts inventory based on

ABC analysis.

3.5 Multi-Layer Perception (MLP) and Back Propagation Algorithms

3.5.1 Multi layer perception

The multi-layer perception is one the the most usedral network topologies.

Principle et al. (1999) have indicated that, the Mis capable of approximating
arbitrary functions. MLP plays important role iretetudy of nonlinear dynamics and
other function mapping problems. A common multilaperception architecture can

be seen in Figure 3.5:
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Figure 3.5: Multi-layer perception model.

The multilayer perception network given above ha®d layers with one hidden

layer. x,X2,X3,X4 @re input values andand y are the outputs of the network.

The are two crucial aspects of the multi-layer pption. First one is that nonlinear
processing elements (PEs) that have a nonlineattiigh has to be smooth (the
logistic function and the hyperbolic tangent are mhost widely used). Second aspect
is that MLP has massive interconnectivity thatng alement of a given layer feeds

all elements of the next layer (Principle et a999).

Principle et al. (1999) have indicated that mudidr perception are generally trained

by backpropagation algorithms.

3.5.2 Backpropagation algorithm

The Backpropagation algorithm propagates the e¢nrough the network and allows
adjustions of the hidden nodes, i.e. processingn@iés. The multi-layer perception
is trained by error correction learning, so it me#mat desired for the system should

be known.
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Learning by error correction is done in the follogyiway:

At PE i at the iteration n, the system generatspaese ¥n) and the difference
between system responsg(ny and the desired responsényl for a given pattern

gives us the instantaneous ereg(n), which is defined by equation 3.4:
g(m) =d;(n) —y;(n) (3.4)

According to thegradient descent learning thegryach weight in the network can be
adjusted by modifying the present value of the Wweigith the terms that is
proportional to the present input and error atvtikeeght, that is defined as in equation
3.5:

wii(n+ 1) = w;;(n) + nd;(n)x;(n) (3.5)

whered; (n) is the local error and can be easily computer flloensystem errog;, at
the output PE or can be computed as the weightedodierrors at the internal PEs.
The constant) is the step size and called the learning rates phocedure is defined

the backpropagation algorithms.

The backpropagation algorithm computes the seitgitof the cost function with
respect to each weight in the network, and updaedes weight proportional to the
sensitivity. This procedure is very easy becausait be implemented with local
information and requires just a few multiplicatiopsr weight. Due to the fact that
gradient descent procedure uses only local infaomait can be stuckt at local
minima. Principle et al. (1999) have indicated tthegt procedure is inherently noisy
because usage of poor estimate of gradient may Gho convergence.

Momentum learning is the improvement to the straggadient descent in the sense
that a memory term ( the past increment to the migig used to speed up and
stabilize convergence. By momentum learning, thghie are updated as following

in equation 3.6:

wii(n+1) = w;;(n) + nd;(M)x;(n) + a(w;j(n) —w;j(n—1) (3.6)

Wherea is the momentum of learning. The momentum rataken to be between
range 0.1 to 0.9 in most literatures (Celebi angr&8ear, 2008; Ghate and Dudul,
2010).
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Weights in the network during the training proceas be updated in two ways, on-
line and batch training. In on-line training, theights are updated continuously each
time as each pattern is input to the network. Gnater hand, in batch learning we
present all the patterns in the input file (an éppaccumulate the weight usdates,
and then update the weights with the average wiegtéate. Principle et al. (1999)
have noted that online learning and batch learrang theoretically equivalent,
however, on-line learning is superior in tough peots where many similar input-
output pairs exits. Moreover, Haykin (1999) statbat it is less likely that
backpropagation algorithm to get stuck in a localima with the on-line mode of

training.

Backpropagaion starts by loading an initial valae dach weight (normally a small

value) and proceeding until some stopping criterfomet. The three most common
stopping criteria are to cap the number of iterejao threshold the output mean
square error, or to use cross validations. Thescvaidation is the most powerful of

the three types of criteria because it stops thmitrg at the point where the best
generalization is obtained that is the performancdhe test set. The training data is
divided into two sets: training set and cross \alwh set. The cross validation set is
used to see how the trained network is doing, Xan®le, every 100 training epochs
cross validation set test the network training genfance. When the performance
starts to degrade in the validation set, the tngirshould be stopped (Alpaydin,

2004; Haykin, 1999; Principle et al., 1999).

The fundamental of any iterative training procesthe measurement of the learning
process. The learning curve can be good estimédte draining process. Learning
curve shows the change of mean squared error Wwehntumber of epochs. The
difficulty of the task and how to control learnimgn be judged from the learning
curve. If the learning curve is straight, it meahst learning rate should be
increased. Meanwhile, if the learning curve is kbesting up and down, it means that
step size shoulf be decreased. When the learnivg stabilizes at an error level that
is not acceptable, the network topology, like atigmumber of node in hidden layer,
or number of hidden layers, or the training prosedike other more sophisticated
search techniques.
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3.6 Types of Activation Functions

Activation function, shown ag(v), defines the output of a neuron in terms of the
induced local fieldv. Here are three basic types of activation funstigHaykin,
1999):

1. Threshold Function: For this type of the activatfanction in equation 3.7,

described in Figure 3.6,

-10 -5 5 10

Figure 3.6: Threshold function
lifv=>0
o) = {0 i;v <0 (3.7)
is used. In engineering literature, this form ofetthold function is commonly
referred to as Heaviside function. Correspondinghg output of neurork
employing such a threshold function is expressed aguation 3.8:

_ 1 ika >0
Vi = {0 ifve <0 (3.8)

wherev,, is the induced local field of the neuron; thaassin equation 3.9:
Vg = Z}n=1 Wi jXj + bk (39)

Such a neuron is called in the literature as theCui®ch-Pitts model in
recognition of the leading work done by McCulloaidaPitts. Within this model,
the output of the neuron takes on the value ofthéfinduced local field of that
neuron is non negative or O if negative. This stetet describes the all-or-none
property of the McClloch-Pits model.

2. Piecewise-Linear Function: For the piecewise-linkarction described in

Figure 3.7, the following equation 3.10 is used:
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Where the amplification factor inside the lineagiom of operation is considered to
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be unity. This form of an activation function mag tonsidered as an approximation
to a nonlinear amplifier. The following two situatis may be viewed as special

forms of the piecewise-linear function (Haykin,1999

a. A linear combiner arises if the linear region ofeogtion is maintained
without running into saturation.
b. Piecewise-linear functions if the amplifier factrthe linear region is made

infinitely large.

-2 -1 1 2
Figure 3.7: Piecewise-linear function
3. Sigmoid Function: This function, which has s-shapigdre, is by far the
most common forms of activation function used ire tarchitecture of

artificial neural networks. Sigmoid function candeen in Figure 3.8 below:

1o 5 5 10
Figure 3.8: Sigmoid function
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Sigmoid function is defined as a strictly incregsfanction that exhibits a graceful
balance between linear and nonlinear behavior (Hayk999). An example of

sigmoid function is the logistic function, definbyg equation 3.10 below:

() = _tr (3.12)

1+exp (—av)

Wherea is the slope parameter of the sigmoid functionvBgying the parametex,
we obtain sigmoid functions of different slopesijlastrated in Figure 3.8. Actually,

the slope at the origin equa%s In the limit, as the slope parameter approached

infinity, the sigmid function becomes simply threHfunction taking the value of O
orl, a sigmoid function assumes continuous rangeahfe from 0 to 1. Note also
that the sigmoid function is differentiable, whesethe threshold function is not
(Haykin, 1999).

The activation functions defined above the rangsmfrO0 to +1. It is sometimes
desirable to have the activation function with mafgpm -1 to +1, in which case the
activation function takes an antisymmetric formhmiespect to the origin. In other
words,the activation function is an odd function tfe induced local field.

Specifically, the threshold function in EquatiodBis now as

1 ifv=0
p(w)=40 ifv=0 (3.12)
-1ifv<O0

Which is known as the signum function. For the esponding form of a sigmoid

function we may use the hyperbolic tangent functaefined by equation 3.12:
¢(v) = tanh (v) (3.13)

Letting the activation function of the sigmoid typ@ assume negative values as

above have some analytic benefits.
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4. LITERATURE REVIEW

Inventory control also known as stock control andentory management is one of
the important techniques of operational manageraredtit plays important role in
the company management. A well designed approacimuentory management
might have very important influence on the companynpetitiveness. To achieve
their goals companies should apply optimization andti-criteria decision making
methods because of the huge amount of inventomsitevhich needs a great
attention to classify these items into differentugrs. That is different groups might
require application of different management tootsl golicies. ABC inventory

classification based on the Pareto principle takisaccount only one criterion.

There are many contributions to multi-criteria int@y classification in the
literature. Multiple criteria classification nec#ages complex decision making tools
(Chen, 2011). For inventory control with many diffet types of inventory, multi-
criteria decision making methods have been devdldpe ABC classification. In
literature, various methods include fuzzy analytic@rarchy process (AHP), data
envelopment analysis (DEA), case based distanceelndde weighted linear
optimization, the joint criteria matrix, the clustey procedure, the particle swarm
optimization method, principle component analygienetic algorithms, artificial

neural network approaches and etc.

4.1 Inventory Classification Techniques

Inventory classification techniques have been damed for the various industries
where large companies accommodate large quantitiegwventory items. The
literature on inventory classification includes feiEnt methodologies for multi-

criteria inventory classification.

The literatur review hase been done on spare pamtsitory classification based on
multi criteria decision makng techniques and slsorhmary of the main research

studies can be seen in Table 4.1.
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Table 4.1: Academic Researches about Multi Criteria Inventolgssification.

# | Citations Technique(s) used | Evaluation criteria Application
Area
1 | Braglia et al. | Reliability Centered Main criteria:spare part Spare parts
(2004) Maintenance plant criticality, spare classification
(RCM) with AHP. | supply characteristics, in paper
inventory problems and | operating
usage rate company
Sub criteria: quality
problems, lead time,
internal repair, price, space
required, obsolescence,
deterioration problems,
production loss,
redundancies, etc.
2 | Cakir and Fuzzy AHP Price/cost, annual demand,Designing a
blockage effect in case of | decision
Canbolat I
stock out, availability of | support
(2008) substitute material, lead | system ina
time small
electrical
appliances
company
3 | Simunovic et| a. Traditional ABC | al. annual cost usage Classification
al. (2008) b. Multi Criteria bl. annual cost usage, of spare parts
) ABC with AHP criticality, lead time1, in agricultural
lead time 2 machine.
4 | Celebi et al. | Multi Criteria ABC | Main criteria Criticality, Classification
with AHP and DEA| value usage, unit cost, leadof
(2008) : ,
time maintenance
Criticality sub criteria: spare parts in
penalty cost, light railway
substitutability, systems
commonality
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Table 4.1: Academic Researches about Multi Criteria Inventdagsification

AY”

=

(contd.).
# Citations Technique(s) used Evaluation criteria
Soénmeztirk et al. Multi Criteria ABC Main criteria
(2008) with Fuzzy AHP Criticality, _value
usage, unit cost, lead
time
Criticality sub criteria:
penalty cost,
substitutability,
commonality
6 Hadi-Venchen and MC ABC with Fuzzy | Annual dollar usage
Mohamanghasemi AHP and DEA limitation of
(2011) warehouse usags
average lot cost, lea
time
7 Ramanathan (2006) Weighted linear Average unit cost
optimization based on| annual dollar usage
DEA critical factor, lead
time
8 Ng (2007) Ng model
9 Partovi and Multi Criteria ABC Unit price, ordering
Anandaraian a. Genetic Algorithm | cost, demand range,
J b. Artificial Neural lead time
network
10 | Liand Kuo (2008) Enhanced Fuzzy Part factor, demand
Neural Network factor, time factor, sal
factor,associated factc
11 | Chen et al. (2009) Back-propagation | Large variation of

neural network
(MBPN) and moving
fuzzy neuron network
(MFNN)

demand, long
purchasing lead time,
necessity to the
operation machine,
cost
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4.2 Multi Criteria Decision Making (MCDM)

Multiple criteria decision making methods are sapadt into two basic groups:
multiple attribute decision making methods and maljective decision making
methods. The first method is used to select thé &ksrnative among the many
feasible alternatives where each alternative isnddfby some quantitative and/or
qualitative criteria or attribute. The second meitldeals with two or more objective

functions subjected to some constraints.

Multi criteria decision aid (MCDA) theory includesulti criteria ABC classification.
According to Roy (1996), multi criteria decisiontie aid to assist a single decision
maker to choose, rank or sort alternatives withiimige set according to two or more
criteria. MCDA begins with process of defining otijges, arranging them into
criteria, identifying all possible alternatives amgasuring the consequences of each
alternative on each criterion. A consequence igecdmeasurement of the success
of an alternative against a criterion and usuallgn objective physical measurement

that includes no preferential information (Chemlet2008).

The main difficulty with many existing MCDA methodiss in the acquisition of the
decision maker’s preference information in the faiwalues or weights. Case based
reasoning is an approach to finding preferentitdrmation using cases selected by
the decision maker. Chen et. al. (2008) have prgboase-based distance model for
multiple criteria decision aid problem which allowsage of any finite number of
criteria in ABC analysis. In this approach criterieights and sorting thresholds are
generated mathematically based on the decision rsakssessment of the case set
and thus, problems related to direct acquisitionpaéferences information are
avoided. In their evaluation, the criterion incladannual unit cost, annual dollar

usage, critical factor (criticality) and lead time.

4.3 Analytical Hierarchy Process (AHP)

Analytical hierarchy process is the most widelydugschniques in almost all sectors
such as economy, traffic, agriculture, informatteohnology and many others. AHP
was developed by Thomas Saaty (1980) and it hasealike structure that contain
main goal at the top of the hierarchy which istfievel, then followed by criteria and

sub-criteria levels. At the bottom of the hierart¢iee various alternatives are present
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that are compared according to above criteria witlhie tree levels. Analytical
hierarchy process has been widely used for claasidin of inventory in several
fields. Partovi and Burton (1993) applied the atiedy hierarchy process to
inventory classification in order to include bothuagtitative and qualitative

evaluation criteria.

Braglia et al. (2004), has proposed a multi attebdecision making classification
model as a tool for spare parts inventory managémea paper operating company
by utilizing two different techniques: the reliahjilcentered maintenance (RCM) and
the AHP. The Reliability centered maintenance asislgefines a decision diagram
which guides decision maker toward the best ctiticalassification for each type of

spare part and several AHP models are implememeéddndegrated with each node
of the decision tree. By these technique, Bragtial. (2004) have avoided using
over-complex and unmanageable decision diagramshamd taken into account
numerous potential attributes influencing the spamgentory management policy in
an easy and rational manner. In their developedemedaluation criteria taken into

consideration are group under four main classesespart plant criticality, spare

supply characteristics, inventory problems and esade. Several of sub criteria
analyzed in the model are quality problems, leatktiinternal repair, price, space

required, obsolescence, deterioration problemsiymtion loss, redundancies, etc.

Cakir and Canbolat (2008) have proposed an invertlassification system based
on the fuzzy analytic hierarchy process by integgaffuzzy concepts with real
inventory data and designing a decision supportesysassisting a sensible multi-
criteria inventory classification. Their study waenducted in a small electrical
appliances company and they validated the desigth@fproposed multi-criteria

inventory classification system and its underlyingzy AHP model.

Simunovic et al. (2008) has applied and comparedtithditional ABC inventory
classification, based on one criterion, and inventdassification based on multi
criteria decision making technique, which is anabit hierarchy process on spare
parts in agricultural machine. For traditional int@y classification Simunovic et al.
(2008) has analyzed inventory with ABC analysisgldlasn annual cost usage. On the
other hand, evaluation criteria involved in multiteria inventory classification with

AHP methodology were annual cost usage, criticalitgt lead timel and lead time 2.
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The AHP methodology includes pair wise comparisébrecrageria, but not the pair

wise comparison of alternatives.

AHP analysis is also widely used in inventory masmagnt of railway systems. For
example, Sonmeztirk et al. (2008) have classifiathtenance spare parts inventory
using multi criteria ABC analysis and fuzzy AHP. ejhused fuzzy analytic
hierarchy process model to define the major catesed in inventory management
in the railway organization and estimated levekighificance of the criteria. Then,
they classified the spare parts inventory accordingpllowing criteria: lead time,
unit cost, value usage and criticality. They usegartance scale from 1 to 9 as in
most evaluation by AHP process models. AHP has Ipeaised for its ease of use
and its inclusions of group opinions; however, subjectivity resulting from the

pair-wise comparison process of AHP poses prob(@uas2011).

4.4 Data Envelopment Analysis

Ramanathan (2006) has developed a weighted lintaniaation model that is based
on the concept of data envelopment analysis. Inwagk, the weighted additive
function is used which covers all the performanoagrms of different criteria of an
item and optimization linear model is defined fack item. The model developed by
Ramanathan (2006) generated the optimal inventooyesfor each item as well as
weighted factor values (weights) for all the cideHowever, in a model with large
inventory items his method is time consuming. Salvegsearchers have modified
and improved Ramanathan’s model. For example, Zaod Fan (2007) have
extended Ramanathan’s model by incorporating soatenbing features for multi-
criteria. ABC inventory classification. They devedap more reasonable and
encompassing index, since it used two sets of weitftat are most favorable and
least favorable for each item and the purpose @fibdel was to aggregate multiple
performance scores of an item with respect to iiffecriteria into a single score for

the subsequent ABC inventory classification (Zhod &an, 2007).

Ng (2007) has improved the method developed by Rathan by just simplifying

the model which was easier to apply. In his apgip&lg (2007), instead of using
linear optimizer, has transformed and normalizeldtla criteria data for each
alternative to the scale from 0 to 1. After thadrt@l averages of the transformed

criteria values are found and maximal partial agerzalue for each item is chosen to
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rank the items by the chosen value. At last, trawigti ABC analysis could be
applied.

Data envelopment analysis is also widely used WBC analysis of inventory in
railway systems management. Celebi et al. (2008 lextended the classical ABC
analysis by developing a multi-criteria inventoryassification approach for
supporting the planning and designing of a mainteaasystem for railway spare
parts inventory. In their research, the criticafitpdel is proposed and ABC analysis
is performed according to the chosen criteria dfcality, lead times, value usage
and units costs. The weights of the evaluatioregatwere generated by a DEA like
linear optimization to avoid the subjectivity on iglets assignments. The DEA
model used is a simple input-oriented single inpuilti output model which is very

similar to the model developed by Ramanathan (2006)

A similar method for estimation of weights of criteas was done by Celebi et al.
(2008) have been performed by Hadi-Venchen and ktalnghasemi (2011) in their
examination of multiple criteria ABC inventory ctasication model. They have
integrated fuzzy analytical hierarchy process (FARd data envelopment analysis
and applied their methodology with real case stutlye proposed FAHP-DEA
methodology used the FAHP to determine the weightsriteria, linguistic terms
such as Very High, High, Medium, Low and Very Lawasses each item under each
criterion and the data envelopment analysis (DEA)hod to determine the values of
the linguistic terms and the simple additive wenghimethod to aggregate item

scores under different criteria in an overall sdoreeach item.

Data envelopment analysis (DEA) maximizes the iaidif inventory score that is
used to classify each inventory item. Unlike AHRe tweights given to classified
criteria are solved automatically when the DEA madeoptimized. Like statistical
clustering technique, this model must be reprogracthand solved whenever a new
inventory item is introduced (Yu, 2011).

4 5 Artificial Neutral Network

ABC analysis has been popular and effective metised to classify inventory items
into specific categories that can be managed antralted separately. Apart from
traditional ABC analysis, multi criteria ABC analy$as gained much attention and

many different models and techniques have beenase to improve classification
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of inventory in multi item operations and processeSdvancement of computer
technology has enabled usage of complex databag®dudogies that helps manage
the decision-making process. Moreover, human iramknt in the decision making
process has been reduced and thus it enhancesdini@@y and consistency of the
decision making process, at the same time decréasgsocessing time. One of the
methods for multi-criteria inventory management heeen artificial intelligence
(Guvenir and Erel, 1998). Many researchers havepeoed artificial-intelligence
based classification techniques with traditionaltiple discriminant analysis. One
of artificial intelligence based technique is atifiaral neural network (ANNs) which
is used widely for classification processes. Exa&ampbf these artificial neural
network models include support vector machines (S)YMback propagation
networks (BPNs), and the k-nearest neighbour (k-lNgprithm, etc. (Yu, 2011).
Neural network models have been used and develbtpecassify and control
inventory. The ANNs have two major strengths over more traditional model
fitting techniques. First, ANNs are capable of détey and extracting nonlinear
relationships and interactions within predictor iables. Second, the inferred
relationships and associated estimates of thegwoecof the ANN are not related to
the several assumptions about the distributionabées (Partovi and Anandarajan,
2002).

Artificial neural network have been used for clésations purpose, as well as for
forecasting problems in a variety of applicatiohkey are very helpful for finding
nonlinear surfaces and separating the underlyittigns. Paliwal and Kumar (2009)
have performed a comprehensive study on neuralamktarticles, categorizing the
application of networks into categories: accounting finance, health and medicine,
engineering and manufacturing, and marketing. Aoting and finance is the
category with the greatest number of applicatioaspecially with regards to
bankruptcy prediction, credit evaluation, frauded#ion and property.

Partovi and Andarajan (2002) have performed aidificeural network for ABC

classification for stock keeping units in a pharmdical company. They compared
the two learning methods in ANN: namely back praiemn and genetic algorithm.
Their results showed that there was no significhfierence between two learning
methods used to develop ANN. The evaluation cedtesged in the models were unit

price ($/unit), ordering cost ($/order), demandgear(units/year) and lead time
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(days). The results showed that neural network datassification models have a
higher predictive accuracy than conventional midtigiscriminant analysis (MDA)

technique.

Li and Kuo (2008) have developed an enhanced foeryal network (EFNN) based
decision support system for managing automobilerespaventory in a central
warehouse. In their system, the EFNN is utilizedfémecasting the demand for spare

parts.

Chen, et al. (2009) have proposed moving back-gajman neural network (MBPN)
and moving fuzzy neuron network (MFNN) to effectiv@redict the critical spare
parts requirements in a wafer testing factory.

Other than classification problems, artificial redunetwork are used in clustering of
inventory. For example, Malakooti and Raman (200&ye utilized unsupervised
learning clustering ANN with variable weights fdustering alternatives and used
feed-forward for the selection of the best altaust for each cluster of alternatives.
In their model, the learning mechanism of ANN wasgyeneralized Euclidean
distance where by changing its coefficients newnftion of clusters of alternatives
was achieved. The main difference between theirragmh of multi criteria

clustering and the general clustering method Iethe fact that their model deals

with criteria that have to be optimized and thestbn of the best alternative.

The use of artificial neural networks in classifioa problems has become popular
among several fields. ANN are used in classificatbthree phase induction motors
(Ghate and Dudul, 2010), in planning, schedulingl amnalyzing a flexible

manufacturing systems (Kurt, 2003). Other resesr¢hclude the benchmark of the
developed classification method to see their dffeness, for example, Yu (2011)
has performed comparison of three different aréfientelligence techniques with

the multiple discriminant analysis techniques depet by Reid (1987), Flores et. al.
(1992), Ramanathan (2006) and Ng (2007). In hidysttechniques used were back-
propagation network, support vector machine ance&-est neighbor's methods.
Back propagation networks (BPN) are the most wideslgd for classification method
for training an artificial neural network. A BPNilites supervised learning methods
and feed forward architecture to perform complexcfions such as pattern

recognition, classification and prediction. Suppwuector machine (SVM) were
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developed by Vapnik et al. (1995) and it employadtiral risk minimization rather
than the empirical risk minimization used by cortvamal neural networks. SVM use
linear model to implement nonlinear class boundaby the nonlinear mapping of
input vectors into a high-dimensional feature sp@ag 2011). K-nearest neighbors
method is a non-parametric technique for classifyobservations (Cover and Hart,
1967). Computations of the measure of distancanoitagity between observations
are conducted prior to classification and then, Ipemiroduced item is classified to
the group where the majority of k-NNs belong. Aseault of his study Yu (2011)
have concluded that forecasting accuracy of classidn with artificial intelligence
methods perform better than traditional MDA techmig like traditional
ABC (Reid, 1987), AHP (Flores et al., 1992), optirmeore (Ramanathan, 2006), and
scaled score (Ng, 2007).

Ghate and Dudul (2010) have employed neural netwtassifier in their research
and have proposed optimal multi layer perceptionL®RM network model for
classification model. Also, they have compared sifesition efficiency with
different network structure, the Kohonen self-oigang map (SOM) network. The
main purpose of their study was to reveal the irtgmme of selection of significant
inputs and selection of neural network parametersich make the structure
compact, and create highly accurate networks. &ir tivork they have applied
different input network parameter and compared thassification accuracy to
determine the optimum network model. Results ofvoeét models with different
transfer functions, momentum and learning ratesehbgen evaluated and the
optimum model resulted to be multi layer perceptimetwork with hyperbolic
tangent function (Ghate and Dudul, 2010).

Traditional ABC analysis should be replaced with Itireriteria classification
approaches in order to manage inventory more efftby. Multi-class classification
utilizing multiple criteria requires techniques e@fe of providing accurate
classification and processing a large number ofemtory items. Al-based
classification techniques such as back-propagatetork and genetic algorithm
have proven to be efficient methods for classifyimgentory items. The use of these
techniques will improve the effectiveness and edfficy of inventory management
(Yu, 2011).
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4.6 Genetic Algorithms

Guvenir and Erel (1998) have applied genetic allgori (GA) for multi criteria
inventory classification and have compared thesuits with classification efficiency
of analytical hierarchy process. Genetic algorithare general-purpose search
algorithms that use principles inspired by natysapulation genetics to evolve
solutions to problems. The basic idea in genetgordhms is to maintain a
population of knowledge structures (also calledonfwsomes) that represent
candidate solutions to the current problem. A closome is a sequence of genes.
The population evolves over time through competi@émd controlled variation. The
initial population can be initialized using whatewmowledge is available about the
possible solution. Each member of the populatiorevaluated and assigned a
measure of its fithess as a solution. After evahga¢ach structure in the populations,
a new population of structures is formed in tw@sté-irst, structures in the current
population are selected for replication based oairthielative fitness. High-
performing structures might be chosen several tifteseproduction, while poorly
performing structures might not be selected atTdien, the chosen structures are
modified using idealized genetic operators to foammew set of structures for
evaluation. The primary genetic search operatorcrisss-over operator, which
combines the features of two parent structuresrm two off springs similar to their
parents. The role of the cross over operation ferim new fit chromosomes from fit
parents. There are many possible ways of crossotles: simplest swaps
corresponding segments of a string, list or vecepresentation of parents. In
generating new structures for testing, the cross operator usually draws only on
the information present in the structures of therent knowledge base. If specific
information is missing, because of storage limotasi or loss incurred during the
selection process of a previous generation, theasowver is not able produce new
structures than contain it. A mutation operator clhichanges one or more
components of a selected structure provides the tevagtroduce new information
into the knowledge base. In most cases, mutatiomeseas a secondary search
operator that ensures the ability to reach all {goim the search space. The resulting
off springs are then evaluated and inserted batk tire population. This process
continues until either, an absolute fittest streetis detected in the population or a

predetermined stopping criterion (e.g., maximum bem of generations or
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maximum number of fithess evaluation) is reacheav@air & Erel, 1998). In their

model, Guvenir and Erel (1998) have proposed a cr®ss over operation, called
continuous uniform crossover, such that it producadgl chromosomes given that
the parent chromosomes are valid. One other rds&drich compared classification
performance of different artificial intelligence cteniques on classificiaton of
inventory with multiple criteria ABC analysis wasrte by Partovi and Anandarajan
(2002) on stock keeping unit in pharmaceutical stdu Partovi and Anandarajan
(2002) have compared classification performancbawk-propagation network and
genetic algorithm with multiple discriminant anas/dechnique. Their study has
revealed that both artificial neural network mode& higher predictive accuracy
than MDA. The results also indicated that theradssignificant difference between

the two learning methods used to develop the @gifneural network.

4.7 Other Multi Criteria Classification Techniques Widely Used in ABC
Analysis

4.7.1 Ng model
Ng- model was developed by Ng (2007) and his mmdgimple classification model
used for multiple criteria ABC classification. Acding to model all the

measurements are transformed to 0-1 scale accaalinglow equation 4.1:

yij—mini=1 2, j{vij} )
maxi=1z,. j{ij}-mini=1z,.{vij} |

For more detailed explanation of model please $€2R07). More detailed research
on Ng-model for inventory classification has beema by Hadi-Vencheh (2009)
where he has developed a nonlinear programming Imetiech determines a
common set of weights for all items. The developsadel incorporated multiple
criteria for ABC classification and at the samedimaintained the effects of weight
in the final solution. The evaluation criteria ayrad in the model were annual unit

cost, annual dollar usage and lead time.

4.7.2 Case based model for multi criteria abc claggation

Chen et.al. (2008) have introduced a case baset oniiéria ABC analysis that
improves traditional ABC analysis by accounting &oiditional criteria such as lead
time and criticality in order to provide more maasggl flexibility with inventory

classification. The main problem with many existingilti criteria decision aid
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methods lies in the acquisition of the decision erakpreference information in the
form of value or weights Chen et.al. (2008). Caagel reasoning is an approach to
finding preferential information using cases sedddby the decision maker (Jacquet-
Lagreze et al., 2004; Slowinski, 1995). The choatecases may involve: past
decisions taken by the decision maker; decisiokantdor a limited set fictitious but
realistic alternatives; decisions rendered for pragentative subset of alternatives
under consideration, which are sufficiently familta the decision maker that they
are easy to evaluate v Chen et.al. (2008). A mdvatage of case based reasoning
Is “decision makers may prefer to make exemplagisiens than to obtain them in
terms of specific functional model parameters” (Bmaous, 2002). The model uses
decisions from cases as input, preferences ovearnalives are represented
intuitively using weighted Euclidean distances wwhgan be easily understood by a

decision maker.

4.7.3 Abc fuzzy classification

Chu et al. (2008) have purposed a new inventoryrobapproach called ABC—fuzzy
classification (ABC—FC), which can incorporate ngerss experience, knowledge,
and judgment into inventory classification and dsnimplemented easily. Fuzzy
classification is a technique that uses the auailabformation in a set of
independent attributes to predict the value of scréte or categorical dependent
attribute. The main difference of their paper frearlier works is as follows: (1) the
approach can handle any combination of item attilmformation that is important
for managerial purposes (e.g., the criticality aftack-out, order size requirement of
the item); (2) manager’s preference for groupingellaon operational performance
can be accommodated; (3) fuzzy statistical diseration criteria are considered; (4)
our ABC-FC approach can be easily implemented ersfineadsheet, which is more

accessible to practitioners.

43



44



5. AN ARTIFICIAL NEURAL NETWORK MODEL FOR ABC
CLASSIFICATION OF SPARE PARTS IN RAILWAY SYSTMES

The usage of artificial neural network in inventemanagement especially, in spare
part classification is more precise than the tradél classification techniques. We
will extend the model developed by Celebi et ab0@) for classification of railway
spare parts by the classical ABC analysis and deus multi-criteria inventory
classification approach. The model will be devetbfw the inventory classification
using ABC analysis and ANN approach for spare partdght railway system.
Maintenance operations play crucial role in thefqgramrance of railway vehicles and
they are very important for railway services andyvsignificant to provide
uninterrupted and high quality service to passesiges insure efficiency in railway
services availability and reliability on spare peontrol method should be provided

by maintenance operations.

5.1 Identification of Evaluation Criteria for ANN Model

Traditional ABC analysis for inventory classifiaati is solely based on annual dollar
usage (Chen et. al., 2008). Although annual deitage is an important criterion in
inventory management systems, other criteria ma&p aleserve management’s
attention in classification of inventory. Chen ak. (2008) states that classification
obtained from traditional ABC analysis sometimesowtd undergo further
adjustments. For example, annual dollar usagewahitory may not be significant,
but inventory’s stock-out penalty cost may be sidfitly high and vice versa. In
such cases, inventory manager has to pay attetatiother significant criteria, which
will influence his/her decision on how much inveytdao keep in stock or which
inventory should gain close stock control. Thesikea for inventory control,
suggested in different literature, may be orderiomst, demand distribution,
obsolescence, criticality of part, lead time, numbé requests, substitutability,
scarcity, perish ability, durability, stock abjlit reparability, criticality,
commonality, etc. (Flores and Whybark, 1986, 198@hen & Ernst, 1988; Partovi
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and Anandarajan, 2002; Ramanathan, 2006; Zhou & Fa®7; Chen et al., 2008;
Hadi-Vencheh, 2010 ).

Evaluation attributes suggested by Partovi and Aaegan (2002) for evaluation of
spare parts model by ANN are unit price, orderingtcdemand and lead time.
These criteria suggested by Partovi and Ananda(2f2®2) may be sufficient for the
evaluation, however, criteria used by Cakir abdi©&t (2008) given in Table 5.1

seems more efficient to be chosen for the evalndtipspare part inventory.

Table 5.1: Subject criteria definitions (Cakir and CanboZ408).

Criterion name Definition

Price/cost Price of the inventory item in case it
is outsourced and cost in case it i$
manufactured in the company

Annual demand Annual demand of the inventory
item in the production process
Blockade effect in Critical threat on the stability

production process when the item|is
case of stockout not available for
production right on time

Availability of the substitute Availability and conformance of
material substitute materials
Lead time Time required to get the item

available on hand for production.
Delivery time in case the item is
outsourced and production time in
case the item is manufactured

Common use Common usage of the item in th
product family

1%

According to the nature of inventory items and stdy, the criteria by which
inventory is classified will have different weights the real world, prioritizing of
the weights of criteria is always subjective thatdepending on the conditions
governing on industry and market, inventory managasually assign different
weights to the criteria of their inventory (Haditv@en and Mohamadghasemi,
2011). For instance, when items are guarantedx teupplied at certain time, the
weight of lead time criteria is set lower than othwiteria during evaluation.
Moreover, it is stated that importance of critendght differ among several
industries (Hadi-Venchen and Mohamadghasemi, 20ih1hospitals, inventory’'s
expiration date criteria will be important critemio however, for manufacturing

industry like cement this criterion will be insifiesant. Similar is applicable for
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maintenance spare parts inventory in railway systehere are criteria that are more
important than several others. Celebi et al. (2008ye evaluated spare parts
inventory in light railway systems according toldeting criteria: criticality, value

usage, unit cost and lead time.

Value usage criterion, similar as in classical A8@ssification, is known as annual
value usage where items are evaluated through dam@inal monetary usage values
which are the products of annual usage quantitielstiae average unit prices of the
items. The value of an item represents the comnuooriral characteristic of items
and it is avoided to stock large amounts of higlueatems. Usually, a high value
item favors controlling of inventories of that itemore carefully. Thus, this criterion
is positively related to the importance of the itbecause items with the highest
annual monetary value receive the most attentioargvfow monetary value items

are controlled routinely (Celebi et al., 2008).

Lead time criterion plays an important role amoagesal factors that can affect the
management of the inventory. Lead time of spareifgan includes the time between
placing order at the supplier of the item and th@mant the item is available for
usage. Both the length of the lead time and itdabdity might be crucial in
maintaining adequate supply of an item without egoe costs (Flores and
Whybark, 1985). The period of lead time is impottsince it directly establishes the
stock levels of items with unknown demand and st#te response time to a crisis.
The variability affects the amount of safety stowcessary to provide the level of
desired service. For instance, items with long keaeés may incur financial losses as
a result of possible interruption of maintenancerapons or large inventory stocks.
Usage of time as a measure basis of lead timeionteonstitutes a common basis
for all items in the product catalog and also pdesi both the user and the supplier
with a common means of setting the goals and fotroding the performance of

operations.

Unit cost is another criterion and is importantcontrol of items on strategic and
tactical level. High value items necessitate dens like setting up the incentives,
developing coordination with suppliers and creatpgortunity for high negotiation

power. On the other hand, the replenishment arraeges with low price items have
to be efficient so that the administrative costs raii increase unreasonably in

proportion to the value of the items themselveddkieet al., 2008).
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The criticality analysis includes a substantive antoof subjective criteria used in
evaluating the criticality of parts practice (Cohennal., 1997). It is related to the
results of damage of a failure and shortage of ity and the possibilities to
control the situation. The criticality was dividedo three sub-criteria: commonality,
substitutability and stock-out penalty which covdlse essentials of railway
maintenance systems (Celebi et al., 2008).

a. Stock-out penalty criteria is the costs associatitd the spare part being out
of stock. The criticality of a spare part item eated to the consequences
resulted from the lack of the item when it is neegg. In theory, stock-out
penalty can be evaluated by estimation of downtarpenses caused by
failure to be corrected by the use of the part., Yteis usually difficult to
determine the degree for criticality in practicedahmight be sufficient to
define a few degrees of criticality for practicalrposes. One known
approach is to relate criticality to the time iniahthe failure is required to
be corrected. Huiskonen (2001) has mentioned tihegeees of criticality in
regards with consequences might be estimated dellving bases:

* High: The failure needs to be repaired and theesparts have to
be provided immediately,

» Moderate: The failure can be tolerated with tempora
adjustments for a short time while spare part @Gaprbvided,

* Low: The failure is not critical for the operati@nd it can be

corrected after a long period of time when spasiplied.

The quantification of the given criticality degrdedone through assigning a
penalty index ¢,,) for each item n and setting it 5 for a high lekeimn, to 1
for a low level and to 3 for a moderately criticedm (SOnmeztitk et al.,
2008).

b. Substitutability criterion is another important asp of criticality. The
substitution potential provides flexibility in respse to problems, reducing
the importance of the item in the spare parts itorgn If the item has a close
substitute, more flexibility and reduced responseetis possible, both of

which reduce the criticality of the part.
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Substitutability of spare part has a direct infloeron the purchasing decisions
which may affect both efficiency and effectiven@dsmaintenance operations.
One dimension of substitutability is technical. Meical similarities between

spare parts inventory can allow mutual substitutigaiding any loss of function

or suitability. Higher level of substitutability gint enable lower levels of stock-
out risks that when there is lack of one type @it it can easily be replaced with
interchangeable item. However, in practice there some situations where
replaceable item is suitable as an alternativetiferitem in question and yet it

may cost so much higher that it becomes a poottisuties(Celebi et.al, 2008).

Other dimension of substitutability is connectedthe availability of different
suppliers who can provide the similar product wigny little or zero quality and
cost difference. Among the wide range of maintepagspare parts there are
typically two type, standard type parts and spep@its. Standard parts are
widely used by many users and are readily availtble many suppliers; on the
other hand, special parts are specifically taildiadand used by a particular use
only. The availability for standard parts is alway®od and there are stocks of
these parts at different levels of the supply clemd the suppliers are eager to
cooperate with the users as volumes are high amddfier economies of scale.
However, for user-specific parts quite the opposstevalid: suppliers are not
interested to keep low volume special items inkstad user is responsible from
the availability and control of the special itemisngelf. Similar to stock-out
penalty index, a substitutability index might bemethod of determining the
substitution availability of an item. A substituiitly index of y; = 5 implies that
item i is fully differentiated,y; = 1 implies that it has perfectly substitutable

products angr; = 3 implies that item is moderately substitutable.

c. Commonality criterion is another aspect of critigadvhich is the measure of
how many uses there are for a spare part itenhelfitem is used in many
different vehicles or maintenance types, it mightinnportant to devote extra
attention to it and for management purposes itcctel classified in a group
of A items. The usage of common parts can be baakin terms of risk
sharing and substantial savings up to can be asthiby use shared stocks
compared to using separate stocks (Kranenburg aard Woutum, 2007).

Moreover, when the same spare part item can be ws&dd several
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maintenance types or vehicles, the system alloapdssibility of economies
of scale since a common component can be supplilsdige volumes (Celebi
et al., 2008). However, a situation when common paments are out of
stock will have higher influence on the maintenasgstem and as a result
the maintenance schedules that have a use of slcaradonent will be

delayed or changed. Measurement of commonalityoissn easy. Though
there are several types of commonality indexeslaai in literature (Lyly-

Yrjanainen et al.,, 2004), a simple and useful mesmss the number of

different maintenance types that the use of thm ifeneeded.

In our model criticality will be analyzed under aeothree sub-criteria: namely
stock-out penalty, commonality and substitutabitityd other criteria: value usage,
lead time and unit cost as was suggested by Celeli (2008) in their evaluation of
criticality of spare parts inventory model. The dimsions of criteria are summarized
in Table 5.2 as chosen to be as was suggestedlblyi@eal. (2008).

Table 5.2 Dimension of evaluation criteria for classificatiof spare parts.

Criteria Dimension
Unit cost Turkish lira (TL)
Lead time Weeks
Value usage Unit
Commonality Number of different
usage
Substitutability 1. Low
3. Medium
5. High
Stock out penalty 1. Low
3. Medium
5. High

5.2 Network Building

Designing a neural network requires the deternonatf several parameters and
variables that define the network and that infleetite learning performance of the

network.

The most important choice is the determinationh#f hecessary architecture, the
number of layers, the number of processing elemangsery layer and the number
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of synapses that are connected to each node. Mendbis also important to choose
the appropriate activation function of the hidderd aoutput nodes, the training
algorithm, data transformation and normalizatiorthuods, training and testing sets

and the performance criteria (Zhang et al, 1998).

5.2.1 Network structure
Artificial neural network structure may differ acding how nodes and their
connections are linked (Elmas, 2003). A networkaisl to be feedforward network if

it contains no directed cycles back, otherwise talled as recurrent network.

Most research models use a three layer networktitaiitsg one input, one hidden
and one output layer (Partovi and Anandarajan, 2Q&2ebi and Bayraktar 2008;
Turer et al., 2009). Hidden nodes with their adtora function are required to
introduce nonlinearity in the neural network. Mesipular network model used for
multi criteria inventory classification is multiylar perception network (Partovi and
Anandarajan, 2002; Celebi and Bayraktar 2008; Teiraet., 2009).

5.2.2 Multi layer feedforward networks

Networks that consist of a set of neurons that@geally arranged into two or more
layer are known as multi layer feedforward neuratworks (Masters, 1993). The
architecture of the multi layer network constitutgone input and one output layer
and additional one or more hidden layer which hesmputation nodes that are

called hidden neuron or processing elements.

Hidden units with their activation function are dséo capture the nonlinear
structures in the system observed (Qi and Zhan@1)20The ability of hidden

neurons to extract nonlinear structures is pasditylimportant when the systems
under consideration is complex, if the size of thput layer is large and the
underlying relationship between the input and outmits are undeterminable.

A Multi layer feedforward neural network, espegialthe one hidden layer
feedforward type is the mostly used model formiterature (Masters, 1993). For
the classification of spare part invetory in raijwsystem Multi-layer perception
(MLP) model was chosen because it has simple acthite and algorithm (Turer et
al., 2008). Moreover, it has been successful invisgl approximation and
classification problems (Celebi and Bayraktar, 20@=nerally, MLP consists of a

group of nodes which form an input layer, one hidi#ger and last, an output layer.
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The popularity of the one hidden layer feedforwaetivorks come from the fact that
they are universal approximators (Zhang, 2003).arR#gg the two hidden layer
networks, it has been stated in the literature tthathidden layer network slows the
learning rate and affect the overall performancetred network $ahin, 2002;
Masters, 1993).

5.2.3 Learning rule in neural network

All knowledge in an artificial neural network is aaded in its interconnection

weights among the neurons calculated by the legrpincess. A weight represents
the strength of associated among connected featorsepts propositions or events
during a training phase. A neural network learnsalijusting according to learning

method by which the interconnection weights arengled appropriately. As a result,
learning can be explained as the modification inghs in the layers in order to

perform the required performance criteria (Hayki®99).

Learning method for the artificial neural networlodel was taken as supervised
learning, specifically back-propagation algoriths vaas suggested by Partovi and
Anandarajan (2002) for ABC classification in thaetwork building method. The

multilayer perception back propagation model sutggkby Partovi and Anandarajan
(2002) is given below Figure 5.1:

Figure 5.1: Artificial neural network structure (Partovi anch@ndarajan, 2002).

Hidden layers are connected to previous layer bammeof synapses and also to
output layer. In the hidden layer, activation fuoetis generally hyperbolic tangent

or logistic sigmoid (Celebi and Bayraktar, 2008;rdfuet al. 2009; Partovi and
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Anandarajan, 2002; Aksungur and Kavlak, 2009). Mid?forms approximation or
classification; as a result the output of neuroctsvation function can be linear or

nonlinear.

The model will contain one input layer, one hiddeyer and one output layer. In our
model there will be six criterion nodes, which ateck out penalty, commonality,
substitutability, value usage, unit cost and laates, in the input layer and three
nodes for the output layer, namely inventory ited$3 and C. Total data contained
in the evaluation consist a values of 71 data &elifterent spare parts. Complete
data set has been divided into two subsets, tiv@rigaand the test set, where 85 %
(70% training and 15% cross validation data) ofttital data is used as training set
and the rest 15 % of the total data used as tes@hdgo evaluate the accuracy and
generalization ability of the network. In the e\ation data set of 60 data of the spare
parts was used as a training set and for validadfotne developed neural network
sample of 11 data of spare parts was used asragtest.

5.2.4 Choice of transfer function

The transfer function is important and it dependglee nature of the output of the
network. There are a number of choices including step function, sigmoid
function, hyperbolic tangent function and lineandtion among others. Turer et.al.
(2009) have preferred to utilize hyperbolic tangémiction for their ANN for
supplier evaluation process. Furthermore, it ha®nbepecified in several
examination of different modeling of artificial nali network approaches with MLP
for classification problems that hyperbolic tangé&miction, in equation 5.1, results
in more efficient and reliable solution becausé&ohonlinear behavior which allows
networks to model nonlinear mappings. Also, it Adarger range [1,+1] in contrast
to [0,1] as in logistic sigmoid that correspondsatgreater weight range (Celebi and
Bayraktar, 2008).

eX¥—e™*

eX+e~X

tahn(x) =

(5.1)
x = iz XiW; (5.2)

On the other hand, sigmoid tangent function is alsgely used in classification
models. For example, Partovi and Andarajan (20G2)ehused sigmoid transfer
function in their ANN model as well as Aksungur afavlak (2009). The sigmoid

transfer function is illustrated in eq. 5.3
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1+e™X

sigm(x) = (5.3)

X = ?=1 XiWj (54)

5.2.5 Determination of hidden layer number and nodein hidden layer

The aim of neural network is to detect the hiddelatronship in the data and to
perform nonlinear mapping between input and out@utables which is know as
training of network. As have been mentioned beftie, neural network structure
chosen for classification model includes one inpag hidden and one output layers,
which was chosen for its simplicity. The numbernofdes in the input and output
layers are predefined according to the evaluatiter@ and classification model.
Yet, the number of nodes in the hidden layer hdsetdetermined by trial and error.
The number of neurons in the hidden layer was Gtled based on five-fold-cross
validation method which was suggested by Celebi dalyraktar (2008).
In five-fold cross validation method, training daadivided into five disjoint subsets
and one of these subsets is hold as validation a@adthe rest four subsets are
utilized as training data set. The network is rive times by 1000 iterations and by
changing the number of nodes from two to twentthe hidden layer. The results of
training gave the minimum of MSE values for bothirimg and cross validation data
which were noted. Then, the first subset input baxt& training set and second
subset is chosen as validation set and trainingepeeated again by noting the
minimum MSE for the second subset. This procedsrgarformed till all five
subsets are used as validation sets and we reisltdata of minimum MSE for five
subset sets for different number of nodes in hiddger (Celebi and Bayraktar,
2008). MSE, mean squared error function calculdbes accuracy rate of the
configuration model by determining the differenadvieen the output of the model

and the desired output as can be seen in equabon 5
MSE= - x XL, (d; — ;) (5.5)

Finally, the average of minimum MSE for five sulssist calculated and the network
model with hidden nodes which has the least avecdgainimum MSE for cross

validation data is chosen as the optimum configomaiCelebi and Bayraktar, 2008).
To sum up, by five fold cross validation method thember of nodes the hidden
layer is calculated by a stepwise training of fusets from training data in order to

select the model which minimizes the generalizagioor.
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For the determination of hidden nodes in the hididgwer in classification of spare

part inventory, evaluation data for the five folebgs validation method consists of
60 spare parts data, of which 48 of data is talseinaaning and 12 data as validation
set. The structure of neural network which will Batkie minimum of Mean Squared
Error (MSE) at the end of training process will desen for the evaluation of the
testing data. Data for 11 spare parts is left outtlie testing process to check the

validity of the trained network.

5.2.6 The stopping criteria, learning rate and mometum

The learning process should be stopped when netigadhes a predefined criterion.
Generally mentioned in literature, the training sopped either when training

performance reaches a target performance or whepeaific epoch number is

reached. In our multi layer perception network mpttee stopping criterion for the

training process is taken to be the minimum of megonare error (MSE) or a

network reached certain number of epochs. In tes@luation , Celebi and

Bayraktar (2008) have stopped training of the nenmeavork as epoch number has
reached 1000 iterations or the MSE for cross vabdaset is decreased below the
threshold value of 0,01.

The learning rate of the network is dependent ersthp size and momentum in each
layer. Ghate and Dudul (2010) have evaluated opfra@meters for the multi layer
perception model with three layers and have folmad optimal step sizes should to
be 1.0 and 0.1 for hidden and output layers respdgtand moreover, for the
momentum for hidden and output layers the optinaddies to be 0.7 as can be seen

in the below Figures 5.2 and 5.3:
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Figure 5.3: Variationof average minimum mse on training datasgh momentum
output layer. (Ghate and Dudul, 2010)

To sum up, in the evaluation of spare parts inugnby ABC classification with

neural networks, the network parameters for theralemetwork was chosen as

05 06 07 08 09 10 11 12 13 14
Step Size

mentioned below in Table 5.3.
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Table 5.3:Network parameteres for the ann model

Learning Method Supervised

Learning model and type Multi layer perception with back
propagation algorithm

Performance Function Mean Square Error (MSE)< 0,01

Number of Hidden Layer 1

Number of Neurons in Hidden Layer | To be determined by Five Fold Cross
Validation Method

Transfer Function 1.Hyperbolic Tangent
2. Sigmoid
Number of Input Neurons 6 (Lead time, Value Usage, Unit Cost,

Stock-out Penalty, Substitutability and
Commonality

Number of Output Neurons 3 (A,B,C)

Hidden Layer Step Size 1.0

Output layer Step Size 0.1

Momentum for Hidden and Output 0.7

Layers

Number of Maximum Epoch 1000 iterations
Learning mode Sequential (on-line)

5.3 Neurosolutions 5.0 Software Used for ClassificatioModel

Neurosolutions 5.0 software was used to run theahewetwork model for railway
spare part inventory classification using ABC asmly Neurosolutions 5.0 is
incorporated package in Excel and it has very comlve tools such as
Neurosolutions for Excel, Neurobuilder and Neur@kpThe data set of 71 spare

parts was entered in Excel file as can be seemlieTA.1 in the App. A.1

For the modeling the data has been randomized ééfier building neural network.
As was mentioned in previous sections, 85% (70%nitrg and 15% cross
validation)of data was selected as training and bb%ata was used as testing data
as was suggested by Ghate and Dudul (2010). Evaiudéta for 48 spare parts was
chosen as training, 12 data as cross validationlandata for spare parts was taken

as testing to validate to results of the trainingcess.

57



5.4 Training Process by Neurosolutions

As was mentioned in previous sections, the numbéidalen neurons in the hidden

layer is determined by five-fold cross validatioetirod.

5.4.1 Five-fold cross validation method
The training data set is divided into 5 disjoinbsets; one of these subsets is retained

as cross validation data and other are selectdérhining data subset. The training
data has been divided into 5 subsets as can beirséglfowing Table A.2 in App.
A2

For a different number of hidden neurons, the ndtwe run 5 times by 1000
iterations by choosing one subset as cross vadlatata from the divided 5 subsets
till all subsets has been used as validation datae@e. The minimum of MSE data
for training and cross validation data is recorfl@deach subset. At the end, we end
up with minimum MSE data of training and validatidata for each five subsets for
nodes from two to twenty in the hidden layer. Tasuits of training process for five

fold cross validation method can be seen in TableaBd Table B.2 in App. B.1

The average of minimum MSE of five subsets isudated for each number hidden
neuron in the hidden layer and results are predent&able 5.4 and Table 5.5. The

example of calculaion of average minimum MSE casden in App. B.2.

The neural network was run for two different actiwa functions, hyperbolic tangent

and sigmoid functions.

As can be seen from Table 5.3, the neural netwattk 8vnodes in hidden layer gives
the least MSE data as 0,03736, in the five-foldssrealidation method for

hyperbolic tangent function.
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Table 5.4: Average minimum mse for training and cross valatatiata with
hyperbolic tangent function.

AVERAGE OF MINIMUM FOR MSE
# Of Training Data Cross Validation Data
Nodes
2 0,085196608 0,060057349
3 0,104065011 0,080212494
4 0,098453339 0,063394639
5 0,103797196 0,058799254
6 0,108533403 0,051304857
7 0,124705773 0,078014818
8 0,117554536 0,037361614
9 0,119401166 0,070503936
10 0,102225101 0,050416581
11 0,122653927 0,067211223
12 0,121354667 0,054275056
13 0,150951974 0,099301261
14 0,1308181 0,087902196
15 0,14452272 0,092461572
16 0,131054975 0,109547602
17 0,136192376 0,091467151
18 0,163597183 0,08304966
19 0,138571933 0,079926288
20 0,130147528 0,088493876

Similarly, the neural network with sigmoid transfenction has least minimum

average MSE at 5 nodes in the hidden layer as 83P8s a results of five fold cross

valdation method.
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Table 5.5: Average minimum mse for training and cross valatatiata with

sigmoid function.

Average Of Minimum Mse
# Of
Nodes Training Data Cross Validation Data
2 0,012802124 0,039772375
3 0,010029668 0,036783332
4 0,010363869 0,037398745
5 0,008184525 0,029434182
6 0,007971996 0,034192718
7 0,007298897 0,030355518
8 0,007575996 0,034793708
9 0,007062787 0,036389971
10 0,00716824 0,033420092
11 0,006585697 0,030453519
12 0,006237987 0,037203207
13 0,007348075 0,036478183
14 0,007059592 0,031441525
15 0,006556774 0,034703476
16 0,0068532 0,036517449
17 0,006869229 0,036944207
18 0,006975038 0,035741524
19 0,006835798 0,035016715
20 0,006801946 0,036829793

5.4.2 Training proposed artificial neural network model

After the number of hidden neurons in hidden ldy&s been determined to be 8 and
5 for hyperbolic tangent and sigmoid function madedspectively, networks have
been trained with 60 spare part data (48 trainm) 2 cross validation data) 2 times
each by 10 runs and 1000 iterations with randomiaigi@l weights in order to avoid
network to be stuck at local minima. As can be sikem the results of training
network with hyperbolic tangent function has minimumean squared error is of
0,003122 and sigmoid function network has minimuream squared error of
0,022120 in Table 5.6.
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Table 5.6: Results of training for hyperbolic tangent andsigd transfer

functions

Best Hyperbolic Sigmoid
Networks Tangent Function
Run # 1 2
Epoch # 490 1000
Minimum

MSE 0,003122 0,022120

For network with hyperbolic tangent function, tiaim has been stopped &t fun
and 498 iteration. Similarly, training for network witigmoid function has been
stopped at™ run and 100Diteration.

As a result, we can see that neural network withehlyolic tangent function has
minimum MSE of 0,003122 compared to 0,022120 ofdigenoid function and it is
chosen to be most optimal network model for theresgmart multi criteria ABC

classification. The neural network model with hygic tangent activation function
has minimum MSE when hidden layer has eight nodé architecture of the

proposed artificial neural network model is givarFigure 5.4.

200
X
\ s

3
S
S

RS
4) Q’A«YQ?OA?\OX‘;
Y

Input layer Hidden layer Out put layer
Figure 5.4: Proposed artificial neural network model.

The network chosen consists of 6 nodes in inpwrlad nodes in hidden layer and 3
nodes in output layer.

5.5 Testing of the Neural Network

In order to validate the training results, 11 sppaets data, given in Table 5.7,
previously not introduced to network were usedea$irig.
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Table 5.7:Data for 11 spare part used for testing of thevoek.

Stock-

ID out Value | Lead

no. Penalty | Substitutability| usage| Times | Unit Cost| Commonality] A B C
61 3 3 2 5 1484,71 8 0 1 0
7 2 5 850 1 0,465 21 0 0 1
71 1 5 1 15 105 8 0 0 1
1 5 5 10 3 22 12 0 1 0
3 5 5 6 1 64,53 11 0 1 0
56 5 5 14 4 32,21714 6 0 1 0
62 1 5 3 1 1,22 14 0 0 1
40 1 5 211 2 1,1 3 0 0 1
58 2 5 5 1 5,85 11 0 0 1
53 5 3 2 5 2963,1 0 1 0
22 5 1 9 24 | 4174,138 1 0 0

The results of overall testing of the network areg in Table 5.8.

Table 5.8:Results of testing process for proposed neuralorét

Results for overal network after testing

Hyperbolic tangent

MSE 0,006483
NMSE 0,01037
r 0,9999

% ERROR 1,038739

The results of neural network model for multi aiile ABC classification of 11
testing data can be viewed in Table 5.9. The calmnr of the MSE, NMSE, R and

% Error values can be in App. B.2.
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Table 5.9: Output matrix of the neural network for 11 testdaga.

Output /

Desired A B C
A 1 0 0
B 0 5 0
C 0 0 5

The output matrix gives the ratio of output of thedel and the actual desired data.
The performance of the network over the 3 outpsirdd parameters A, B and C set

can be seen in Table 5.10:

Table 5.10:Performance of classification of network for 14tileg data according to
3 desired output sets, a, b and c.

Performance A B C

MSE 0,002802827 0,001439141 0,001760844
NMSE 0,033914208 0,005804534 0,007102071
MAE 0,051057237 0,03160245 0,036232916
Min Abs Error 0,006789058 0,000959325 0,013045936
Max Abs Error 0,055555555 0,055553772 0,055555538
r 0,999999898 0,999969019 1
Percent Correct 100 100 100

As can be seen from performance measurements thelatmn, r, for A set is

0,9999, for B set 0, 99996 and for C set is 1,dte dverall correlation ( r) of the
testing is 0,9999 for the testing data. The meaolalle error for the overall testing
network is obtained to be 1,038 % which shows tieateloped neural network has

results in acceptable solution.

The comparison of neural network output and dedil&@d are given in Table 5.11.
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Table 5.11:Desired data and output of neural network

A

B

C

A Output

B Output

C Output

-0,0555551

1,055553]

140,0555548

-0,055555¢

0,015180¢

39),98695406

-0,055555¢

0,015180¢

39),98695406

-0,0555551

1,055553]

['70,0555548

-0,0555551

1,055553]

('#0,0555548

-0,055199¢

1,052063]

180,0555555

-0,0555556

0,015180¢

39),98695406

-0,055555¢

0,015180¢

)4),98695402

-0,055555¢

0,015180(

D9),98695279

-0,0551977%

1,052039¢

530,0555555

= O] O] O] O] Ol O O] ©o|] o] ©

O k| O] O] Of | | k| O] O]

Ol O | k| k| O O O] | | O

0,99321094

10,00095933

-0,0555555
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6. CONCLUSION AND RECOMMENDATIONS

Spare parts inventory management has always b&ernyamportant part in almost
all organizations. In railway systems managemerdjnmattention is given to
maintenance operations, because it directly inftes the performance of railway
vehicles and play a crutial role in railway sergid¢e provide uninterrupted and high
quality service to passengers. Except from preveetanaintenance, the demand of
spare part for maintenance tasks is generally randbus, quick and reliable
management of the spare parts inventory is an itapbfactor for the successful
implementation of the maintenance process. The gsarpof this thesis is to
investigate multi criteria ABC inventory classifin of spare parts in railway
systems, based on one method of artificial intefige, which is an artificial neural

network.

The traditional ABC classification method uses otilg unit price and the annual
usage of inventory items in ranking. Yet, in sorases, the classification done using
only these two criteria turns out to be insufficie@n the other hand, the new
method enables the integration of multi criteri&oifABC classification. Firstly,
multiple criteria have been determined from a wuagigriteria mentioned in various
literatures and most important ones have been ohasesvaluation criteria for the
ABC classification model of spare parts inventofjhe classification model on
railway systems spare parts have been performeedbas the following criteria:
annual unit cost, lead time, value usage, subabiiitty, commonality and stock-out
penalty. Then, in order to estimate the priorits@song the criteria, the optimum
network architecture and network parameters israwted and neural network is
built. The chosen network constitutes of one inpyer, one hidden layer and one
output layer. The suitable network algorithm is s as supervised learning
network type which is multi-layer perception basedback-propagation algorithm.
The number of nodes in the hidden layer have betmated by five-fold cross
validation method, which is a good estimation mdthadely used in literature. The
network have been trained with two different adiwa functions, which are

hyperbolic tangent and sigmoid functions, in order compare classification
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accuracies and choose more suitable network madde.number of nodes in the
hidden layer has been found to be eight for hyderhangent neural network and
five for neural network with sigmoid transfer fuimet. It was found that hyperbolic
tangent function gives more precise results withBM# 0,003122 compared to the
MSE of 0,022120 of the sigmoid function and it isosen to be most optimal
network model for the spare part multi criteria AB@ssification. The developed
artificial neural network architecture has 6-8-8usture, which constitutes of six
nodes in the input layer, eight nodes in the hiddgar and three nodes in the output
layer. Six nodes in input layer represents the uatadn criteria of classification
model which are annual unit cost, lead time, valusage, subctitutability,
commonality and stock-out penalty. The three nddesutput layer are the three

group of A,B and C item classes.

The training of network has been done with 60 d&tdifferent spare part items and
classification efficiency of the developed ANN weested by 11 data spare part
items. The evaluation data was taken from compaesfopning maintenance

operations of light railway system.
The comparison of actual data and output of thevorét is given in Table 5.9.

The testing of developed neural network for clasaifon spare parts items gave
mean squared error of the overall network as 0,88@&hd overall error as 1,038 %.
The results also indicate that neural network heenlirained enough which can be
seen from the classification accuracy of 99% of ddta used for testing the
developed artificial neural network.

Inventory management in Turkish Railway Systenmsoiswidely investigated area in
the literature. The previous researches on muteréa inventory management have
been done using analytical hierarchy process atal efavelopment analysis (Celebi
et al., 2008; Sonmeztiurk et.al., 2008). The maintrdaution of this thesis is that
different technique has been applied, which isfieil neural network, for

classification of spare parts inventory of lightway systems based on multi criteria
ABC analysis. The developed network has shown giaskification accuracy and
this network can be used for classification of otheal-world inventory data in

railway systems maintenance.
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APPENDIX A.1 Evaluation data for Spare parts in Excel file

Table A.1: Evaluation data for spare parts in excel file.

ID |Stock- |Substitutability Value | Lead |Unit CostCommonality Class
no. |out usage | Times |(TL)

Penalty
1 5 5 10 3 22 12 B
2 5 5 230 1 4,92 10 B
3 5 5 6 1 64,53 11 B
4 1 3 1000 3 2,99 16 C
5 5 5 170 3 8,59 4 A
6 2 5 400 1 0,213 20 C
7 2 5 850 1 0,465 21 C
8 5 1 5 28 | 610,131 2 A
9 3 5 500 1 0,38 22 C
10 |2 3 33 18 | 321,7395| 18 C
11 |2 5 775 1 0,582 23 C
12 |2 3 150 4 1,43568 5 B
13 |1 5 1 2 65 19 C
14 |1 5 25 3 34,5 14 B
15 |5 5 2 5 850 3 A
16 |2 5 100 3 10,5 7 B
17 |3 1 1 12 101,8708 | 17 C
18 |3 3 10 8 87,02062| 6 B
19 |3 5 250 4 17 13 B
20 |5 5 13 3 24 8 B
21 |3 5 22 4 110 15 B
22 |5 1 9 24 | 4174,1376 1 A
23 |1 5 80 1 0,75 24 C
24 |5 3 37 5 0,3 9 B
25 |5 5 235 15| 28,5 1 A
26 |5 1 1 16 1257,783| 1 A
27 |5 1 3 14 | 7386,3504 2 A
28 |3 5 91 3 57 11 C
29 |5 1 4 16 | 11330,6158 A
30 |5 1 3 16 | 23500,5892 A
31 |5 5 3 12 | 803,112 5 A
32 |5 3 9 18 | 127,935 6 A
33 |5 1 3 12 | 14660 7 A
34 |2 5 3 2 43,488 12 C
35 |5 1 1 12 15075,4438 A
36 |5 1 1 12 | 836,4884| 9 A
37 |1 5 14 2 50,92 13 C
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Table A.1: Evaluation data for spare parts in excel file (don

Stock-

ID out Substitutabil Value Lead |Unit Cost Commona Clas
no. |Penalty |ity usage Times |(TL) lity S
38 5 3 2 8 766,774 10 B
39 3 1 54 12 167,22 2 B
40 1 5 211 2 1,1 3 C
41 4 3 5366 10 7,837 1 A
42 5 1 2 30 24255,294| 1 A
43 1 5 40 1 7,25 2 C
44 1 5 2100 1 0,97 3 C
45 5 1 1 12 7797,4206| 1 A
46 3 1 15 14 2529,271 2 B
a7 5 1 20 14 403,705 2 A
48 5 1 20 14 350,406 3 A
49 5 1 20 14 447,741 1 A
50 1 5 4 2 25,5 13 C
51 5 2 140 3,5 | 152 3 A
52 3 3 32 5 4,237 10 C
53 5 3 2 5 2963,1 5 B
54 5 3 3 5 71,972416| 1 A
55 5 5 16 3,5 | 293 2 A
56 5 5 14 4 32,217138, 6 B
57 5 3 14 2 196,36 4 B
58 2 5 5 1 5,85 11 C
59 1 3 3 4 175,02 9 C
60 3 1 6 5 418,3 7 B
61 3 3 2 5 1484,71 8 B
62 1 5 3 1 1,22 14 C
63 1 5 20 1 5,6 12 C
64 5 2 157 14 60,211025 1 A
65 1 3 11 10 138,25 2 B
66 1 5 40 1 4,352 7 C
67 3 3 1 8 1337,7 5 B
68 3 5 9 10 350 4 B
69 1 1 337 30 325,325 3 B
70 1 5 217 4 5,5 6 C
71 1 5 1 1,5 | 105 8 C
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APPENDIX A.2Randomized training data divided into 5 disjoinbsets.

Table A.2: Randomized training data divided into 5 disjoimbsets.

Stock-
ID out Value | Lead
Set| no. | Penalty| Substitutability usage | Times| Unit Cost| Commonality A |B | C
47 5 1 20 14 | 403,705 2 1100
44 1 5 2100 1 0,97 3 0/0|1
65 1 3 11 10 138,25 2 0(1]0
70 1 5 217 4 55 6 0/0|1
66 1 5 40 1 4,352 7 0(0]1
1 18 3 3 10 8 | 87,02062 6 0/1|0
43 1 5 40 1 7,25 2 0/0|1
48 5 1 20 14 | 350,406 3 1/0|0
38 5 3 2 8 766,774 10 0/1|0
20 5 5 13 3 24 8 0(1]0
26 5 1 1 16 | 1257,783 1 1/0|0
68 3 5 9 10 350 4 0(1]0
32 5 3 9 18 | 127,935 6 1100
4 1 3 1000 3 2,99 16 0/0|1
10 2 3 33 18 | 321,7395 18 0(0]1
55 5 5 16 3,5 293 2 1/0|0
17 3 1 1 12 | 101,8708 17 0(0]1
5 6 2 5 400 1 0,213 20 0/0|1
59 1 3 3 4 175,02 9 0/0|1
15 5 5 2 5 850 3 1/0|0
9 3 5 500 1 0,38 22 0/0|1
60 3 1 6 5 418,3 7 0(1]0
36 5 1 1 12 | 836,4884 9 1/0|0
64 5 2 157 14 160,211025 1 1100
42 5 1 2 30 |24255,294 1 1100
39 3 1 54 12 167,22 2 0/1|0
33 5 1 3 12 14660 7 1100
13 1 5 1 2 65 19 0/0|1
28 3 5 91 3 57 11 0(0]1
3 50 1 5 4 2 25,5 13 0/0|1
2 5 5 230 1 4,92 10 0/1|0
5 5 5 170 3 8,59 4 1100
29 5 1 4 16 |11330,616 3 1/0|0
25 5 5 235 1,5 28,5 1 1100
34 2 5 3 2 43,488 12 0/0|1
11 2 5 775 1 0,582 23 0/0|1
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Table A.2: Randomized training data divided into 5 disjoimbsets (contd.)

Stock-

ID out Value | Lead

Set| no. | Penalty| Substitutability usage| Times| Unit Cost| Commonality A |B | C
54 5 3 3 5 ]71,97241¢ 1 1/0|0
69 1 1 337 30 | 325,325 3 0/1|0
51 5 2 140 | 3,5 15,2 3 1/0|0
30 5 1 3 16 |23500,58¢ 4 1/0|0
46 3 1 15 14 | 2529,271 2 0(1]0

4 67 3 3 1 8 1337,7 5 0/1|0
21 3 5 22 4 110 15 0(1]0
23 1 5 80 1 0,75 24 0/0|1
16 2 5 100 3 10,5 7 0(1]0
14 1 5 25 3 34,5 14 0(1]0
8 5 1 5 28 | 610,131 2 1/0|0
12 2 3 150 4 1,43568 5 0/1|0
41 4 3 5366 | 10 7,837 1 1/0|0
57 5 3 14 2 196,36 4 0(1]0
45 5 1 1 12 |7797,4206 1 1/0|0
52 3 3 32 5 4,237 10 0/0|1
63 1 5 20 1 5,6 12 0(0]1

5 27 5 1 3 14 |7386,3504 2 1/0|0
37 1 5 14 2 50,92 13 0(0]1
49 5 1 20 14 | 447,741 1 1/0|0
35 5 1 1 12 |15075,444 8 1100
24 5 3 37 5 0,3 9 0/1|0
31 5 5 3 12 | 803,112 5 1/0|0
19 3 5 250 4 17 13 0(1]0
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APPENDIX B.1 Results of five fold cross validation method

Table B.1: Minimum mse for training data for five subsetshwilifferent hidden
node numbers.

No. Nod¢g Set No| Min MSE
0,08815
0,06739
0,13478
0,0445
0,09115
0,117
0,10056
0,13108
0,04473
0,12695
0,09932
0,11548
0,1527
0,04596
0,0788
0,10625
0,14047
0,14856
0,05011
0,0736
0,14437
0,1707
0,12214
0,03823
0,06723
0,11787
0,19249
0,1443
0,07113
0,09774

[ —

Ol |WINFPORIWIN|IP|O]R|WIN|IRPIO|IRARIWIN|IPO[RIWIN|IFPIO]S|WIN
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Table B.1: Minimum mse for training data for five subsetshwilifferent hidden
node numbers (contd.).

No. Nodg Set NoJMin MSE
1 0,07779
0,19322
0,09057
0,10379
0,12241
0,1219
0,14422
0,16835
0,07616
0,08637
0,12905
0,14588
0,14726
0,02551
0,06343
0,15411
0,16615
0,16694
0,02693
0,09915
0,11062
0,17151
0,12117
0,11553
0,08794
0,16306
0,20393
0,14529
0,13174
0,11075
0,15419
0,17794
0,14864
0,05335
0,11996

10

11

12

13

14

| |WIN|IP O |WIN|IFPIO|R|WIN|(ROIARWOIN|IP|OIR[WINIRP|IO|R|WIN|IRPOI|RWOIN
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Table B.1: Minimum mse for training data for five subsetshwilifferent hidden
node numbers (contd.).

No. Nodg Set No] Min MSE
0,1487
0,19374
0,16906
0,10186
0,10925
0,13792
0,16596
0,13202
0,12651
0,09286
0,11358
0,14936
0,17715
0,1146
0,12627
0,15
0,22412
0,2271
0,10334
0,11343
0,15252
0,15401
0,201
0,12044
0,06489
0,14244
0,17321
0,12773
0,08764
0,11971

=

15

16

17

18

19

20

AW IN|IFPIORIWIN|IP|IORIWIN|IFRPIOARIWOIN|IRP|O|R[WIN|FRIO]S]WIN
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Table B.2: Minimum mse for cross validation data for five sats with different
hidden node number.

No. Nod¢g Set No{Min MSE
0,005085
0,004325
0,001183
0,140905
0,148789
0,000588
0,090422
0,001209
0,154522
0,154322
0,001157
0,001736
0,001411]
0,181419
0,131251
0,003889
0,076077
0,00256
0,112092
0,099379
0,005218
0,012562
0,002006
0,097729
0,139008
0,003707
0,090419
0,005994
0,094414
0,195539

[ —

G IWIN(FPORIWIN|IP|IO]R|WINIFPIOIRARIWIN|IRP|O|RIWIN|IFPIO]S]|WIN
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Table B.2: Minimum mse for cross validation data for five sats with different
hidden node number (contd.)

No. Nod¢g Set No| Min MSE
0,003047
0,004106
0,002985
0,094213
0,082456
0,004907
0,004451
0,003486
0,105173
0,234503
0,002915
0,054784
0,003956
0,104444
0,085984
0,002936
0,004287
0,039104
0,097593
0,192136
0,003986
0,004837
0,004139
0,087576
0,170837
0,079069
0,054462
0,003323
0,127702
0,23195
0,003745
0,07637
0,023162
0,099809
0,236425

[ —

10

11

12

13

14

gl |wWwIN|IkPOR|WIN|IP|IO|R|WIN(FRPIOIRIWOIN|IRP|OIRWIN|IFP|IO|RIWINFRPOI|R]IWLW]IN
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Table B.2: Minimum mse for cross validation data for five sats with different
hidden node number (contd.)

No. Nodg Set NofMin MSE

0,054655
0,054023
0,193675
0,156212
0,003561
0,077017
0,063359
0,216191
0,187609
0,004463
0,0939971
0,004591
0,200056
0,154228§
0,054184
0,00446
0,054077
0,094209
0,208318
0,020275
0,084552
0,004016
0,154283
0,136505
0,004325
0,054723
0,004049
0,1896071
0,189766

16

17

18

19

20

W IN|IFPIO|RIWIN|IP|IO|R|IWIN|(FRPIOARWOIN|IP|O|R[WIN|FRIO]S]|WIN
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Table B.3: Calculation of average minimum mean squared déoramwo node of
cross validation data.

NO. SET MIN

NODE |NO. MSE
1 0,00508
2 0,00432

2 3 0,00118
4 0,14091
5 0,14879

. iz MSEmin
Average minimum MSE for node Z= - i=1,2,3,4,5:set number

Average minimum MSE for node 2=

(0,00508+0,00432+0,00118+0,14091+0,14879)
5

=0,060057349

Calculation of average minimum MSE for other nogedone in similar way and the
results are given in Table 5.5 and Teble 5.6 fogémt and sigmoid functions

respectively.
APPENDIX B.2 Formulas for calculation of network paformance
measurements.

MSE: The mean squared error is simply two times theamecost (see the access
points of the ErrorCriterion component.) The forentdr the mean squared error is:

5:0 Z?’:o(dij - Yij)z
NP

MSE =

Where P=number of output processing elements
N=number of exemplars in the data set

yij=network output for exemplar | at processing eleten
d;j=desired output for exemplar | at processing eldren

NMSE: The normalized mean squared error is defined byalleving formula:
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P N MSE
ZP NZ _(Zliv=0 dij)z

N

NMSE =

Where P=number of output processing elements

N=number of exemplars in the data set
MSE=mean squared error

d;j=desired output for exemplar | at processing eldren

r: the correlation coefficient between a networkpot x and and a desired output d
is:

Yi(x;—%)(d;—d)
N

Yildi—d)?  |X;(c;—%)?
N N

The correlation coefficient is confined to the rangl,1]. When r =1 there is a

T =

perfect positive linear correlation between x anthdt is, they covary, which means
that they vary by the same amount. When r=-1, tigere perfectly linear negative

correlation between x and d, that is, they vargpposite ways (when x increases, d
decreases by the same amount). When r =0 thei@ ¢omelation between x and d,

i.e. the variables are called uncorrelated. Inteiate values describe partial

correlations. For example a correlation coefficieh0.88 means that the fit of the
model to the data is reasonably good.

% Error: The percent error is defined by the follogvformula:

100 d dd;
%Error = Z | y” 2] |

] 0i=
Where P=number of output processing elements
N=number of exemplars in the data set

dy;j=denormalized network output for exemplar i at pssing element j

dd;;= denormalized desired output for exemplar i atpssing element |
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APPENDIX B.3 Network building with Neurosolutions oftware.

The selection of training, cross validation, tegtimput and desired data on Excel

worksheet can seen in the Figure B.1.

I J;\-\ = Ee il 2 Bookl - Microsoft Excel
Rt |
—/ Hame Insert Page Layout Farmulas Data Review View Add-Ins

4 Cut

B S Calibri ~l1 [#-]| [EwepTed] General - :llgj: j_ﬁ‘?‘?d
Paste | == = =| ST =0 00| | Conditional Format
s J Format Painter itz 2 | = = s Mec b= || B0l | ) Formatting = as Table
Clipboard i Fant ) Alignment {F] Number ] Styles
| Bl -2 J& | Stock-out Penalty

A B D [ H T k

i
|
| stodcout
i

1 Penalty ..
= 47| 3 14 4 /] 1]

3 | 44 : | 5 2100 I 0,57 3 Q a : |

s | i) 1 & 11 10 138,25 2| o i | o

.'_j_ | 70 21 5 Preprocess Data 3 5.8 (5] a o 1

b | 66 1 5 Analyze Data » | 4,352 7| o 0 1

7 18 3 - Tag Data 4 Column(s} &s Input L "

4 | 45 1 ; & | Cut Column(s) As Desired L L 3

z 48 3 = 53| Copy Column(s) As Symbol 2.0 g

10 38 5 F=a] 0 1 0

11' 20 5 5 [E4 Paste Clear Column Tag 0 1 0

17 26 5 1 Paste Special... Clear Symbaol Tag 1 0 bl
13 68 3 5 Insert 350 4 a 1 a

14 | 32 5 3 Delate 127,935 1 ] a
15 1 3 Clear Contents 2,99 16| o o 1

16 | 10 2 3 % Eormat Cells... 321,7395 18} a /] 1
17| 55 5 5 e 293 2l 1 0 o

18 17] 3 1 3 101,8708 17| a /] 1

19 . (i 2 5 Ly 0,213 20| a o 1
: 20': 59 1 3 Hnkide 175,02 9 o o 1

21 15 5 o 2 = 850 3 1 0 0
B 3 3 5 |G o1t oA S c% 0 FI g 2l o0 o 1
23] 50 3 1B 7EE - S A- R E 418,3 0 1 0

v . S | DO | 4 S 19 LT 17 ] a 1 a a
-4+ M| Sheetl . Sheet? . Sheetd . ¥J : - - : i
Select destination and press ENTER or choose Paste Average: 333161722 C

Figure B.1: Selection of input and desired parameters in Excel

After selecting 6 input and 3 output criteria, bgnidar way 48 data is chosen as
training, 12 of data is selected as cross validatad 11 data for spare parts is
chosen as testing data for the network model. TNewrobuilder tool from
Neurosolutions menu was chosen to design the nkiwidne starting menu of

Neurobuilder can be seen in Figure B.2.
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#& NeuralBuilder

Fultilayer Perceptron 5 l
Generalized Feed Forward el dne
b odular Meural Metwork,
Jordan/E Iman Hetwork, Weleome to the MeuralBuilder, A
Frincipal Component Analpziz [PCA] Starting with jour data, this tool
REF/GRMNMAPNM Metwark will wralk ou through the
Self-Organizing Feature Map Metworl:, - o
Time-Lag Recurrent Metwork, pmﬁ:j of des Ek Tgma.ndt :
Recurrent Metwork, e .nstwnr ) 1 e
CANFIS Metwork [Fuzzy Logic) many different types of neural
Support Wector Machine networks, but most can be
clasgified as belonging to one of

Ivultilayrer perceptrons (MLFs) 4| | the major paridigrms listed to the
are layered feedforaard networks left. Each paridigrn will have
typically traimed with static acdvantages and disadbrantates
hackpropagation. These networls depending on your particular
harve found their way nto application. The MeuralPuilder
countless applications recuiring takes it easy to try ther alll
static pattern classification. Their o, Z

Help Cloze | B3

Figure B.2: NeuroBuilder tool.

In the starting menu the learning model for neaetivork should be chosen. After

next section number of hidden layer is selectechashe seen in Figure B3:

e

selecting the learning model of neural neth ngig ticked and in the

#& NeuralBuilder

NMultilaver
Input PE=: B
Dutput PEs: 3
E xemplars: 43

Hidden Layers: |1

Iiultilazrer perceptrons (WLPs) are larered feedforsard networks
typically trained with static backpropagation. Here you simply specify
the nurnber of hidden layers. These networks have found their way into
countless applications requiving static pattern classification. Their raain
ackrantages ave that thewy are easy to use, and that thewy can approxmate
any rputiontpat map. The key disadvartages ave that they train slowly,
and recpuire lots of training data (typically three tires rore training 3

Help Cloze | | rr |

Figure B.3: Selection of Hidden Layer number in Neurosolutions

<
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After selecting the hidden layer number, the nuntdfehidden neurons, activation
function, step size and momentum rate in the hiddger is selected as can be seen

in Figure B.4:

& NeuralBuilder,

| Hidden Layer #1 This panel is uesd to specify @R
: the paratneters a lawer of
G | Processing elements (FEs).
NeuroSolutions sirulations
Processing Elements: |2 I | ave vector based for
efficiency. This implies that
each layer contains a vector
of PEz and that the
paratreters selected apply to
the entire wvector. The
Learning Rule: |M|:umentum ﬂ parameters are dependent on
Step Size [1000000 [ o ot meEes B
tamentum (0700000 v function to specify the
hehavior of the PEs. In
addition, each layer has an
associated learming rile and

Tranzfer | T anhéxon j

v

Help Cloze | €9 | *r |

Figure B.4: Selection of training parameters for Hidden LayeXeurosolutions.

In the similar way, the training parameters likgiation function, step size and

momentum are selected for the output layer as eandwed in Figure B.5 below.
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#& NeuralBuilder

| Cutput Layer
Ga
E N
Tranzfer | T anhdson j
Learning Rule: |Mn:nmentum j

Step Size (0100000 |

komentum |0, 700000 v

Help

Cloze || e | rr |

This parel s used to specifyy
the parameters a layer of
processing elerments (PEs).
MeuroSolutions simulations
are vector based for
efficiency. This irgplies that
each lagrer contains a vector
of PEs and that the
paraneters selected apply to
the entire wector. The
parameters are dependent on
the nenral randel bt all
require a nonlinearity
function to specifsy the
behavior of the PEs. In
ardditinn, each lasrer has an

associated learning rule and

Figure B.5: Selection of training parameters for Output LapeKeurosolutions.

In the least step of network building in Neurosioos,in Figure B.6, the maximum
number of epochs, stopping performance criteria wedjht update methods are
selected.

74 NeuralBuilder

| Supervised Learning Control | The Madwur Epochs field -
specifies howr many
. iterations {owver the trairing
b iy I ol zet) willbe done if no other
1000 criterion kicks in. The Error
Charyze box contains the
- parareters used to terrrinate
Temination the training based on rmean
v MSE Threshold: |0.07 sepuared error.
&+ Minimum " Training Set The NeuralBuilder has MSE
" |ncremental © Cross Val, Set terrmaration Actreated by
C Inoease r defanlt. To terrninate the
trainirg strictly based on the
. nuwber of epochs, click the
Weight Update Letrate swﬂch guch that it
f* On-Line " Batch iz no longer checked. 3

Cloze €9

=

Figure B.6: Selection of performace criteria in Neurosolutions
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After choosing all required parameters with the waek structure, probe
configuration, in Figure B.7, is specified is orderview required solutions of the

training.

74 NeuralBuilder

‘ Probe Configuration

Input Cutput

| BarChart ﬂ | Dzt riter ﬂ
[ TraningSet [ CW. Set [v Training Set v CW. Set
Desired Error

| D akatriter ﬂ | D ataGraph j
W Training Set v CV. Set [v Training Set v CW Set

Ferformance Meazures

Clazsification [v Training Set
| General | W Confusion Matrix v ROC V¥ CV Set

Help Close b’ | Buld |

Figure B.7: Setup for Probe Configuration in Neurosolutions.

Finally, after finishing selection of network sttuce and learning parameters,

“Build” key is clicked and network is built as caaen in Figure B.8.
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LY. Performance

MSE 0.000000000000
BarChart: Datairiter MatrixView Cross Yal Training Testing HMSE 0.000000000000
Epochs Layerl PEs | Layerl Mom | Layerl Step | Output Mom | Output Step I 5 1000000000000
% Error 0.000000000000
[} = = ¥ 1 < & G T ] & K2 ATC 0.000000000000
New  Dpen  Save Pause  Resw  Zem Coum | MBulden WSEwel  CSW  NEwper  Teming  [DataMge | CrixHelp MDL 0.000000000000
Desired and Actual LY. Outpul
Active Performance [x]
MSE 0.000000000000
HMSE 0.000000000000
x 0.000000000000
% Erxox 0.000000000000
AIC 0.000000000000
MDL 0.000000000000
Desired and Actual Active Dutput

——Cost

C.¥. Confusion Matris.

o 1 2
0 0.000000000000 0.000000000000 0.000000000000
1 0. 0. 0.
2 0. 0. 0.

Ready

Figure B.8: NeuroSolutions Network Structure.

Training of the network is started from NeuroSao8 tool in Excel, the number of
max epochs and runs is specified in the opened mbith is displayed below in
Figure B.9.

Train N Times

— Oukpuk Locakion

Trial Mame: I Trainl
— Training Cpkions

Murmber of Epochs: I 1000

Mumber of Runs: I 5

V¥ Use Cross Walidation

Cross Yalidakion Termination

[T Terminate after I 100 epochs wfo improvemnent

[™ For Classification problems, make classes evenly weighted

Help | K, Cancel

Figure B.9: Training Process in Neurosolutions.
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