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Bu c¢alismada Elektromiyografi (EMG) isaretleri kullanilarak basarili bir kol protez
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Filtresi, Egri Uydurma ve Ozbaglanim metotlariyla 6zellik vektdrleri elde edilmistir. Elde
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In this thesis, classification and clustering of electromyography (EMG) signals studied
required for a prosperous arm prosthesis control. EMG signals generated by biceps and
triceps muscles for four different movements are examined. To this end, clustering and
classifying is carried out to EMG signals regarding to four different movements captured
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EMG ISARETLERININ SINIFLANDIRILMASI VE OBEKLESTIiRILMESI
OZET

Bu c¢alismada Elektromiyografi (EMG) isaretleri kullanilarak basarili bir kol protez
kontrolii i¢cin gerekli olan isaretlerin Obeklestirilmesi ve siniflandirilmast arastirilmistir.
EMG isaretleri kas liflerinin kasilmas1 sonucu olusan ¢ok sayida aksiyon potansiyellerin
birlesimi olup deri yiizeyinde algilanmaktadir. Calismada dort farkli hareket igin biceps ve
triceps kaslarindan {iretilen EMG isaretleri incelenmistir. Her EMG isaretinin tek bir
oriintiisii olup, bu &riintiilerin dogru ayristirilmasi ve siiflandiriimasi dnemlidir. Ozellikle
protez kol tasarimlarinda degisik hareketler yapilirken elde edilen EMG isaretlerinin
analizi oldukca 6nemlidir. Bu amacla ¢alismada koldan alinan 4 farkli harekete ait EMG
isareti K- Ortalama, Bulanik C Ortalama, Destek Vektor Makineleri, Diskriminant Analizi,
Olasiliksal Sinir Aglar1 ve Ileri Beslemeli Yapay Sinir Aglari algoritmalar1 kullanilarak
Obeklestirme ve smiflandirma gerceklestirilmistir. Bu algoritmalar kullanilmadan o6nce
isaretlerin bir on islemeden gecirilmesi gerekmektedir. On islemede ¢ok degisik
uygulamalar mevcuttur. Bu amagla isaretlerin Ortalama Mutlak Deger, Hareketli Averaj
Filtresi, Egri Uydurma ve Ozbaglanim metotlariyla 6zellik vektorleri elde edilmistir. Elde
edilen bu oOzellik vektorleri Obeklestirme algoritmalarina giris olarak uygulanmistir.
Kullanilan veri seti tizerinde oldukga basarili 6beklestirme ve siniflandirma sonuglar elde

edilmistir.
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CLASSIFICATION AND CLUSTERING OF EMG SIGNALS
SUMMARY

In this thesis, classification and clustering of electromyography (EMG) signals studied
required for a prosperous arm prosthesis control. The signal is the synthesis of numerous
action potentials and captured from the skin surface. In this work, EMG signals generated
by biceps and triceps muscles for four different movements are examined. Each EMG
signal has one single pattern and it is essential to seperate and to classify these patterns
properly. To this end, clustering and classifying is carried out to EMG signals regarding to
four different movements captured from the arm, by using K-Means, Fuzzy C Means,
Support Vector Machine, Discriminant Analysis, Probabilistic Neural Network and Feed
Forward Artificial Neural Network algorithms. Prior to these algorithms, signals need to
be preprocessed. There exists abundant different appliances in preprocessing. For this
purpose, by using Mean Absolute Value, Moving Average Filter, Curve Fitting and
Autoregressive methods, the feature vectors of the signals are acquired .These feature
vectors are provided as inputs to the classification/clustering algorithms. On the used data

sets, very high classification/clustering performances are achieved.
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1. GIRIS

Teknolojinin gelisimine paralel olarak elde edilen veri giin gegtikce artmaktadir. Elde
edilen verinin igerdigi bilgi de dogru orantili bir sekilde artmaktadir. Bu verilerin kisa
zamanda ve yiikksek dogrulukta yorumlanmasi da 6nem kazanmaktadir. Bu biiylik ve
kismen karmasik verinin anlamli bir bilgiye doniistiiriilmesi istatistiksel igaret islemenin
konusudur. Isaret isleme, verinin anlasilir bir sekle déniistiiriilmesi igin ¢esitli yontemlerle
veriyi islemeye calisir. Bu yontemler, isaret isleme algoritmalarin siirekli gelistirilmesini
saglamistir. Bu algoritmalar, bilgisayarlar tarafindan verilerin hizli bir sekilde islenerek
yorumlanmasi i¢in kullanilir.

Bu calismada, biyoelektriksel isaretlerden olan EMG’nin simiflandirilmasi ve bu

siiflandirmada kullanilan yontemlerin karsilastirilmasi yapilmistir.

1.1.LEMG isaretleri

Elektromiyogram (EMG), kasin kasilmasi sonucu ortaya ¢ikan biyopotansiyel
isaretlerdir. Elektromiyogram isaretlerin kaynagi viicutta meydana gelen g¢esitli
elektrokimyasal ~ olaylardir. Istemli kas hareketleri, beyinde olusan aksiyon
potansiyellerinin sinirler yoluyla kasa iletilmesi sonucu ortaya cikar. iskelet kaslarinin
fonksiyonel olarak temel birimi, motor lnitelerdir. Gevsek demetlerde motor iinitesinin
bilesenleri boyunca uzanir. Cesitli motor {initelerinin lifleri i¢ ige durumda bulunmaktadir.

EMG isaretleri giiniimiizde kas-sinir hastaliklar1 teshisi gibi klinik uygulamalarda,
uzuv kesilmelerinde kesik yere takilan protez uzuvlarin miyoelektriksel kontrollerinde
kaynak isaret olarak kullanilmaktadir.

Kelime anlamu itibariyle, elektriksel aktivite ile ilgili olarak “electro”, Yunanca
“muscle” kokiinden gelen “myo” ve kayit miktar1 anlamina gelen “gram” terimlerinden
olusan Elektromiyogramin tarihsel gelisimine bakildiginda 1666 yilinda italyan hekim
Francesco Redi’nin kaslarda elektrik iiretimini ilk olarak fark eden bilim adami oldugu
kayitlarda yer almaktadir. Galvani 1791°de kurbagmin gastrocnemius kasi {izerinde
calisarak kas kasilmasiyla elektrik {iretimi arasinda bir iliski oldugunu goézlemlemistir.
Alman bilim adami Alexander von Humboldt(1769- 1859) ilk elektrotlar1 tasarladi ve
birgok deneyde uyarici olarak denedi. Johannes S.C. Sweigger 1820’de Oersted

manyetizmasi temelli ilk pratik galvanometreyi yapti. 1900’1l yillara kadar teknolojinin

1



gelisimine paralel olarak bu alanda ¢alismalar yapildi . H.Piper 1912 yilinda Almanya da
tel galvanometre ile calisma yapan EMG aragtirmacilarindandir. 1924 yilinda Gasser ve
Erlanger benzer ¢alismalar1 osiloskop kullanarak yapmuslardir. 4 yil sonra Proebster bu
isaretlerin denervated kaslar tarafindan iiretildigini gézlemlemis ve klinik EMG’nin alaninm
acmustir. 1929 yilinda Adrian ve Bronk’un gelistirdigi ortak merkezli igne elektrotu hala
EMG c¢alismalarinda genis bir kullanim alanmi olan gii¢lii bir aragtir. Motor iinite aksiyon
potansiyeli nicel analiz ve metotlarnin (MUAP) gelistiricileri olarak anilan Kugelberg,
Petersen, Buchtal, Guld, Gydikov, Kosarov, Pinelli, Rosenfalck ve Stalberg vakum tiipii
yiikselticileri ve daha sonra kati hal devrelerini on yillarca kullandilar. Devrin birgok
caligmasi arasinda Denny-Brown’un 1949 yilindaki “EMG isaretlerinin yorumu” ¢alismasi
sOzii edilen c¢aligmalardandir. Uchizono 1953 yilinda kara kurbagasinin sartorious
kasindaki isaretlerin yayilimini tanimlamistir. Willison 1964 yilinda EMG isaretlerinin
genlik analizini yapmustir. Su an 5. baskisi yayinda olan ve kilometre tasi sayilan J.V.
Basmajian tarafindan yazilan “Muscles alive ” adli kitabin ilk baskist 1962 yilinda
yaymlanmistir. 1979 yilinda EMG isaretlerinin fizyolojisi ve matematigini birlestiren De
Luca tarafindan yayimlanan makale bu konuda bir ilk olup EMG igerik bilgisi ve ¢ikarimi
ile ilgili temel bir yaklasim olusturmustur. EMG calismalarinda bilgisayarlarin kullanimi
modellerin gelisimi ve simiilasyon yontemlerinin kullanimini kolaylastirmistir. 1970’ler ve
1980’lerde bircok grup ve arastirmaci bu konuyla ilgilenmis, yayinlar yayinlamis ve bu
alanda oldukca gelisme kaydedilmistir. Dimitrova ve Lindstrom modelleme alaninin
onciilerindendir. Bu modeller EMG isaretinin biyofiziginin anlagilmasina olduk¢a katki
saglamis ve boylece isaretin icerdigi bilgilerin ¢ikarimini kolaylastirmistir. Ayrica bu
modeller iyi bir egitim araci olmakla birlikte mevcut uygulamalar ile yeni uygulamalarin
gelistirilmesiyle ugrasan uzmanlar icin temel ¢alisma kaynagidir. EMG isaretlerinin ilk ve
dogal alanlarindan biride protez kontroliidiir. Miyoelektrik kontrol olarak da bilinen ve ilk
olarak 1940’larda agilan bu alan 1960, 1970 ve 1980’lerde hizla gelismistir. Potansiyel ile
eszamanli ¢alisan ¢ok fonksiyonlu EMG oOriintiisii temelli protezler giincel ve gelisen bir
alandir. J.V. Basmajian, S. Carls66, B. Johnson, M. MacConaill, J. Pauly ve L. Scheving
1965 yilinda yaptiklari toplantida uluslararasi Elektromiyografi ve Kas bilimi toplulugunu
(The International Society of Electromyography and Kinesiology) kurmay1 kararlagtirdilar
ve 1966 yilinda ISEK’1 resmilestirdiler. Bu topluluk EMG ilgili toplantilar, konferanslar ve

sempozyumlar organize etmektedir. 1988 yilinda EMG arastirma sonuglarinin bir dergide
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yayinlanmasi 6nerisi ISEK konseyi tarafindan kabul edilmistir. Electromyography and
Kinesiology dergisinin ilk sayist 1991 yilinda yayimlanmistir. 1995 yilinda bir grup
arastirmacinin  onderliginde ve Avrupa Birliginin katkilariyla Kaslarin Noninvassive
Degerlendirilmeleri i¢in Yiizeyel EMG (Surface EMG for Noninvassive Assesment of
Muscles) projesi hazirlanmis ve 1996 yilinda finanse edilmistir. SENIAM’1in amact; bu
konularda calisan laboratuarlarin kabul edilebilir bir seviyeye getirilmesidir. Bilgisayar
girdili aygitlarin  kullanimi ile sinir-kas  bozulmalarin1  6nleme(Prevention of
Neuromuscular Disorders in the Use of Computer Input Devices) isimli ¢alisma ise Avrupa

Birligi tarafindan finanse edilen ikinci anlagmadir (Yazici, 2008).

1.1.1.EMG Isaretinin Ol¢iilmesi

EMG isaretleri ylizey elektrotlar1 ve igne elektrotlar olmak iizere iki tip elektrot
araciligiyla Slgiilmektedir. Bunlardan ylizey elektrotlar1 ile yapilan ol¢iimlerde genis bir
alandaki elektriksel aktivite ile ilgili bilgi edinilmektedir. Bir motor iinitesinin veya
tiniteler grubunun incelenmesinde, elektrotlarin bilgi topladiklar1 alttaki alan ¢ok genis
olabilir. Ayrica yiizeydeki kaslarin faaliyetinin alttaki kaslardan gelen bilgiyi maskelemesi
sebebiyle yiizey elektrotlarin1 yalniz ylizeydeki kaslarin incelenmesinde kullanmak
gerekmektedir. Bir kas grubunun faaliyetinin diger bir kas grubu faaliyetini maskelemesi
olay1, cok miktarda motor birim aksiyon potansiyellerinin karigmasi ile olur ve bu olay
“girisim olay1” olarak bilinir. Kasilma siddeti sonucu aktif motor birim sayis1 artar. Ayni
anda bir¢ok kas lifinin etkinlesmesiyle, her bir kas lifinin iirettigi isaret bir digerini yok
edebilir ya da kuvvetlendirebilir (Bozkurt, 2007).

Ozel olarak bir motor iinitesinin veya iiniteler grubunun incelenmesinde, elektrotlarin
bilgi topladiklar alttaki alan ¢ok genis olabilir. Ayrica, yilizeydeki kaslarin faaliyeti alttan
gelen bilgiyi maskelediginden ylizey elektrotlar, sadece yiizeydeki kaslarin incelenmesinde
kullanilabilir (Cevikcan, 2007).

Yiizey elektrotlar, baglanacak yiizey iletkenligi onleyecek kir, yag tabakasi vs. gibi
maddelerden temizlemek maksadiyla asetonlu pamukla silindikten sonra baglanir. Yiizey
temizleme isleminden sonra elektrot ¢iftine iletkenligi artirmak maksadiyla jel siiriiliir ve
6l¢iim yapilacak bolgeye yerlestirilir. Elektrotlardan gelen EMG isaretlerinin genligi
kuvvetlendirici tarafindan yiikseltilir. Daha sonra yiikseltilmis bu isaret kesim frekansi 10
Hz olan bir yiiksek gegciren filtreden gecirilerek istenmeyen DC bilesenlerden arindirilir.

Ayrica sebekeden kaynaklanan 50 Hz’lik giiriiltiiyli engellemek maksadiyla bant genisligi
3



2 Hz olan bir ¢entik filtre kullanilir. isaretin AC degerinin diizgiin olarak elde edilebilmesi
icin ortalama degerinin alinmas1 gerekir. Bunun i¢in dnce isaret tam dalga dogrultucudan
ve sonra algak geciren filtrelerden gecirilir. Bu asamada elde edilen EMG isareti giristeki
ham EMG isaretinin yiikseltirmis ve ortalama degeri alinmis seklidir. Bu asamadan sonra
elde edilen EMG isareti A/D doniistiiriiciiden gecirilerek bilgisayar ortaminda kayit
edilebilir (Bozkurt, 2007).

Tek bir motor iinitesinden uyarilma sonucu, igne elektrotlarla elde edilen hiicre dist
potansiyel degisimleri 3—15 ms arasinda siirer ve motor Unitesinin biiylikliigline baglh
olarak genligi 20-2000 mV’dur. Desarj frekansi genellikle saniyede 6-30 darbe
arasindadir. EMG kayitlamada ylizey elektrotlar kullanilmakla birlikte kas i¢ine dogrudan
girilmesi ~ gereken  uygulamalarda  igne  elektrotlar  kullamlir.  Isaretlerin
kuvvetlendirilmesinde fark kuvvetlendiriciler kullanilir. EMG isaretinin bilgisi kaslarda
harcanan giice, elektrotlarin yerlesimi gibi faktorlere baghidir. Tek fibere batirilan igne
elektrot ile sadece o fibere ait potansiyel ve giiriiltii Olciiliir iken, yiizey elektrotlarla
yapilan Olgiimlerde elektrotlarin yerlestirildigi bolgedeki Ortlismiis kaslarin giiriiltiisii ve

potansiyellerinin ortalamasi dl¢tilecektir (Yazici, 2008).

1.1.2.EMG’nin Temel ilkeleri

Elektromiyogramda meydana gelen anormal degisimlerin tanimlanmasi ve
aciklanmasi, kas aksiyon potansiyellerinin karakteristik 6zelliklerinin, seklinin, genliginin,
stiresinin ve frekansinin dikkatli incelenmesine baghdir.

Elektromiyografi asagidaki konularda biiyiik kolaylik saglar:

* Denervation 'in bulunmasi

* Motor sinir liflerinin durumlariyla ilgili gerekli bilginin bulunmasi (bunlar sinir
iletim zamani ve hizidir.)

* Sinir hasarlarinin yerlerinin belirlenmesi

* Reinnervation'da duyarli bir fihristin saglanmasi

* Motor diizenleme hareketini izleme

Asagidaki bilgiler elektromiyografinin teshise yonelik kullanimiyla ilgilidir:

* Elektromiyografinin amaci klinik teshisi desteklemektir, teshis koymak degildir

* Metodun kullanimi kolaydir ve hastay1 rahatsiz etmez.

* Uyarim elektromiyografisi, sinirlerdeki motor iletim zamanlarinin ve iletim

hizlarinin belirlenmesinde kolaylik saglar.



» Istemli hareket veya sinir uyarimlarina cevap olarak kaslardan alman motor aksiyon
potansiyellerinin dagilimi ve yapisi, sinir iletiminin normal, kismi veya tamamen kesilmis
veya zayiflamis olup olmadigini gosterir.

* Sinir iletim hizindaki diisme, baglant1 noktasindaki gecikmedeki artis ve motor
tinitesi potansiyellerinin zaman, genlik ve Sayica azalmasi iletimi zayiflatan bir bolgenin
oldugunu gosterir.

* Etkilenen kas veya kaslardan birkag motor {initesi potansiyelinin bulunmasi, en az
birkag lifin hasar gérdiigi bir bolgeyi gosterir.

* Bir kas denerve edildigi zaman ¢irpinir. Bu kasin diizgiin, hizli, eszamanli olmayan
kasilmalar1 formundadir ve kas ylizeyine zayif, stirekli, dalgali bir hareket verir. Bu hareket
deri lizerinden goriilemez.

+ Istemli bir harekete ve sinir uyarimlarina ragmen durgunlugun devam etmesi, daha
sonra bunun kendiliginden meydana gelen ¢irpimin aksiyon potansiyelleri tarafindan takip
edilmesi iletimin tamamen kesintiye ugradigini gosterir.

» Kendiliginden meydana gelen ¢irpimimlar, axonal (sinir hiicresi) devamliligin
olmadig: sinir bolgeleri tarafindan denerve edilen kaslarin karakteristik bir 6zelligidir. Bu
ikinci, ti¢lincii, dordiincii veya besinci dereceden bir hasar oldugunda meydana gelir. Bu
kategoriler arasinda elektromiyografide bir fark gézlenmez.

* Axon siirekliliginin korundugu fakat iletimin bloke edildigi birinci dereceden bir

hasarda, etkilenen kaslar ¢irpinmaz (Altinbas, 2007).



2. ONCEKIi CALISMALAR

Mohamed (1989), “EMG smiflandirma i¢cin Walsh fonksiyonunun bir uygulamasi1”
lizerine bir ¢alisma yaparak, makale yazmistir. Makalede, Walsh Doniisiimii EMG sinyal
boyutunu azaltmak i¢in kullanilmistir. Walsh doniistimiiniin ¢ok boyutlu bir datay1 nasil
tek boyuta diislirdiigii anlatilmis ayrica EMG isaretinin siniflandirmasinda Fourier ve
Walsh fonksiyonlar1 karsilastirilmstir.

Yang ve ark.(1996), “EMG simiflandirma uygulamasi ile riintli tanima i¢in yeni bir
bulanik yaklagim” iizerine bir calisma yaparak makale yazmiglardir. Makalede, hata
yayilim algoritmasi ile iyi tanimlanmis bulanik kiimeler elde edilmis ve bu kiimeler EMG
isaretlerinin smiflandirmas: i¢in kullanilmistir. Ayrica bu simiflandirma Yapay Sinir
Aglartyla yapilan siniflandirma ile kryaslanmistir.

Kwon ve ark. (1998), “Siirekli EMG siniflandirma amac1 igin isaret hibrid HMM-
GA-MLP smiflandiricist” iizerine bir ¢aligma yaparak, makale yazmiglardir. Makalede,
Genetik algoritma (GA) ile ¢ok katmanli perceptron (MLP) ve gizli Markov metodunun
(HMM’s) hibrid siniflandiricist kullanilarak EMG isaretlerinin siniflandirilmasi konusu ele
alinmistir. Siniflandirma igin 4 ayirici strateji (HMM-MLP, HMM-GA-MLP, HMM-CPN
ve HMM-GACPN) uygulanarak denenmistir.

Cai ve ark. (1999), “Dalgacik Doniisiimii temelli bir EMG siniflandirma metodu”
lizerine bir ¢alisma yaparak, makale yazmiglardir. Makalede, EMG isaretlerinin Dalgacik
Doniisimii ile oOzellik ¢ikarimi yapilmis ve Yapay Sinir Aglar1 kullanilarak isaret
smiflandirilmistir.  Ayrica kullanilan Yapay Sinir Aglarmmin  yapist ayrintili olarak
anlatilmistir. On islemede uygulanan Dalgacik Déniisiimii sayesinde smiflandirmada
%90'lik bir basar1 elde edilmistir.

Chan ve ark. (2000), “Protez kontrolii i¢in bulanik EMG siniflandirmasi” iizerine bir
calisma yaparak, makale yazmiglardir. Makalede, protez kontrolil i¢in EMG sinyallerinin
siiflandirilmast amaglanmigtir. Siniflandirmanin kontrolii konusunun Onemine vurgu
yapilmistir. Bahsettigi sistemde; EMG isaretleri, kabul edilebilir bir hiz ve gercekei
bulanik sistem yapist elde etmek ic¢in calistirma safhasinin basinda denetleme olmadan
Basic Iso-Data algoritmasini kullanarak kiimelenir ve kiimeleme sonuclari bulanik sistem
parametrelerini baslatmak i¢in kullanilir. Daha sora, sistemdeki bulanik kurallar geri
yayilim algoritmasi ile ¢aligtirilir. Daha sora, sistemdeki bulanik kurallar geri yayilim

algoritmasi1 ile c¢alistirilir. Bulanik yaklasim Yapay Sinir Aglar1 ile dort ornekte
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karsilastirihir ve ¢cok benzer siniflandirma sonuglar1 elde edilir. Oncekilere gére en az ii¢
noktada istlindiir: yiiksek dogrulama orani; asir1 ¢alistirmaya duyarsizlik ve daha tutarh
ciktilar, boylece daha yiiksek giivenilirlik saglar. Bulanik yaklasimin ANN yaklagimina
gore potansiyel avantajlari da tartigilmigtir.

Englehart (2001), “Cok fonksiyonlu miyoelektrik kontrolii i¢in dalga temelli siirekli
siniflandirma semasi1” lizerine bir ¢calisma yaparak, makale yazmislardir. Bu ¢alismada {ist
kollarin kontroliiniin miyoelektrik sinyaller kullanarak iyilestirilmesi agiklanmaktadir.
Bahsedilen miyoelektrik kontrol semasinin basarisi problemin dogru tanimlanmasina ve
siiflandirmanin hassasiyetine bagli oldugu bildirilmistir. Daha 6nceki ¢alismalardan daha
fazla hassasiyet gosteren yeni bir yaklasim agiklanmistir. Bu yaklasimin basarisinin temeli,
ana bilesen analizi ile boyutu azaltilmis bir dalgacik temelli oOzellikler dizisinin
kullanilmasidir. Ayrica, dort kanalli miyoelektrik verinin; tek veya iki kanala kiyasla,
siiflandirma hassasiyetini 6nemli bir sekilde artirdigini géstermektedir. Verinin devam
eden akisi lizerinde sinif kararlari lireten giiclii bir online siniflandirict olusturulmustur. Bu
metodun gelisiminin ilk agamalarinda olmasina ragmen daha saglikli ve verimli sonuglar
irettiginden bahsedilmistir.

Huang ve ark. (2003), “Sinir Aglar1 ve SOM'un kademelendirilmis mimarisini
kullanarak kavrama durumlar i¢cin EMG siniflandirmasi” iizerine bir calisma yaparak,
makale yazmiglardir. Makalede, sekiz ayr1 6n kol kavrama hareketinin siniflandirilmasinda
yiiksek siniflandirma oranini ve kisa 6grenim zamani i¢in siniflandirict gelistirilmistir. Bu
ama¢ icin Ozellik haritali sinir agmm basamakli mimarisi (CANFM - Cascaded
Architecture of Neural Networks with Feature Map) ele alinmis ve bu mimarinin iki 6gesi
olan, danigmansiz 6grenmeye sahip SOM ve danismanli 6grenmeye sahip '¢cok katmanh
ileribeslemeli sinir ag1' ayrintili olarak agiklanmistir. Bu mimarinin k-en yakin komsu,
bulanik k-en yakin komsu ve geriyayilimli sinir agi'ndan daha iyi bir siniflandirma
yaptigindan bahsetmektedir.

Hu ve ark.(2005), “RWPE kullanilarak EMG isaretlerinin siniflandirilmasi” {izerine
bir ¢alisma yaparak, makale yazmiglardir. Makalede, EMG isaretinden 6zellik ¢ikarimi igin
yeni ve basit bir metot olan RWPE, dalgacik paket doniisiimiine istinaden Onerilmistir.
Burada bahsedilen RWPE'in en oOnemli islevi isaretteki giiriiltiiyi bastirirken

siiflandirma icin ayirt edici 6zelliklerini daha belirgin hale getirmesidir.



Kocyigit ve Korurek (2005), “EMG isaretlerini dalgacik doniisiimii ve bulanik
mantik siniflayici kullanarak siniflama” {izerine bir ¢caligma yaparak, makale yazmiglardir.
Bu calismada 6znitelik ¢ikartma yontemi olarak zaman-frekans domeni analiz yontemlerini
kullanarak protez koluna ait dort farkli hareket i¢in EMG isaretlerini daha iyi
siiflandirilmast hedef olarak belirlenmistir. Bunun i¢in boyut azaltma ve bulanik
siniflama yontemleri de incelenmistir. Siniflama problemi Oznitelik ¢ikartma, boyut
azaltma ve Orlintii siniflama asamalarina ayrilmistir. Dalgacik doniistimii 6znitelik ¢ikartma
yontemi olarak biiyiik {istiinliik sagladig: bildirilmistir. Ozniteliklerin ¢ikartma asamasinda
yiiksek boyuta sahip olmalarindan dolay1 siniflama basarisi, Ana Bilesenler Analizi (ABA)
ve Bagimsiz Bilesenler Analizi (BBA) gibi uygun boyut azaltma ydntemleriyle
gerceklestirilmistir.

Subasi ve ark. (2006), “Dalgacik sinir ag1 kullanarak EMG isaretlerinin
siiflandirilmasi” {izerine bir ¢alisma yaparak, makale yazmislardir. Makalede, EMG
isaretinin siniflandirilmast i¢in ileri beslemeli hata geri yayilimli yapay sinir aglar
(FEBANN) ve dalgacik sinir aglari (WNN) temelli smniflandiricilar gelistirilmis ve
karsilagtirilmigtir. Norolojik hastaliktan ¢eken 13 denek, miyopatiden ¢eken 7 denek ve
saglikli 7 denekten elde edilen 1200 MUP'lar analiz edilmis, WNN tekniginden en basarili
%90.7 FEBANN tekniginden en basarili %88 sonug elde edilmistir ve WNN temelli
siniflandiricilarin FEBANN temelli siniflandiricilara kars1 daha iyi simiflandirma yaptig
gosterilmistir.

Ahmad ve Chappell (2007), “Degisen yaklasik entropi kullanilarak yiizey EMG
siniflandirmasi” {izerine bir caligma yaparak, makale yazmislardir. Bu ¢alismada, 20 denek
bilek hareketleri yaparken izometrik kasilma ve karsi kasilma EMG sinyalleri ylizey
elektrotlarla kaydedilmis ve bu datalar siniflandirilmistir.

Oskoei ve Hu (2007), “Miyoelektrik kontrol sistemleri” {izerine bir ¢alisma yaparak,
makale yazmiglardir. Bu ¢alismada Oriintii tanima temelli ve Oriintii tanima temelli
olmayan miyoelektrik kontrol iizerinde son zamanlarda yapilan arastirma ve gelistirmeleri
gozden gegirerek tiplerine, yapilarina ve mevcut uygulamalara bagli en son basarilari
sunmaktadir.

Khezri ve ark. (2007), “Cok fonksiyonlu el protezi kontrolii i¢cin noro-bulanik yiizey
EMG oriintii tanima” {izerine bir ¢alisma yaparak, makale yazmiglardir. Bu ¢aligmada el

protezinin hareketlerinin modelini tanimlamak i¢in ylizeysel EMG sinyallerinden
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yararlanilmistir. Protez bir elin kontrolii i¢in de hareket komutlarin1 belirlemeyi amaglayan
uyarlanabilir bir bulanik mantik ¢ikarim sistemi (ANFIS) kullanmak oOnerilmistir.
Siniflandirmada yararlanilan miyoelektrik sinyaller, alt1 el hareketinden olugsmaktadir. Bu
calismada tasarlanan ve kullanilan bulanik-mantik sistemleri, bagimsiz olarak ve hem
zaman hem de zaman-frekans 6zellikleri i¢in karma bir bigimde test edilmistir. Bu Birlesik
yaklagim i¢in sistemin ortalama hassasiyetinin %96 oldugu bildirilmistir.

Lucas ve ark. (2008), “SVM ve isaret temelli dalgacik optimizasyonu kullanarak ¢ok
kanalli EMG siniflandirmas1” {izerine bir ¢alisma yaparak, makale yazmislardir. Bu
calisma miyoelektrik protezleri kontrol amaci ile ¢ok kanalli EMG isaretlerinin danigsmanli
siniflandirilmasi i¢in bir yontem Oneriyor. Coziim kiimesi, ana dalgacigin serbest
parametrelendirilmesi kullanilarak her bir kaydedilen EMG isaretinin ayrik dalgacik
doniligiimiiniin  iizerine temellendirilmistir.  Cok kanalli ¢6ziim kiimesinde SVM
yaklagimiyla siiflandirma gergeklenir. Kolun iizerindeki 8 bolgeden kaydedilen EMG ile

6 el hareketinin siniflandirilmasinda bu metot uygulanmustir.



3.MATERYAL VE METOT

3.1.Materyal

3.1.1.Kullanilan Veri

Bu caligsmada, kola ait dirsek agma, dirsek kapama, 6n kolu ige dondiirme ve 6n kolu
disa dondiirme hareketlerinden olusan dort farkli sinifa ait 100’er adet toplam 400 EMG
isareti kullanilmistir. Bu dort sinifa ait EMG isaretleri, kolun biceps ve triceps kaslarindan
iki kanall1 olarak elde edilmis ve her kanaldan alinmis isaret 1000 Hz’de 6rneklenmis, her
kanaldan 256 6rnek olmak lizere toplam 512 6rnekten olugsmustur. Sekil.1’de bu dort tiir
isaretten birer 6rnek goriilmektedir. (Englehart, 2001; Gilinay ve Alkan, 2009; Giinay ve
Alkan, 2010)

EMG isaretlerinin analizinde Oznitelik ¢ikartma islemi oldukga biiylik bir 6neme
sahiptir. Bu amagla literatliirde ¢ok degisik Ozellik ¢ikarim yontemleri kullanilmaktadir.
Kullanilan her 6zellik ¢ikarim yonteminin bagsarimlar1 da degisik olmaktadir. Bu ¢alismada
ozellik ¢ikarimi amaciyla isaret, 32 Orneklik pencerelere ayrilip, elde edilen 16 adet
penceredeki Orneklerin once mutlak degerleri sonra da her pencerenin ortalamasi
hesaplanmistir. Bu sekilde her isaret bu islem sonunda 16 adet 6zellik vektoriiyle ifade
edilmistir. Elde edilen oOzellikler kullanilarak dort tiir isaretten olusan EMG verisi

Obeklestirme islemine tabi tutulmustur (Giinay ve Alkan, 2009; Giinay ve Alkan, 2010).

3.2.Metot

3.2.1.0nisleme Metotlar1
3.2.1.1.0rtalama Mutlak Deger

Ortalama Mutlak Deger (OMD) yonteminde dnislem, iki sekilde gerceklestirilebilir.
Birincisi, 0nce veri seti belirli araliklarla pencerelenir. Daha sonra her pencerenin sirayla
mutlak degeri ve ortalamasi alinarak bir 6zellik vektorii olusturulur. Diger yontemde
oncelikle veri setinin tamaminin mutlak degeri alinir. Daha sonra veri seti belirli araliklarla
pencerelenir. Pencereleme isleminden sonra her pencerenin ortalamasi alinarak bir 6zellik
vektori elde edilir. Her EMG isareti i¢in elde edilen bu 6zellik vektorleri, daha sonra

siniflandirma algoritmalarinin girisine uygulanir. (Ozer, 2010)
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3.2.1.2.0zbaglanim (AR) Katsayilar

Ozbaglanim modeli, x(n) veri dizisinin bir rasyonel sistem tarafindan nitelendirilen
dogrusal bir sistemin c¢ikist olarak modellenmesi ile temsil edilebilir. Gii¢ spektral
yogunlugunun (GSY) parametrik yontemlerle kestiriminde, veri dizisi ve kestirimi yapilan
yonteme ait parametreler kullamlir. Ozbaglanim metodunda isarete ait belli bir andaki
genligi elde etmek i¢in, o ana kadar 6rneklenmis boliimlerin genlikleri farkli oranlarda
toplanir ve bu toplama bir tahmin hatasi eklenir. AR model parametrelerinin ¢oziimiinde
dogrusal denklemler kullanilir. Bu yiizden AR ydntemi daha yaygimn kullanilir. Ozbaglanim
modeli, birim karsitlikli beyaz giiriiltii ile siirlilen nedensel, tiim-kutuplu ayrik filtre ¢ikist

66 9

olarak gosterilir. “p” inci dereceden AR ydntemine ait gii¢ spektrumu,

Px (e./w) — |b(0)|

? (3.1

P
1+ a,(k)e
k=1

ifadesiyle verilir. Eger b(0) ve ap(k) verilerden tahmin edilebilirse (kestirilebilirse)

gii¢ spektrumunun kestirimi su formda da yazilabilir:

2

b(0)

Pur(e™)= 3 (3.2)

2N .
‘1 + Zap (k)e ™
o1

Burada a(k) AR katsayilarini, p model derecesini ve b(0) ise varyansi ifade etektedir.

Agikca goriilebilir ki, P g’

ifadesinin  kesinligi, model parametrelerinin
kestirimindeki kesinlige ve daha 6nemlisi AR modelinin iiretilen veri ile birbirini tutup
tutmadigina baghdir. AR spektrum kestirimi, islem i¢in tiim-kutuplu model kurulmasini
gerektirdiginden, tiim kutup parametrelerinin kestirimi i¢in teknikler vardir. Genlik
oranlarini belirleyen AR katsayilarini farkli yontemlerle hesaplamak miimkiindiir. Bunlara
ornek olarak Levinson - Durbin ve Burg algoritmalar1 verilebilir. Burg yonteminde AR

katsayilarint bulmak icin isaretten alinan orneklerin ileri - geri hatalar1 kullanilir ve

modelin derecesi AR katsayilarinin sayist ile belirlenir. Levinson - Durbin yonteminde AR
11



katsayilarinin bulunmasi i¢in Otokorolasyon denklemlerinin ¢oziilmesi gerekmektedir.

Bunun i¢in 6ziliski fonksiyonlarindan faydalanilir (Bozkurt, 2007).

3.2.1.2.1.0zbaglanim Spektrum Kestirimi i¢in Burg Yéntemi

Burg yontemi 1975 yilinda J.P.Burg tarafindan gelistirilmistir. Burg algoritmasi, AR
model parametreleri kiimesini, ileri — geri yondeki kestirim hatalarinin kareleri toplaminin
minimizasyonu ile bulur. Burg yontemi diger AR spektrum kestirim metodlar1 gibi 6ziliski
fonksiyonu hesaplamaz. Bunun yerine direkt yansima katsayis1 tahmini yapilir. Burg

€e_ 997

algoritmasinda “p”inci dereceden model i¢in ileri ve geri kestirim hatalar1 s6yle tanimlanir:

7
&rm(ﬂ}=x(ﬂ)+2§wx(ﬁ—t} ------ n=p+L.a.N (3.3)
»
Gppln) = x(n—p)+ Zﬁ*‘w en—p+t)en=p+1...N (3.4)
1=

Yansima katsay1si (K2 )ile iliskili AR katsayilar1 (3.5) nolu ifadede verilmistir.

§_ +k 8 p=1p=1 f=1l....p=1
4, = £ P = (3.5)
o =n
Yansima katsayisi kestirimi i¢in ise
— S ] > -
-”_;_It_f‘-}""l'”} ‘b.p-l'” 1)
5 i i (3.6)
E ol il
e o ) + |e -
”_‘;_1[ f.p-1\ tb.p—l(” )| ]

ifadesi kullanilir. Daha 6nce belirtildigi gibi, Burg yonteminde AR katsayilarinin

bulunmasinda kullanilan ileri ve geri yondeki kestirim hatalari ise su ifadelerle bulunur:
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é.’..p(n) — éf-_p_}(n)+kpéb_;,_]( n—1). (3.7)

e, (n)=e

s ?h,p—z’{ n—1)+ f\'pe i (n). (3.8)

i

AR parametrelerinin kestirimi yapildiktan sonra gii¢ spektral yogunlugunun (GSY)

hesaplanmasi i¢in ise 3.9 nolu ifade kullanilir:

= (;
S ‘U
Ppurg (/)= ;

—j2ak|” (3.9)

P 7
1+ 3 a (k)e
k=1 P

v ifadesi ©t»"Sv» toplami olarak gosterilir ve toplam en kiiciik karesel hatadir.

Parametre kestiriminde Burg yontemi verimli ve kararli bir AR yontemdir (Bozkurt,
2007).

3.2.1.2.2.0zbaglamim Spektrum Kestirimi i¢in Otokorelasyon (Yule-Walker) Yontemi
Otokorelasyon yontemi baz1 kaynaklarda Yule-Walker yontemi olarak da

geemektedir. AR islemleri i¢in kullanilan Yule-Walker denklemlerinin, otokorelasyon

denklemleri ile esdeger olmasi sebebiyle her iki ismin de kullanilmasi1 uygundur.

Bu yontemde AR katsayilar1 a,(k), normal otokorelasyon denklemleri ¢oziilerek

bulunur:

0 KM R - R |1 1]

ry  n© @ - r(p-D||a,®)

2 () 0 - r(p-2)||a,2]|=¢,]0 (3.10)
r(p) r(p-1) r(p-2) -~ 10 ||la(] |0]
Burada,
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N-l—k

rx(k):% > x(n+k)x'(n) ;k=0l..p (3.11)

n=l

3.10 esitligi ap(k) katsayilar1 i¢in ¢oziiliip, yerine konursa,
2 *
bO) =&, =r,(0)+ X a, (), (k) (3.12)
k=1

elde edilir.
Bu parametrelerin 3.12 nolu esitlige dahil edilmesiyle, giic spektrumu i¢in tahmin

iiretilmis olur (Ozer, 2010).

3.2.1.2.3.0zbaglamim Spektrum Kestirimi icin Kovaryans Yontemi

AR parametrelerinin kestirimi i¢in bir baska yaklasim ise Kovaryans yontemidir.
Kovaryans yontemi AR spektrum kestiriminde ileri kestirim hatalarinin kareleri toplaminin
minimize edilmesi temeli ilizerine kuruludur. Bu yontem, bir dizi dogrusal denklemin

¢Ozlimiinii gerektirir:

(L) rn@2ly - r(pl || a,d) r.(0,1)
rx({,2) rx(%,2) rx(1:9,2) ap:(Z) _ 4({,2) (3.13)
r(Lp) r2,p) - r(p.p)la,(p) r.(1,p)
Burada
(k)= x(n =10 (n= ) (3.14)

seklinde verilmektedir.

Otokorelasyon yontemindeki dogrusal yontemlerden farkli olarak, burada verilen
matrisler, Toeplitz matris degildir. Bununla beraber, kovaryans yonteminin, otokorelasyon
yontemine gore avantaji, otokorelasyon kestiriminde gerekli olan verilerin pencerelenmesi
islemini gerektirmemesidir. Bu yiizden, kisa veri kayitlarinda kovaryans yontemi,
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otokorelasyon yontemine gore daha yiiksek ¢oziiniirliikkte spektrum kestirimi iiretir. Ancak
veri kayitlar1 uzadikca, iki yontem arasindaki fark da ihmal edilebilir 6l¢iilere gelmektedir

(Ozer, 2010).

3.2.1.2.4.0zbaglamim Spektrum Kestirimi i¢in Iyilestirilmis Kovaryans Yontemi

Bu yontem verilerin pencerelenmesini gerektirmemesi agisindan kovaryans
yontemine benzer. Kovaryans yonteminden farkli olarak, ileri kestirim hatalarinin kareleri
toplaminin minimize edilmesi yerine, iyilestirilmis kovaryans yontemi ileri ve geri kestirim
hatalarinin kareleri toplamini minimize eder. Bu sebeple bazi kaynaklarda bu ydntem
“ileri-geri yontemi” veya “en kiiclik kareler yontemi” olarak da geg¢mektedir (Bozkurt,
2007). Sonug olarak kovaryans yonteminde kullanilan 3.18 nolu ifade burada da aynen

gecerli olmakla birlikte, bu yontemde 3.19 ifadesi yerine asagidaki ifade kullanilir:

K=-1

(k1) = Z[;x(ﬂ —Lx"(n—k) +x(n—p+ Lx"(n—p + k)] (3.15)
REp

3.2.1.3. Hareketli Averaj Filtre
Hareketli Averaj Filtresi (HAF) yonteminde veri setinin mutlak degeri alinir. Bu
islem EMG isaretinin yansima etkisinden kurtulmak i¢indir. Daha sonra belirlenen pencere
uzunlugu kadar noktanin ortalamasi alinir ve bu olusturulacak ozellik vektoriiniin ilk
degeridir. Daha sonra bu pencere isaret lizerinde belirlenen miktarda kaydirilarak 6zellik
vektoriiniin diger degerleri de hesaplanmis olur. OMD’ye gore islem yiikii daha c¢ok
oldugundan islem zamani da OMD’ye gore uzundur. Fakat OMD’ye kiyasla daha

karakteristik sonuglar verebilmektedir.

3.2.2.0beklestirme Yontemleri
3.2.2.1.K-Ortalama

En eski kiimeleme metotlarindan biri olan K-means algoritmasinin genel mantigi, n
adet veri nesnesinden olusan bir veri setini, giris parametresi olarak verilen k adet veriye
boliimlemektir. Amag gergeklestirilen boliimleme islemi sonunda elde edilen kiimelerin,
kiime i¢i benzerliklerinin maksimum ve kiimeler arasi benzerliklerinin minimum olmasini
saglamaktir. Kiime benzerligi, kiimenin agirlik merkezi olarak kabul edilen bir nesne ile
kiimedeki diger nesneler arasindaki uzakliklarin ortalama degeri ile dl¢iilmektedir.

K-means algoritmasinin islem basamaklari sdyledir:
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1. Adim: Kiime merkezleri belirlenir. Bunun i¢in iki farkli yol vardir. Birinci yol
nesneler arasindan kiime sayis1 olan k adet rasgele nokta secilmesidir. ikinci yol ise merkez
noktalarin tiim nesnelerin ortalamasi alinarak belirlenmesidir,

2. Adim: Her nesnenin se¢ilen merkez noktalara olan uzaklig1 hesaplanir. Elde edilen
sonuglara gore tiim nesneler k adet kiimeden kendilerine en yakin olan kiimeye yerlestirilir

3. Adim: Olusan kiimelerin yeni merkez noktalar1 o kiimedeki tiim nesnelerin
ortalama degeri ile degistirilir,

4. Adim: Merkez noktalar degismeyene kadar 2. ve 3. adimlar tekrarlanir.

K-means algoritmasinda her bir nesnenin noktalara uzakligini hesaplamak igin
kullanilan dort farkl formiil asagida agiklanmaktadir. (MacQueen, 1967; Mercer, 2003).

A) Oklit Uzaklig1 (Euclidean Distance); Oklit Uzaklig: formiilii ile standartlastirilmis
verilerle degil, islenmemis verilerle hesaplama yapilir. Oklit uzakliklari kiimeleme
analizine sira dis1 olabilecek yeni nesnelerin eklenmesinden etkilenmezler. Ancak boyutlar
arasindaki Olcek farkliliklari Oklit uzakliklarini dnemli odlgiide etkilemektedir. Oklit
uzaklik formiili en yaygin olarak kullanilan uzaklik hesaplama formiiliidiir. Formiil

Denklem 3.16° de goriilmektedir. Uzaklik

1

Uzaklik(x.y)={3" (x, - y,)' ] (3.16)

B) Karesel Oklit Uzaklig1 (Squared Euclidean Distance); Boyutlar arasindaki 6lgek
farklihig1, karesel Oklit uzakligim énemli 6lgiide etkilemektedir. Ancak kolay hesaplama

teknigi nedeniyle tercih edilen bir uzaklik hesaplama formiiliidiir. Formiil Denklem 3.17°de

goriilmektedir.
Uzaklik(x.y)=> " (x; -y y (3.17)

C) City-Block (Manhattan) Uzaklig1 (City-Block (Manhattan) Distance); Manhattan
uzaklig1 boyutlar arasindaki ortalama farka esittir. Bu 6l¢iit kullanildiginda farkin karesi
alimmadigi i¢in sira disiliklarin etkisi azalir. Manhattan uzakliginin formiilii Denklem 3.18’

de goriilmektedir.
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Uzaklik(x.y)=>"|x, - v} (3.18)

D) Chebychev Uzakligi (Chebychev Distance): Chebychev uzakligi iki nesne
arasindaki mutlak maksimum uzakliga esittir. Chebychev uzakliginin formiilii Denklem

3.19’ da goriilmektedir.

Uzaklik(x.y)=Y"|x, - ¥|] (3.19)

Uzaklik(x. y)= max|x, — 1| (3.20)

x,y; Aralarindaki uzaklik hesaplanan nesneleri uzayda temsil eden noktalardir.
K-means algoritmasinin en biiyiik eksikligi k degerini tespit edememesidir. Bu nedenle
basarili bir kiimeleme elde etmek igin, farkli k degerleri i¢in deneme yanilma yonteminin

uygulanmasi gerekmektedir (Tasan, 2008).

3.2.2.2.Bulanik C Ortalama

Bir nesnenin bir kiimeye ait olmasina “dogru” olmamasina “yanlis” denilebilir.
Gergekte, bir nesnenin bir kiimeye tam anlamiyla ait olmast pek miimkiin degildir. Bu
durumda, nesnenin bir kiimeye ait olma derecesinden s6z edilebilir. Nesnenin, bir kiimeye
ait olma derecesi, bulanik tabanli algoritmalarla belirlenebilir. Bu ait olma derecesi, 0 ile 1
arasinda degerler alir. Daha basit anlamiyla, bir nesnenin bir kiimeye ait olmasi ait oldugu
kiime ve bu kiimeye ait olma derecesi ile gosterilebilir (Kogyigit ve Koriirek, 2005).

Bu ait olma derecesine, bir kiimeye olan aitlik degeri de denilir. Bu sebeple bulanik
algoritmalar, diger klasik siniflama algoritmalarina gore daha fazla bilgi igerirler.
Kiimeleme yontemi, egiticisiz siniflandirma yontemlerindendir. Egiticisiz algoritmalar,
kullanacaklar1 veri setini kendileri diizenler. Bu diizenlemeyle, 6znitelik uzaym diger
egitimli algoritmalara kiyasla egitim alanindan bagimsiz bir sekilde gerceklestirirler.
Kiimeleme algoritmalarini, siirekli 6rnekleme yapilan dl¢limlere uygulamak miimkiindiir.
Dolayistyla hem mevcut kiimelerin siirekli farkli kombinasyonun, hem de yeni kiimelerin
olusturulmasi saglanir. Bu sebeple, ayni sonuglar1 verecek olan zaman-serisi yeni dlgiimler,

aynt kiimeye dahil edilecektir. Tam duragan veya tam siirekli denilemeyen biyolojik
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isaretlerin  smiflanmasin  da uyarlamali kiime olusturabilmesi acisindan bulanik
algoritmalar daha etkin kullanilabilir (Kogyigit ve Koriirek, 2005).

Bulanik C-Ortalama Yontemi: G, kiime sayisint; p, veri sayisini; k, veri indisini; i,
kiime indisini; r, bulaniklig1 artiran parametreyi [r € (1,0)]; dki, k. eleman vektoriiniin i.

sinifa olan 6klidyen uzakligini; p;, kiime merkezlerini gosterir ;

Z(Zki)rxk

k=1

Hy = — (3.21)

S ()

dg = (x, = )" (x, = 1) (3.22)

Burada kiimelere olan uzaklik degeri zy; asagidaki formiille hesaplanur,

od, [ (3.23)
£
3.2.3.Simflandirma Yoéntemleri
3.2.3.1. Destek Vektor Makineleri
Temel olarak, istatistiksel Ogrenme algoritmalarindan biri olan ve Vapnik-
Chervonenkis tarafindan tanimlanan DVM, bir¢ok ger¢ek problemde basarili sonuglar
vermistir. DVM’nin dayandigi teori, Vladimir Vapnik ve Alexey Chervonenkis tarafindan
1960’11 yillarda baglatilip 1970’11 yillarda gelisen basarili bir ¢galismanin {iriiniidiir. Ancak,
ilk basarili uygulamalari 1990’11 yillarda gergeklestirilmis olup, bu uygulamalardan sonra
matematikgilerin ve yapay zeka (Artificial Intelligence -Al) bilim adamlarinin ilgi odagi
olmustur. DVM’nin temel mantig1 dogrusal olarak ayristirilabilen veri yapilari i¢in en iyi
ayirict diizlemin belirlenmesidir. Dogrusal olarak ayristirilamayan veri yapilart doniisiim
teknigi ile farkli bir boyuta tasnarak c¢oziiliir. Destek vektorii 6grenme, basit fikirler
tizerine kurulma ve pratik uygulamalarda yiiksek performans gostermesi bakimindan

oldukca kullanighidir. DVM’lerde kullanilacak 6rnek sayis1 onemli degildir. DVM egitim
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esnasinda goriilmemis verileri de sorunsuz olarak smiflandirir. Bu DVM’nin
genellestirebilme yetenegini gosterir. Genellestirebilme 6zelligi DVM’yi diger tekniklere
gore(YSA, karar agaci vs.) iyi bir alternatif yapmaktadir. Son zamanlarda ise Oriintii
tanima, yliz bulma ve tanima, veri madenciligi, dil yapisim1 inceleyen mantiksal
programlamalarda, ucak alt basing profillerinin modellenmesi, biyoloji ve diger
biyoinformatik uygulamalarda, gen analizlerinde ve proteinlerin siniflandirilmasinda DVM
kullanilmaya baslanmistir (Karagiille, 2008).

Bu boliimde Destek Vektér Makineleri hakkinda genel bilgi verilecek ve 6grenme

isleminden bahsedilecektir.

3.2.3.1.1. Destek Vektor Makinelerinde Ogrenme

Destek vektor makineleri, istatistiksel tekniklerin olasilik dagiliminin temel alindigi
egitme algoritmasi olarak bilinir. Birgok pratik durumda, istatistiksel tekniklerin temelini
olusturan dagitma yasalarinin hakkinda yeterli bilgi ve dagilim bulunmamaktadir. Bu islem
gercek diinya uygulamalarinda ortak olan ¢ok ciddi bir kisitlamadir.

Sahip oldugumuz yiiksek boyutlu olan desenleri egitmek giiniimiize ait
uygulamalarda giiliikle kaydedilir. Ogrenen makine algoritmalar1 yiiksek boyutlu
uzaylarda c¢alistirabilmeli ve az sayida veriden 0grenme islemini yapabilmelidir. Boyut
indirgeme islemi saglanirsa veri ¢iftleri kolay bir sekilde elde edileceginden daha iyi
sonuglar verilmis olur. Klasik istatistiksel tekniklerin temel performansi Sekil 3.1'de
verilmigtir. Pratik kosullarda rasgele bir veri takimindan alinan kiigiik 6rnek boyutu

giivenilmezdir, genellikle hata ile sonuglanir.
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Sekil 3.1 Modelleme hatasinin egitim veri kiimesi boyutu iligkisi

DVM polinomial modellerde, yapay sinir aglarinda, bulanik mantikta ve RTF
siiflandiricilarda sik¢a kullanilan yeni bir metottur. DVM'yi, yapisal risk minimizasyonu
(YRM) olarak bulunan yeni 6grenim teknikleri ve VC teorisi temsil eder. Gelistirilen
Vapnik teorisi diisiik seviyeli model VC boyutu, goriinmeyen veriler iizerinde iyi bir
genelleme yaparak hatanin diisiik olasilikta oldugunu gosterir. Bu 6zellik, tiim hesaplayan
alana 6zeldir. Veri ciftlerini egitmede o kadar iyi model olmasa da genelleme iglemini iyi
gergeklestiren modeldir. Bazi kisitlamalar altinda DVM'in usuliine uydurma teori
yapisinda, istatistiksel Ogrenen teori veya yapisal riskten ziyade minimizasyon
tiiretilebilmesi vardir. Buradan, DVM'nin istatistiksel Ogrenen teori ve yapisal risk
teorisinin minimizasyonunu ¢ikaran, yani, Ogrenen bir teknik oldugu sdylenebilir.
Tiimevarim prensibini ve VC simiriin teorisini temel alan verilerle bu yaklagimlarda
ogrenme islemi gergeklesir. En basit desen tanima gorevlerinde, vektdr makinelerinin
azami kenarla bir smiflandiriciyr yaratmasi i¢in dogrusal ayiran bir yiliksek diizlemi
kullanir. Bunu gerceklemek i¢in, 6grenen problem, dogrusal olmayan bir optimizasyon
problemi olarak alinir. Verilmis siniflar uzayinin oldugu orijinal giriste dogrusal olarak
ayrilamadigr zaman DVM once dogrusal olarak, daha yiliksek boyutlu bir 6zellik uzayim
orijinal giris uzayina doniistiiriir. Bu doniisiim, ¢esitli dogrusal olmayan eslestirmeleri
kullanarak basarilabilir: Polinomial, ¢ok katmali algilayicida oldugu gibi sigmoidal, radyal

olarak simetrik gorevler Gaussian oldugu esas gorevlere sahip olmasi icin RTF
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eslestirmeleri olabilir. Dogrusal olmayan doniisiim adimi yapildiktan sonra, dogrusal
optimal ayrimi bulmak DVM'in goérevidir. Yani, optimizasyon problemini ¢&zmesi,
dogrusal ayrilabilir simiflar icin orijinal giris uzayinda ayirict diizlem hesabi olarak ayni
tiirden olur. Ozellik uzayinda sonug veren yiiksek diizlem, azami bir kenar simiflandiricisi
oldugunda optimal sonucu verir. Standart 6grenme durumu, Sekil 3.2'de gosterilmektedir

(Karagtille, 2008).

Dagitim Temell Serbest Temell
Klasik Istatistiksel Telmik Veriden Ogrenme
Fo nﬁl.esr:'il,ecjn]r}f‘:aila . [~ ™ Denetimli Ofrenim: Egitim veri ciftlerini dZretmede
- : bllanarak eictilan tahunin edilen, spuflandima icin siuf
Siflandirma vhb etiketlent bilinen &gretim ellidir
Nesne Tanima Denetimsiz Ogrenme: Ogretmen kullanimadan sadece
vetiler kullmilarak vapilan & 3renme.
Kiimeleme Teme] Bilesen Analizi

Sekil 3.2 Veri gorevlerinden 6grenme isleminin standardi

Ogrenme, stokastik bir siirectir. Sekil 4.3’te rasgele egitim gosterilmektedir. Egitim
takimi, rasgele degisken takimlarindan olusturularak, giris degiskeni, rasgele degisken xi
'dir. Giristen P(xi) olasilikla ¢ekilmis, ¢iktiya ait olan yi 'nin, olasiligi P( yi | xi ) ’dir. Bu
ozellik egitim faz1 sirasinda di (istek) tarafindan yi yanitini gosterir. Bu yiizden P(di | xi ) =
P( yi|xi) olarak ifade edilebilir. y burada, sadece basitlik i¢in kullanilan ¢ikt1 degiskeninin
yonsiiz degeridir. Biitlin kokler, temelde ayn1 vektor ¢iktist y'den tiirer. Toplanan (x,d) veri

noktalarinin olasiliklart P(x, d) = P(x)P( y | x) seklindedir.
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Girig Uzay1 X Cikis Uzay1 Y

Sekil 3.3 Egiten veri takimini toplarken 6grenmenin rastgele gosterimi

Istatistiksel ayarda, veri ogrenmede ii¢ temel bilesen vardir. Bunlar; x rasgele
giriglerin bir iireteci, egitim sisteminin yanitlar1 y ve x girigleri ile y sistem ¢ikiglarim
kullanarak 6grenmeye calisan makinedir. Sekil 3.4, ¢esitli alanlarda ortak olan 6grenimi
gosterir. Ozellikle, sistem teshisini kontrol eder ve isleme tabi tutmaya calisir. Kullanilan
X ve Y verisinin arasindaki iligkiyi geri doniiste D basarili sekilde bulmasi i¢in egiten evre
esnasinda 0grenen bir makine gorevleri ya da bir fonksiyonu ile siniflandirma gorevlerinde
veriyi ayirir. Ogrenme isleminin yaklasik fonksiyonel sonucu fa (x, w) ’dir. Bu fonksiyon,
yaklagik (veya dogru) temeli olusturmayi, giris ve gerileme veya karar sinirinda ¢iktinin

arasinda bagimli durumlar1 tahmin eder (Karagiille, 2008).
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! (}Zrenen makina 0 = fufX, W) ~ p
_).
_} w=wx, ¥
Rastgele veri
giriy tireticisi P x Bu baglanti §Zrenen evre esnasinda meveut ve teltir,
. y=d
> Sistem >

Sekil 3.4 Ogrenen makinenin modeli

3.2.3.1.2. Destek Vektor Makine Algoritmasi

DVM temelinde, oncelik degiskenini bir 6zellikle ¢agirip, ¢ok boyutlu diizlemde
kullanilan nitelige donistiiriir. En uygun temsili segmenin amaci, 6zellik se¢cimi olarak
bilinir. Ozellikler dogru segilirse iyi temsiller elde edilerek dogru sonuglara ulasilabilir. Bir
olay1 tamimlayan ozellik takimi bir vektor ile ¢agirilir. Bundan dolayt DVM modelinin
amaci, hedef degiskeninin bir kategorisiyle olaylarin vektdr kiimelerini ayiran optimal
askin diizlemi bulmaktir. Asir1 diizlemin yanindaki vektorler destek vektorleridir. Sekil

3.5’te destek vektor algoritmasinin genel yapist goriilmektedir.

DVM Algoritmasi

Oz=llik Uzas

Sekil 3.5 Destek Vektor Makine Algoritmasi
23



N boyutlu asindiizlemi diisiinmeden oOnce basit 2 boyutlu bir 6rnek iizerinde
algoritmanin ¢aligmasini inceleyelim. Siniflandirma i¢in 2 kategorili hedef degiskeni ele
alalim. Devamli degerlerle iki dncelik degiskeni oldugunu varsayalim. X ekseninde 6ncelik
degiskenlerinden birini Y ekseninde digerini kullanarak veri noktalarini olusturursak
asagidaki sekli elde ederiz. Hedef degiskeninin bir kategorisini dikdortgenler ile, diger

kategorileri ovallar ile temsil ederiz. Sekil 3.6’de siniflandirma 6rnegi goriilmektedir.

Pl omn
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Sekil 3.6 Smiflandirma drnegi

Bu oOrnekte durumlar tamamen farkli koselerde toplanip tamamen ayristirilmistir.
DVM analizi, olaylar1 ayiran 1-boyutlu askin diizlemi hedef kategorilerini temel alarak
bulmaya calisir. Miimkiin ¢izgilerin sinirsiz sayis1 vardir. iki aday ¢izgi yukaridaki gibi
gosterilir. Hangi c¢izginin, daha iyi oldugunu ve optimal ¢izgiyi nasil bulacagimiz
onemlidir. Noktali gosterilen ¢izgiler en yakin vektorler arasinda mesafeyi ayiran cizgiye
paralel olarak ¢ekilir. Noktali c¢izgilerin arasindaki mesafe kenar1 c¢agirir. Kenarin
genisligini zorlayan vektorler, destek vektorleridir. Sekil 3.7°de destek vektorleri ve elde

edilen maksimum sinirlar gosterilmistir.
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Destek Vetorleri

Sekil 3.7. Destek Vektorleri ve Sinirlar

DVM analizi, destek vektorlerinin arasindaki kenar1 azami dereceye ¢ikararak yon
verilen c¢izgileri bulur. Eger biitlin analizler, iki Oncelik degiskeniyle iki kategori hedef
degiskenine dayansaydi noktalar kiimesini diiz bir ¢izgi ile bdlmiis olurdu. Yiiksek
boyutlara gecersek; Yukaridaki ornekte 2 boyut i¢in iki Oncelik degiskeni kullanilip,
diizlem iizerinde ¢6ziim bulunmustur. Bu islem 1 boyut i¢in ¢izgi seklindedir. 3 boyutlu bir
ornek ele alinirsa 3. dncelik degiskeni devreye girerek bir kiip elde edilmis olur.

Ekstra oncelik degiskenleri eklenildigi gibi, veri noktalar1t N boyutlu uzayda temsil
edilebilir ve (N-1) ayirici diizlem, onlar1 ayirabilir. iki grubu bolmek i¢in en basit yol, diiz
bir ¢izgi veya N-boyutlu bir diizlemdir. Ama noktalar dogrusal ¢izgiyle ayrilamayacak
sekilde bulunursa bu iglem yapilamaz. Sekil 3.8’de dogrusal olmayan siiflandirma 6rnegi

goriilmektedir.
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Sekil 3.8. Dogrusal Olmayan Siniflandirma

Bu durumda dogrusal olmayan bir ¢izgiye ihtiya¢ duyulur. Veriye dogrusal olmayan
egrilerle uymaktansa DVM’yi bagka bir uzaya ¢ekirdek fonksiyonu araciliiyla tastyarak
daha tutarli bir sekilde ayrim saglanmis olunur. Sekil 3.9°de ¢ekirdek fonksiyonlarinin {ist

boyuta tasinmasi gosterilmektedir.

Sekil 3.9. Cekirdek fonksiyonlari ile {ist boyuta tasima islemi
Cekirdek fonksiyonu, siniflandirmanin yapilabilmesi igin veriyi daha yliksek

boyutlara tagiyabilir. Sekil 3.10°de verinin yiliksek boyutlara tasinarak yapilan haritalama

islemi gosterilmektedir.
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Ayrilma islemi yiiksek boyutlarda daha Kolay gerceKklesir.
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Sekil 3.10 Haritalama islemi

Cekirdek fonksiyonunun iist boyuta taginma islemi giicli bir yaklasimdir. Cok
karmasik sinirlarla ayrilan durumlarda bile Sekil 3.11 resimde goriildigi gibi DVM

modellerine izin verir (Karagiille, 2008).

Sekil 3.11. Ornek DVM modeli
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3.2.3.1.3. DVM’de Kullanilan Cekirdek Fonksiyonlari

Cekirdek fonksiyonlar1 siniflandirmanin daha yiiksek boyutlarda yapilabilmesi i¢in
tasima isleminde kullanilabilir. Uygulamalarin biiyiik ¢ogunlugunda birgok c¢ekirdek
fonksiyonu iyi sonuglar verir.

Sik kullanilan c¢ekirdek fonksiyonlar1 Dogrusal, Polinomial, Radyal Tabanli ve
Sigmoid Fonksiyonlaridir (Karagiille, 2008).

3.2.3.1.3.1.Dogrusal Fonksiyon

Dogrusal siniflandirma islemi, dogrular ¢izilerek yapilir ve dikdortgen, kare gibi
sekillerin siniflandirilmasinda daha etkilidir.

Dogrusal siflandirmada kullanilan fonksiyon, ( u ,.v ) formiilii ile temsil edilir. Sekil

3.12’de gosterildigi gibi dogrusal olarak siniflandirma yapar (Karagiille, 2008).

Sekil 3.12. Iki Boyutlu Ornek Uzayinda Dogrusal Fonksiyon Gosterimi

3.2.3.1.3.2.Polinomal Fonksiyon

Polinomial fonksiyon ile smiflandirma, (y .u .v + katsayt yeereee formulii kullanilarak
yapilmaktadir.

Sekil 3.13°de dogrusal ve dogrusal olmayan siniflandirma birlikte gosterilmektedir.
Sekil 3.14°da ise 2 boyutlu 6rnek uzayinda Polinomial fonksiyonun siniflandirilmasi

gosterilmektedir (Karagiille, 2008).
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Dogrosal Olmasan Aserom Sanan

Sekil 3.13. Dogrusal ve Dogrusal Olmayan Siniflandirma Gosterimi

T 2 Bovutls Oensk Uzaw

Sekil 3.14. Iki Boyutlu Ornek Uzayinda Polinomial Fonksiyon Gdsterimi

3.2.3.1.3.3.Radyal Tabanh Fonksiyon

Radyal Tabanli siniflandirma islemi, dogrusal olmadigindan 6rnegi daha yiiksek

2
boyutlu bir uzaya tasiyarak gerceklestirir. Bu islem ig¢in exp( —y .| u — v | ) fonksiyonu
kullanilir. Sekil 3.15, Radyal tabanli fonksiyon kullanilarak farkli bir boyuta taginma ve
siniflandirma sonucunu gdstermektedir. Sekil 3.16’de, 2 boyutlu 6rnek uzayinda

siniflandirma gosterilmektedir (Karagiille, 2008).
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{a) Radval Tabanl Fonksivon {b) EBF Haritalama

Sekil 3.15. RTF ile Siniflandirilarak Farkli Boyuta Taginmasi

Sekil 3.16. Iki Boyutlu Ornek Uzayinda Radyal Tabanli Fonksiyon Gdsterimi

3.2.3.1.3.4.Sigmoid Fonksiyon
Sigmoid fonksiyon ile siniflandirma, tanh( y .u *.v + katsayt ( ) formulii kullanilarak

yapilmaktadir. Sekil 3.17°de sigmoid fonksiyon yapis1 gosterilmistir (Karagiille, 2008).

L R B B R Rt B )
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T

Sekil 3.17. Sigmoid Fonksiyon
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Ideal olarak bir DVM analizi, tamamen iki ayr1 smiflandirma sonucunu ve &zellik
vektorlerini ayiran ¢ok boyutlu diizlemi iiretmelidir. Yine de, miikkemmel siniflandirma
miimkiin olmayabilir. Modelin veriyi iyi bir sekilde genelleyemedigi ve ¢ok fazla 6zellik
vektorleri tireterek sonuca ulastigi zamanlar olabilir. Sekil 3.18’de hatali siiflandirma

ornegi goriilmektedir.

Ayrilmayan Egitim Seti

Dogrusal Avrm Kullanddiginda Gériilen Egitim Hatalan

Avnm Dhizlemi

Sekil 3.18. Hatali Smiflandirma Ornegi

Kategorileri ayirma isleminde esneklige izin vermek i¢in C parametresi kullanilir. Bu
parametre hatalar1 kontrol altina almak igin kullanilir. Ornegin sert kenarlara yumusaklik
kazandirarak daha iyi siiflandirma yapilmasini saglar. C'nin degerini artirmak, iyi bir

sekilde genellenemeyen kacan noktalarin siniflandirmasini saglar (Karagiille, 2008).

3.2.3.2. Diskriminant Analizi

Diskriminant(Ayirma) analizi, diskriminant fonksiyonlar1 ile bir nesneye ait siniflar
aras1 ayrima en fazla etki eden o6zellikleri (degiskenleri) belirlemede ve sinift bilinmeyen
yeni bir nesnenin hangi sinifa dahil olacagina karar vermede kullanilan bir analizdir. Bu
analiz genel anlamda bir ayirma iglemi olup p adet Ozellige sahip bir nesnenin, bu
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Ozelliklerinden faydalanilarak, mevcut siiflardan (grup) birine dahil olmasini veya mevcut
nesneleri birbirinden ayiracak en iyi fonksiyonlar1 bulmada kullanilan ¢ok degiskenli
istatistik yontemlerinden biridir. Diskriminant analizi, birka¢ farkli adlandirma ile
literatiirde gecer. Bunlar; kanonik Diskriminant Analizi, en ¢ok olabilirlik Diskriminant
Analizi ve Bayes Diskriminant Analizi seklindedir (Camdeviren, 2000).

Fisher (1936) yilinda, diskriminant analizinde kullanilan diskriminant
fonksiyonlarmin 6l¢iitiinii ortaya koymustur. Diskriminant fonksiyonlarindaki bu o6lgiit,
uzaklik Olgiileri, yanlis smiflandirma olasiligi ve yanlis siniflandirma maliyetini igeren
optimal yaklasimdir.

Welch (1939) yilinda, en iyi ayirmanin, hatali smiflandirma olasiligi ve yanlis
siiflandirma maliyetleri en aza indirgendiginde gerceklesecegini ortaya koymustur.

Roy (1939) yilinda, p degiskenli iki normal dagilim i¢in kovaryans matrislerinin
esitligini test etmistir.

Rao (1948) yilinda, ikiden ¢ok smif oldugunda nesneleri minimum hata ile
siiflandirmaya ¢aligmistir.

Anderson ve Bahadur (1962) yilinda, ortalamasi ve varyans-kovaryans matrisi farkl
olan ¢ok degiskenli normal dagilimlarin siniflandirilmasi tizerinde ¢alismistir. Hotelling ve
Mahalanobis’de bu ve benzeri ¢calismalarda bulunmuglardir (Emin, 1984)

Nesnelerin  siniflandirilmasinda  genel olarak bazi matematiksel esitliklerden
yararlanilir. Diskriminant fonksiyonlar1 olarak adlandirilan bu esitliklerden faydalanilarak
birbirine en ¢ok benzeyen siniflarin olusturulmast i¢in simiflarin ortak o6zellikleri
belirlenmeye calisilir. Ayirma amaci ile kullanilan bu simif karakteristikleri diskriminant
degiskenleri olarak adlandirilir. Kisaca, iki veya daha fazla sinifa ait farkliliklarin bu
diskriminant degiskenleri ile ortaya konulmasi islemidir (Klecka, 1987).

Amag, nesneler arasindaki hatali siniflandirma olasiligini en aza indirerek ait
olduklar1 siniflara ayirmak veya bu nesnelerin rastsal olarak alindiginda ait olduklar
siiflar1 belirlenmektir (Johnson ve Wichern, 2002). Bu durumda belirlenen siniflarin
ortalamalar1 arasindaki farkin maksimum olmas1 saglanmalidir.

Diskriminant Analizi, smiflar arasinda cesitli Ozellikler goz Oniline alinarak
farkliliklarin ortaya konulmasini saglar. Nesneler en az hata ile ait olduklari siniflara

ayrilmaktadir. Bu esastan hareketle nesnelerin siniflarin1 belirleyecek fonksiyonlari
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bulmaktir. iki veya daha fazla sinifin aralarindaki etkilesimin ne seviyede ve nesnelerin
Ozellikleri arasinda ne gibi farkliliklar bulundugunu ortaya koymaktir (Tiimer, 2001).
Islevsel olarak, simiflarin farkliliklarmi anlamak ve bir varligi (birey, nesne) belirli
bir sinifa veya birka¢ metrik bagimsiz 6zellige dayali olarak bir sinifa ait olmasi olasiligim
kestirmektir. Siniflar arasi farkliliga en ¢ok etki eden 6zelliklerin hangileri oldugunu ortaya

cikarir (Cangiil, 2006).

3.2.3.2.1. Cok Boyutlu Ol¢ekleme Analizi

Istatistiksel olarak kisisel tercihler, tutumlar, egilimler, inanclar ve bekleyisler gibi
davranigsal verilerin analizinde kullanilir. Cok boyutlu dlgekleme, n tane nesne (birey,
gbzlem) arasindaki uzaklik degerlerini kullanarak bu nesnelerin ¢ok boyutlu uzaydaki
konumlarini, iliski yapisini veren resmini ortaya koymayi amaglamaktadir. Uzakliklar veya
farkliliklar yardimiyla nesnelerin geometrik konumlariin belirlenmesi, sekillendirilmeleri
onemli bir konudur. Bu amagla yapilan ¢alismalarda genellikle elde edilen sekillerin ¢ok
boyut igermesi sebebiyle bu dl¢eklemelere ¢cok boyutlu dlgekleme adi verilmistir (Tatlhidil
1996).

Bu analiz belli bir dagilim varsayimi gerektirmeyen bir yontemdir. Buna karsin bu
yontemin saglamasi gereken varsayimlarin bazilart sunlardir: n tane nesne ya da birim
arasindaki uzakliklar1 kullanir. Bu uzakliklar simetrik ve yansimalidir. Veri tipini dogru
olarak belirlemek gerekir (Ornegin; simiflamali, siral, esit aralikli veya orantili). Analiz
edilecek veriler farkliliklar belirtiyor ise, farkliliklar matrisi nicel degerler igcermelidir

(Cangtil, 20006).

3.2.3.2.2. Cok Degiskenli Normal Dagilim

Can egrisi seklindeki normal dagilimin ¢esitli boyutlara genellestirilmesi ¢ok
degiskenli istatistikte nemli bir rol oynar. Aslinda birgok istatistiksel teknik, verilerin ¢ok
degiskenli normal bir dagilimdan iiretildigi varsayimina dayanmaktadir. Gergek veriler
hicbir zaman tam olarak c¢ok degiskenli normal dagilima sahip olamasalar da normal
dagilim ¢ogunlukla “dogru” ana kiitle dagilimina olduk¢a yaklagmaktadir (Cangiil, 2006).

Cok degiskenli istatistiksel analiz tekniklerinin ¢ogunda, Orneklemlerin ¢ok
degiskenli normal dagiliml kiitlelerden geldigi kabul edilmektedir. Cok degiskenli normal
dagilimi kullanmanin avantajlar1 vardir. Bunlardan bazilarini su sekilde siralayabiliriz:

Cok degiskenli normal dagilim,
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* Matematiksel olarak incelenmesi, ¢oziimlenmesi ve sonuglarin yorumlanmasi
acisindan kolay olan dagilimdir.

* Dogada siirekli degisken igeren ¢ok degiskenli olaylar normal dagilim
gosterir. Birgok uygulamaci, diger dagilimlarla ilgili yaklasimlar yaygin kullanima sahip
olmadigindan ayrintili bilgiye sahip olmayabilir.

* Cok degiskenli istatistiklerin 6rneklem dagilimlar1 merkezi limit teoremi etkisinden
dolay1 ¢ok degiskenli normal dagilim gdsterir.

* Cogu problemin incelenmesinde normal dagilim varsayimlarininkullaniimasi
oldukca tutarli bir yaklagimdir.

Cok degiskenli normal dagilimin bir avantaji matematiksel olarak anlasilir olmasi ve
bir¢ok faydali sonucun elde edilebilmesidir. Bu genellikle diger veri iireten dagilimlarda
rastlanmayan bir Ozelliktir. Tabii matematiksel ¢ekiciligi pratik uygulama yapan bir
aragtirmacinin ¢ok da isine yaramaz. Bununla birlikte normal dagilimlar uygulamada iki
sebepten dolay1 faydalidir. Ik olarak normal dagilim bazi durumlarda dogal bir kiitle
modeli olarak hizmet vermektedir. Ikinci olarak ta bircok c¢ok degiskenli istatistik
orneklem dagilimlart merkezi-limit teoreminin etkisiyle ana kiitleye bagli olmaksizin
yaklagik olarak normaldir (Cangiil, 2006).

Ozet olarak, birgok dogal problem normal dagilim teorisine yaklasik sonuglar
vermektedir. Esasen normal dagilimin 6nemi, hem bazi dogal olaylara karsilik gelen bir
ana kiitle modelinden, hem de bircok istatistik uygulamasi i¢in uygun bir 6rneklem
dagilimina sahip olmasindan kaynaklanir (Cangiil, 2006).
3.2.3.2.3. Tek Degiskenli Normal Dagilim Esitlikleri

Ortalama degeri u ve varyanst o olan tek degiskenli normal dagilimmn olasilik

yogunluk fonksiyonu asagidaki sekildedir.

1 ~{(x—p)/ 0T 12 —O<X<®

f(x)= = o250 (3.24)

Bu fonksiyonun sekli, Sekil 3.10’de goriildiigii gibi ¢ana benzedigi i¢in ¢an egrisi

olarak ta adlandirilir. Sekilde ayrica egri altinda kalan ve ortalamadan +1 ve £2 standart
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sapmaya karsilik gelen kisimlar gosterilmistir. Bu alanlar olasiliklari gosterir. Normal

rastsal X degiskeni i¢in,

P(u—o<X<u+o0)=0,68
P(u—20< X <u+20)=095
P(u-30c<X<u+30)=09973

yazilabilir.
Ortalamast x4 ve varyansi o~ olan normal yogunluk fonksiyonu N(u, o) ile Sekil

3.19°daki gibi gosterilir.

v

W36 p-2o -0 uto pt20  pt3c

b)

O
v

30 p2o H-0 Hto pt2o  pti3c

Sekil 3.19.(a),(b) Ortalamas1 4 ve varyansi o ? olan bir normal yogunluk ve egri altindaki

alanlar.

Tek degiskenli normal yogunluk fonksiyonunun tissiindeki,
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[x;f‘j = (x—u)(0%) " (x— ) (3.25)

terimi x ten u’ye kadar olan uzakligin standart sapma birimi cinsinden karesini

olgmektedir. Bu durum cesitli degiskenlerin gozlemlerinden olusan px1 boyutlu bir x

vektoriine su sekilde genellestirilebilir:

(x—p) X7 (x—p)
(3.26)

px1 boyutlu bir 1 vektdrii X rastsal vektoriiniin beklenen degerini belirtmektedir.
px p boyutlu > matrisi ise X ’in varyans-kovaryans matrisidir. Simetrik >, matrisinin
pozitif taniml1 oldugu varsayildiginda, bu son denklem x ’ten u ’ye olan genellestirilmis
uzakligin karesidir (Cangiil, 2006).
3.2.3.2.4. Cok Degiskenli Normal Dagilim Esitlikleri

Cok degiskenli normal yogunluk, tek degiskenli normal yogunlugun ¢ok boyuta
( p > 2) genellestirilmesi ile elde edilir (Cangiil, 2006).

Cok degiskenli normal yogunluk, (3.24)’deki yogunluk fonksiyonundaki tek

degiskenli uzakligin (3.25) cok degiskenli genellestirilmis uzaklikla (3.36) degistirilmesi
ile elde edilir. Bu degisiklik yapildiginda tek degiskenli normallestirme sabiti

olan(27)""*(¢*)"*’nin, herhangi bir p boyutu i¢in ¢ok degiskenli yogunluk
fonksiyonunun yiizeyi altinda kalan hacmi birim deger yapacak sekilde daha genel bir

sabitle degistirilmesi gerekir. Bu ¢ok degiskenli durumda olasiliklar, x; degerlerinin

olusturdugu bolgeler {izerinde tanimlanan yiizeyler altinda kalan hacimler cinsinden ifade
—1/2

ediliyor olmalar1 sebebiyle gereklidir. Bu sabit su sekilde, (27)"'? |Z| gosterilebilir.

Bundan hareketle, sonug olarak bir X =[X,,X,,.., X ]rastsal vektori i¢in p-boyutlu bir

normal yogunluk, 7 =1,2,...,p igin —o0 <x; <o olmak iizere,
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_ 1 —(x=)' T (x=p) /2
S(x)= W@ (3.27)

seklinde ifade edilir. Bu durumda p-boyutlu normal yogunluk, tek degiskenli durumdan tek
farki p indisi ile N, (1, 2) seklinde gosterilir (Cangiil, 2006).

3.2.3.2.5. Diskriminant Analizinin Varsayimlari

Diskriminant Analizi, hangi degiskenlerde daha fazla farklilik olustugunun
belirlenmesinde de kullanilir. Bdylece gruplarin ayrilmasinda etkin olan faktorlerin tespit
edilmesini de saglar. Elde edilen fonksiyonlarla gercek gruplarin karsilastirilmasi yapilarak
fonksiyonlarin yeterli olup olmadiklar test edilebilir. (Ergetin, 1993).

Diskriminant Analizi, hatali siniflandirma olasiligin1 en aza indirgeyerek birimleri ait
olduklar1 gruplara ayirmak amacina yonelik olan, istatistiksel bir karar verme yontemidir
(Tathdil, 1996).

Diskriminant Analizi, X veri setindeki degiskenlerin iki veya daha fazla gergek
gruplara ayrilmasini belirlemek amaciyla yararlanilan bir yéntemdir (Ozdamar, 1999).

Ayirt edici degiskenlerin sahip olabilecekleri istatistiksel ozelliklerle ilgili bazi
kisitlamalar vardir. Hi¢ bir degisken diger ayirt edici degiskenlerin bir lineer bilesimi
olmamalidir. Bir lineer bilesim sabit katsayilar ile carpilan bir ya da daha ¢ok degiskenin
agirlikli toplamidir. Bu yiizden bir aragtirmaci bu degiskenlerin yaninda bunlarin toplamini
ya da ortalamasini kullanma sansina sahip olmaz. Birbiri ile olduk¢a uyumlu iki degiskeni
de ayni anda kullanamayiz. Lineer bilesimlere karsi olan bu kisitlama sezgisel olarak
anlamli olsa da matematiksel olarak gereklidir. Lineer bilesim olarak elde edilecek bir
degisken, bilesenlerin sahip oldugu bilgilerin Otesinde yeni bir bilgi icermediginden
kullanimi1 gereksizdir (Cangiil, 2006).

Birgok uygulamada gerekli olan bir baska varsayim her bir grup i¢in kovaryans
matrislerinin esit olmasidir. En kolay ve sikc¢a kullanilan Diskriminant Analizi, tlirii ayirt
edici degiskenlerin basit bir lineer bilesimi seklinde olan bir lineer diskriminant fonksiyonu
kullanmaktadir. Bu yontem en kolay olanmidir. Ciinkii esit grup kovaryans matrisleri
varsayimi diskriminant fonksiyonu ve belli bagli 6nem testlerini hesaplamada kullanilan
formiillerin  basitlestirilmesini  saglar. Diskriminant Analizi, gruplarin kovaryans
matrislerinin esit olup olmamasina gore farkli bigimlerde uygulanabilmektedir. Her ne

kadar Diskriminant Analizinin temel varsayimlarindan birisi gruplarin kovaryans
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matrislerinin birbirine esit oldugu biciminde ise de bu varsayim gecerli olmamasi
durumlarinda da Diskriminant Analizi yapilabilmektedir (Cangiil, 2006).

Bir baska varsayim, her bir grubun ¢ok degiskenli normal dagilima sahip bir kiitleden
geldigidir. Bu sekilde bir dagilim da her degiskenin, sabit degerler etrafinda normal bir
dagilima sahip olmalart durumunda ortaya ¢ikar. Bu durum, 6nem testlerinin ve grup
tiyeliklerinin olasiliklarinin  kesin olarak hesaplanabilmesini saglar. Bu varsayim
kaldirilmasi durumunda hesaplanan olasiliklar dogru degildir (Cangiil, 2006).

Diskriminant Analizi ayn1 zamanda birbirine girmis ortak 6zelliklere sahip gruplari
birbirinden ayirmak i¢in grup ortalama vektorlerini birbirinden ayiracak fonksiyonlar
gelistiren bir yontemdir (Cangiil, 2006).

Diskriminant Analizi; Varyans Analizi (ANOVA) ve Coklu-Degiskenli Varyans
Analizi (MANOVA) yontemleri gibi gruplart ortalamalarina (ortalama vektorlerine) gore
ortak ortalamadan (ortalama vektoriinden) farkli olmalarin1 saglayacak bir ayirma kriteri
gelistirmeyi amaclayan bir yontemdir. Bu nedenle veri setlerine Diskriminant Analizi
uygulanabilmesi i¢in veri setlerinin ANOVA ve MANOVA uygulamasi igin gerekli olan
asagidaki varsayimlari tagimasi gerekir.

1) X veri matrisi ¢ok degiskenli normal dagilim gostermelidir.

2) Degiskenlerin varyans ve kovaryanslart homojen olmalidir. X matrisinde yer alan
degiskenler ortak kovaryans matrisine sahip ¢ok degiskenli ana kiitleden c¢ekilmis 6rnekler
olmalidir.

3) Degiskenlerin ortalamalar1 ve varyanslari arasinda bir korelasyon bulunmamalidir.

4) Degiskenler arasinda ¢oklu bagimlilik bulunmamalidir.

5) X matrisi gruplarin birbirinden ayrilmasinda rol oynamayacak gereksiz degisken
icermemeli, gruplarin birbirinden ayrilmasin1 saglayacak kadar dogru ve gerekli
degiskenleri igermelidir.

Bu varsayimlar Diskriminant Analizine genelde yapilan yaklasimlara dayali bir
matematiksel model ortaya koyar. Eger belli bir problemin verileri varsayimlari

saglamazsa istatistiksel sonuglar tam olarak gercegi yansitmayacaktir.
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Ayirtedict  Gryplar
degiskenler

X

X

Sekil 3.20. Ayirt edici degiskenler ve gruplar arasindaki iliskiler

Gruplart bir tek seviye degiskeni yardimi ile tanimlanmis olarak distiniirsek
Diskriminant Analizinin bir seviye degiskenini ¢esitli aralik seviye degiskenlerine atayan
bir teknik oldugunu goriiriiz (Cangiil, 2006).

Diskriminant Analizinin altinda yatan matematiksel kavramlar su sekilde
Ozetlenebilir:

g : grup sayisl

p : ayirt edici degiskenlerin sayisi

n; : i grubundaki durumlarin sayisi

n. : tim gruplardaki tiim durumlarin sayisi.

Tilim istatistiksel ve matematiksel modellerde oldugu gibi, Diskriminant Analizi de
baz1 varsayimlara dayanmaktadir. Analizin ayirim giici dayandigi varsayimlarin
saglanmasina ya da bu varsayimlar karsisinda saglam olmasina baghidir. Ozellikle modelin
basarisinin, beklenenden diisiik ¢iktigi durumlarda, dogru yorumda bulunabilmek i¢in bu
varsayimlarin test edilmesi gerekmektedir. Diskriminant Analizinin varsayimlari su sekilde
ifade edilebilir:

1) Ana kiitle belli 6zelliklere gore gruplanabilir (Tatsuoka, 1976). Birbirinden farkli
iki veya daha fazla grup s6z konusu olmalidir (Polat, 1995). Yani g > 2 ’dir.

2) Her grupta en az iki durum olmalidir: n, >22.

3) Veriler ana kiitleden rastsal olarak secilmistir.
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4) Toplam durum sayisinin 2 eksiginden az olmak kaydiyla herhangi sayida ayirt

edici degisken olmalidir: 0 < p<n—2.

5) Ayirt edici degiskenler 1. 6lgek seviyesinde Olgiiliirler.

6) Hicbir ayirt edici degisken diger ayirt edici degiskenlerin lineer bilesimi olamaz.

7) Ozel formiiller kullamlmadikca her bir grup igin kovaryans matrisleri (yaklasik
olarak) esittir. Gruplara ait ortalamalar ve kovaryans matrisi énceden bilinir. Gruplarin
kovaryans (sapma) matrisleri esittir (Karels ve Prakash, 1987). Bu varsayimin
saglanmadig1 durumlarda, Diskriminant Analizinin karesel (kuadratik) formu kullanilabilir.

8) Her bir grup, ayirt edici degiskenler tizerindeki ¢ok degiskenli normal dagilima
sahip bir 6rnek grubundan alinir. Bagimsiz degiskenler ¢cok boyutlu normal dagilima
sahiptirler (Leeuwen, 1985).

9) Gruplarin esit sayida birimden olusmadigi durumlarda, {yelerin 6ncelikli
olasiliklarinin bilindigi varsayilir.

10) Herhangi bir durumun yanls siniflandirilmasinin maliyeti 6nceden bellidir.

Bu varsayimlardan bir ya da daha fazlasinin saglanmadigi durumda, Diskriminant
Analizi optimum bir siniflandirma ortaya koyamayacaktir (Cangiil, 2006).

Buraya kadar siniflandirmaya esas olan varsayim her grubun esit olarak
degerlendirilmesine dayalidir. Uygulamada bu istenen bir durum olmayabilir. Ornegin bir
veri setinin %90 bir gruba kalan %10 kismi bir baska gruba dahil olsun. Higbir hesap
yapmaksizin verilen yeni bir dl¢limiin ilk gruba dahil olma olasiliginin yiiksek oldugu
asikardir. Yeni ol¢limiin diger gruba ait kuvvetli 6zelliklerinin olmadig1 durumda ilk gruba
sinifflanmast mantiklidir.  Bu durumda, smiflandirmaya ait sonradan ortaya c¢ikan
olasiliklarin 6ncelikli olasiliklara katilmas1 gerekebilir.

Bir bagka olasilikta, yanlis siniflandirmanin bedelinin gruplara gore ciddi farkliliklar
gosterdigi durumdur. Bunu su sekilde acgiklayalim. Siniflandirmada yanliglik yapildiginda
hasta, bir tiimor kotli huylu oldugu halde iyi huylu diye siniflandirildiginda, iyi huylu
oldugu halde kétii huylu diye siniflandirilmasina gore daha ¢ok zarar gorecegi ihtimali
yiiksektir. Bu olasiliklar oncelikli olasiliklara benzer bir sekilde kullanilabilir (Cangiil,

2006).

3.2.3.2.6. Diskriminant Analizine Geometrik Yaklasim
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Diskriminant analizinin geometrik yorumunu yapmak i¢in pozitif x; ve x,
ozelliklerine sahip K, ve K, smiflarindan N, ve N, adet nesnenin oldugunu disiinelim.

Bu nesnelerin aldigi x; ve x, ozellik degerleri 6klidyen uzayda N, ve N, adet noktaya
karsilik gelir. Bu noktalarin olusturdugu normal dagilima sahip bulutlar ise bir elips olarak
cizilebilir (Unal, 2006).

Ormegin I dogrusu K, ve K, smifina ait iki boyutlu 6zellik uzaymni ayiran J

dogrusuna dik bir dogru olsun (Sekil 3.4). K, ve K, smiflarina ait nesneleri temsil eden

noktalarin izdiisimleri / dogrusu fiizerine disiirilir. K, ve K, smiflarinin / dogrusu
tizerindeki ortalama vektorlerinin izdiisiimii arasindaki varyans, en biiyiiklenmis olur.

Nesnelere ait p adet Ozelliklerinin / dogrusu iizerindeki izdiisiimleri, lineer bir
doniistimle bulunur. Bu durumda 7 ekseni, nesnelerin p adet 6zelligi dikkate alinarak
olusturulan bir ayirma eksenine donlismiis olur. Bu dogru ayni zamanda diskriminant
fonksiyonlarini temsil eder.

I ve J dogrularinin kesistigi w noktasi, bu tek boyutlu ayirma uzayini S; ve S> olmak
tizere iki bolgeye ayirir. Sonug olarak S; bolgesine izdiislimii diisen bir nesne kiigiik bir

hata ile K, smifina ve S, bolgesine diisen ise K, simifina siniflandirilmis olur.

X2

X

i

I

Sekil 3.21. Diskriminant analizine geometrik yaklasim.
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Ayirma ekseni /, K, ve K, smiflarinin ¢ok degiskenli normal dagilima ve ortak

varyans-kovaryans’a sahip olmalar1 varsayimi iizerine olusturulmustur. Bu iki varsayim
altinda J dogrusu, iki sinifi birbirinden ayiran en iyi dogru olacaktir. Aksi takdirde bu
dogru, en iyi ayirma dogrusu olmayacaktir (Unsal ve Giiler, 2005).

Diskriminant analizinin uygulama adimlari su sekildedir:

» Oncelikli grup iiyelikleri belirlenir.

* Analize alinan gruplar arasinda fark olup olmadigi, Bartlett’in Ki-kare test
istatistigi ile test edilir. Test sonucu gruplar arasinda anlamli bir fark varsa, analize devam
edilir.

» Kullanilacak degiskenler segilir. Degisken seciminde Oncelikli bilgi ya da istatistiki
yontemler uygulanabilir.

* Degiskenler arasinda coklu baglantinin olup olmadigi incelenir. Bu amagla
birlestirilmis grup ici korelasyon matrisi incelenir. Bu matristeki korelasyon degerleri
mutlak degerce %75’den biiylik ise degiskenlerden bir kisminin atilmasi gerekir. Bu

adimin sonunda degisken kiimesi belirlenmis olur.

« W'B matrisinin Ozdegerleri ve bu 6zdegerlere iliskin 6zvektorler bulunur. Bu
ozvektorler, diskriminant fonksiyonlar1 icin gerekli agirliklar1 verir. Diskriminant
fonksiyonlarinin anlamlilik testi de bu 6zdegerler kullanilarak yapilir. Eger herhangi bir
fonksiyon anlamli ise yaptig1 ayrimin basarili oldugu sdylenebilir.

» Standartlastirilmamis diskriminant fonksiyonu kullanilarak her bir birey igin
diskriminant fonksiyonu degerleri elde edilir. Bu degerler smiflandirma asamasinda
kullanilacaktir.

* Grup iiyelikleri i¢in Oncelikli olasiliklar belirlenir. Daha sonra bu olasiliklar ve
diskriminant skorlar1 kullanilarak sonsal olasiliklar elde edilir. Bireyin sahip oldugu en
biiylik sonsal olasilik tespit edilir. Bu olasilig1 veren grubun o bireyin ait oldugu grup
oldugu tahmin edilir ve birey siniflandirilmis olur.

* Her bir birey siniflandirildiktan sonra, diskriminant fonksiyonunun basarisi, dogru

smiflandirma yiizdesi incelenerek tespit edilebilir (Ozdamar, 2002).

3.2.3.2.7. Lineer Diskriminant Analizi (LDA)
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Diskriminant analizinde temel amag, gruplar arasi kareler toplaminin, gruplar ici
kareler toplamina oranin1 maksimum yapacak p adet 6zelligi ayiracak dogrusal bileseni

bulmaktir (Unal, 2006).

F = max [Gruplar arast kareler toplamlj

Gruplar i¢i kareler toplami1 (3.28)

Bu problem istatistiksel olarak su sekilde gosterilir; p adet nesnenin g adet sinifa

ayrildigini diigiinelim. £. sinifta N, adet nesne ve toplam nesne sayis1 N olsun. Her nesne

icin p adet ozellik X, X

D 9eees

X, verilmis olsun. Bu durumda grup ortalama vektord,

Ny

> X, sk=12,..g (3.29)

.

ve genel ortalama vektorii ise,

Ny

1 g
H =WZZX,* (3.30)
k=1 i=1

seklindedir. Cok-degiskenli varyans analizinden (MANOVA), toplam ¢arpimlar ve kareler

toplamu,

T=§Zk(X,~k—ﬂ)(X,-k—ﬂ)T (3.31)

k=1 i=1

gruplar arasi ¢arpimlar ve kareler toplama,

B=3" (e~ )tt, ~ 1) (3.32)

k=1 i=1

grup ici carpimlar ve kareler toplami,
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Ny

W =22 (X = )Xy — 1) (3.33)

g g
W =
k=1 k=1 i=1
seklindedir. Her ti¢ carpimlar ve kareler toplami arasinda,

r=B+Ww (3.34)

seklinde bir bagmt1 vardir. Bu degerler serbestlik dereceleri boliiniirse, toplam varyans,

gruplar aras1 varyans ve gruplar i¢i varyans agagidaki gibi olur.

1
S, = (ﬁj T (3.35)
o (1
] B (3.36)
(1
Sy = (—N_g] w (3.37)

Diskriminant analizinin temel varsayimindan asagidaki ol¢iit ortaya ¢ikar;

4= u’ Bu
W (3.38)
Burada,
U
U,
u= : (3.39)
P _lpx1
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px1 boyutlu katsayilar vektoriidiir. Lagrange yontemine gore, A nin siitun vektori

olan u” ’ye gore kismi tiirevi alinarak sifira esitlenir.

04 _ 2[(Bu)(uTWu) - (uTBu)(WU)J -0

(3.46)’daki esitlik, u"Wu =1 kisitlamasi kullanilarak (3.47)’deki esitlik halini alir.
Bu—AWu=0 (3.41)

Bu esitlik, /' matrisinin tersi W' matrisi ile soldan ¢arpilirsa, asagidaki esitlik (3.42)
elde edilir.

W'B-Au=0 (3.42)

Ozdeger olarak adlandirilan A ’nin koklerini bulan, her 4 degeri icin (3.49)’daki

denklemin ¢oziimii aranan u vektoriinii verir.
B~ 21|=0 (3.43)
A ’nm i. kokii igin bulunan vektor u, ile gosterilirse, i. diskriminant fonksiyonu,

fi=uX, (3.44)

seklinde ifade edilir. Buna gore, p tane ayiric1 Ozellik i¢in, k. gruptaki, n. nesne igin

diskriminant fonksiyonu,

f}m = ulekn + u2X2kn +ot upokn (345)
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seklini alir.

Burada;

X,: 1. nesnelere ait Ozellikler (i=1,2,...,p), k. gruptaki (k=1,2,..,g), n. nesne

(n=12,...,N,) i¢in degeri,

u, : diskriminant fonksiyonunun i. katsayisi,

g : siif sayisi,

Bu u degerleri “istenilen diskriminant fonksiyonunun standart olmayan ham
katsayilar1" olarak tanimlanir (Unal, 2006).

Diskriminant fonksiyonlarinin yorumunu kolaylastirmasi agisindan ham katsayailar,

donilisim yapilarak farkli katsayilara doniistiiriilebilir. Bu katsayilar, veri seti

standartlagtiritlmadan asagidaki doniistimler yapilarak bulunur (Ediz, 1997).

p
vi=uJN-g ve vy=—> uu, (3.46)
i=1

Doniistim isleminden sonra diskriminant fonksiyonu,
Jin =Vo TV X 1 TV X0, +...+vap,m (3.47)

seklinde elde edilir.

Katsayilarda yapilan diizeltme islemi ile diskriminant fonksiyonlarinin eksen
merkezi, sistemin merkezi olarak kabul edilen diskriminant fonksiyonlarinin tiimiiniin sifir
degeri aldig1 noktaya kayar. Bu sekilde herhangi bir nesnenin diskriminant fonksiyonu
degerine bakilarak sistem merkezinden ne kadar uzakta ve ne yonde oldugu da
belirlenebilir (Klecka, 1987).

Standart olmayan katsayilar, her bir 6zelligin siniflandirma islemine olan etkilerini
gosterir (Ediz, 1997). Hangi degiskenin siniflandirma etkisinin daha fazla oldugunu
sorgulamak i¢in katsayilarin mutlak degerine bakilir. Mutlak degerce biiyiik olan

katsayilarin siniflandirmaya etkisi de biiyiik olacaktir (Pouisen ve French, 2003).

3.2.3.2.8. Lineer Diskriminant Fonksiyonunun Katsayilari
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p adet Ozellige sahip nesnelerin lineer aymriminda kullanilacak diskriminant

fonksiyonu asagidaki sekilde verilir,
Jin =V X, T X+ v, X ;1=12,...k (3.48)

Burada;

f;: 1. diskriminant fonksiyonu,

v = Z_l(,ul-) ;i=12,..k 5 j=12,..,p (3.49)

v, : dogrusal diskriminant fonksiyonun katsayilari,

> Ortak (pooled) varyans-kovaryans matrisinin tersi,

4 : 1. sinifinin ortalama vektorti, i=1,2,....k

1 e .
vio=—[5j (1) 27 (1) si=12,k (3.50)

v, . sabit deger,
yl,T : 1. sinifin ortalama vektoriiniin transpozu, i =1,2,....k

Diskriminant fonksiyonun karar kurali,
fi(X) =max { £,(X,), £,(X)),er [, (X)) } si=12,k (3.51)

seklinde olur.

Iki sinif arasinda benzerlik olmasi durumunda, sadece bir diskriminant fonksiyonu
olusturulabilir. bu diskriminant fonksiyonu ortak diskriminant fonksiyonu olarak
adlandirilir. Bu durumda ortak dogrusal diskriminant fonksiyonuna ait katsayilar, su

sekilde bulunur (Sangiin, 2007).

Vo =27 (14— 11y) (3.52)
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Burada;
V,, : birinci ve ikinci bilesen katsayilarinin ortak vektoriinii,
A, : Birinci sinifa ait ortalama vektord,

4, : Ikinci sinifa ait ortalama vektorii,

_Yio TV

5 (3.53)

Vo

v,, : Birinci fonksiyona ait sabit deger,
v,,: Ikinci fonksiyona ait sabit deger,

Dij2 : Mahalanobis uzakligi,

Mabhalanobis uzakligi, p adet 6zellige sahip iki nokta arasindaki en biiyiik uzaklig
veren karesel bir ifadedir. Su sekilde formiile edilir;

A 11,) =D, = (py — 1) X7 (= 1) (3.54)

Herhangi bir nesnenin veya yeni bir nesnenin k adet smiftan hangisine
siiflandirilacagina ait karar verme kurallart ;

_ 1 _ . .
(1 — :uz)z : Xy 2 (Ej (1, — :uz)T )y 1(:ul +u,) ;ise birinci sinifa (3.55)

_ 1 _ ..
(1 _:uz)z : X, < (Ej (1 _;uz)T )3 1(/“1 + M)  j1se ikinci simifa (3.56)

siiflandirilir (Sangiin, 2007).

Burada;
X,: Herhangi bir nesneye ait ozellik vektoriidiir (Sharma,1996; Rencher, 2002;
Timm, 2002; Ozdamar 2004; Velilla ve Hernandez, 2005; Sueyoshi, 2006).

3.2.3.3.Yapay Sinir Aglar1
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Dogrusal ve oOzellikle dogrusal olmayan siireglerde, YSA’nin esleme, paralellik,
O0grenme ve uyarlanma gibi 6zelliklerinden faydalanilmaktadir. YSA; paralellik 6zelligine
sahip, algoritmik ve sayisal olmayan bir bilgi isleme sistemidir. Basit¢ce ¢ok sayida icten
birbirine bagl yapay sinir hiicresi olarak isimlendirilen yapilardan olugsmaktadir ((Tasan,
2008)).

YSA’nin bu sayilan 6zelliklerinden 6tiirii, son yillarda ona karsi ilgi biiyiik bir artig
gostermistir. Havacilik, otomotiv, bankacilik, savunma sanayi, elektronik, eglence, finans,
enddistri, tip, robotik, ses, giivenlik ve haberlesme gibi degisik konularda uygulamalar

bulunmaktadir.

3.2.3.3.1.Yapay Sinir Aglarimin Temel Ozellikleri

Yapay sinir aglari, insan sinir hiicrelerinin ve sinir agmin biyolojik yapisindan
esinlenmistir. YSA, insan sinir sisteminin en kii¢lik birimi olan sinir hiicresine (neuron)
benzer elemanlar olan islem birimlerinden olusmaktadir. insan beyninin ¢aligmasi ile
benzer ozellikler gostermektedir. Ornegin; tecriibe ederek ogrenebilirler, &nceden
Ogrenilmis bilgilerden tlimevarim yapabilirler ve yeni sonucglar c¢ikarabilirler. Bu
benzerliklere ragmen, YSA’nin yakin bir gelecekte insan beyninin yapabildigi her seyi
yapabilecegini sdylemek yanlis olur.

Insan beyninde yaklasik 1010 sinir hiicresi ve hiicre basina da baglanti sayisinin 104
civarinda olmasi beynin ¢ok karmagsik bir yap1 oldugunu anlamamiz igin yeterlidir. Her
sinir hiicresi kendi baglantilarindan ve diger sinir hiicrelerinden veya dis diinyadan bilgi
alabilir. Sinir hiicreleri birden fazla ¢ikis isareti verebilir. YSA’nin fiziksel yapist basitce

Sekil 3.22°te gosterilmistir (Tasan, 2008).
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Xi
Girisler

X5

Cikislar

Xa

Katmanlar

Sekil 3.22. Yapay Sinir Aginin Fiziksel Yapist

3.2.3.3.2.Yapay Sinir Hiicresi Modeli
Bir yapay sinir hiicresi, bir “t” aninda yalnizca bir isaret gonderebilir. Bu islem
esnasinda yapay sinir hiicresinin girisine gelen isaretler agirlik katsayilari ile carpilip, daha

sonra da toplanirlar. Bu durum, Denklem 4.1° de gosterilmistir.

n
Net =3 x,w, (3.57)
i=1

(Y3}

Denklem 4.1°de “Net” ad1 verilen ifade agirlikli girislerin cebirsel toplamidir. “x” ise
giriglerin olusturdugu vektor, “w” ise agirliklarin olusturdugu vektordiir.

Her girisin kendi agirlik degerleri vardir. Girisler agirhik degerleriyle ¢arpildiktan
sonra toplanirlar ve bu degere esik degeri eklendikten sonra “f” aktivasyon
fonksiyonundan gecirilir (Sekil 3.23). Aktivasyon fonksiyonu olarak genellikle Sekil
3.24°de gosterilen tipler kullanilmaktadir.
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Giris Genel Yapay Sinir Hiicresi

f N r N

‘.'?
.
oA

P,

JTWp b))

Sekil 3.23. Temel yapay sinir hiicre yapisi.

a = purelinin) (C)

Sekil 3.24. Aktivasyon fonksiyonlari; (a) Log-sigmoit aktivasyon fonksiyonu, (b) Tan-

sigmoit aktivasyon fonksiyonu, (¢) Dogrusal aktivasyon fonksiyonu.

Ag, tek katmanli olabildigi gibi ¢cok katmanli da olabilir. Bu durumda, giris ve ¢ikis

katmanlar1 digindaki katmanlara gizli katman (hidden layer) denmektedir ve Sekil 3.25°te

cok katmanl algilayici ag yapis1 goriinmektedir.
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Input Hidden Layer Output Layer
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Sekil 3.25. Cok katmanli ag yapisi.

Giris ile yapay sinir hiicresinin aktivasyon fonksiyonunun isleme tabi tutulmasi
sonucunda bir ¢ikis elde ederiz. Bu fonksiyon, dogrusal olmayan bir fonksiyondur. Ayni
zamanda esik degeri se¢imi “b” ile birlikte bu fonksiyon se¢imi yapay sinir hiicresinin
modelini belirler. Genelde sigmoit fonksiyonu tercih edilir.

YSA, katman olarak adlandirilan bdliimlerden olugmaktadir. Katman sayisi tek ise
bu yapilara tek katmanli ag, katman sayis1 birden fazla ise ¢ok katmanli aglar denir (Sekil
3.25). Tek katmanli aglarin c¢esitli uygulamalarda smirli yetenek gdosterdikleri
ispatlanmistir. Cok kath aglarda her katmandaki yapay sinir hiicresi sayisi farkli olabilir.
Aragtirmacilar ¢cok katmanli aglarin egitilmesine izin veren algoritmalar gelistirmislerdir
(Zurada, 1992). Eslenik gradyan yontemleri, bu algoritmalardan yaygin olanmidir. Bu
algoritma her yaklagimda arama yapmaktadir. Boylece, her arastirma igin agin girislere
verdigi cevabin defalarca hesaplanmasi gerekmektedir. Bu ¢alismada kullanilan 6lgekli-
eslenik gradyan (SCG; Scaled-Conjugate Gradient) yontemi ile zaman gecikmesine sebep

olan yol arama algoritmasi kullanilmamaktadir (Tasan, 2008).

3.2.3.3.3. Tek katmanli-ileri beslemeli sinir aglar1 (FFNN)

Yapay Sinir Aglarinda en basit ag yapisi, tek katmanli ileri beslemeli yapay sinir
agidir. Bu tip agda, temel katmanlardan olan ara katmanlar yoktur. Ag sadece bir giris
katman1 ve bir ¢ikis katmanindan olusur. Bu tip agin yapisina bir 6rnek Sekil.3.26’da
gdsterilmistir. Ileri besleme denmesinin sebebi, bilginin giristen cikisa dogru ilerlemesidir.
Giris katmani giren bilgi lizerinde hicbir islem yapmadan veriyi ¢ikis katmanina iletir ve

bu ylizden Tek katmanli olarak isimlendirilir (Bozkurt, 2007).
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Giris Katmami  Cikis Katmani

Sekil 3.26. Tek katmanli yapay sinir ag1

3.2.3.3.4. Cok katmanli-ileri beslemeli sinir aglar1 (MLFFNN)

Cok katmanli yapay sinir aglari, tek katmanhidan farkli olarak, giris ve c¢ikis
katmanlar1 arasinda bir veya daha fazla gizli katman (ara katman) igerir. Bu agin yapisina
bir 6rnek Sekil.3.27°da verilmistir. Gizli katmanlar giris ve ¢ikis katmanlari arasinda yer
alir ve bilgiyi islemek adina islemler yaparlar. Giris katmani genis oldugunda gizli
katmanlar sayesinde yiiksek dereceli istatistiksel bilgi elde edilebilir. Cok katmanl
yapilarda bir katmanin ¢ikis isaretleri bir sonraki katmana giris isareti olarak verilir. Eger
bir yapay sinir aginda giris katmaninda m adet giris diigiimii, ilk gizli katmanda hl adet
noron, ikinci gizli katmanda h2 adet néron ve ¢ikis katmaninda ise q adet noron var ise, bu
cok katmanli ileri besleme agina m-h1-h2-q ag1 denir. Eger her katman i¢in, bir katmanda
bulunan néronlar bir sonraki katmanin tiim néronlarina bagliysa bu tip aga tam baglantili

ag denir. Tersi durumda ise aga kismi baglantili ag ad1 verilir (Bozkurt, 2007).

--»

Giris Katmam 1. Gizli Katman n. Gizli Katman Cikis Katmani
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Sekil 3.27. Cok katmanli yapay sinir ag1

3.2.3.4.0lasilikh Sinir Aglar:

Olasiliksal sinir ag1 (PNN, Probabilistic Neural Network) bir Bayes siiflandiricinin
parametrik olmayan bir gerceklemesini géz Oniinde bulundurabilir. Bilinmeyen sart
yogunluklar1 Parzen pencereleri kullanilarak tahmin edilir ve Bayes karar kurali en yiiksek
olasiligin ¢ikis kategorisini elde etmek icin uygulanir. PNN egitim verisinin temel
dagitimina gore hi¢ bir varsayimin yapilmadigi serbest model (modelden bagimsiz) bir

tahmin edici olarak diisiiniilebilir (Giilliioglu, 2007).

3.2.3.4.1.Matematiksel Temel

PNN ‘nin temelini teskil eden fikir Parzen pencerelerini kullanarak bilinmeyen sart
yogunluklarin1 tahmin etmektir. Parzen‘in teknigi verilen bir kategorinin her bir egitim
vektorii ¢evresinde n-boyutlu bir Gauss fonksiyonu merkezlemektir. Verilen kategorinin
dogru olasilik yogunluk fonksiyonlarinin (oyf) bir tahmini olarak bu bireysel gauss
servislerinin {istline konan, 6l¢ekleme (boliintli) ile ayrilir. n artirimlar ile, tahmin edilen

oyf yaklasimlar1 dogru oyf 'yi verir. Matematiksel olarak, tahmin edilen oyf su sekildedir;

( a
fy=—¥pg * (3.57)

Burada U diiz sabittir, (d(x,y;)) saklanmis y; 6rnegi ve x test Ornegi arasindaki

uzakliktir, f

JI<;ok degiskenli Ornek(model) vektoriindeki bilesenlerin sayidir ve n ise
verilen kategorideki egitilen kategorilerin sayisidir. Bu formiilasyonun avantaji sudur ki,
birkag ornek oyf temelini teskil eden, esnek bir tahmin yapmak i¢in gereklidir.

PNN bu tahmin etme siirecinin paralel bir uygulamasidir. Dagitma (yayilma) katmani
bir baglant1 noktast gibi temel hizmet verir ve Oriintii katmaninin ndronlar1 arasinda giris
vektoriiniin elemanlarini1 yayar. Bu ikinci katman kategori tarafindan organize edilir, her
bir kategoriden her biri i¢in egitim Ornegi bir ndron ile gerceklestirilir. Her bir oriintii
katmani birimi test vektdrii ve saklanmig egitim vektorii arasindaki oklit uzakligim
hesaplar. Gauss dogrusalsizligi bu uzaklik ol¢imii ile uygulanir. Toplama katmanindaki

her bir birim, verilen bir siifin Oriintii katman ¢ikislarini icerir ve 6lgekleme (bdliitleme)

bu kategoride egitme Orneklerinin sayisinin tersi ile toplanir. Toplama katmaninin ¢ikislari
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tahmin edilen sart yogunluklaridir. Son katman maksimum olasiligin kategorisini

belirleyen karar katmanidir (Giilliioglu, 2007).

- - T, y ‘ .
kazanan kategori Karar Katman

; (Bayes Karar Kurah)
sart yogunluklan

Xy
T8
1 "% | p ]
Te Toplam Katmam
n. i=0 (kategoriler, k)
/f
. -2 /
—di Y. | /
—'TI—' Oriintt) Katman
P S (n, tane dmek Y))
e- - \\ - —
agirhiklandirma ,
fonksiyonu -
=
- Dagitma
Katmam
}Ll X'} Xs hﬂl

Gins Vektori

Sekil 3.28. Olasiliksal Sinir Ag1 Yapisi

3.2.3.4.2.Egitme
Egitme, Oriintli vektorlerinin Griintii katman birimlerine dogrudan pay edildigi andir.

Kodlamanin meydana gelmedigi basit durumdur (Giilliioglu, 2007).

3.2.3.4.3.Test Etme

Bir test vektorii PNN’ye verildiginde, kararda giivenilir bir tahmin kadar iyi olan
kazanan kategori ¢ikis1 olusturur. Bu giivenilir tahmin Bayes karar kurali kullanilarak,
tahmin edilen sart yogunluklarindan hesaplanan sonrasal olasilik ile wverilir. Tekrar
belirtelim ki denk Onceseller, karar maksimum olabilirlik kriteri temelindedir ki, o da sart

yogunluklaridir (Giillioglu, 2007).
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3.2.3.4.3.Uyarlama

KNN smiflandiricist ile benzer kolay bir sekilde PNN’de uyarlanir. Ayni1 6nemli
noktalar g6z Oniine alinir ve bu nedenle uyarlama algoritmasi da benzerdir. Bununla
birlikte, madem PNN test Oriintiisii ve en yakin saklanan prototip arasindaki uzaklik ¢ikis
degilse, bazi ilave hesaplamalar bu minimum uzakligi bulmak i¢in gereklidir. Diger bir

deyisle, algoritma aymidir (Giilliioglu, 2007).
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4.BULGULAR ve TARTISMA

4.1.0nisleme Yontemlerinin EMG isaretlerine Uygulanmasi

Cogu biyoelektriksel isarette oldugu gibi EMG isaretlerinin analizinde de 6znitelik
cikartma islemi oldukca biiyiik bir 6neme sahiptir. Bu amagcla yapilan ¢aligmalar
incelendiginde, c¢ok degisik 6zellik ¢ikarim yontemlerinin kullanildig: goriilmektedir.
Kullanilan her 6zellik ¢ikarim yonteminin bagarimlar1 da degisik olmakta, en iyi sonug

verecek 0znitelik yontemleri irdelenmektedir. (Giinay ve Alkan, 2009)
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Sekil 4.1. Dort Ayr1 Hareketten Alinmis Islenmemis EMG Verisi (a) Dirsek A¢gma (b)
Dirsek Kapama (c¢) On Kolu Igce Déndiirme (d) On Kolu Disa Déndiirme

4.1.1.0rtalama Mutlak Deger (OMD) Yo6nteminin Kullanilmasi

Bu ¢alismada o6zellik ¢ikarimi amaciyla, isaret 32 6rneklik pencerelere ayrilip, her
penceredeki O6rneklerin 6nce mutlak degerleri sonra da bunlarin ortalamasi alinmistir. Bu
sekilde her isaret bu islem sonunda 16 adet 6zellik vektoriiyle ifade edilmistir. Elde edilen
Ozellikler kullanilarak dort tiir isaret 6beklestirme islemine tabi tutulmustur.

Bu islemler en uygun ve basarili sonu¢ verecek pencere uzunlugunu gorebilmek
amaciyla, degisik pencereleme wuzunluklari i¢in islemler tekrarlanmistir. Yapilan

denemelerden elde edilen sonuclarin birbirine yakin degerler vermekle birlikte, en iyi
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sonucun 32 orneklik pencereleme kullanildiginda elde edildigi goriilmiistiir (Gilinay ve

Alkan, 2009).
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Sekil 4.2. Ayr1 Hareketten Alinmis, Pencereleme ile Elde Edilen Ortalama Mutlak
Degerler. (a) Dirsek A¢gma (b) Dirsek Kapama (c) On Kolu ice Déndiirme (d) On Kolu

Disa Dondiirme

4.1.2.Hareketli Averaj Filtresi Yonteminin Kullanilmasi

Oncelikle tim EMG verisinin mutlak degeri almmus, bdylece ortalama alma
isleminde problem olacak yansima etkisinden arindirilmigtir. 64 Orneklik pencereleme
kullanilmig ve bu pencerenin ortalamasi bir deger olarak kaydedilmistir. Pencere birer
birim kaydirilarak 512 6rnek uzunlugundaki her bir oriintiiniin sonuna kadar uygulanmustir.
Elde edilen ozelik vektorleri 449(512-64+1) ornekten olusmaktadir. 64 Orneklik
pencerelemeler disinda 4,8,16,32 ve 128 Orneklik pencereler de uygulanmis fakat en iyi
sonug 64 ornek icin elde edilmistir.

Bu yontem OMD’ye gore isaret i¢in daha karakteristik bilgiler vermektedir fakat elde
edilen 6zellik vektorii OMD’den elde edilene gore ¢ok uzun oldugu icin 6beklestirme ve

siiflandirma yontemlerinde islem yiikiinii arttirmaktadir.

4.1.3.0zbaglamim Yontemlerinin Kullanilmas:
Ozbaglanim yéntemlerinden Burg, Yule-Walker, Kovaryans ve lyilestirilmis
Kovaryans’1t kiyaslayabilmek i¢in ayni parametreler kullanilmistir. Parametre olarak

literatiirde genellikle 10 katsay1 tercih edilse de bu calismada en iyi sonuglarin 10-20
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katsay1 i¢in elde edildigi gdzlemlenmistir. Islem yiikii agisindan OMD ile kiyaslanabilirligi
diisiiniilerek 16 katsay1 tercih edilmistir (Glinay ve Alkan, 2010).

4.1.4.E8ri Uydurma Yonteminin Kullanilmasi

EMG isaretlerinin islenmesinde literatiirde pek yer bulmayan egri uydurma ydntemi
calismada iki sekilde kullanilmigtir. EMG’nin yansima etkisinden kurtulmasi i¢in yine
mutlak degeri alinmistir. Daha sonra egri uydurma algoritmasi uygulanarak uydurulacak
polinomal egri i¢in 4 katsay1 elde edilmistir. Elde edilen bu katsayilar 6zellik vektorii
olarak kullanilmistir. Bunun yaninda bu 4 say1 yardimiyla 512 6rnekten olusan bir polinom

uydurulmus bu polinom da 6zellik vektorii olarak kullanilmistir.

4.2.0beklestirme ve Siniflandirma Yéntemlerinin Ozellik Vektorlerine Kullanilmasi
4.2.1.K-Ortalama Metodunun Kullanilmasi

Onisleme yontemleri olarak Ortalama Mutlak Deger kullanilmistir. Kiime sayis1 4
olarak belirtilmis hesaplama parametresi olarak 6klid uzaklig1 secilmistir. Danigmansiz bir
Obeklestirici i¢in ¢ok basarili sayilabilecek %97,25’lik bir basar1 elde edilmistir (Giinay ve
Alkan, 2009). Bu basariy1 gosteren siliiet degerleri soyledir:

Kime

o 0.z 04 0s 05 1
Siluet Dederi

Sekil 4.3. Obeklestirme Isleminin Basarisim1 Gosteren Siluet Degerleri
4.2.2.Bulanik C Ortalama Metodunun Kullanilmasi
Onisleme yontemleri olarak Ortalama Mutlak Deger, Hareketli Averaj Filtresi ve

Egri Uydurma yontemleri kullanilmistir.Egri uydurma i¢in kullanilan 4 Kkatsay1 ve

uydurulan polinoma ait 512 orneklik veriler ayr1 6zellik vektorleri olarak alinmistir.

59



Danismansiz bir 6beklestiricidir. Ortalama 20 iterasyonda bu sonuglara ulagsmistir (Alkan

ve Glinay, Yayinlanmamais).

Cizelge 4.1. Bulanik C Ortalama i¢in basar1 oranlari

Ortalama Mutlak Deger %97,50
Hareketli Averaj Filtresi %95,75
Egri Uydurma(4) %75,25
Egri Uydurma(512) %96,50

4.2.3.DVM Siniflandirict Metodunun Kullanilmasi

Onisleme yontemleri olarak Ozbaglamm Katsayilari ve Ortalama Mutlak Deger
kullanilmigtir. Danigmanli bir yontem oldugu i¢in EMG veri seti 2-kat ¢apraz dogrulama
yontemiyle egitim ve test verisi olmak {izere ikiye ayrilmistir. Bu yontemde veri setinin
yarisi rastgele olarak segilmekte, secilen kismiyla egitim yaparken kalan kismi ise test
datas1 olarak kullanilmaktadir. Daha sonra test datasi ve egitim datasi yer degistirerek
islem tekrarlanmaktadir (Alkan ve Giinay, 2010).

OMD o6nisleme olarak secildiginde basart %99 olurken Ozbaglanim katsayilari

secildiginde ise soyle olmaktadir:

Cizelge 4.2. AR-DVM ikilisi i¢in siniflandirma basarilari.

DVM
Smiflandiricr
Burg Ozbaglanim %94,13
. | Yule-Walker Ozbaglanim %92,88
E; Kovaryans Ozbaglanim %94,25
g Degistirilmis Kovaryans Ozbaglanim %92,63

4.2.4.Diskriminant Analizi Metodunun Kullanilmasi

Onisleme yontemleri olarak Ortalama Mutlak Deger kullamlmistir. Danismanli bir
yontem olan Diskriminant analizinin egitim ve test datalar1 10-kat ¢apraz dogrulama
kullanilarak elde edilmistir. 10-kat ¢apraz dogrulama ydnteminde giris veri seti 10 alt
kiimeye ayrilmakta, bu kiimelerden her biri sirastyla egitim i¢in kullanilirken kalan 9 kiime

test icin kullanilmaktadir (Alkan ve Giinay, 2010).
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Diskriminant Analizinin ise bes farkli siniflandirma ydntemi i¢in ayri sonuglar elde

edilmistir.

Cizelge 4.3. Diskriminant analizi i¢in basar1 yiizdeleri.

Diskriminant Basari

Analizi Oranlar1 (%)
Yontemleri

Linear 97,75
Diaglinear 97,25
Quadratic 97,75

Diagquadratic | 98,00

Mabhalanobis 96,00

4.2.5.1leri Beslemeli YSA Metodunun Kullanilmasi

Onisleme ydntemleri olarak Ortalama Mutlak Deger, Hareketli Averaj Filtresi ve
Egri Uydurma yontemleri kullamilmistir. Egri uydurma igin kullanilan 4 katsay1 ve
uydurulan polinoma ait 512 6rneklik veriler ayri 6zellik vektorleri olarak alinmistir. EMG
veri setinin ilk yaris1 egitim ikinci yaris1 test i¢in kullanilmistir (Alkan ve Giinay,

Yayinlanmamis). Test datalarinin siniflandirma sonuglar asagidaki gibidir:

Cizelge 4.4. leri Beslemeli YSA icin basar1 oranlari.

Ortalama Mutlak Deger 92,50%
Hareketli Averaj Filtresi 95%

Egri Uydurma(4) 95,00%
Egri Uydurma(512) 95,50%

4.2.6.0lasiliksal Sinir Aglar1 Metodunun Kullanilmasi

Onisleme yontemleri olarak Ortalama Mutlak Deger, Hareketli Averaj Filtresi ve
Egri Uydurma yontemleri kullanilmistir. Egri uydurma i¢in kullanilan 4 katsayi ve
uydurulan polinoma ait 512 drneklik veriler ayri 6zellik vektorleri olarak alinmigtir. EMG
veri setinin ilk yaris1 egitim ikinci yarist test icin kullanilmistir (Alkan ve Giinay,

Yayinlanmamis). Test datalarinin siniflandirma sonuglar1 asagidaki gibidir:
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Cizelge 4.5. Olasiliksal Sinir Aglari i¢in basar1 oranlari.

Ortalama Mutlak Deger 87%

Hareketli Averaj Filtresi 95,50%

Egri Uydurma(4) 97%

Egri Uydurma(512) 76,50%
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5. SONUC ve ONERILER

Cizelge 4.6.0Onisleme yontemlerine gére siniflandirma ydntemlerinin yiizde basar1 oranlar1.

% K-ME |BCO |DVM |(LDA |DLDA |QDA |DQDA |MDA |FFNN |[PNN |ORT.
OMD 97 97 99,125 | 98 97,25 97,5 |98 96 95,75 196,75 [97,238
HAF 95,75 95,75 |98,875 - 197 --- 197,75 ---| 85,714 (96,75 [95,37
EGK 78,698 | 91,584 | 98,125 98,25 (95,25 97,75 |97,75 |98 97,5 72,75 (92,566
EGRI 96 96 97,75 - |97 - |98 ---197,494196,5 96,963

AR(BURG) | 84,091 | 84,404 | 92,625 | 91,75 | 84 89,75 (84,25 |81,5 |[68,354|81,25 |84,197
AR(YULE) (83,036 | 74,766 | 92,25 [92,75 |83 89 82,5 81,25 169,27 |81 82,882
AR(KOV.)) 71,5 |68,954|92,375(93,5 |82,775 |91,75 |82,75 |82,5 |65404|81,5 |81,298
AR(L.KOV) | 77,855 (75,478 | 91,875(93,5 |83 91,25 |83,75 |81,75 |74,745|80,75 | 83,395
ORT. 85,491 | 85,492 | 95,375 | 94,625 | 89,906 | 92,833 | 90,594 | 86,833 | 81,779 | 85,906 | 88,883

Cizelge 4.7.0nisleme yontemlerine gore smiflandirma ydntemlerinin siireleri(saniye).

0.1.S.[K-M. [BCO [DVM [LDA |DLDA [QDA |DQDA | MDA | FENN [PNN | ORT.

OMD 0,269 | 0,054 0,035 |5,28 {0,328 0,023 |0,029|0,03 0,028 | 10,12 | 0,59 | 1,651
HAF 4,406 | 0,265 | 0,267 | 5,802 ---10,132 ---10,12 -—--1196,1 | 1,43 |29,16
EGK 0,324 10,065 | 0,036 | 5,378 | 0,034 | 0,022 0,026 | 0,023 |0,022|7,787 |0,457 | 1,385
EGRI 0,021 {0,255 10,239 | 6,184 ---10,137 --- 10,125 ---1463,6 | 1,541 | 67,43

AR(BURG) | 0,709 | 0,656 | 0,054 | 4,418 | 0,033 { 0,02 {0,027 {0,025 |0,028 |8,414 | 0,439 | 1,412
AR(YULE) | 0,933 | 0,173 | 0,045 | 4,551 | 0,044 | 0,02 |0,027 {0,028 |0,028 |8,216 | 0,457 |1,359
AR(KOV.) |0,424 | 0,088 0,05 |5,144|0,031{0,023 {0,033 {0,027 |0,027 |8,252 | 0,447 | 1,412
AR(1.KOV) | 0,655 | 0,101 | 0,048 {4,559 | 0,042 [ 0,02 |0,03 [0,025 [0,027 | 8,944 |0,436 | 1,423
ORT. 0,968 10,207 | 0,097 | 5,164 | 0,085 | 0,05 |0,029 | 0,05 0,027 | 88,92 | 0,725 | 9,536

EMG isaretlerini ham halleriyle siniflandirmaya c¢alismak basarisiz sonuglar verdigi
gibi her oOriintiideki 6rnek sayisinin ¢ok fazla olmasi siniflandirma yontemleri i¢in fazladan
islem yiikii getirmektedir. Dolayisiyla siiflandirma i¢in harcanan zaman da artmaktadir.
Bu nedenlerle, isarete ait verilerin en az ornekle isareti en belirgin sekilde tanimlayan
ozellik vektorleri elde etmek olduk¢a onemlidir.

Bu amagla ham EMG o6riintiilerine bir¢ok islem uygulanmistir. OMD kullaniminda
512 orneklik oOriintiiden 16 orneklik bir 6zellik vektorii elde edilmistir. Bu da islem hizini
yaklagik 32 kat arttirmak demektir. Benzer sekilde dort farkli AR yontemi uygulanmis ve

onlardan elde edilen 16 katsayr Ozellik vektorii olarak kullanildigindan bahsedilen
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avantajlar saglanmistir. Egri uydurma ydntemiyle ise 512 orneklik Oriintii sadece 4
katsayiyla temsil edilebilmistir. Ayrica bu 4 katsayidan elde edilen 512 6rneklik polinomal
egri islem yiikii acisindan bir avantaj saglamasa da ham dataya gore ¢ok daha karakteristik
bir 6zellik vektérii elde edilmesini saglanustir. islem yiikii agisindan kayda deger bir etkisi
olmayan hareketli averaj filtresi de daha karakteristik sonuglar vermektedir.

Tim bu 6zellik vektorlerini siniflandirma ve 6beklestirme i¢in kullanilan yontemler
ise genel olarak ¢ok basarili olmuslardir. Diskriminant analiz siniflandirma sonuglarinda
cok basgarili olmasinin yani sira islem zamaninin diger yontemlerden kisa olmasiyla diger
yontemlerden bir adim Ondedir. Benzer basari oranlarini elde eden YSA ve SVMt
yontemleri islem hiz1 olarak daha yavastir. Ozellikle YSA ¢ok &rnekli dzellik vektorleri
giris olarak uygulandiginda ¢ok agir kalmaktadir. PNN ise YSA’dan hizli olmasina ragmen
basar1 oran1 YSA’dan daha diisiiktiir. Obeklestirme Yontemlerinden olan K-Ortalama ve
BCO neredeyse ayni basart oranlarina sahiptir. Bu iki yontem de danismansiz yontemler
oldugu i¢in danigmanli yontemler kadar basarili sonuclar elde etmesi beklenmese de
neredeyse onlar kadar basarili olmuslardir.

Bu caligmadaki basar1 orani ve islem hizi g6z 6niine alindiginda 6nisleme icin OMD
ve siniflandirma igin Diskriminant Analizi se¢mek protez kollar i¢in siniflandirict

se¢ciminde en uygun yontemlerdir.
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