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Bu caligmada tek degiskenli zaman serisi yontemi "Mevsimsel Box- Jenkins
(SARIMA)" ve "Yapay Sinir Aglar1" yontemlerinin kestirim dogruluklarmi
karsilagtirarak en yiiksek dogrulugu saglayan yontemin belirlenmesi ve belirlenen
yontem yardimiyla 2011 yili i¢in Antalya Havalimani' na yonelik kisa donem
uluslararasi  yolcu talebinin ongoriilenmesi  amaglanmistir.  Arastirmada,
havalimaninin yolcu talebinin 6l¢lisii olarak havalimanindan giris yapan toplam
uluslararasi1 yolcu sayisi alinmis ve Ocak 2004-Aralik 2010 doneminde Antalya
Havalimani dis hatlar terminalinden giris yapan aylik uluslararasi yolcu sayisi
verilerinden yararlanilmigtir.

Uygulanan yontemlerden elde edilen kestirim sonuglarinin degerlendirilmesi
sonucunda, "Mevsimlik Carpimsal-Mevsimsel Box-Jenkins (SARIMA)" yontemi ile
yapilan Ongoriilerin olduk¢a iyi sonuglar verdigi ancak calismada kullanilan
yontemler igersinde en yiiksek kestirim dogrulugunu saglayan ve gercek degerlere
en yakin sonuglar veren yontemin "Yapay Sinir Aglar1" oldugu goriilmiistiir. Serinin
yapay sinir aglar1 ile modellenmesinde orjinal serinin farkli ag yapilar1 incelenmistir.
Yapilan ¢ok sayida deneme sonucunda 12 gecikmeli yapay sinir ag1 modelinin en
yiiksek dogrulugu sagladigi goriilmiis ve elde edilen model yardimiyla Ocak 2011-
Aralik 2011 donemi i¢in Antalya Havalimani' na yonelik kisa donem uluslararasi

yolcu talebi 6ngoriisii gergeklestirilmistir.

Anahtar Kelimeler: Zaman Serileri, SARIMA Modelleri, Yapay Sinir Aglari,

Havalimam Yolcu Talebi, Ongérii



ABSTRACT

FORECASTING AIR PASSENGER DEMAND BY BOX-JENKINS AND
ARTIFICIAL NEURAL NETWORKS METHODS:
A CASE STUDY OF ANTALYA AIRPORT
Hakan BOZDAG
Suleyman Demirel University, Department of Econometrics
Master Thesis 98 Pages, July 2011
Supervising Professor: Prof. Dr. Abdullah EROGLU

In this study it is aimed to compare estimation accuracies of univariate time
series method "Seasonal Box-Jenkins (SARIMA)" and "Artificial Neural Network"
methods and detect which method has the highest accuracy and with this method to
foresight the short term international passenger demand of Antalya International
Airport for 2011. In this research it is used the total number of international
passenger arrivals as a measure of inbound international passengers demand and
monthly international passenger arrivals to Antalya in the period of January 2004 —

December 2010 data were utilized to build appropriate model.

As a conclusion of the assesment of experimental results, it has been observed
that forecasts by the methods “multicaptive-seasonal Box Jenkins (SARIMA)” has
provided quite good results and on the other hand artificial neural network model has
showed best forecast accuracy with lowest deviation among the techniques applied in
this research. In the process of modelling the number of foreign tourist data by
artificial neural networks, different network structures of the original series have
been analyzed. As a consequence of several attempts it has been observed that 12
lagged artificial neural network model has presented best performance and by the
means of this model it has been forecasted the monthly inbound tourism demand to

Antalya for January 2011 and December 2011.

Keywords: Time Series, SARIMA Models, Artificial Neural Networks, Airport

Passangers Demand, Forecast
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GIRIS

Ongorii (kestirim), temelde bir niceligin zamanin gelecekteki bir noktasmda
alacag1 degerinin kestirimi olarak tanimlanmaktadir.! Zaman serileri analizi, ista-
tistik teknikler i¢inde ¢ok 6nemli yeri olan kestirim teknikleri arasinda genis yer
tutmaktadir. Gegmis donemlerin gesitli yontemlerle incelenmesiyle elde edilen
bilgilerin gelecegin tahminlenmesinde kullanilan teknikler, 6zellikle kisa, orta ve
uzun donem tahminlarine gereksinim duyulan her alanda kullamlmaktadir. Bi-
linmeyen gelecegin bilimsel yontemlerle kestirilmesi ve gelecek i¢in 6nceden hazir-
liklarin yapilmasi her alanda oldugu gibi 6zellikle ekonomi ve finans sektoriinde

biiyiik 6nem tagimaktadir.

Zaman serileri, degigskenlerin giin, hafta, ay, mevsim veya yil gibi herhangi bir
zaman birimine gore dagiliminmi belirten serilerdir. Zaman serileri Box-Jenkins
(1970) ile snem kazanmistir. Temel prensipleri Yule tarafindan 1920’lerde ortaya
atilan yontem, geligen bilgisayar olanaklari sayesinde yontemin yayginlmagmasini
kolaylagtirmigtir. Temel prensip her dizinin ge¢cmis degerleri ile agiklanabilecegi

mantigima dayanmaktadir.?

Kestirim yontemleri, nitel kestirim yontemleri ve nicel kestirim yontemleri
olmak iizere iki sekilde simiflandirilabilir. Her iki yontemin cikis noktasi ilgili
degiskene ait gozlem degerleridir. Gegmis ve simdiki dénem gozlem degerlerinden,

gelecek donem gozlem degerleri belirli kurallar cercevesinde ongoriiliir.

Nitel kestirim yontemleri genellikle 6ngorii yapilmak istenen konuda gecmise
yonelik yeterli gozlem degerinin olmadigi, ongoriiniin 6znel uzman goriisii ile

yapidig tekniklerdir.

!FRETCHLING, D. C., Forecasting Tourism Demand: Methods and Strategies,

Butterworth-Heinemann, 2001, s. 8
20ORHUNBILGE, N., Zaman Serileri Analizi Tahmin ve Fiyat Endeksleri, istanbul

Universitesi Isletme Fakiiltesi Yayinlari, No: 277, Istanbul, 1999, s. 1-2



Nicel kestirim yontemleri ise istatistiksel yontemlere dayanir. Nicel kestirim
yontemlerinde nasil kestirimde bulunuldugu net olarak bellidir ve iglemler mate-
matikseldir. Ge¢mis gozlem degerleri kullanilarak siirecin olusmasina katkida bu-
lunan iligkiler belirlenir ve bu iligkilerin gelecege yansimasi belirlenmeye caligilir.
Nicel kestirimde bulunabilmek icin iki temel yaklagim kullanilmaktadir. Bunlar-
dan birincisi neden-sonug iligkisine dayanan modeller ikincisi ise zaman serileri

analizine dayali modellerdir.?

Neden sonug iligkisine dayanan kestirim yontemleri, regresyon yontemi ve
ekono- metrik modellerdir. Regresyon yontemi, bir ya da daha fazla degiskenin
tizerinde etkili oldugu baska bir degiskenle aralarindaki iligkinin matematiksel
olarak ifade edildigi yontemlerdir. Bu tiir yéntemlerde, etkilenen degiskene bagimh
degigken ve etkileyen degiskenelere de bagimsiz degiskenler adi verilir. Bagimh
degisken ile bagimsiz degiskenler arasindaki neden sonug iligkisi ge¢mis gozlem
degerleri kullanilarak belirlenir. Bagimsiz degiskenlerin gelecekteki cesitli deger-
leri icin bagimh degiskenin alacagl deger kestirilmeye calisilir. Iligkiye dayanan
tekniklerin uygulanmasinda birden ¢ok degiskene ait bilgiye gerek duyuldugu igin
kullanimi daha gii¢ bir tekniktir.?

Zama serileri kullanarak ongorii yapilirken, ilk olarak zaman serisi i¢in uygun
bir model belirlenmeye c¢alisilir. Daha sonra ele alinan seri i¢in en iyi ongorii
degerinin nasil elde edilecegi arastirilir. Box-Jenkins, zaman serisinin analizi
amaci ile ARIMA modelleri olarak bilinen modellerin kullanimini énermisler; uy-

gun modelin belirlenmesi ve tahmini icin bir yaklagim gelistirmislerdir.’

Ongorii modellemesinde biiyiik 6lcekli yapisal makroekonometrik modeller,

asit regresyon modelleri ve VAR modelleme teknigi gibi istatistiksel ve ekonometrik

SMONTGOMERY vd., Introduction To Time Series Analysis And Forecasting, John

Wiley & Sons. Inc., Hoboken. New Jersey, 2008, s. 3-4
‘ORHUNBILGE, N., a.g.e., s. 3
MONTGOMERY vd., a.g.e., s. 3-4



modellerin yani sira bazi yeni metodolojiler de 6n plana ¢gikmaktadir. Yapay Sinir

Aglar1 yontemi bu yeni teknikler arasinda en ¢nemlilerinden birisidir.

Yapay Sinir Aglar1 modelleme teknigi giintimiizde bir ¢ok alanda yaygin bir
sekilde kullanilan, basit bir gekilde insan beyninin ¢ailma seklini taklit eden ya-
pay sinir aglar1 Yapay Zeka calismalar: iginde énemli bir yere sahiptir. "Evrensel
Fonksiyon Yakisayici Yontem" olarak tamimlanan yapay sinir aglart metodolo-
jisi verilerden 6grenebilme, genelleme yapabilme, sinirsiz sayida degiskenle caligsa-
bilme gibi pek cok onemli 6zelliginden dolay1 pek ¢ok alanda kullanim alani bulan
yapay sinir aglari yontemi ongorii modellemesi alaninda da yaygin bir sekilde kul-

lanilmaktadir.5

Bu ¢aligmada Yapay Sinir Aglar1t metodolojisi ile gelistirilen model ile zaman
serileri analizinde kisa donem ongorii basarisi yiiksek olarak kabul edilen, sik-
likla kullanilan Box-Jenkins ARIMA modelleri yonteminin genel tanimlamalar:
yapilarak, gercek veri uygulamasi iizerinden elde edilen performans istatistik-
leri yardimi ile modeller kargilagtirilacaktir. YSA ile bulunan sonuclarin etkin-
ligi, literatiire uygun sekilde, Box-Jenkins modelleri sonuglar ile karsilagtirilarak
aragtirilmigtir. Box-Jenkins modellerinin genig kabul gormesi, gelistirilen her yeni

model i¢in iyi bir kargilagtirma araci olmalarini saglamigtar.
Calisma ii¢ ana boliimden olugsmaktadir.

Birinci boliimde, zaman serisi analizi, alt boliimler halinde ifade edilmigtir.
Ik olarak zaman serisi ve analizi tanimlanmis, ézellikleri ve tarihsel gelisimi acik-
lanmigtir. Sonrasinda zaman serisi analizinde kullanilan araglar hakkinda bilgi
verilmig, Box-Jenkins modelleri ele alinmig ve son olarak zaman serisi ile 6ngorii

ve ongorii performansinin degerlendirme 6l¢iitlerine deginilmigtir.

6YURTO(U}LU7 H., Yapay Sinir Aglar1 Metodolojisi ile Ongﬁrii Modellemesi: Bazi
Makroekonomik Degiskenler icin Tiirkiye Ornegi, Yayimlanmis Uzmanlk Tezi, DPT,
2005, s. 1-2



Ikinci boliimde, iiciincii boliimde yapilan uygulama icin gerekli olan yapay
sinir aglar1 metedolojisi hakkinda bilgi verilmistir. Yapay sinir aglar1 tanimlan-
mis, fizyolojik ve temel yapisi ifade edilmistir. Sonrasinda yapay sinir aglari ile
ilgili genel kavramlar, yapay sinir aglari tarihgesi, genel ozellikleri, yapay sinir
aglarinin yapisi, temel elemanlari, yapay sinir aglarimin simflandirilmasi, yapay

sinir aglar1 mimarileri hakkinda bilgi verilmigtir.

Uciincii boliimde, ilk olarak diinyada ve Tiirkiye’ de bugiine kadar yapilmis
olan caligmalarin literatiir 6zetleri verilmigtir. Antalya Havalimani’ nin kisa
donem uluslararasi yolcu talebinin ongoriillenmesinde hem Box-Jenkins model-
leri hem de yapay sinir aglar1 ycntemi ele alinmustir. Oncelikle Ocak 2004-Aralik
2009 donemine ait Antalya Havalimani’ nin uluslararasi yolcu verisi degerleri za-
man serisi olarak ele alinmig ve Box-Jenkins ARIMA modeli kullanilarak Ocak
2010-Aralik 2010 donemine ait Antalya Havalimani’ nin uluslararasi yolcu talebi
kestirimi gerceklestirilmigtir. Sonrasinda yapay sinir aglari yontemi kullanilarak
uygun model mimariye sahip YSA belirlenmis ve ayni donem i¢in kestirimde bu-
lunulmugtur. Elde edilen sonuglar i¢gin Kok Ortalama Hata Kare (KOHK) ve Or-
talama Mutlak Yiizde Hata (OMYH) degerleri hesaplanmig ve bulunan degerler
kargilagtirilarak ongorii icin yapay sinir aglarinin kullanilabilecegi gosterilmigtir.

Son olarak elde edilen bulgular degerlendirilmigtir.



BIRINCI BOLUM

ZAMAN SERILERI ANALIiZi

Bu boliimde zaman serileri ve analizinin tanimi, zaman serileri analizinin tar-
ihsel gelisimi, zaman serilerinin ¢zellikleri, zaman serileri analiz araclari, duragan
ARIMA modelleri, duragan-dist ARIMA modelleri ile Box-Jenkins model kurma
stratejisi, ve son olarak da 6ngorii ve 6ngorii modelinin performans 6lgiitlerine

deginilmigtir.
1.1. Zaman Serileri ve Zaman Serileri Analizinin Tanim

Zaman serileri ilgilenilen gozlem degerlerinin belirli bir donem icin giin, hafta,
ay, ii¢ ay, yil gibi birbirini izleyen esit peryotlarla yapilmasi ile elde eilen sayisal
serilerin tiimii zaman serileri olarak adlandirilmaktadir. Incelenen zaman serisi
Y, ile simgelendirildiginde gozlemlerde t = 1,2, ..., T" olmak iizere Y1, Y5, Y3,..., Yr
seklinde ifade edilebilirler. Burada ilgilenilen degiskenin gozlenen degerleri igin ¢

zaman araligini, Y; ise degiskenin ¢. dénemindeki gozlem degerini gostermektedir.”

Zaman serilerinin unsurlarina ayirma, aralarindaki iligkiyi agiklama, kontrol

ve ongorii amaci ile analiz edilmesine zaman serisi analizi denir.®

Zaman serilerinin analizinde temel olarak, bir tek serinin modellenebilmesi
icin uygun teknikler iizerinde durulur. Tek degiskenli modellerde incelenecek

degiskenin aciklanmasi, serinin kendi ge¢mis degerleri, cari ve gegmis dénem rassal

TAKGUL, L., a.g.e., s. 3

8BOX vd. “Time Series Analysis: Forecasting and Control”, Prentice-Hall Inc., New

Jersey, 1994, s. 1



artiklarinin agirlikli toplami kullanilaraktadir. Zaman serisi modellerinin uygu-
lamalarda veri gereksiniminin ekonometrik modellere gére az olmasi, model olus-
turmanin daha kolay olmasi, degiskenlere ait ¢n bilgilere (tammlamalara) ihtiyag
duyulmamas: ve kisa donemli tahminler saglamalari zaman serisi modellerinin

yaygin olarak kullanilmasimi saglamistir.’

1.2. Zaman Serisi Analizinin Tarihsel Gelisimi

Zaman serileri doga bilimlerinin gelisiminde 6énemli bir rol oynamistir. Ba-
bil uygarligi doneminde yildizlar ve gezegenlerin hareketleri ve ilgili konumlarin
tahmin etmek amaciyla zaman serileri kullanilmigtir. Johannes Kepler tarafindan

kesfedilen yasalarinin temelini olusturmustur.

19. ytizyilin ortalarinda, astronomi alaninda kullanilan zaman serisi metodolo-
jik yaklagimi, ekonomist Charles Babbage ve William Stanley Jevons tarafindan
ele alinmigtir. Farkli nedensel faktorlere baglh, farkedilmemis bilegenlerine ayrig-
masi, genellikle klasik zaman serileri analizi kullanilan yontemler WARREN M.

PERSONS (1919) tarafindan geligtirilmigtir.

1970’li yillardan bu yana, tamamen farkh bir yaklagim zaman serilerinin is-
tatistiksel analize uygulanmistir. Klasik zaman serileri analizindeki tamamen
aciklayic1 yontem terk edilerek, yerine, sonuclar, olasilik kurami ve matematik-
sel istatistik yontemleri kullanilmaya baglanmistir. Bu zaman serileri ile ilgili
stokastik hareketlerin rolii farkli bir degerlendirmeye yol agtmigtir. Klasik zaman
serisi yapisinda bir énemi olmayan artiklar (kalintilar) hareketleri, modern yak-

lagim bir zaman serisinin tiim bilegenlerine stokastik etkileri oldugunu varsayar.

Bu yonde ilk adimlar1 gecen yiizyilin baginda Rus istatistik¢i Evgenij Evge-
nievich SLUTZKY ve Ingiliz istatistikci George Udyn YULE tarafindan baslatilmis-

YAKGUL, L., a.g.e., s. x1-x11



tir. Ekonomik zaman serilerinin de diger zaman serileri ile benzer olarak agir-
likl veya agirliksiz toplamlar veya piir rastsal siireclerin farkliliklar: kullanilarak
ekonemik zaman seilerinin olugturulabilecegini gosterdiler. E. E. SLUTZKY ve
G.U. YULE tarafindan zaman serisi modellerini temsil etmek iizere hareketli or-
talamalar ve otoregresif siire¢ geligtirildi. Herman WOLD (1938) bu yontemleri
sistemlestirdi. GEORGE E.P BOX ve M. Gwilym JENKINS (1970) tarafindan
yontemlerin uygulanalabilirligini kolaylastirmak icin yeni bir yaklagim geligtir-

ilmigtir.

1980’ li y1lllara kadar dikkate alinmayan zaman serilerininde duraganlik kavrami
incelenmeye baglamistir. Duraganligin, sadece deterministik degil, ayn1 zamanda
stokastik trende sahip duragan olmayan zaman serileri artik filtre uygulamasi ile

sabit modellere cevrilerek, duraganlk sorunu ¢oziilmeye baglamigtir.'?

1.3. Zaman Serisinin Ozellikleri

Zaman serisinin 6zellikleri; dort unsurdan meydana gelme, i¢ bagimhlik ve
stokastik siire¢ olma 6zellikleri olmak iizere ii¢ grupta ifade edilebilir. Bu 6zellikler

ilerleyen alt boliimlerde aciklanmaya ¢alisilmigtir.

1.3.1. Dért Unsurdan Meydana Gelme Ozelligi

Bir zaman serisi trend (7"), konjoktiir (K'), Mevsim (M) ve Rassal haterketler
(R) ozellikleri kullamlarak
y = T.K.M.R (1.1)

biciminde ifade edilebilir. Zaman serisi analizinde, gézlem degerlerinde meydana
gelen dalgalanmalarin dort faktoriin etkisinden kaynaklandigi varsayilmaktadir.

Bu dort faktor, “Trend, Mevsimsel Dalgalanmalar, Konjonktiirel Dalgalanmalar

WKIRCHGASSNER, G., WOLTERS, J., Introduction to Modern Time Series Analy-
sis, Springer-Verlag Inc, Berlin, 2007, s. 2-5



ve Diizensiz (Rassal) Dalgalanmalar” olarak sayilabilir. Bu unsurlarin her biri

kisaca agsagida ifade edilmigtir.

Trend: Bir zaman serisinin uzun dénem egilimi veya zaman serisi degiskeninin
yapisal ozelliklerini kisa donem araliklarsa tekrar sergilemesi olarak tanimlan-
abilir. Trendin gozlemlenebilmesi i¢in 10-15 yil (10-15 yillik ay) bazinda veriye
ihtiyag duyulur.

Konjonktiirel Dalgalanmalar: Konjonktiirel dalgalanmalar sektorlerin veya
ekonominin refah ve depresyon dénemlerini igeren degisimler (hareketler) olarak
adlandirilir. Iktisatta ve isletmecilikte bolluk, durgunluk, depresyon ve yiikselme
devreleri konjonktiirel dalgalanmalara ornek olarak verilebilir. Konjektiir dal-

galanmalarinin uzunlugu 3-5-y1l olarak kabul edilmektedir.

Mevsimsel Dalgalanmalar: Mevsimsel dalgalanmalar, aylik veya mevsim-
lik verilerde ortaya ¢ikmaktadir. Gozlenen degiskenlerin aylik degerlerinde mevsime
bagli olarak olugan degigmeler mevsimsel dalgalanmalar olarak adlandirilir. Mevsim-
sel dalgalanmalarin uzunlugu sabit ve aylik gézlem degerleri i¢in 12 ay, mevsimlik

gozlem degerleri igin de dalgalanmanin uzunlugu 4 aydir.

Mevsimsel dalgalanmalar genellikle dogal ve sosyo-ekonomik nedenlerden or-
taya cikar. Bir malin satig, tiiketim ve fiyatinda hava kosullar1 ve aligkanliklar

nedeniyle mevsimlik degismeler meydana gelebilir.

Diizensiz (Rassal) Hareketler: Diizensiz hareketlerin nedenleri arasinda
deprem, su baskini, don veya dolu gibi dogal nedenler ve siyasi karigiklik, savas,
grev ve lokavt, rakip isletmelerin politikalarindaki degisiklik, beklenmeyen bir
fiyat hareketi gibi sosyo-ekonomik nedenler sayilabilir. Rassal nedenlerle veya
gecici olarak ortaya cikan hareketlere diizensiz hareketler adi verilir. Diizensiz

hareketler diizenlilik gostermedikleri ve rassal veya gegici olduklar: i¢in, bunlarin



ne zaman ve ne siddetle ortaya ciktiklar1 énceden tahmin edilemeleri miimkiin

degildir.!!

1.3.2. i¢ Bagimhlik Ozelligi

Bir zaman serisinde gozlem degerleri birbirine baghdir. Bu bagimhlik iligk-
isi i¢ bagimlhlik olarak adlandirilir. Bu 6zellik yardimi ile zaman degiskeninin
bugiinkii ve ge¢mis donem gozlem degerleri kullanilarak gelecek donemde ala-
cagl degerleri tahmin etme imkani dogar. Bugiinkii donem gozlem degerinin ait
oldugu en son déneme denir ve t ile gosterilir. ¢ donemine ait gozlem degerleri
X, ile simgelendirilir. Zamana bagli bu olayin ¢ donemine kadar olan tarihsel
gelisimi gosteren doneme ge¢mis dénem denir, ge¢gmis donem ve ge¢mis dénem
degerleri sirasiylat —1,t —2, ... ve Xy11, Xii0, ...seklinde simgelendirilir. Zaman
degigkenini ayni1 konumlarina gore zamanla aciklanan olayin gelecekteki egilim-
ini gosterecek olan doneme gelecek donem adi verilir. Gelecek donem ve gelecek
donem gozlem degerleri sirasiyla ¢t + 1, t + 2, ... ve X;y1, Xiio,...seklinde ifade

edilir.!?

1.3.3. Stokastik Siire¢ Olma Ozelligi

Zamana bagl olaylar rassal (olasilikli) karakterdedir. Bu gibi olaylarla ilgili
serilerin gelecek dénem seyrini, bugiinkii ve gegmis donem degerlerine dayanarak
incelemek icin degisik bir yaklagim gerekir. Buna deterministik olmayan stokastik
veya istatistiksel yaklasim denir.'?

Zaman serileri analizinde, serilerin stokastik siire¢ olarak kabul edildikten

sonra analiz icin stokastik modeller kullanilmasi gerekmektedir. Bu da zaman

TORHUNBILGE, a.g.e., s. 7-9
120ZMEN, A., Zaman Serisi Analizinde Box-Jenkins Yontemi ve Banka Mevduat

Tahmininde Uygulama Denemesi, Anadolu Universitesi Yayinlari, Eskisehir, 1986, s. 2
BBOX vd. a.ge.,s. 7
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serilerinin analiz edilmesinde goz oniinde bulundurulacak ¢nemli 6zelliklerden

biridir.

Stokastik siire¢ olarak bir zaman serisi, i¢ bagiml olan rassal degiskenin za-
man araliklariyla aldigi degerlerin ardi ardina siralanmasiyla meydana gelen seri
seklinde tanimlanir.Bagka bir ifade ile zaman serisi matematiksel olarak rassal
degiskenler toplulugu bi¢iminde tamimlanabilir ve {y;,t € T'} seklinde gosterimi

yapilir.'4

1.4. Zaman Serilerinin Simiflandirilmasi

Zaman serileri gozlem degerlerinin elde edilig sekline gore siirekli ve kesikli za-
man serileri, gozlem degerlerinin serinin ortalamasimdan biibiik sapmalar goster-
mesine gore duragan ve duragan-disi zaman serileri ve son olarakda mesim etki-
si tasiyip tagimamasi yoniinden mevsimsel ve mevsimsel olmayan zaman seri-
leri olarak smifandirilir. flerleyen alt boliimlerde simiflandirma tiirlerine yer ve-

rilmistir.'?

1.4.1. Siirekli ve Kesikli Zaman Serileri

Ele alinan zaman serisinin gozlem degerleri zaman i¢inde devamhlik arz edi-

yorsa (kesilme yoksa) incelenen zaman serisi siirekli zaman serisi olarak adlandirilir.

Eger incelenen zaman serisi gozlemleri belirli peryotlarla elde ediliyorsa bu
tiir zaman serileri kesikli zaman serileri olarak adlandirilir. Kesikli zaman seri-
leri genellikle esit zaman peryotlar: ile yapilan gozlemlerden elde edilir. Uygula-

malarda en cok kullanilan zaman serisi kesikli zaman serileridir.!6

MOZMEN, A., a.ge.,s. 3
15OZMEN, A., a.ge., s. 4
6BOX vd. a.g.e., s. 21



11

1.4.2. Duragan ve Duragan-Dis1 Zaman Serileri

Tek degiskenli zaman serisi modellerinde genel olarak serinin ge¢cmis degerle-
rine dayanarak, gelecekte alacagi degerlere iligkin bilgi saglamaya ve seri icin en

iyl ongorii degerini saglayacak model elde edilmeye caligilir.

Olugturulacak modeller serinin duragan ya da duragan-dis1 olmasina gore fark-
lilik gostermektedir. Dolayisiyla ilk olarak serinin duragan ya da duragan-disi

olmasinin incelenmesi gerekmektedir.

Serilerin duraganlig1 "Duraganlik Kosullar" olarak adlandirilan

— Duragan siirecin zaman i¢inde degismeyen sonlu ortalamaya ve sonlu varyansa

sahip olmasi

— Bu siirece ait kovaryansin gecmisten bagimsiz olmasi

seklinde ifade edilen iki varsayim altinda toplanmaktadir.

[k varsayim, serinin ortalama ve varyansmin zamandan bagimsiz oldugu; yani
zamanin bir fonksiyonu olmadigini, ikinci varsayim ise kovaryansin zamana bagh
gecikmelerden bagimsiz olmasi ile kovaryansin zamanin fonksiyonu degil; zaman-
lar aras1 gecikmelerin bir fonksiyonu olmasi seklinde aciklanabilir. Serinin anilan
ozelliklerin tiimiine veya bir kismina ait olmasi, "zayif duraganlik, giiclii duragan-
lik ve kesin duraganlik" olarak adlandirilan farkli duraganlik tanimlamalarinin

ortaya cikmasma neden olmustur.!'”

1.4.2.1. Zay:if Giiglii ve Kesin Duraganlik

Bir stokastik siirece karsilik gelen Y; zaman serisi, t = 1,2, ...,7T icin

i) Vt i¢in E (Y;) = uy sabit ise

"AKGUL, I, a.g.e., s. 3-9
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ii) V¢ igin Var (V;) = 0% = ~, sabit ise

iii) V¢ ve k # 0 igin Cov (Yy, Yipr) = v, sabit ise
Y; zaman serisi zayif duragan (kovaryans duragan) olarak adlandirihir. Zayif du-
raganlikta ortalama i, varyans o2 ve otokovaryans v, t’ den bagimsizdir. Eger
bir siire¢ zayif duragan ise Y; ile Y., arasindaki kovaryans sadece gozlemlerin k

gecikme uzunluguna baghdir.

Y; rassal degiskeni, zayif duraganlik o6zelliklerinin yam sira dagilimin zaman
icinde degismemesi 6zelligine de gosteriyorsa Y; zaman serisi giiclii duragan olarak

adlandirilir.'®

Y; rassal degiskenin yukarida siralanan o6zelliklere sahip olmasinin yani sira
bilesik dagiliminin normal dagilim durumu kesin duraganlik olarak adlandiril-

maktadir.?

Kesikli bir rassal siire¢ Y; bagimsiz 6zdes dagilan rassal degiskenlerin bir

dizisini iceriyorsa piir rassal siire¢ olarak kabul edilir. Piir rassal siire¢ Vt igin

E(e) = 0  (Ortalamast Sifur)

Var (g;) = o> (Varyansi o)

sabit bir ortalamaya ve varynsa sahiptir. Ayrica piir rassal siirecin kovaryansi
k # 0 ve Vt igin

cov(eg, errr) =0 (kovaryansy Sufur)

dir. Siirecin otokovaryans fonksiyonu (OKF) k # 0 ve V¢ icin

Vi = COU(€t7€t+k) =0

IBSEVUKTEKIN, M., NARGELECEKENLER, M.,"Ekonometrik Zaman Serileri Ana-

lizi", Nobel Yayinlar1, Ankara, Mart 2010,s. 59-60
WAKGUL, I, a.g.e.,s. 7
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ve otokorelasyon fonksiyonu da
1 , kE=01se
0 , k#0ise
bigiminde ifade edilir. Piir rassal siireg ayrica "White Noise (WN)" kargiligi olarak

temiz (saf) dizi olarak adlandirilir. Ortalamas: sifir ve sabit varyansla bagimsiz

(korelasyonsuz) dzdes dagilan rassal degiskenler dizisi ¢t = 1,2, ..., T icin
e~ 11D (0,0%)
seklinde gosterilir ve serinin tanmimsal olarak duragan oldugu kabul edilir.?’

1.4.2.2. Duragan-Dis1 Zaman Serileri

Zaman serilerinin énemli bir kismi duragan-disi1 oldugu bilinmektedir. Du-
raganlik icin gerekli varsayimlardan biri veya birkagi saglanmiyorsa, zaman serisi

duragan-dig1 zaman serisi olarak adlandirilir.

Bagka bir deyisle incelenen zaman serisi sabit bir ortalama civarinda dagilmiy-
orsa veya varyansi ve kovaryansi zamana bagli olarak degisim gosteriyorsa duragan-

dis1 zaman serileri ortaya cikar.?!

Bu tiir serilerin analiz edilebilmeleri i¢in bir takim doniistim yontemleri ile
duragan hale getirilmeleri gerekir. Bu tiir doniistimler zorunludur. Ciinkii zaman
serileri analizi i¢in gelistirilen ve kullanilan yontemler duragan zaman serilerine

uygulanabilir.

1.4.3. Mevsimsel ve Mevsimsel Olmayan Zaman Serileri

Incelenen zaman serisi birbirini takip eden yillarin ayni aylarinda benzer tekrar

eden hareketler gosteriyorsa seri mevsimsel zaman serisi, gostermirorsa mevsimsel

20SEVUKTEKIN, M., NARGELECEKENLER, M., a.g.e., s. 61
2SEVUKTEKIN, M. NARGELECEKENLER, M., a.g.c., s. 64
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olmayan zaman serisi olarak adlandirilir.??

1.5. Zaman Serisi Analizinde Kullanilan Istatistiksel Araclar

Zaman serisi analizinde kullanilan istatistiksel araclar, otokovaryans fonksi-
yonu (OKVF), otokorelasyon fonksiyonu (OKF'), kismi otokorelasyon fonksiyonu
(KOKF), serinin zaman yolu grafigi ve serinin kolerogrami kavramlar ilerleyen

alt boliimlerde aciklanmigtir.

1.5.1. Otokovaryans Fonksiyonu

Otokorelasyon fonksiyonu zaman serilerine uygulanan, bu serilerin iligki ve
ozelliklerini aciklayan, bu nedenle analiz edilecek zaman serilerine uygun ola-
bilecek zaman serisi modelinin se¢ciminde yardimci olan ve agiklayici bilgi iireten

onemli fonksiyonlardan birisidir.

Bir zaman serisinin X ile X, gibi belirli bir k zaman araligiyla (gecikmesi)
birbirinden ayr iki deger arasindaki iligkiye otokovaryans, bu iligkinin derecesini
olgen ve genel olarak vy ile gosterilen katsayiya da otokovaryans katsayisi denir.
Otokovaryans katsayilarini k& gecikmesine baglayan fonksiyona ise otokovaryans

fonksiyonu (OKVF) ad1 verilir.

Otokovaryans katsayisi k gecikmesi igin
Yy = Kov (Xi, .o, Xiy1) = E[(Xy — E (X)) (X1 — B (Xeqa))] (1.2)

veya kisaca
(k) = E[(Xi — 1) (Xegr — p)] (1.3)

seklinde belirlenir.

22QZMEN, A, a.g.e., s. 6
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Incelenen zaman serisine dayanarak Y () otokovaryans fonksiyonunun tahmini
c(k) ile gosterilir. ¢(k) degeri £k =0,1,2,...,n igin

(k) = 237 (X, = X) (Xiup - X)

t=1

S|

seklinde hesaplanir.?

1.5.2. Otokorelasyon Fonksiyonu

Tek degiskenli zaman serisi analizinde kullanilan en 6nemli araclardan birisi,
otokorelasyon fonksiyonudur. OKF, zaman serisinin duraganliginin ve duragan-
disihiginin ve seri duragan-digi ise, duraganligi bozan etkenlerin belirlenmesinde,
ARIMA modellerin belirlenmesi asamasinda ve uygunlugunun arastirilmasinda

siklikla yararlanilan istatistiksel bir aractir.

Bir zaman serisinin, X; ve X, ; gecikmeli degerleri arasindaki iligkinin stan-
dartlagtirilmig 6lciimiine otokorelasyon katsayisi ve bu katsayilarin k£ gecikmesine
bagh olarak ifadesine de otokorelasyon fonksiyonu denir. OKF, anakiitle icin

pi (k) ile gosterilir ve k = 0,4+1, £2, .. i¢in

E(X: — py) (Xipr — )]

i (k) = (1.4)
E [(Xt - Mm)Q]
olarak veya k = 0,41, +£2, .. icin kisaca
Volk) _ 7.(k)
pi, (k) = = (1.5)

o2 7.(0)

bi¢iminde tanimlanir.

OKF’na dayanarak, incelenen zaman serisinin igerdigi etkenlerin belirlenmesi
ve bu etkenlerin, rassal etkenden ayirt edilebilmesi igin, rassal serinin otokore-

lasyon katsayilarinin 6rnekleme dagilimindan yararlanilir. Rassal serinin

BOZMEN, A., a. g. e. s. 36
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k = 0,%x1,42, .. gecikmeleri icin hesaplanan otokorelasyon katsayilarinin ¢rnek-

leme dagilimimin ortalamasi sifir ve standart hatasi da yaklagik olarak 1/+/n 'dir.?*

Incelenen zaman serisinin otokorelasyon katsayilari 2z, /+/n smirlar1 arasinda
kaliyorsa, serinin rassal olduguna karar verilir. Aksi durumda, bu simirlarin
disinda kalan otokorelasyon katsayilari, olusturulacak modelin derecesinin be-
lirlenmesini saglar. Burada z,, kabul edilen anlam diizeyine gore, serinin kri-
tik degerini gosterir. Aym yolla, belirlenen modelin uygunlugunun sinamasi da
yapilir. Tek fark, X, lerin yerine &;’ ler kullanilir. Burada ¢;’ ler artik serisine

ait degerleridir.?®

1.5.3. Kismi Otokorelasyon Fonksiyonu

Kismi otokorelasyon, degiskenin simdiki degeri X; ’nin, diger zaman gecik-
melerinde etkisi sabit kalmak {izere, tnceki X;,; degerleriyle iligkisini tanimla-

mada kullanilan 6lciime £ gecikmesi igin kismi otokorelasyon katsayisi denir ve

¢117 ¢22a ceey ¢kk ile gﬁStGI‘ﬂiI‘.

Zaman serisi ¢oziimlemesinde, seriye uygun olarak belirlenecek AR modelinin
derecesi OKF’na bakilarak belirlenemez. Ciinkii ¢ok sayida gecikme icin an-
lamli otokorelasyon katsayisi vardir. Oysa p’ inci dereceden bir AR modeli igin,
KOKF’ nda p tane istatistiksel olarak sifirdan farkli kismi otokorelasyon katsayisi
vardir. Diger gecikmelerde kismi otokorelasyon katsayilar: sifirdan farkh degildir.
Ornegin, bir zaman serisi icin KOKF’ na bakildiginda sadece birinci gecikmede
sifirdan farkli kismi otokorelasyon katsayisi varsa ve diger gecikmelerdeki kat-
sayilar sifirdan istatistiksel olarak farkli degilse, seri igin belirlenen model AR(1)

olarak ifade edilir.

Genel olarak, k£’ mc1 dereceden AR siirecinde j’ inci katsay1 ¢; ve son katsay1

2BOX vd. a.g.e. s. 34-35
ORHUNBILGE, N., a.g.e. 5.136-138
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da ¢y, ile gosterilir. ¢,,;’ larin denklemler kiimesi, Yule-Walker denklemler sistemi

seklinde yazilip ¢oziimlenebilir.?®

Bu sistem j = 1,2, ...,k icin

P = PpaPjr + -+ ¢k(k71),0jfk+1 (1.6)

bi¢iminde gosterilir. Daha acik bir ifade ile j = 1,2, ..., k icin

P1 = Qg1 t Gpapy + o+ PppPr1

Py = Pt Opot oo+ OrpPro (1.7)

Pe = PrPr—1 t OraPo—1 + -+ Opp
seklinde ifade edilebilir.

Yule-Walker denklemler sisteminde p ’larin yerine 6rneklem otokorelasyon kat-
sayilar1 olan r ’ler kullanilip ¢oziimleme yapilarak £ gecikmeleri icin ¢’ larinin
kestirimleri bulunur. Kestirilen bu fonksiyona ¢rneklem Kismi Otokorelasyon

Fonksiyonu (KOKF) denir.?

1.5.4. Zaman Serisi Grafigi ve Korelogrami

Zaman serisi analizinin ilk agsamasinda, serinin seyrine bakilarak duragan-
lig1 ve mevsimselligi hakkinda ilk bilgilerin elde edilebilmesi i¢in serinin zaman
1 ﬁ\./- . . l . k- 28 B- . . . 1 ﬁu.
yolu grafiginin incelenmesi gerekir. ir zaman serisinin zaman yolu grafigine
bakilarak ortalama da duraganlik, varyans da duraganlik ya da duragan-disilik
kavramlarina karar verilebilir. Zaman serisi analizinde, serinin zaman yolu grafigi,
serinin duraganligi ve yapilmasi gereken doniisiimlere karar verilmesi agisindan

onemli bir aractir.?

2BOX vd. a.g.e., s.54

2TBOX vd. a. g. e., s. 64-68

BAKGUL, L., a.g.e., s. 206

YSEVUKTEKIN, M., NARGELECEKENLER, M., a.g.e., s. 229-231
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Orneklem otokorelasyonlarmin, kismi otokorelasyonlarin ve Q-istatistiklerinin
incelen serinin 6zelligine gore secilen k sayida gecikmeye gore isaretlenerek grafiginin
¢izilmesine korelogram adi verilir. Korelogram teorik otokorelasyon fonksiyon-
larinin tahmin edilen 6rneklem otokorelasyonlarina yer verir. Segilen gecikme
sayisina gore tahmin edilen otokorelasyonlar sifira yakinligi incelen serinin temiz-
dizi ya da duraganlig hakkinda bilgi verir. Incelenen serinin duragan ya da
duragan-digiligina karar vermede serinin modellenmesinde ve belirlenen modelin
gecerliligine karar vermede korelogram yararh bir arac olarak siklikla kullanil-

maktadir.3?

1.6. Duragan ARIMA Modelleri

Bu boliimde, duragan zaman serilerine uygun olan; Otoregresif AR(p), Hareketli
Ortlama M A(q) ve Karma Otoregresif Hareketli Ortalama ARM A(p, q) agiklan-

maya ¢aligilmigtir.

1.6.1. Otoregresif Modeller

Otoregresif AR(p) modelde zaman serisi degigkeninin i¢inde bulunulan dénem-
deki (cari) degeri, serinin p dénem ge¢mis degerlerinin agirlikli toplamina art:
rassal hata terimine bagl olarak aciklanmaktadir. Genel olarak; trend etkisi
kaldirilmig seriyi y;, otoregresif siirecin mertebesini (serinin ge¢mis degerlerinin
say1st) p, bugiinkii dénem ile ge¢gmis donem degerleri arasindaki iligkiyi gosteren
iligki katsayilar1 (agirhiklar) ¢, ve model tarafindan agiklanamayan hata terimini

e; ile gosterirsek p’ nci mertebeden otoregresif AR(p) siireci

Yt = OrYe—1+ Qo2+ .. + Opyr—p + & (1.8)

veya

Yt — P1Yt-1 — Polt—2 — o — ¢pyt—p =&t (1-9)

30SEVUKTEKIN, M., NARGELECEKENLER, M., a.g.e., s. 271-272
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seklinde gosterilir.

(1.8) ve (1.9) nolu denklemlerde ¢; ile simgelenen hata terimi; sifir ortalama
ile sabit varyansa ve temiz dizi (white noise) siireccie sahiptir. Ayrica, ¢; 'ler, v,
lerden bagimsiz olup herhangi bir donemdeki hata ile arasinda iligki s6z konusu
degildir. ¢ ile simgelenen ve “yigilim parametresi” olarak adlandirilan stokastik

siirecin ortalamasi ile ilgili sabit parametresine sahip AR(p) siireci;

Yt = O1Yi-1+ QY2+ . + OpY—p +0 + & (1.10)
veya
Yo — Qr¥i—1 — GolYt—2 — oo — OpY—p + 0 = & (1.11)

bi¢giminde ifade edilir.

Modele sabitin eklenmesi ile serinin sifirdan farkli olmasina izin verilmesi
olarak ifade edilebilir. (1.10) ve (1.11) nolu modellerde 8, 02, ¢y, @y,...,¢, olacak
sekilde (p+2) tane bilinmeyen parametre vardir. Bu paremetreler verilerden tah-

min edilmektedir. Benzer sekilde (1.8) ve (1.9) nolu modellerde o2, ¢y, ¢q,...,¢

p

olacak sekilde (p + 1) tane bilinmeyen parametreler verilerden tahmin edilmekte-

dir.

AR(p) siirecini, B geri kaydirma iglemcisi kullanarak; (6 = 0 varsayim ile)
1—¢B—¢,B° — ... — ¢,B" = ¢ (1.12)
p’ nci mertebeden AR iglemcisi olan ¢ (B)’ nin agilim,
6(B) =1 ¢,B — 6B — .. — 6, B"

biciminde verilir.3!

MAKGUL, L., a. g. e, s. 37
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1.6.2. Hareketli Ortalama Modelleri

M A(q) modelleriyle tahminlerde, ¢ adet ge¢mis dénem hatalarimin dogrusal
birlesimi (kombinasyonu) kullanilmaktadir. Otoregresif modellerde oldugu gibi
hareketli ortalama modellerinde de hata terimlerinin zaman i¢inde bagimsiz ve
rassal oldugu, temiz dizi siireci olugturuldugu varsayilmaktadir. M A(q) model-
leri, incelenen zaman serisi degiskenin bugiinkii degerini, temiz dizi siirecinin
bugiinkii ve g-donem geriye giderek gecmis degerlerinin agirlikli toplamu ile agik-
layan modellerdir.??. Yani M A(q) modelleri, degiskenin ge¢mis dénem degerlerine

gittikce azalan agirhiklar verilmesine dayanmaktadir.?

M A(q) siireci, tamim geregi ¢ duragan temiz dizi teriminin ortalamasi oldugu
icin M A(q) siireclerinin tiimii duragandir. M A(q) siiregleri i¢in aragtirilan 6zellik

"cevrilebilirlik kogulu" nun saglanip saglanmadigidir.

M A(q) siiregleri genel olarak yigilim parametresinin modelde ye alip alma-

masina bagh olarak;
Y = U+ & — 016t_1 — Qgst_g — .= qut—p (113)

veya

Yy =¢cr—biei1 —bOagio— ... — 061, (1.14)
bi¢iminde gosterilmektedir. #; agirhiklari, i, duragan seriyi gostermektedir. Ayrica
E1-1y Et—2y--,E1—p gecmis donem 6ngoril hatalarim ve g ile sabit terimi, 6y, 0s,...,0,
ile de M A parametrelerini simgelemektedir.

Model geri kaydirma iglemcisi B kullanilarak g = 0 olmak {izere

y=(1—6.B—0,B>—..—0,B% ¢ (1.15)

Z2AKGUL, L., a. g. e., s. 67
30ORHUNBILGE, N., a. g. e., s. 165
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veya kisaca

yr = 0 (B) & (1.16)

olarak ifade edilmektedir.?*

M A(q) siireci igin gevrilebilirlik kogulu (1.16) esitligininden faydalanarak
Et — 9713 (yt) (117)

olarak ifade edilmektedir. Kosul, karakteristik denkleminin koklerinin birim daire
digia diismesi ile agiklanmaktadir. y = (1 — 0;B)e; ile tanimh M A(1) siireci
i¢in gevrilebilirlik kogulu

’91| <1
seklinde, M A(q) siireci igin ise

D hi<1 (1.18)
=1

bi¢iminde gosterilmektedir.

AR siireci daima gevrilebilir, M A siireci ise daima duragandir. Ayrica ¢, para-
metrelerinin duraganlik simirlarim gegmesi ve 6, parametrelerinin ¢evrilebilirlik
sinirlarini ge¢gmesi durumunda ilgilenilen zaman serisinin duragan-dis; aksi tak-

tirde duragan bir siire¢ oldugu ifade edilmektedir.?

1.6.3. Otoregresif Hareketli Ortalama Modelleri

Duragan serilerin sadece AR(p) veya M A(q) siireclerinin degil de, her iki
siirecin 6zelliklerine sahip olduklar1 durumda olusturulacak olan ve seriler icin
daha iyi uyum saglayan modeller “Otoregresif Hareketli Ortalama Modelleri”

ARM A(p, q) olarak adlandirilmaktadir. ARM A(p, ¢) modelleri, en genel duragan

stokastik siire¢ modelleri olup, ge¢mis gozlemlerin ve ge¢mis hata terimlerinin

MAKGUL, I, a. g. e., s. 68
BAKGUL, L., a. g. e., s. 69
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dogrusal bir fonksiyondur. p ve ¢ mertebelerine sahip ARM A(p, q) siireci, yigihm

parametresinin modelde yer alip almamasina gore, § # 0 varsayimi ile
Ye = P1Ye—1+ P2+ . F Oy p + 0+ & —bher 1 —bagr o — ... — Oy (1.19)
0 = 0 ve varsayimi ile
Yo = O1i-1+ OoYeo+ o Oy p e — 01601 — O o — ... — 045, (1.20)
veya (1.19) ve (1.20) esitlikleri diizenlenerek
Yo — O1Ye1— Golr—2 — . — Opls—p = 0+ — 01611 — O o — ... — 0451, (1.21)
0 = 0 ve varsayimi i¢in
Y — Qrlfe—1 — G2 — . — Or—p = €t — b1641 — 02845 — ... — 045y, (1.22)

bigiminde gosterilmektedir. ARM A(p, q) siireci, geri kaydirma iglemcisi B ile

(0 = 0 durumu igin);
(1—-¢1B—¢yB>—...—¢,B")yy = (1 — 6B — 08> — ... — 6,B%) ¢,

veya kisaca

¢ (B)y: =0(B) e (1.23)

olarak gosterilebilir.?f

1.7. Duragan-Dis1 ARIMA Modelleri

Siireglerin ortalamasinin, varyansinin ve kovaryansinin zamana bagl olarak
degismemesi durumunda, bagka bir deyigle seriler duragan olduklarinda AR(p),

M A(q) veya ARM A(p, q) modellerinden birinin uygun olacagina deginilmisti.

Ancak zaman serilerinin ¢ogunda ortalama ve (veya) varyansta zamana bagh

bir egilim gozlenmektedir. Serilerin sabit bir ortalama etrafinda dagilmamasi

BAKGUL, L., a. g. e., s. 67-70
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veya stokastik siirecin karakteristiklerinin zamana bagh olarak degismesi nedeni
ile duragan olmayan seriler ortaya ¢ikmaktadir. Bu gibi serilerin duragan hale
doniigtiiriilmesi gerekli olmakta ve genellikle bu 6zelliklere sahip serilerin duragan

olana kadar fark: alinmaktadir.

Duragan-dis1 y; serisinin d ’inci mertebeden farki alinarak duragan hale geti-

rilen seri w; ile tanimlanirsa, uygulanan doniisiim,
d d

seklinde gosterilmektedir.?7

Duragan olmayip, farki alinarak duragan hale getirilmis serilere uygulanan
modellere “duragan olmayan dogrusal stokastik modeller” veya kisaca “entegre
modeller” denir. Bu entegre modeller belirli sayida farki alinmis serilere uygu-
lanan AR ve M A modellerinin birlegimidir. Eger AR modelinin derecesi p, M A
modelin derecesi ¢ ve serinin d kez farki alinmig ise bu modele (p,d, q) derece-
den “otoregresif entegre hareketli ortalama modeli” olarak adlandiriir ve ARIMA

(p,d,q) seklinde gosterilir.

ARIM A modelleri kullamilarak duragan olmayan zaman serilerinin (p, d, q)
mertebesi ile modellenmesi miimkiin olmaktadir. Bu agsamada yapilan fark alma
igslemi ise duragan olmayan serilerin duragan hale getirilmesinde déniigiim araci
olarak kullanilmaktadir. Uygulamada yaygin kullanilan fark alma mertebelerin
d =1 ve d = 2 oldugu goriilmektedir. Serinin mertebesi belirlendikten sonra mo-
deldeki otoregresif terim sayisi p ve gecikmeli hata terim sayisi ¢ belirlenmektedir.
Sonucta ARIM A modelleri, duragan olmayan serilerin duragan olana kadar kag
kere farklarinin alindigini gésteren d mertebesine AR terim sayisi p ve MA terim
sayisi ¢'nun ilave edilmesi ile belirlenmekte ve her ii¢ degerin segilmesinin ARI M A

modellerinde en énemli adimi oldugu ifade edilmektedir.3®

STAKGUL, L., a. g. e., s. 105
BAKGUL, L., a. g. e., s. 110
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1.8. ARIMA Model Kurma Siireci: Box-Jenkins Yaklasimi

Zaman serisi modeli olugturmada Box-Jenkins (1976) yontemi geleneksel ekono-
metrik modellere gore, duraganlhigi, deterministik bilegen bilgisini ve gelecege ilis-
kin tahminleri bir arada ortaya koydugu icin sik tercih edilen bir yontemdir.
Yontem belirlenen birgok model arasindan en iyi modeli secerek zaman serisinin
gelecekte alacagi degerleri tahmin etmeye yoneliktir. Bir degiskene iligkin yapila-
cak tahmin, kendi gecikmeli degerleri, hata terimleri ya da her ikisinin birlegimi
ile yapilmaktadir. Yani degisken, kendi dinamikleri ile agiklanmaya caligilmak-

tadir.?

Box-Jenkins yaklagimin da temel fikir cimrilik (tutumluluk) prensibine dayan-
maktadir. Cimrilik (seyreklik-azlik anlaminda) prensibi zaman serisi verilerinin
ozelliklerini ortaya koyan optimal (minimum sayida parametre veya serbestlik
derecesini gozoniinde tutan) bir model kurmay1 amaglar. Box-Jenkins tutumlu
modellerin ¢ok sayida parametre iceren modellere gore daha iyi ongorii iirettik-
lerini 6ne siirer. Tutumlu bir modelin verilere uyumu, gereksiz herhangi bir para-
metrenin eklenmesinden daha iyidir. Amag tam siireci elde etmek olmasa da,

dogru veri iiretme siirecine yaklagmaktir.

Zaman serisi modeli kurmada Box-Jenkins yaklagimi sekil 2.1 deki gibi sematik

olarak ozetlenebilir.

3BOZKURT, H. "Zaman Serileri Analizi", Ekin Kitapevi, Ankara, 2007, s.49
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Uwvgun Model Grubunun Belirlenmesi

s Baslangic Modelinin Tammmlanmas

Modelin Parametrelerinin Tahmini

-

Gecersiz Model

Modelin Uvgunlugunun Test edilmesi

T Gecerli Model
[ | Modelin Tahmin Amaciyla
¢ Kullamlmasi

Sekil 2. 1. Box-Jenkins Yontemi Uygulama Asamalari
Kaynak: Box-Jenkins, 1994: 17
Yaklagimdaki temel adimlar genel hatlariyla, zaman serisi modelinin belirlenmesi
(tanmimlanmasi), model parametrelerinin tahmin edilmesi, ayirt edici kontrol (test)

ve ileri yonelik tahmin (6nraporlama-ongorii) olarak dort adimda 6zetlenebilir.?

1.8.1. Modelinin Belirlenmesi

Box-Jenkins yonteminin en onemli agamasi, otokorelasyon ve kismi otoko-
relasyon katsayilarimin incelenerek uygun ARIM A(p,q) modelinin se¢ilmesidir.
Mekanik olarak belirlenmesi miimkiin olmayan bu agamada aragtirmacilarin karari

onem kazanmaktadir. Ancak otokorelasyon ve kismi otokorelasyon katsayilarinin

WSEVUKTEKIN, M.,NARGELECEKENLER, M., a.g.e., 5. 178
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belirli modeli agikca ortaya ¢ikaramamalar: ve birden fazla fazla modele uygunluk

gosterme egilimleri sebebiyle tek bir modelin belirlenmesi miimkiin olmamaktadir.

Otokorelasyon ve kismi otokorelasyon katsayilarinin ortalamasi sifir, standart
sapmasi 1/4/n olan normal dagihm gosterdigi bilinmektedir. Bu bilgilerle %95
olasilikla bu katsayilarin tesadiifilik sinirlar1 belirlenmekte ve 2/y/n’ den biiyiik
olanlarin anlaml bir sekilde farkli oldugu kabul edilmektedir. Model belirleme

siireci ii¢ 6onemli agsamadan olugmaktadir.

i) Eger zaman serisi duragan degilse, suni otokorelasyanlar model belirlem-
eye engel olacaktir. Bu sebeple hangi diizeyde uygun ise farklar alinir ve seri
duragan hale getirilir.*' Duraganlik testi icin, OKF ve KOKF yaninda Dickey-
Fuller (DF), Genisletilmis Dickey-Fuller (ADF) veya Phillips-Perron testlerine de

bagvurulabilir.*?

ii) Otokorelasyon ve kismi otokorelasyon katsayilari dagilimlarinin grafikler

yardimiyla incelenmesi gerekmektedir.

iii) Sifirdan anlamh bir gekilde farkli olan otokorelasyon katsayilarimin saptan-
masi AR ve MA modellerinin derecesinin belirlenebilmesi i¢in gerekmektedir. Be-
lirleme iglemi sifirdan anlaml bir gekilde farkli olan otokorelasyon katsayilarimin

sayilar1 kullanilarak yapilmaktadir.

ARM A modellemesinde AR’ i derecesi kismi otokorelasyon (p) ve M A’
derecesi otokorelasyon (q) katsayilarimn sayisi ile belirlenmektedir. Asagidaki
tablo 1.17 de otokorelasyon ve kismi otokorelasyon katsayilarinin teorik davraniglar

verilmigtir.

{'ORHUNBILGE, N., a. g. e., s. 193 - 194
#2BOZKURT, H., a.g.e., s. 27-40
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Tablo 1.1.Box-Jenkins Modellerinde OKF ve KOKF Seyri

Otokorelasyon Yapisi Siireg

OKEF iissel azalma AR(p) modeli. p degerini KOKF gecikme sayis1 belirler.

KOKF fissel azalma M A(q) modeli. | p degerini OKF gecikme sayis1 belirler.

OKF ve KOKF iissel azalma p ve q degerini OKF ve KOKF

ARM A (p,q) modeli. gecikme sayis1 belirler.

OKF ve KOKF tiim degerler sifir Tesadiifi degiskendir.

Belirli araliklarla OKF ve KOKF
Mevsimsel otoregresif terim igerir.

sifirdan farkli olmas: (12, 24,...)

OKF ve KOKF degerlerinin
Duragan-Dis siireg.

sifira dogru azalmamasi

Kaynak: Bozkurt, 2007: 55

1.8.2. Model Parametrelerinin Tahmini

Uygun bir zaman serisi bir modeli gegici olarak belirlendikten sonra siirecin
parametreleri tahmin edilir. Eger AR siireci belirlenmis ise parametreler en kiigiik
kareler” (EKK) yontemi ile tahmin edilir. Eger herhangi bir M A siireci belirlen-
mis ise maksimum benzerlik veya yine en kiiciik kareler yontemi uygulanir. Sayet
ARM A siireci belirlenmis ise dogrusal olmayan optimizasyon yontemine gerek

duyulur.*?

Tahminin “En Kiigiik Kareler” (EKK) yontemi ile yapilmasi durumunda hata
terimlerinde goriilen oto korelasyon etkisi nedeniyle, etkin olamayan ve ¢ok biiyiik
varyansa sahip olan parametre tahminleri elde edileceginden parametrelerin “Dog-
rusal Olmayan EKK” yontemi ile tahmin edilmesi uygun olmaktadir. Hata terim-
leri normal dagilima sahip oldugunda tahmin yontemi olarak “En Cok Olabilirlik”
yontemi de kullanilmaktadir. Tahmin iglemi genellikle paket programlar yardimi

ile yapilmaktadir. Parametrelerin son nokta tahminlerini elde etmek i¢in gesitli

BSEVUKTEKIN, M., NARGELECEKENLER, M., a.g.e., s. 182
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yaklagimlar kullanmilmakta ve sonug olarak “en kiiciik hata kareleri toplami”na
sahip tahmin secilmektedir. Hesaplama algoritmasi tekrarli bir siire¢ oldugun-
dan, tahminlere ait baslangi¢c degerlerinin verilmesi gerekmektedir. Bu nedenle
tahmin basamaginda ilk olarak “deneme” niteligindeki modelin parametreleri i¢in
“baglangic” degerleri hesaplanmakta, daha sonra paket programlar yardim ile

tekrarl yontemle son tahminler elde edilmektedir.*

1.8.3. Modelin Uygunlugunun Test Edilmesi

Box-Jenkins model olusturma yonteminde {i¢iincii asama, teshis etme test-
lerini kullanarak modelin yeterliligini kontrol etmektir. Zaman serisi modeli
secilip parametreleri belirlendikten sonra yapilan tanimlamalarin dogrulugu or-

taya konulabilir. Model uygunlugunun test edilmesi genelde iki agamayi igerir.

Benzetilen serinin otokorelasyon fonksiyonu orjinal serinin otokorelasyon fonksi-
yonu ile kargilagtirilir. Eger iki otokorelasyon fonksiyonu oldukca farkli goriin-
miiyorsa modelin gecerliligi siiphelidir, model belirleme agamasina geri doniilerek

tekrar model belirlenir.

Ik asamada, eger iki otokorelasyon fonksiyonu belirgin bir bicimde birbirinden
farkli degilse bu durumda modelin kalintilar1 (artiklari) analizine gegilir.Modelin
kalintilar: test stireci i¢cin 6nemli bilgiler saglar. Eger uydurulan model yetrli ise,
kalintilar (artiklar serisi) yaklagik olarak temiz dizidir. Yani belirlenen
ARIM A(p, d, q) modeli veri-tiretme siirecini yeterli diizeyde gosteriyorsa, kalin-

tilar korelasyonsuz ve rassal olacaktir.?

Ikinci asamada modelin uygunlugu, kalint1 degerlerinin (artiklarn) oto ko-
relasyonlar: iizerinde uygulanan ve Box-Pierce’in () istatistigi olarak da bilinen

ki-kare (y?) testi ile de kontrol edilebilir. K —p — ¢ serbestlik derecesi ile yaklagik

MAKGUL, L, a. g. e., 5. 122 - 123
HSEVUKTEKIN, M., NARGELECEKENLER, M., a.g.e.,s. 184
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olarak ki-kare dagilimina uyan () istatistigi, duragan serideki gozlem sayis1 N,
test edilecek birinci oto korelasyon k, test edilecek oto korelasyon sayis1 K, k’inci
artik (kalint1) teriminin 6rnek oto korelasyon fonksiyonu p,, serinin duraganlagtig

fark alma derecesi d olmak iizere

K

Q(r)=NY_ i~ Xkpy (1.25)

k=1
sekilde hesaplamir. Hesaplanan @ degeri, K — p — ¢ serbestlik derecesi icin 2
degerinden biiyiikse, model uygun degildir.

Ljung ve Box tarafindan tamtilan Q* test istatistigi ise, x? dagilimimin goz-
lem sayisinin 100°den kiigiik olmasi, yani N < 100 olmasi durumunda zayif bir
istatistik olmas1 nedeniyle degistirilmis bir ) istatistigidir. Q* istatistigi test

hipotezleri

Hy @ pr=py=..=p
Hi @ py#py# o # py

olarak olusturulmakta ve test istatistigi;

K
N(N+2)> 0t
k=1
* = 1.26
formiilii ile hesaplanmaktadir. Formiilde £ = 1,2,..., K gecikme uzunlugunu

(veya kullanilan oto korelasyon sayisini), N duragan zaman serinin gozlem sayisini

gostermektedir.

Q" istatistigi de @ istatistigi gibi, hata terimleri arasindaki serisel korelas-
yonunu &lgmekte olup Hy hipotezi altinda (K — p — q) serbestlik derecesi ile x?
dagilmina sahiptir. Q* < x? olmas1 halinde OKK’larinin sifir oldugunu vurgu-
layan sifir hipotezi reddedilmeyecek, @Q* > x? olmasi halinde ise, OKK’larmin

sifir oldugunu vurgulayan sifir hipotezi reddedilecek ve artiklarin “temiz dizi"
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ozelligi tagimadigl, bu nedenle de modelin gegersiz olduguna karar verilecek-
tir. Birden c¢ok sayida deneme niteligindeki model s6z konusu oldugunda, birden
fazla modelin “iyi model” olarak kabul edilmesi miimkiin olacagindan, bu asa-
mada “en iyi model”in secilmesi problemi ile kargilagilmaktadir. Bu durumda
“uygunluk testleri” sonucunda bagarili bulunan modellerin degerlendirilmesi ve
“en iyi model”in belirlenmesi amaciyla cesitli kriterlerden yararlanilmaktadir.*f

Bu kriterler ilerleyen alt boliimde agiklanmigtir.

1.8.3.1. Model Sec¢im Kriterleri

Model belirleme, parametre tahmini ve model uygunlugunun test edilmesi aga-
malarindan sonra elde edilen model ya da modellerden uygun olaninin sec¢ilmesi

i¢in agagida belirtilen kriterler kullanilmaktadir.

Standart Belirlenim Katsayis1 (R?): Standart belirlenim katsayisi R?
zaman serisi modellerinin degerlendirmek ic¢in ¢ok fazla yararl olan bir yéntem
degildir. ARIMA model belirlemede kullanilabilir. Zaman serisi i¢in belirlenim

katsayis1 R? yalmzca AR parametresine baghdir.

F-istatistigi Yaklasimi: ARIMA model belirlemede model secim kriteri
olarak basvurulan genelde regresyon teknigi olarak bilinen F-istatistigi yaklagima,
otoregresif zaman serisi modellerinde (AR) uygulama kolayligi ve basitliginden

otiirii ¢ok sik kuulanilan bir kriterdir.

Akaike Bilgi Kriteri (AIC): Akaike bilgi kriteri (AIC) modeldeki terim-
lerin sayisim dikkate alarak, modelin uyumunun iyiligini 6l¢en bir kriterdir. AIC
genelde ¢ok degiskenli aiternatif modeller arasindan iyi uyum saglayan modelin
se¢im kriteri olarak kullanilabildigi gibi ARIM A modelleri i¢in de uygun model

derecesini tanimlamak amaciyla kullanilabilir.

WAKGUL, L., a. g. e., s. 122 - 123
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AIC genel bir cezali olabilirlik siirecini olugturur. Modeldeki her ilave terim
icin olabilirlik bir cezaya tutulur. Eger olabilirlik ceza miktarindan daha fazla
olabilirlik saglamazsa modele dahil edilmez. AIC, olabilirlik L, m = p + ¢ olmak
lizere

AIC = —2log L + 2m

formiilii veya hata kareler toplam 63, olmak tizere
~2
AIC =Tlogoy +2m

bi¢iminde tamimlanir. Alternatif modeller arasinda en kiigiitk AIC degeri veren

ifade icin p ve ¢ degerleri veya uygun model segilir.

Schwarz Bilgi Kriteri (SIC): Schwarz bilgi kriteri (SIC), AIC gibi aym
istatistiksel kurallarin uygulandigi bir istatistiktir. SIC ayni zamanda Bayes Bilgi
Kriteri (BIC) olarak da adlandirilir. SIC i¢in de iki farkl tanimdan birincisi

SIC =Tlog Gy, + 2m +mlogT
ve ikincisi
SIC =TIn(SSR) + mIn(T)

biciminde verilebilir. Tyi bir model uyumu icin AIC ve SIC degerlerinin miimkiin

oldugu kadar kiiciik olan1 tercih edilmelidir.*”

1.8.4. Tleriye Yonelik Ongorii (Tahmin)

Seri i¢in olugturulan modelin belirlenip, kontrol amach testlerden gegmesinden
sonra ileriye yonelik ¢ngorii amaciyla kullanilabilecegi ifade edilmektedir. Bu
asamada 6ngorii, modelin parametrelerinin dogru olarak belirlendigi varsayilarak

yapilmaktadir.

1TSEVUKTEKIN, M.,NARGELECEKENLER, M., a.g.e., s. 186-190
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ARIMA modelleri, tahmin i¢in ek bilgi gerektirmemesi ve ¢zellikle kisa dénemli
ongoriilerde bagarisinin yiiksek olmasi nedeni ile zaman serilerinde 6ngorii amach

olarak siklikla kullanilmaktadir.*®

Zaman serileri modelleri ile kestirim, uygun bir modelin parametrelerinin kes-

tirimi yardimm ile saglanir. Ornegin ilgili modelin
Y; = bo + blt + &¢ (127)

oldugu varsayilirsa 3, ve (; parametrelerinin bir kestirimi olan b; ve by kul-
lanilarak gelecege yonelik

Ft - b(] + blt
ile kestirim yapilabilir.

T gozlem degerine sahip bir seride, T' (T' periyodunun sonu) zaman diliminden

sonra gelecek bir periyoda (7' + a) yonelik bir kestirim yapilacaksa,
FT+T = b() + b1 (T + (l) (128)
esitligi istenen kestirim degerini verecektir.*’

1.9. Mevsimsel ARIMA Modelleri

Mevsimselligi modelleme yaklagimi olarak bilinen “Mevsimsel Box-Jenkins
Yontemi”nin diger yontemlere gore {istiinliigiiniin mevsimselligi modelde tanim-
lamasi oldugu vurgulanmaktadir. Mevsimsel Box-Jenkins modellerinde amag,
gecerli bir modelin bulunmasidir, ayrica verideki mevsimselligin davranisi ile
de ilgilenilmektedir. Mevsimsel olmayan seriler i¢in analizin baslangi¢ noktasi

kabul edilen duraganlik, mevsimsel seriler i¢in model olugturmada da gereklidir.

BAKGUL, L, a. g. e., s.144 - 146
YFRECHTLING, D.,C., a.g.e., s. 145-147
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Mevsimsel 6zellik tagiyan ve duragan-disi serilerin duraganliginin saglanmasi icin

fark alma iglemi aylik verilerde,

AlZyt =Yt — Yt—12

iiger aylik serilerde
Agyr = Yyt — Y4

olacak sekilde gerceklestirilmektedir.

Serinin mevsimsel bilegeninin zaman iginde sabit olmadig1 goriildiigiinde ise,
fark alma islemi uygulamadan serinin mevsimsel degismesinin sabit bir seriye
doniigtiiriilmesi gerekmektedir. Bu da genellikle seri degerlerinin dogal logarit-
masi alinarak yapilmaktadir. Logaritmasi alinmigmig serinin yayilmasinin artmasi
durumunda ham veri yerine logaritmasi alinmigmig verinin kullanilmasi tavsiye

edilmektedir.?’

1.9.1. Mevsimsel Otoregresif Modeller

Duragan bir zaman serisinin ¢-donemindeki gozlemlerinin, bir onceki yilin
kargt gelen donemine ait gozlemlerinin arti1 rassal sokun dogrusal bir fonksi-
yonu olarak ifade edildigi durumda siirecin “mevsimsel otoregresif” siire¢ oldugu
ifade edilmektedir. Mevsimsel zaman serisi i¢cin tanimlanan baginti genel olarak,
mevsimsel AR parametresi ¢,, duragan zaman serisi 3;, mevsim dénemi sayisi s,

gecmis donem 6ngorii hatalar: €; olmak {izere;

Y = O1Ys—s T & (1.29)

veya
&t =Yt — ¢1yt—s (1-30)

bi¢iminde gosterilir.

AKGUL, L., a. g. e., s. 177-182
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(1.29) ve (1.30) modelleri “Mevsimsel Otoregresif Modeller” olarak adlandiril-
makta ve kisaca AR(P)s veya SAR(P) seklinde gosterilmektedir.

Geri kaydirma iglemcisi B kullanilarak
(1= B )y =& (1.31)
olacak gekilde ifade edilmekte ve (1.31) esitligi genel olarak;
(¢B°) yr = & (1.32)

seklinde gosterilmektedir. Burada yer alan ¢ (B*) polinomunun agilimi, mevsim-

sel AR parametresi P olmak iizere
¢(B°)=1-¢,B" — ¢2B28 e ¢PBP8
bicimde ifade edilir.’!

1.9.2. Mevsimsel Hareketli Ortalama Modeli

Duragan bir zaman serisinin i¢inde bulunulan dénemdeki gézlemlerinin ras-
sal gokun art1 s-donem o6nceki rassal sokun dogrusal bir fonksiyonu olarak ifade
edilmesi durumunda siirecin “Mevsimsel Hareketli Ortalama” siireci oldugu ifade
edilmektedir. Bu gibi serilerin modellenmesinde de “mevsimsel hareketli orta-

lama” modelleri kullanilmaktadir.

Mevsimsellik 6zelligi tagiyan zaman serisileri i¢in, temiz dizi (WN) 6zelligini
tagiyan hata terimi 4, mevsimsel M A parametreleri ©;, duragan zaman serisi y;

olmak tizere gozlemler arasindaki iligki;
Yr =t — O16 (1.33)
veya geri kaydirma iglemcisi B yardimi ile

yr = (1-61B%) ¢ (1.34)

STAKGUL, L., a. g. e., s.188
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seklinde ifade edilir.

Aylik zaman serisi gozlemleri i¢in mevsimsel M A modeli ise
Yt =€t — On2er12 (1.35)

seklinde ifade edilir.

Burada yer alan © (B*) polinomunun acilimi, mevsimsel M A parametresi )

olmak tizere,

O(B*)=1—-0,B°—0,B* — ... —0pB"*

bicimde gosterilmektedir.

Yukaridaki modeller “Mevsimsel Harekerli-Ortalama Modelleri” olarak ad-

landirlmakta ve kisaca M A(Q), veya SM A(Q) seklinde gosterilmektedir.>

1.9.3. Mevsimsel Otoregresif-Hareketli Ortalama Modeli

Mevsimsel zaman serilerinin hem mevsimsel AR” ve hem de mevsimsel MA
siireclerinin etkisini tasidigl zaman serisi modelleri, "mevsimsel karma modeller"
veya "Mevsimsel ARM A(P,Q)” olarak adlandirilmakta ve ARM A(P,Q)s veya
SARM A(P, Q) seklinde gosterilmektedir. Burada P, mevsimsel AR mertebesini
ve () da mevsimsel M A mertebesini gostermnektedir. SARM A(P, Q) modeli

Yt = ¢1sytfs+¢23yt723+-'-+¢PsytfPs+€t_91551‘,75"”925&}723"’_---+9Qs€t7Qs (136)
veya
Y = Cry— s+ Poyp—os ...+ Ppys_ps+e, =016, + 02625+ ... +Oge_qs (1.37)

esitlikleri tanimlanmaktadir. SARM A(P, Q) modeli geri kaydirma iglemcisi B

yardimiyla
(1= ¢1,B° = 62,B* — ... = p,B™*) 4y = (1= 601,B° = 0,B* — 00, B%) &
(1—@,B° — ®3,B> — ... — ®p,B™)y;, = (1—01,B° — 09,B* — 0g,B“) g,

2AKGUL, L, a. g. e., s. 193
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veya kisaca

p (B g = 0g (B (1.38)

seklinde ifade edilir. Burada, P mevsimsel AR siirecinin mertebsini, () da mevsim-
sel M A siirecinin mertebsini gosternek tizere ®p (B®) ve O¢ (B®) P ve () merte-

belerinde B* nin polinomlarm simgelemektedir.®

1.9.4. Mevsimsel Biitiinlesik Otoregresif-Hareketli Ortalama Modeli

Duragan-digi zaman serisinin mevsimsel AR ve mevsimsel M A siireclerine
sahip olmasi durumunda olugturulan modeller, SARIM A(P, D, Q) veya
ARIMA(P, D, Q) olarak gosterilmektedir. Burada kullanilan P, D, @ simgeleri
sirasi ile mevsimsel AR mertebesini, mevsimsel fark alma derecesini ve mevsimsel

M A mertebesini gostermektedir.

Bu modellerde zaman serisi goézlemleri sadece mevsimsel gecikmelerde ve kat-
larinda bagimli olmakta, mevsim i¢indeki gozlemler bagimsiz olmaktadir. Mevsim
etkisi tagiyan seriler, hem mevsimsel olmayan hem de mevsimsel olan kisim olarak
modelde yer alacaklar1 i¢in modellerde bu ayrima uygun olarak mevsimsel olan
parametreler ve mevsimsel olmayan parametreler olarak ifade edilmeleri gerek-

mektedir.

P, D, @ mertebelerinde mevsimsel ARIMA modeli (SARIMA(P, D, Q)) geri

kaydirma iglemcisi B yardimi ile
Op (B°) Ay = Oq (B°) & (1.39)

seklinde ifade edilmektedir. Modelde yer alan AP mevsimsel fark iglemcisini, s
mevsimsel donemleri gostermekte olup; aylik zaman serisi gozlemleri igin s = 12
olarak almmaktadir. AP simgesi serinin D-kere mevsimsel farkinin alindigini, A4

simgesi ise serinin d-kere mevsimsel olmayan farkinin alindigini géstermektedir.

AKGUL, L, a. g. e., 5.197
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(1.39) modelinde yer alan ®p (B*) ve O¢ (B?®) P ve ) mertebelerinde B® nin poli-
nomlaridir. Tiim iglemciler ile yapilan doniisiimler sonrasinda serinin duraganligi
saglanmakta ve duragan-digi seri, AP mevsimsel fark alma iglemlemleri sonrasi

duragan seri olarak ifade edilmektedir.

Duragan-dis1 ¥, serisi i¢cin mevsimsel ARIM A modeli,

_0(B)
APy, = (B (1.40)
veya
_ ®p(BY)
ASD’yt = Wgt (141)

sekilde ifade edilebilir. (1.40) (1.41) egitliklerinde yer alan 6 (B) ve ¢ (B) ve
® (B) ve O (B) polinomlar: igin uygun gosterimler model belirleme yontemleri

kullanilarak elde edilmektedir.

Mevsimsel ARIM A(P, D, ) modelinin genel a¢ilimi, mevsimsel MA paramet-

releri 0,5, ©,ve mevsimsel AR parametreleri ¢, ®p olmak tizere, (1.40) modeli

DS
icin
(1— BS)D Y = (1 —0,,B° — 0,,B% — ... — QquQs) 5
(1 — ¢, B® — ¢, B? — ... — prsBPS)
(1.41) modeli i¢in de
(1— BS)Dy _ (1 —©0,B°*—0yB* — ... — @qBQs)€
t (1 - (I)lBS - (I)SBQS — ... — (I)pBPs) t

olarak yapilmaktadir.’

Uygulamalarda genelde mevsimsel AR ve M A siireglerinin mertebelri P ve
@, 3’ den kiigiik ve mevsimsel fark alma derecesi D ise siklikla 1 olarak alinmak-

tadir.?®

AKGUL, I, a. g. e., s. 200
»BROCKWELL, P.J., DAVIS, D.A. "Introduction to Time Series and Forecasting",

Springer-VerlagInc., New York, 2002, s. 203
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1.9.5. Mevsimsel Box-Jenkins Yaklagsimi Asamalari

Mevsimsel olmayan Box-Jenkins yaklagimininda oldugu gibi, mevsimsel Box-
Jenkins yaklagimininda da dort asamali bir model kurma stratejisi nermekte-

dirler. Bu asamalar;
1) Model Belirleme
2) Model Parametrelerinin Tahmini
3) Modelin Uygunlugunun Test Edilmesi

4) Tleriye Yonelik Ongorii (Tahmin)
olarak adlandirilmakta, ancak mevsimsel bilesenin varlig1 nedeni ile modeller daha

karmagik ve alternatif modeller daha ¢ok sayida olmaktadir.?

Model belirleme asamalarindan, Model Parametrelerinin Tahmini, Modelin
Uygunlugunun Test Edilmesi, leriye Yénelik Tahmin (Ongorii) mevsimsel ol-

mayan modellerde oldugu gibi mevsimsel olan model kurmada da gecerlidir.?”

Model Belirleme agamasinda 6ncelikle duraganligin arastirmas: yapilmaktadir.
Mevsimsel olmayan modellerde duragan-digilik gézlendiginde serinin birinci mer-

tebe (veya ilk regular) fark: (seri duraganlik ozelligi gosterene kadar)
2t =Yt — Yt—1

olacak gekilde farklar1 alinmaktadir.

Mevsim etkisi tagiyan serilerde duraganligi saglamak icin mevsimsel farkin
alinmasi ile duraganlik saglanmaktadir. Bu islem aylik zaman serisi gozlemleri
icin

ft =Yt — Yt—s = Yt — Yt—12

seklinde gerceklestirilmektedir.

AKGUL, L., a. g. e., s. 203
TORHUNBILGE, N., a. g. e., s. 208
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Duragan hale getirilen zaman serisi i¢in gegici model belirleme agamas1 tamam-
landiktan sonra, diger model belirleme agamalari mevsimsel olmayan model belir-
leme asamalarina benzer gekilde yapilir. Mevsim etkisinin gozlemlendigi 12,24, 36
kaydirmalar icin OKF ve KOKF’ nin davraniglar1 da dikkate alinarak analizler
gerceklestirilerek, uygun ARIM A modeli (veya modelleri) belirlenir.?®

1.10. Ongorii (Tahmin)

Zaman serileri konusunda ¢nemli kavramklardan biri de, bir zaman serisi
degiskeninin gelecekte alacagi degerlerin kestirilmesidir. "Tahmin", "kestirim"
ve "ongorit" kavramlar: birbirine yakin anlamlar igermesine ragmen, aslinda bu

ii¢ terim birbirinden tamamen farkli anlamlar icermektedir.

Tahmin, bir kitlenin parametresi hakkinda elde edilen bir istatistigin aldig:
degerdir. Kestirim ise bir degiskenin secilen modele gore parametrelerin yerine

konulmasi ile elde edilen (degiskenin almasini bekledigimiz) degerdir.

Onggorii ise gozlemlenen degerlerin disinda (meveut verilerin haricinde) degiske-
nin ileriki zamanlarda (bir giin sonraki, bir ay sonraki, bir yil sonraki, gibi)

degiskenin almas1 beklenen deger olarak aciklanabilir.?

Box-Jenkins yontemiyle zaman serileri analizinde gegerliligi onaylanan ARIM A
modeli i¢in ilk olarak zaman serisi siirecinin beklenen degeri hesaplanir. Daha
sonra beklenen deger beklenen degerler yardimi ile zaman serisinin gelecekte ala-
cagl degerler hesaplanmaya calgilir. 1;.zaman serisinin bugiinkii degeri olmak
izere, vYii1,Yi12,-.-,yrrr degerleri elde edilen ARIMA model yardim ile kestir-

ilebilir. y;, 1’ nin kestirimi y; (L) bigiminde simgelendirilir.

AKGUL, L., a. g. e., s. 203-204
PAKDI, Y., "Zaman Serileri Analizi (Birim Koékler ve Kointegrasyon)", Bigaklar

Kitapevi, Ankara, 2003, s. 94
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ARIMA modeli ile kestirim yapilirken ilk olarak bir dénem sonraki kestirim
degeri hesaplanmakta, bulunan kestirim degeri iki donem sonraki kestirim degerinin
hesaplanmasinda kullanilmaktadir. Bu iglemler kestirilecek donem sayisina ulagin-

caya kadar devam etmektedir.%”

Cevrilebilir ve duragan bir ARIM A(p, 0, q) stokastik siireci y; i¢in, t =n + L

olmak iizere

Ytrl, = QrYt+i—1 + oo T O Yt—p + Enr — O16nsr—1 — .. —O16n4—g  (1.42)
esitligi ile verilebilir. Burada, n en son gozlem degeri, L de kestirimi yapilacak
donemi gostermektedir. (1.42) esitliginden y; 7’ nin beklenen degeri

1) Simdiki ve ge¢mis hata terimleri ¢,,.; (j < 0) icin gergek hata terimleri,

2) Gelecek donem hata terimlerinin €,,; (0 < j < L) beklenen degeri icin

sifir,
3) Simdiki ve ge¢mis gozlem degerleri v, ; (j < 0) igin gercek gozlem degerleri,

4) Gelecek donem gozlem degerleri y,4; (0 < j < L) icin y,p 'nin yaklagik
kestirimi

kullanilarak elde edilir.

Duragan olmayan zaman serilerinde 6nce seri duraganlagtirilir ve daha sonra
ARMA(p, q) siirecinde oldugu gibi kestirim yapilmaya c¢aligihr. Fark alinarak
duraganlagtirilmig seri i¢in yapilan kestirimlerden sonra orijinal seriye doniistim

yapilir.6!

1.10.1. Performans Olgiitii

Cesitli tahmin modelleri arasindan birini segme siirecinde yaygin kabul goren

kriterlerden birisi de, modelin verilere iyi uyum gostermesi yani modelin éngorii

0OAKGUL, L., a.g.e., s.146
SIMONTEGOMERY vd., a.g.e., s. 275-278
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basarisinin yiiksek olmasidir. Ornegin iki ARIMA modelinin faydas: ve gecerliligi
esit oldugunda, iki modelin tahmin bagarilari karsilagtirilmakta ve daha iyi ongorii
dogrulugu saglayan model tercih edilmektedir. Bu anlamda modellerin 6ngorii

dogruluklarinin kargilagtirilmasi amaci ile gesitli istatistikler kullanilmaktadir.

Bu istatistikler: Ortalama Hata Kare (OHK), Kok Ortalama Hata Kare
(KOHK), Ortalama Ongorii Hata Kare (OOHK), Ortalama Mutlak Yiizde Hata
(OMYH), Ortalama Mutlak Hata (OMH), Ortalama Yiizde Hata (OYH), Kok
Ortalama Yiizde Hata Kare (KOYHK) olarak sayilabilir.

Bu kriterler; ¢ doneminde gergeklegsen deger Y;, ¢ donemi igin hesaplanan
ongorii degeri ?t, ongoriilen donem sayis1 n, t donemindeki 6ngorii hatasi, e,

ve e; = Y; — Y, olmak iizere,

OHK = (1.43)
KOHK = (1.44)
OMH = (1.45)
OYH = " 4100 (1.46)

n

1 < 2
KOYHK = — -t 1.4
0 Vi (L)

let]
Yt

OMYH = ":; % 100(%) (1.48)

formiilleri ile hesaplanir.
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Ele alinan biitiin istatistiklerde istenen sonug, en kiiciik OHK, KOHK, OOHK,
OMYH, OMH ve OYH KOYHK istatistik degerlerine sahip tahmin modelini olug-
turmaktir. Ancak hangi istatistigin kullanilmasi gerektigi konusunda belirli baz

kriterler takip edilmektedir.

Hata degerlerinin biiyiikliikleri benzer ise esitlik (1.43) ile verilen “Ortalama
Hata Kare ” (OHK) kullamilabilir. Ancak, tahmin sonrasi bir ya da birden fa-
zla ortalamanin iizerinde biiyiik hata yada hatalar elde edilmis ise, OHK’ nin

kullanimi uygun olmayabilir.

OHK istatistigi, hatalarin karelerini aldig i¢in biiyiik sapmalarin olmasi duru-
munda abartili sonuglar vermektedir. Biiyiik sapmalarin gozlendigi durumlarda

bu istatistigin yerine “Ortalama Mutlak Hata” (OMH) kullanilabilir.

Bazen bir tahmin yonteminin yansiz olup olmadiginin belirlenmesi gerekebilir.
Modelden hesaplanan degerler, gergeklesen degerlerin altinda veya tistiinde ¢ikiy-
orsa yansizlik gerceklesmez. Bu gibi durumlarda “Ortalama Yiizde Hata” (OYH)

kullanilmaktadir.

Hata degerlerinin birim degerleri farklilik gosteriyorsa, ornegin bir tahmin
modeli gercek degerleri kullaniyor iken bir bagka tahmin modeli dogal logarit-
mas1 alinmig degerleri kullaniyorsa, yararlanilabilecek istatistik “Ortalama Mut-
lak Yiizde Hata” (OMYH)'dir. OMYH istatistigi, farkll birim degerlere sahip
modellerin karsilastirilmasinda ortaya cikabilecek dez avantajlar1 elimine etmek-

tedir.

Sayilan kriterler arasinda“Ortalama Mutlak Yiizde Hata” (OMYH) nin 6ngorii
hatalari yiizde olarak ifade etmesi nedeni ile tek bagina da bir anlaminin olmasi,

diger kriterlere gore iistiinliigii olarak kabul edilmektedir.5?

62AKGUL, L., a. g. e., 5.135-139
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Witt ve Witt, OMYH degerleri %10’un altinda olan tahmin modellerini “yiik-
sek dogruluk” derecesine sahip, %10 ile %20 arasinda olan modelleri ise dogru

tahmin modelleri olarak simiflandirmistir.

Benzer gekilde Lewis, OMYH degeri %10’un altinda olan modelleri “gok iyi”,

“iyi”, %20 ile %50 arasinda olan modelleri

%10 ile %20 arasinda olan modelleri
“kabul edilebilir” ve %50 nin {izerinde olan modelleri ise “yanhg ve hatali” olarak

simflandirmistar. %3

Song ve Witt ile Song ve Turner’de turizm talebi tahmin modellerinin perfor-
manslarinin degerlendirilmesinde en fazla kullanilan kriterlerin, OMYH ve KOHK

istatistikleri oldugunu belirtmislerdir.5*

63STEPHEN F. WITT ve C. WITT, "Modeling and Forecasting Demand in Tourism",
Academic Press: London, 1992, s. 137 aktaran CUHADAR vd. "Turizm Talebinin Yapay
Sinir Aglary ile Tahmini ve Zaman Serisi Yontemleriyle Karsilastirmale Bir Analizi : Antalya
Iline Yonelik Bir Uygulama", Siileyman Demirel Universitesi iktisadi ve idari Bilimler

Fakiiltesi Dergisi, Yil: 2009, C: 14, S.1, s.107
64SONG, H. ve WITT, S. F., a.g.e., 5.185
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IKINCI BOLUM

YAPAY SINIiR AGLARI

Bu boltimde Yapay sinir aglari ile ilgili genel kavramlar, Yapay sinir aglari’nin
tarihgesi, Yapay sinir aglar1 yapisi, Yapay sinir aglari’nin temel elemanlari, Yapay
sinir aglari’'nin 6zellikleri, Yapay sinir aglari’nin sitmiflandirilmasi, baz1 Yapay sinir

aglar1 mimarileri konularina deginilmektedir.

2.1. Yapay Sinir Aglarinin Tanimi

Yapay sinir aglari, insan beynine ait 6grenme yolu ile yeni bilgi tiiretebilme,
yeni bilgi olusturabilme ve kesfedebilme gibi yetenekleri herhangi bir yardim al-
madan dogrudan gercgeklegtirmek amaci ile gelistirilen algoritmalar olarak tanim-

lanabilir.6®

Yapay sinir aglari, deneyime dayali bilgiyi depolamaya ve bu bilgileri kul-
lanima sunmaya yonelik dogal bir egilim icerisinde olan yogun paralel dagilmig
bir iglemcidir. *Yapay sinir aglar1 (YSA), insan beyninden esinlenerek gelistiril-
mis, agirlikli baglantilar araciligiyla birbirine baglanan ve her biri kendi bellegine
sahip islem elemanlaridir. Daha acik bir ifade ile biyolojik sinir aglarimi taklit

eden bilgisayar programlaridir.

Yapay sinir aglar1 bir programcinin geleneksel yeteneklerini gerektirmeyen,
kendi kendine 6grenme diizenekleri olarak da adlandirilabilir. Yapay sinir aglar

ogrenmenin yani sira ezberleme ve bilgiler arasinda iligki kurma yetenegine de

65OZTEMEL, E., "Yapay Sinir Aglar1", Istanbul, 2003, s. 29
S6FHAYKIN, S, "Neural networks: A Comprehensive Foundation", Pearson

Prentice Hall, India,1999, s. 23
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sahiptir. Yapay sinir aglari insan beyninin baz1 organizasyon ilkelerine benzeyen

ozellikleri kullanmaktadir.5”

2.2. Yapay Sinir Aglarinin Tarihgesi

Ik Yapay sinir aglar1 modeli 1943 yilinda sinir hekimi olan McCulloch ve
matematikci Pitts tarafindan gerceklestirilmigtir. McCulloch ve Pitts insan beyni-
nin hesaplama yeteneginden esinlenerek, elektrik devreleriyle basit bir sinir agi

modellemiglerdir.

Wiener "Cybernetics" isimli kitabinda (1948) sinirlerin ¢aligmasi ve 6zellikleri-
ne dinmigtir. Hebb "Organization of Behavior" isimli kitabinda (1949) 6grenme
ile ilgili temel teoriyi ele almigtir. Hebb 6grenebilen ve uyum saglayabilen sinir
aglar1 modeli i¢cin Hebb kuralini ortaya koymustur. Hebb kurali, sinir aginin

bagint1 say1s1 degistirilebilirse, 6grenebilecegini ortaya koymustur.®

Rosentblatt’ in Perceptron’ u gerceklegtirmesinden sonra (1957) yapay sinir
agl alanindaki gelismeler hizlanmigtir. Perceptron, beyin islevlerini modelleye-
bilmek amaciyla yapilan calismalar sonucunda ortaya cikan katmanl egitilebilen

ve tek ¢ikisa sahipyapay sinir agidir.

Widrow ve Hoff ADALINE VE MADALINA olarak adlandirdiklar1 ag model-
lerini geligtirdiler (1959). MADALINA, telefon hatlarinda olugan yankilar1 yok
eden uyarlanabilir stizgec olarak kullanilmig, gercek diinya sorunlarina uyarlanmis

ilk sinir agidir.

Hopfield 1982 yilinda aglarin énemli simflarinin matematiktemellerini iiret-

migtir.

STELMAS, C., a.g.e., s. 23
68 ARBIB, M. A., "The Handbook of Brain Theory and Neural Networks", The Mit

Press, England, 2003, s. 10
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1984 yilinda Kohonen sinirlerin diizenli siralanigina esleme 6zelligi i¢in danig-

mansiz dgrenme aglarini geligtirmistir.

1986 yilinda Rumelhart ve McCleland karmagik ve cok katmanl aglar igin

geriye yayillmali 6grenme algoritmasi ortaya koymustur.®”

1997 yilinda "The Deep Blue" isimli satrang programigenis bir kitlenin izledigi

magcta diinya satrang sampiyonu G. Kasparov’'u maglup etti.

1998 yilinda internetin yayginlagmasi ile birlikte, yapay zeka tabanli bir cok

bilgisayar programi genis kitlelere ulagt1.™

Giintimiizde Yapay sinir aglar ile ilgili pek ¢ok arastirma yapilmaktadir.
Baglica arastirmalar, Yapay sinir aglar’’ nin egitimi iizerine odaklanmistir. Bu-
rada amag, yeni ve daha verimli 6grenme algoritmalari, zamana baglh olarak
degisen modellere karsilik verebilen aglar ve silikon sinir aglar1 gelistirmek sek-

linde 6zetlenebilir.

2.3. Biyolojik Bir Beyin Sinir Hiicresinin Yapisi

Yapay sinir aglar1 nin daha iyi anlagilabilmesi i¢in ¢rnek tesgkil eden dogal
sinir ag1 olan biyolojik sinir aglarinin yapisinin ve ¢alisma ilkelerinin iyi bilinmesi
gerekir. Insan beyninin korteks kisminda yer alan sinir hiicresi sayis1 yaklagik
olarak 10 olup her hiicre sayis1, 10000 arasinda degisen bagka hiicrelerle karsilikli

iligki icerisindedir. Insan beyninin calisma frekansi 100 Hz’ dir.

9ELMAS, C., a.g.e., s. 26-28
"DOGAN, A., "Yapay Zeka", Kariyer Yaymeilik, Istanbul, 2002, s. 51
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Dendrit

Hiicre
Govdesi

Sekil 3.1. Biyolojik Sinir Hiicresi ve Bilegsenleri

Kaynak: Gurney, 1999: 3
Sekilde basitlegtirlmig biyolojik bir sinir hiicresi ve bilegenleri ile iligkisi gos-
terilmektedir. Tiim dogal sinirlerin dort temel bileseni vardir. Bunlar, den-
dritler, soma, akson ve sinaps’tir. Sinir hiicresine diger sinir hiicrelerinden gelen
uyarimlar, dendritler araciligiyla hiicre gévdesine taginir ve hiicre ici kararhlik
halinin bozulmasiyla olusan bir kimyasal siire¢ igerisinde diger hiicrelere akson-
larla iletilir; uyarimlarin diger sinir hiicrelerine taginabilmesinde akson uglar ile

dendritler arasindaki sinaptik bosluklar (sinaps) rol oynar.

Matematiksel olarak gercek degerli etkinlik sinirin ytizey zarinda ¢ zamandaki
gerilimi temsil eder. Etkinlik pozitif ya da negatif olabildigi bigi terik olarak da

sonsuz olabilir.™

2.4. Yapay Sinir Hiicresi

Noronlar sinir aglarini olugturan, tek basina ele alindiklarinda ¢ok basit igleve

sahip iglemcilerdir. Bir noron yapisi icerisinde {i¢ ana boliim bulunmaktadir.

"TELMAS, C., a.g.e., s. 28-30
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Bunlar sirasiyla sinapslar, toplayici ve aktivasyon fonksiyonudur.™

Yapay sinir aglari, insan beyni gibi 6grenme hatirlama ve genelleme yetenegine
sahiptir. Insan beyninde 6grenme iic sekilde gerceklesir;

1) Aksonlar iireterek,

2) Aksonlarin uyarilmasiyla,

3) Mevcut aksonlarin giiclerini degigtirerek.

Yapay sinir aglarinin temel birimi iglem eleman ya da diigiim (sinir) olarak
adlandirilan yapay bir sinirdir. Bir yapay sinir, biyoljik sinirlere gore daha ba-
sit olmasina karsin, biyolojik sinirlerin dort temel islevini taklit etme 6zelligine

sahiptir.

@) P O

Niron ve
Aktivasyon
fonksiyonu

Toplayici

Girisler Agirhklar
Sekil 3.2. Yapay Sinir Hiicresi (No6ron)
Kaynak: Haykin, 1999: 33

Sekil 3.2 de yapay bir sinir (diigiim) gosterilmistir.

Girigler z,, semboliiyle gosterilmistir. Bu giriglerin her biri agirhk wy ile

carpilir. Basitge, bu iirtinler esik degeri by ile toplanir ve sonucu olusturmak

?EFE, O. ve KAYNAK, O.,"Yapay Sinir Aglar1 ve Uygulamalar1", Bogazici Universitesi
Yaymevi, Istanbul, 2000, s. 6
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icin etkinlik iglevi ile iglem yapilir son olarak ¥, ¢ikisi elde edilir.

Tiim yapay sinir aglar: bu temel yapidan tiiretilmistir. Bu yapidaki farkliliklar
Yapay sinir aglar1’ larin farkli ssmflandirilmasini saglar. Bir yapay sinirin 6grenme
yetenegi, secilen 6grenme algoritmasi icersinde agirliklarinin uygun bir gekilde

uyarlanmasina baghdir.™

2.5. Yapay Sinir Aglarimin Genel Ozellikleri

Yapay sinir aglarinin karakteristik ozellikleri uygulanan ag modeline gore
degismekle birlikte, biitiin modeller i¢in gecerli olan genel ¢zellikleri agagidaki

gibi siralanabilir:

Yapay sinir aglar1 6grenmenin bir modeli olarak diisiiniilebilir. Orneklereden

faydalanarak ogrenme islemini gerceklestirir.

Yapay sinir aglar1 yardimiyla bir kararin verilebilmesi icin 6ncelikle agin egi-

tilmesi gerekir.
Yapay sinir aglar1 eksik bilgileri igleyerek sonuca varabilir.
Yapay sinir aglar1 hatalara karsi toleranshdir.

Yapay sinir aglarinin yapisina uygun olarak yerel ¢oziimlere takilabilir. Uygun
ag yapisinin belirlenmesi genellikle deneme yanilma yoluyla gerceklestirildigi icin

bu durum Yapay sinir aglarinin dez avantaji olarak goriilebilir.

Yapay sinir aglarinin bir cogunda 6grenme katsayisinin, gerekli katma ve kat-
manlardaki hiicre sayilarinin belirlenmesinde kesin bir kural olmamaktadir. Gizli
katmandaki sinir sayisi, bir tanima isleminin dogrulugunu ve egitim hizini etkile-

mektedir.

BELMAS, C., a.g.e., s. 30-31
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Yapay sinir aglarinin egitilmesinde kullanilan 6érnekler énemlidir.

Bilgilerin aga gomiilii olmasindan dolay1 yorumlanmasi ve ¢oziimiin elde edilebil-

mesinde yapay sinir aglarinin.davramisinin takibi zordur.

Yapay sinir aglarinin bu 6zelliklerinin yaninda dogrusal olamayan, ¢ok boyutlu,
giiriiltiilii, eksik bilgili ve ozellikle problemin ¢oziimiinde kesin bir modelin veya

algoritmanin elde edilemedigi durumlarda basarili oldugu bilinmektedir. ™

2.6. Yapay Sinir Aglarinin Yapisi

Yapay sinir agalar1 diigiim veya sinir olarak adlandirilan ¢ok sayidaki eleman-
larin bir araya gelmesinden olugur.Bir sinir agi, néron sirali bir gekilde (paralel
olarak) ard arda baglanmasindan olugur. Eger giris katmanina bir igaret girerse,

bu isaret noronlar arasindaki baglantilar yoluyla diger katmana iletilir.

Yapay sinir agalrinin noéronlar1 ve baglantilar1 ¢ok degisik sekillerde bir araya
getirilebilir. Yapay sinir aglar1 bu néron ve baglanti mimamilerine gore isim-
lendirilirler. Bu mimariler, néronlar arasindaki baglantilarin yonlerine gore ileri

beslemeli ve geri beslemeli aglar olarak adlandirilmaktadir.

Ag icersindeki néronlar katmanlar halinde yerlestirilir. Ilk katmana verilen

bilgi ileriye dogru yayilir. Son katmandaki igaretler agin gikisidir.

Sadece girig ve gikig katmani olan, ara (gizli) katman olmayan aglar karmagik
islemleri hesaplayamaz. Bu nedenle karmagik hesaplamalar icin olusturulacak

aglarda en az bir katman bulunmalidir.

" NABIYEV, N. N., "Yapay Zeka", Seckin Kitapevi, Ankara, 2010, s. 579-580
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Sekil 3.3. Cok Katmanli Bir Yapay Sinir Ag Yapisi

Kaynak: Firat ve Giingor, 2005

Sekil 3.3. de gizli katmana sahip dort katmanl bir yapay sinir ag1 goriilmektedir.

Bu tiir aglar, giris katmani, bir vaya birden ¢ok gizli katman ve ¢ikig katmanindan

olugmaktadir. Bir katmandaki her néron, bir sonraki katmanin biitiin néronlar

ile baglantihdir.

Girig katmanindan alinan girigler, girig katmani ve gizli katman arasinda bulu-

nan baglant1 agirliklar ile garpilip gizli katmana iletilmektedir. Gizli katmandaki

noronlara gelen girigler toplanarak ayni sekilde gizli katman ile ¢ikig katmani

arasindaki baglant1 agirliklar ile garpilarak ¢ikis katmanina iletilir. Cikig kat-

manindaki noronlar da, kendisine gelen bu girigleri toplayarak uygun bir cikig

iiretirler.”

ELMAS, C., a. g. e., s. 41-43




52
2.7. Yapay Sinir Aglarinin Temel Elemanlari

Yapay sinir aglarinin temel birimi iglem elemani yada diigiim olarak adlandirilan
yapay bir sinirdir. Bir yapay sinir, biyolojik sinir hiicrelerinin islevlerini taklit
ederler. Yapay sinir aglarmin temel elemanlari, Girigler, Agirliklar, Toplama
Islevi, Etkinlik Islevi, Olcekleme ve Simirlama ve Cikis Islevi olarak siralanabilir.

Ad1 gecgen temel elemanlar agsagida agiklanmigtir.

Girisler: Girigler (21, xa, ..., T,,) gevreden aldig: bilgiyi nérona getirir. Giris-
ler kendinden 6nceki noronlardan veya dig ortamdan sinir agina girebilirler. Bir

noron genellikle gelisi giizel bir ¢cok girdileri alir.

Agirlhiklar: Agirhiklar (wq,ws, ..., wy), yapay sinir aglar tarafindan aliman
giriglerin noron {iizerindeki etkisini belirleyen uygun katsayilardir. Her bir girig

kendine ait bir araliga sahiptir.

Bir agirligin biiyiik degere sahip olmasi, o girigin yapay norona giiclii baglan-
masi (6nemli olmasi), kiigiik olmasi ise zayif baglanmasi (6nemli olmamasi) olarak

ifade edilmektedir.

Toplama Iglevi: Toplama islevi v;, sinirde herbir agirhgn ait oldugu giris-
lerle carpiminin toplamlarini esik by degeri ile toplayarak etkinlik islevine gon-

derir.

Etkinlik Islevi: Toplama islevi sonug degeri, etkinlik iglevinden f (etkinlik)
gecirilip gikiga iletilir. Etkinlik iglevinin kullanim amaci, zaman s6z konusu
oldugunda toplama islevinin ¢ikisinin degismesine izin vermektir. Noron, etkinlik
islevinin egik seviyesinin altinda ise ¢ikis tiretilmez. Etkinlik islevinin degeri esik

seviyesinin iizerinde ise noéron c¢ikig tiretir.
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Etkinlik iglevinin ¢ikis1 y;, girig vektorleri x; tarafindan uyarlandiginda

1, eger wiry+ wexs+ ... +wpr, > T
Y = (2.1)
0, eger wyixy+ woxs + ... +wpxr, < T

Ikili giriglerin bir trnegi verildiginde, etkinlik islevi ya 0 ya da 1 cikis verecektir.

Olgekleme ve Smirlama: Noronlarda, etkinlik islevinin sonuclar lcek veya
sinir iglemlerin gegebilir. Bu olgeklendirme basitce bir olgek etmeni ile etkinlik
degerinin carpiminin sonucudur. Siiflandirma ise 6lgeklenmis sonuglarin en az

ve encok simirlarin asamamasini saglamaktir.

Cikis Islevi: Cikis, y; = f (s), etkinlik islevi sonucunun dig diinyaya ve diger
noronlara gonderildigi yerdir. Bir noronun bir tek ¢ikigi vardir. Néronun bu ¢ikisi,

kendinden sonra gelen herhangi bir sayidaki diger néronlara giris olabilir.

Her bir noronda bir cikis isaretine izin verilir. Bu isaret diger yiizlerce néron
hiicresinin girisi olabilir. Bu durum biyolojik sinirde oldugu gibidir. Biyolojik
sinirde bir ¢ok girig varken sadece bir ¢ikis etkinligi vardir. Noron ¢ikisi, etkin-
lik isglevi sonucuna egdegerdir. Fakat bazi ag yapilari, komsu sinirler arasinda
yarigsma olusturmak igin etkinlik islevi sonuglarini diizenleyebilir. Boylece yarig-
mact girigler herhangi néronun 6grenme ya da uyma iglemine katilacagina karar

verilmesinde yardimci olur.

Yukaridaki anlatilanlarin 1s181nda yapay noron ile biyolojik sinirler arasindaki

benzerlikler tablo 3.1’ teki gibi gosterilebilir.”

S ELMAS, C., a. g. e., s. 32-35



54

Tablo 3.1. Biyolojik Sinir Ile Yapay Sinir Agimin Kargilastirilmas:
Biyolojik Sinir Ag1 | Yapay Sinir Ag:

Sinir Sistemi Sinirsel hesaplama Sistemi

Sinir Noron (sinir-diigiim, Islem elemani)

Sinaps Sinirler aras1 baglant1 agirliklar:

Dentrit Toplama Islevi

Hiicre Govdesi Etkinlik Islevi

Akson Noron Cikist

Kaynak: Elmas, 2010: 33

2.8. Yapay Sinir Aglarininda Ogrenme

Yapay sinir aglari, 6grenme, hafizaya alma ve veriler arasindaki iligkiyi ortaya
¢ikarma kapasitesine sahiptirler. bagka bir deyisle, normalde bir insanin diigiinme
ve gozlemlemeye yonelik dogal yeteneklerini gerektiren problemlere ¢oziim iirete-
bilmektedirler. Bir insanin diisiinme ve gozlemleme yeteneklerini gerektiren prob-
lemlere yonelik c¢oziimler {iretebilmesinin temel sebebi ise insan beyninin yasa-
yarak veya deneyerek 6grenme yetenegidir. Biyolojik sistemlerde 6grenme, néron-
lar arasindaki sinaptik (synaptic) baglantilarin ayarlanmas: ile olmaktadir. Yani,
insanlar dogumlarindan itibaren bir “yagayarak dgrenme” siireci icerisine girerler.
Bu siireg i¢inde beyin siirekli bir gelisme gostermektedir. Yagayip tecriibe ettikge
sinaptik baglantilar ayarlanir ve hatta yeni baglantilar olusur. Bu sayede 6grenme

gerceklesir. Bu durum yapay sinir aglar icin de gecerlidir.”

Yapay sinir aglarinda bilgi, agdaki baglantilarin agirliklarinda depolanir. Bir

agda ogrenme kisaca, istenen bir iglevi yerine getirecek gekilde agirlik degerlerinin

"YURTOGLU, H., a.g.e., s. 4-5
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ayarlanmasi siireci olarak 6zetlenebilir. Bu yarlama iglemi sinirler arasindaki agir-
liklarin degistirilmesi ile gerceklesmektedir. Buna gére noronlar arasi baglantilar
tizerindeki agirliklarin, belirli bir 6grenme kurali uyarinca degistirilebilen aglar
egitilebilir. Egitilebilen yani 6grenebilen aglar, istenen iglevleri (sekil tanima,

smiflama ) yerine getirebilir.

Bircok aragtirmaci Hebb’ in kurallarim1 6rnek alarak yapay sinir aglarinin
nasil 6grenecegi konusun caligmalarini siirdiirmektedirler. Genellikle caligmalarda
Hebb’ in ortaya koydugu noronlar arasindaki ¢grenme degiskenleri ve agirlik-
larinin (sinaptik kuvvetin) nasil ayarlanacag) konusunu ele almiglar ve bunlara
uygun 6grenme yontemleri geligtirmislerdir. Temelde 6grenme yoéntemleri, danis-
manl (6gretmenli) ve danigmansiz (6gretmensiz) olmak iizere iki gruba ayrilmigtir.”™

Ogrenme yontemleri alt bagliklarda aciklanmistar.

2.8.1. Damsmanli Ogrenme

Yapay sinir aglarinda gercgek cikig, istenen cikigla kiyaslanir. Rastgele degisen
agirliklar ag tarafindan oyle ayarlanir ki, bir sonraki dongiide gercek cikig ile
istenen cikis arasinda daha yakin karsilastirma iiretebilsin. Ogrenme yontemi,
biitiin igleme elemanlarinin anlik hatalarini en aza indirmeye caligir. Bu hata
azaltma iglemi, kabul edilebilir dogruluga ulagsana kadar agirliklar devaml olarak

derlenir.

Danigmanh 6grenmede, yapay sinir ag1 kullanilmadan 6nce egitilmelidir. Egit-
me iglemi, néron agina giris ve ¢ikig bilgileri sunmaktan olugur. Bu bilgiler genel-
likle egitme kiimesi olarak tanimlanir. Yani, her bir girig kiimesi i¢in uygun cikis

kiimesi aga saglanmalidir.

Bircok uygulamada, aga gercek veriler uygulanmak zorundadir. Bu egitme

8 ELMAS, C., a. g. e., s. 87
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safhasi uzun zaman alabilir. Sinir ag1, belirli bir siralamadaki girisler igin istenen
istatistiksel dogrulugu elde ettigi zaman egitme iglemi tamamlanmis kabul edilir
ve egitme iglemi bitirilir. Ogrenim asamasi tamamlandiktan sonra ag kullanil-
maya baglandiginda, bulunan agirliklarin degeri sabit olarak alinir ve bir daha
degigtirilmezler. Bazi ag yapilarinda ag calisirken ¢ok diisiik oranda egitmeye

izin verilir. Bu iglem aglarin degigsen kosullara uyum saglamasina yardimeci olur.

Giris ve ¢ikig bilgilerinin nasil sunulacagi veya nasil kodlanacagi, bir agi bagaril
bir sekilde yonlendirmek igin 6nemli bir unsurdur. Yapay sinir aglar1 sadece

sayisal girig bilgileri ile caligirlar. Bu yiizden ham bilgiler clgeklendirilmelidir.

Danigmanli 6grenmede girig ve c¢ikis ¢iftlerinden olusan egitim bilgileri vardir.
Ag giris bilgisine gore iirettigi ¢ikis degerini, istenen degerle karsilagtirarak agir-
liklarin degistirilmesinde kullanilacak bilgiyi elde eder. Girilen degerle istenen
deger arasindaki fark hata degeri olarak énceden belirlenen degerden kiigiik olun-
caya kadar egitime devam edilir. Hata degeri istenen degerin altina diigtiigiinde
tiim agirliklar sabitlenerek egitim islemi sonlandirilir. Egitim iglemi sirasinda her
bir egitim bilgisi ¢ifti i¢in olusan hata degerine gore agirliklarin degistirilmesine
‘ortintii kipi” 6grenme, tiim egitim kiimesi i¢in hatalarin toplanarak toplam hata

degerine gore agirliklarin degistirilmesine ise ‘kiime kipi’ 6grenme denilmektedir.

Cevre Ogretmen

E

istenen
Tepki
+

Agirhklar [—— Z

E

Hata Isareti

Sekil 2.4. Damgmanli Ogrenme
Kaynak: Elmas, 2010: 89



57

Sekil 2.4 de Danmismanli 6grenme gosterilmistir.

Eger verilen girige karsilik istene cikig tiretilemiyorsa, agin ¢ikis degerlerindenki

hatay1 en kiiciikleyecek sekilde baglant1 agirliklarinin degistirilmesi saglanir.

Danigmanhi 6grenmeye; cok katmanlh perceptron , geriye yayilim, delta kurali,
“Widrow-Hoff” veya en kiigiik karelerin ortalamasi ve uyarlanabilir dogrusal ele-

man anlamia gelen “ADALINE” 6rnek olarak verilebilir.™

2.8.2. Damismansiz Ogrenme

Danigsmansiz 6grenmede sistemin dogru cikis hakkinda bilgisi yoktur ve girig-
lere gore kendi kendisini 6érnekler. Danigmansiz olarak egitilebilen aglar, istenen
ya da hedef ¢ikis olmadan giris bilgilerinin 6zelliklerine gore agirlik degerlerini

ayarlar. Danismansiz 6grenme ana hatlar ile gsekil 2.5 de verilmistir.

K

Cevre ) h&llklar

Hata isareti

E

Sekil 2.5. Damigsmansiz Ogrenme

Kaynak: Elmas, 2010: 137

Danismansiz 6grenmeye; “Yarigsmaci Ogrenme ”; “Kohonen’in Ozérgiitlemeli Hari-
ta Aglar ; “Hebbian Ogrenme ve “Grossberg Ogrenme” gibi 6grenme kurallar:
ornek olarak verilebilir. Kohonen tarafindan gelistirilen danismansiz 6grenme
yonteminin kullamildigr 6zorgiitlemeli harita ag, biyolojik sistemlerdeki 6gren-
meden esinlenmistir. Bu yontemde noronlar 6grenmek icin elverigli durum yada
Olciilerini giincellemek icin yarigirlar. En biiyiik cikis ile iglenen néron, kazanani

belirler ve komgularina baglanti boyutlarini giincellemeleri i¢in izin verir. Kazanan

ELMAS, C., a. g. e., s. 88-96
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noron ile birlikte, onun topolojik komgsulugunda bulunan belli sayida nérona ge-

len agirliklar da benzer sekilde degistirilir.5°

2.8.3. Takviyeli Ogrenme

Bu tiir bir egitimde, aga bir danigman yardimci olur. Fakat danigman, her
girdi seti igin {iretilmesi gereken c¢ikt1 setini sisteme gostermek yerine, sistemin
kendisine gosterilen girdilere karsilik ciktisini iiretmesini bekler ve iiretilen ¢ik-
tiin dogru veya yanlig oldugunu gosteren bir sinyal iiretir. Sistem, danismandan
gelen bu sinyali dikkate alarak ogrenme siirecini devam ettirir. Bu 6grenme yon-
teminin kullanildig1 aglara ornek olarak; Learning Vector Quantization Modeli

verilebilir.8!

2.9. Yapay Sinir Ag1 Mimarileri

Yapay sinir ag1 mimarileri, sinir agalrinin isaretin akis yoniine bagh olarak
isimlendirilmektedir. Buna gore, ileri beslemeli ve geri beslemeli aglar olmak
tizere iki temel ag mimarisi bulunmaktadir.®? Ileri beslemeli yapay sinir aglar ve

geri beslemeli yapay sinir aglar ilerleyen alt boliimlerde agiklanmigtir.

2.9.1. ileri Beslemeli Yapay Sinir Ag1 Mimarileri

Yapay sinir aglarinda reel degerli n boyutlu 6zel vektorler; j gizli katman
noronu, ¢ girdisini w;; (i = 1,2,...,n, j = 1,2,...) agirhgina gore alir. j birimi «
girdi igaretlerinin ve w;; agirhklarimin bir islevini hesaplayip, sonucu kendinden
sonraki tiim komsu noronlara iletir. Bu islem ¢ikis katmanindaki néronlar tarafin-
dan da yapildiktan sonra tamamlanir. Bu aglar ¢cok katmanl ileri beslemeli aglar

olarak isimlendirilirler.®?

80ELMAS, C., a. g. e., 5.137
81OZTEMEL, E., a. g. e., 5. 36
82NABIYEV, V. V., a.g.e., s. 557
83ELMAS, C., a. g. e., s. 56
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Girdi isaretlerinin ara sinirlerden gegerek, girig katindan ¢ikis katina dogru

yalniz bir yonde ilerledigi aglar olarak da tanimlanabilir.®*

Girisler Cilag

Sekil 2.6 Cok Katmanh ileri Beslemeli Bir Sinir Ag1 Yapisi
Kaynak: Nabiyev; 558

Sekil 2.6 de ¢cok katmanl ileri beslemeli bir yapay sinir ag1 goriilmektedir.

2.9.2. Geri Beslemeli Yapay Sinir Ag1 Mimarileri

Geri beslemeli aglar herhangi bir néronun ¢ikigindan girigine isaretin ulagtig
aglar olarak tanimlanabilir. Geri beslemeli ag modelleri, gelecek durumlarina etki

edebileceginden danismansiz dgrenmeye dayali bir modeldir.®®

Geri beslemeli ag mimarileri, genellikle danigmansiz 6grenme kurallarinin uygu-
landigr aglarda kullamilmaktadir. Geri beslemeli aglarda bir tiir geri besleme
islemi s6z konusudur. Bu tiir aglarda bir noronun ¢ikisi diger herbir néronun

girigine baghdir.

Agin caligmasi, i-nci sinirin dig girdisi z;, ¢ikis1 y;, j-nci sinirin ¢ikigi ile ¢-nci

siniri arasmdaki baglantinin agirhigi w;; ile simgelenmek tizere agin ¢aligmasi

dui
dt

=1

(2.2) esitligi ile tammmlamr. Burada y; = g (u;) ve

g(x) = % [(tanh o%) + 1} (2.3)

S4NABIYEV, V. V., a.g.e., s. 557
$NABIYEV, V. V., a.g.e., s. 557
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seklinde tanimlamr. Esitlik (2.3) de g = 0 olmasi durumu kat1 kisitlayici transfer

islemine karsilik gelir. %6

Girisler *\/*\/* <:] <] <:]

L4 L4

Cikaslar

Sekil 2.7 Cok Katmanli Geri Beslemeli Bir Sinir Ag1 Yapisi
Kaynak: Nabiyev; 558

(ok katmanli ileri beslemeli sinir aginin yapist gekl 2.7" de gosterimistir.

86ELMAS, C., a. g. e., s. 57
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UCUNCU BOLUM

BOX-JENKINS VE YSA YONTEMLERI KESTIiRIMLERININ
KARSILASTIRMASI

ANTALYA HAVALIMANID NIN KISA DONEM ULUSLARARSI
YOLCU TALEBININ ONGORULENMESI

3.1. Literatiir Arastirmasi

Bu boliimde; ge¢gmis yillarda literatiirde yer almig zaman serisi ARIMA model-
lemesi yontemi ve yapay sinir aglarinin tek bagina veya diger yontemlerle birlikte
kullanildig1 havalimani1 yolcu talebi ongoriilenmesi caligmalarinin bir 6zeti ver-

ilmigtir. Literatiirde, havalimani yolcu talebi ile ilgili yapilmig caligmalar;

Alan ve Karim, 1991-1996 dénemine ait niifus, igsizlik, GSMH, havaliman-
lar1 aras1 uzaklik degiskenlerinde yaralanarak, olusturduklar: igsizlik modeli ve
GSMH modelleri yardimi ile Bangledesh’ in yurt i¢i hava tagimaciligi talebini
ongoriilemiglerdir. Olusturduklar: iki modelinde istatistiksel olarak anlamli oldugu-
nu tespit etmisler, iki modeli kullanarak eslegtirdikleri gehir c¢ifti havalimanlar:
icin 1996 yii havayolu tagimaciligi talebini belirlemislerdir. Yazarlar elde et-
tikleri sonuclarin yakin gelecekte 6zel hava yolu tagimaciligl yapan sirketler igin

kapasite belirlemelerine yol gosterececegini belirtmislerdir.®”

Profillidis, 1977-1998 dénemine ait yillik zamam serisi verilerini kullanarak,

ekonometrik ve bulanik regresyon yontemleri ile Rodos Havalimanina yonelik

STALAM J. B., KARIM D. M ., "Air Travel Demand Model For Domestic Air Transportation
In Bangladesh”, Journal Of Civil Engineering, Yil 1998, Volume: CE 26, No:1, s. 1-13
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yolcu talebi 6ngorii modelini olustumustur. Yazar, yolcu talebini 6ngoriisiiniin
ekonometrik modelini olugturmak i¢in Rodos Havalimanina gelen yolcularin tilkele-
rinin para biriminin Yunanistan para birimi ile degisim oranini kullanarak ekono-
metrik model olugturmugtur. Ayrica 1991 yilinda meydana gelen Korfez savaginin
Rodos Havalimanina yonelik yolcu talebine etkilerini aragtirmak igin bulanik reg-
resyon denkleminde yapay degisken ve doviz degisim oranimi kullanarak Korfez

savasimin yolcu talebi tizerindeki etkisini modellemistir.®®

Abed, Fail ve Jasimuddin 1971-1992 dénemine ait on alt1 degigkenin yillik veri
setini kullanarak, Suudi Arabistan’in uluslararasi yolcu talep tahminini gergek-
lestirmek icin en uygun ekonometrik modeli olugturmaya calismiglardir. Ele aldik-
lar1 on alt1 degigkenin birbirleri ile korelasyonunu inceleyerek ekonometrik model-
de yer alacak degisken sayisini yedi olarak belirleyerek, bu degiskenler yardim ile
dort farkh regresyon denklemi olugturmuslardir. Yazarlar, en uygun ekonometrik
model olarak; niifus biiyiikliigii ve toplam harcamalar degiskenlerinin yer aldigi
modeli, model regresyaon analizinde kullanilan uyum iyiligi olgiitlerinden yarar-

lanarak belirlemislerdir.®”

Grubb ve Mason, 1949-1999 donemine ait 596 aylik gozlem degerine sahip
aylik zaman serisi verilerinden faydalanarak, Holt-Winters yontemini ile Birlesik
Krallik” a yonelik uzun doénem hava yocusu talebinin ¢ngoriisiinii gerceklstir-
miglerdir. Yazarlar ayrica ARIMA modeli ile de 6éngorii gerceklestirmigler; ancak
uzun doénem ongorii icin uygun olmadigini vurgulamiglardir. Trend bileseninin
uzun dénem 6ngorii igin ¢ok onemli oldugunu, Holt-Winters yonteminin trendi

de 6ngorii gergeklestirirken dikkate almasinin yontemin tistiinliigii oldugunu be-

S8PROFILLIDIS, V. A., "Econometric And Fuzzy Modeling For The Forecast Of Demand
In The Airport Of Rodos", Journal of Air Transport Management , Volume: 6, 2000, s.

98-100
$9ABED, S., Y., BA-FAI, A. O., JASIMUDDIN, S., M., "An Econometric Analysis of Inter-

national Air Travel Demand in Saudi Arabia", Journal of Air Transport Management |,

Volume: 7, 2001, s.143-148
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lirtmiglerdir. Yazarlar 2000, 2005, 2010 ve 2015 yillar igin Birlesik Krallik’ a

yonelik yillik ongoriilerde bulunmuslardir.®

Giingor ve Quhadar; 1991-2004 donemine ait aylik zaman serisi verilerini kul-
lanarak, ileri stiriimlii geriye yaymiml yapay sinir ag1 ile dogrusal ve dogrusal
olmayan coklu regresyon modellerinin, Antalya’ya gelen Alman turist sayilarim
tahmin etme basarilarim karsilastirmislardir. Modellerin tahmin basarilarii; R?
(Belirlilik Katsayis1), OMYH ve KOKH istatistikleri ile degerlendirmisler; en yiik-
sek tahmin dogrulugu ve aciklayiciligr saglayan 5-7-1 diizenine sahip yapay sinir
ag1 modeli ile 2005 ve 2006 yili aylik kisa donemi i¢in Antalya iline yonelik Alman

turist talebi ongoriisiinii gerceklestirmislerdir.”!

Medeiros, McAler, Slottje, Ramos ve Maquieria, Ispanya’ da bulunan Mal-
lorca, Menorca ve Ibiza Havalimanina ait 1 Ocak 2001-31 Aralik 2006 giinliik
zaman serisi verilerinden faydalanarak, gelistirdikleri yeni bir GARCH-yapay
sinir ag1 modeli yardimi ile Balerik adalarina yonelik turizm talebini tahmin et-
miglerdir. Yazarlar kullandiklari ii¢ havalimanin verisi igin GARCH etkisi tagi-
mayan sinir ag1 modeli, GARCH etkisini dikkate alan sinir ag1 modeli, GARCH
etkisi tagimayan lineer model ve GARCH etkisini dikkate alan lineer modeller
yardimi ile Mallorca, Menorco ve Ibiza havalimanlarina yonelik giinliik, haftalik

ve aylik uluslararsi yolcu talebi éngoriisiinii belirlemislerdir.”?

99GRUBB, H., MASON, A., "Long Lead Time Forecasting Of UK Air Passengers By Holt-
Winters Methods With Damped Trend", Journal of Air Transport Management , Volume:

17, 2001, s. 71-82
1GUNGOR, ve CUHADAR, M., “Antalya Iline Yionelik Alman Turist Talebinin Yapay Sinir

Aglar, Yontemiyle Tahmini”, Gazi Universitesi Ticaret ve Turizm Egitim Fakiiltesi

Dergisi, Yil: 2005, Sayi: 1, s. 84-99
92MEDEIROS, M., CV., McALER, M., SLOTTJE, D., RAMOS, V., MAQUIERIRA, J.,

R., "An Alternative Approach To Estimating Demand: Neural Network Regression With Con-
ditional Volatility For High Frequency Air Passenger Arrivals", Journol Of Econometrics,

Volume: 147, 2008, s. 372-383
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Somagaio ve Wolters, Agustos 1995-2008 Aralik donemine ait aylik zaman
serisi verilrinden yaralanarak, otoregresif (ARIMA) ve iistel diizlegtirme (Holt-
Winters) yontemlerini kullanarak Lisbon Havalimanina yonelik uzun dénem yolcu
talebinin ongoriilemesini yapmiglardir. Yazarlar ARIMA y6énteminin kisa donem
ongorii performansinin iyi oldugunu vurgulamis; ancak uzun déonem ongoriisii i¢in
uygun bir yéontem olmadigini, Holt-Winter metodunun uzun dénem 6éngoriisiiniin
daha iyi sonuclar verdigini KOKYH performans olgiitii ile belirtmiglerdir. 2020
yili i¢in Lisbon Havalimanina yonelik yolcu talebinin éngoriisiinii 18,7 milyon kisi

olarak belirlemislerdir.”

Cuhadar, Giingér ve Goksu, Ocak 1990-Kasim 2008 dénemine ait Antalya
iline hava ve deniz yolu (Antalya, Alanya, Kas, Kemer, Finike) ile gelen aylik
yabanci turist sayisi verilerinden yararlanilmistir. Yontem olarak,yapay sinir
agl, Box-Jenkins ARIMA ve mevsimsel {istel diizlestirme yontemlerinin kullan-
miglardir. Yontemlerin tahmin dogruluklart OMYH ile karsilastirilarak en yiiksek
dogrulugu saglayan modelin bir giris katmani, bir gizli katman ve bir ¢ikig kat-
mani bulunan 6:3:1 mimarisine sahip yapay sinir ag1 oldugunu tespit etmislerdir.
Belirlenen YSA modeli ile Antalya iline yonelik Ocak 2009- Aralik 2009 dénemine

ait aylik dis turizm talebi ongoriisiinde bulunmuslardir.®*

Abdelghany ve Guzhva Amerikada bulunan 100 havalimanina ait 1998-2009
donemi ceyrek yillik veri setlerinden yararlanarak, havalimanina yonelik kisa
donem talep 6ngoriisii i¢in bir zaman serisi modelleme yaklagimi olusturmuslardir.
Yaklagim icin olusturulan iki modelden ilki, zaman serisi degiskenin c¢eyrek yil-
lik degisim oranlari, mevsimsellik ve yakit fiyat1 degiskenlerinin yer aldigi cok

degiskenli regresyon denklemidir. Ikinci model ise, bagimli degisken Philadelphia

BSOMAGAIO, A., ve WOLTERS M., "Comparative Analysis Of Goverment Forecast For
The Lisbon Airport ", Journal of Air Transport Management , Volume: 16, 2010, s.

213-217
94 CUHADAR vd. a.g.e.,s. 99-114
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Uluslararas1 havalimani yerel talep degisimi ve bagimsiz degigkenler ise yakit

fiyat1, geyrek yillik talep degisim aronlar1 ARMA (1,2) yapisi ve yapay (kukla)
degiskenlerden olusmustur. Yazarlar olugturduklar1 iki modeli agsamali olarak
ongoriileme yaparken kullanmislardir. Ongoriiyii, Philadelphia Uluslararas: haval-
iman iizerinden olugturmuslar; elde ettikleri yaklagimi ABD’ nin en biiyiik 100
havalimani iizerinde degerlendirilmistir. Degelendirme sonuclari, talebin basit
bir zaman serisi modeli ile kabul edilebilir dogrulukla éngoriisiiniin gergeklestir-
ilebilecegini belirtmiglerdir. Ayrica yazarlar, 11 Eyliil 2001 tarihindeki terorist
saldirisinin ve 2004 yazinda diisitk maliyetli tasiyicilarin piyasaya girmesi ile
Philadelphia Uluslararasi havalimani yerel yolcu talebinin olumsuz yonde etki-

lendigini tespit etmislerdir.”

Aderoma, 1975-2006 dénemine ait yillik tarimsal iiretim endeksi, imalat iire-
tim endeksi, gayri safi yurtici hasila, enflasyon oram ve tiiketici fiyat endeksi
verilenden yararlanarak, coklu regresyon yontemi ile Nijerya’ nin havayolu tasi-
maciligl icin yurt i¢i yolcu talebi modelini gelistirmeye caligmigtir. Kullanilan
degigskenlerden, ucak talebini aciklama da; tarimsal iiretim endeksi ve tiiketici
fiyvat endeksi degiskenlerinin de yiik hareketi talebinin agiklanmasinda énemli
oldugunu belirlemistir. Yazar, yolcu ve esya tagimaciligi talebinin yeterince yiik-
sek olmadigini, bunun sebebi olarak rota, planlama, giivenlik ve genel yonetim

sorunlarmdan kaynaklandigim vurgulamigtir.?

Ahmetzade, Ocak 1981-Aralik 2000 dénemi yurt igi yolcu sayist aylik veri-
lerini ve Ocak 1984-Aralik 2000 donemi uluslararasi aylik yolcu veri setlerinden
yararlanarak trend modeli ve E.K.K. yontemi ile 2001-2005 dénemi i¢in Mehrabad

(Iran) havalimanina yonelik yurtici ve uluslararasi yolcu talebini éngoriisiinii aylik

% ABDELGHANY, A., ve GUZHVA, V. S., "A Time-Series Modeling Approach For Airport

Short-Tern Demand Forcasting", Airport Management , Volume: 5, 2010, s. 72-87
9SADEROMA, A., J., "Demand For Transport In Nigeria", Journol Of Economics, Vol-

ume: 1, 2010, s. 23-31
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olarak tahmin etmigtir. Yazar zaman serisi analizinde ilk olarak veri setlerinin
duraganlik analizini ADF testi ile ve grafik yardimiya gerceklestirmis, olustur-
dugu iki modelin analizini R?, F' ve D.W. istatistikleri yardim ile gerceklestir-
mistir. Iran’ m egitim doneminde yolcu talebinin azaldigimi tepit eden yazar
havalimani bakimlarinin bu doénemde yapilmasini tavsiye etmigtir. 2005 yilinda
yurtici yolcu talebinin %5,1 ve uluslararas: yolcu talebinin de ise %1,5 oraninda

biiyiime yasanacagini tespit etmistir.?”

Coldren, Koppelman, Kasturirangan ve Mukherjee, ele aldiklar: on bes degisken
iizerinden ABD’de bulunan tiim havaalanlar: icin, sehir ¢ifti diizeyinde multino-
mial probit tahmin yéntemi ile toplam havayolu seyahat ve yol paylagimini model-
lemeye caligmiglardir. Belirlenen on sekiz gehir cifti icin yol seviyesi ve destek
tasiyict karar verme de havayolu kullanicilarini etkileyen faktorleri belirleyerek;
toplam multinomial logit yontem ve kapsamli veri kullanimi ile havayolu talebi
icin model gelistirmiglerdir. Olusturduklar: onsekiz ayr1 model i¢n, hizmet diizeyi,
baglant1 kalitesi, tasiyici, tasiyict pazar varhigi,ucak bileti, ugak boyutu ve tirii,
ve ucus giiniin saati farkli giizergah hizmet ozellikleri i¢in bagimsiz degiskenler
olarak alimmigtir. Yazarlar, elde ettikleri sonuglar sezgisel olarak degerlendirmis;
dogrulama testleri sonucunda modellerin mevcut yontemlere gore daha iyi perfor-
mans gosterdigini tespit etmiglerdir. Yaptiklati detayli analiz, hizmet, baglanti
kalitesi, ugak tipi ve boyutu, kalkis saati, servis hizmeti, iicretler ve giizergah
se¢imi tasiyici yol diizeyinin goreceli 6nemi iizerinde gergeklestirmislerdir. Ayrica
yol ozelliklerinin tiim parametre tahminlerin onsekiz bolgesel kurulug {izerinde

uyumlu oldugunu tespit etmislerdir.”®

YTAHMETZADE, F., "Model For Forecasting Passanger of Airport", Proceeding of the
2010 international Engineering Conference on Industrial Engineering and Opera-

tions Managment Dhaka, Bangladesh, January 9-10, 2010
98GIL-ALANA, L., A., "Modelling International Monthly Arrivals Using Seasonal Univariate

Long-Memory Processes", Journal Of Transport Management, Volume. 9, 2003, s. 361-
369
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Sinh ve Das, Q4-2006 ve Q3-2008 ceyrek yillik veri setinden yaralanarak,
hareketli ortalamalar, iistel diizlestirme, holts ve Winters yontemleri ile Lufthansa
hava yollarmin Q4-2008 ile Q3-2009 dénemi i¢in yolcu trafiginin hareketliligi
ongoriisiinii gerceklegtirmistir. Yazar kullandigi dort yontemin performanlarini
Mape, MSE, AE ve MAD olgiitlerini kullanarak kargilagtirmis; en iyi perfor-
mans1 Winters yonteminin gosterdigini belirlemigtir. Yazarlar kiiresel ekono-
mideki diisiis, terorist saldirilar, giivenlik sorunlari gibi olumsuz unsurlar1 goz
ard1 ederek Lufthansa hava yollarimin toplam yolcu trafiginin hareketliligi bir
biitiin olarak ele almislar; elde ettigi bulgularin, havayolu yoneticileri icin hava-

yolu trafigi konusunda bilgilendirmeyi amaclamistir.”

Aleksive ve Seixas, 1978-1998 dénemine ait havalimani yolcu sayisi, GSYIH
(Brezilya Gayri Safi Yurti¢i Hasila), YPD (bilet getirisi -kilometre bagma or-
talama bilet fiyatlar1) verileri ve bir kukla degisken kullanarak, ekonometrik
model ve Yapay Sinir Ag1 yontemi ile Brezilya’ nin havayolu tagimaciligi talebini
ongoriilenmeye caligilmiglardir. Yazarlar ekonometrik modelde yer alan kukla
degisken ile de 1992 ve 1997 déneminde Brezilya ekonomisindeki diisiisii agikla-
maya calismiglardir. Hava tagimaciligl yolcu analizi i¢in gelistirdikleri Yapay sinir
ag1 tahmin yonteminin geleneksel ekonometrik yaklagimdan daha iyi performans
sergi- ledigini gostermiglerdir. Brezilya hava ulagimi yolcu trafigine uygulanan
YSA model yaklagiminin 6éngoriisiiniin klasik modele gore oldukga etkili oldugunu

saptamuslardir.'

99GINGH, A. K. ve Das D., "Forecasting The Trafik Movement In Lufthansa Airlines: A
Supply Chain Perspective”, Journal Of Services Research Yil 2010, Volume: 10, No:2, s.

63-77
W0ALEKSEEV, K.P.G. ve SEIXAS J.M., "A multivariate neural forecasting modeling for air

transport — Preprocessed by decomposition: A Brazilian application", Journal of Air Trans-

port Management, Yil: 2009, Volume: 15, s. 212-216
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3.2. Arastirmanin Amaci ve Arastirma Alaninin Secimi

Bu arasgtirmanin amaci; tek degiskenli zaman serisi tahmin yontemi adi altinda
ele alinan; "mevsimsel Box-Jenkins metodolojisi" olarak adlandirilan (SARIMA)
yontem ve verilerin yapisina uygun modeller ile farkli mimarilere sahip yapay sinir
ag1 modellerinin, 6rnek i¢i ve 6rnek dig1 gegmise yonelik kestirim dogruluklarini
kargilagtirarak en yiiksek dogrulugu saglayan modelin belirlenmesi ve belirlenen
model yardimiyla Ocak 2011 — Aralik 2011 donemi i¢in Antalya Havalimani’ na
yonelik kisa dénemli uluslararasi yolcu talebinin aylar itibariyle 6ngoriisiiniin olus-

turulmasidir.

Bu konuda daha 6nce Antalya havalimanina yonelik kisa dénemli uluslararasi

yolcu talebi ongoriisii ile ilgili bir calisma bulunmamaktadir.

Fakat Antalya iline yonelik, Giingtr ve Cuhadar (2005) ve Cuhadar, Giingor
ve Goksu (2009) tarafindan yapilan galigmalarda, turist sayisi tahminleri kisa

donemli aylik olarak ongoriillenmigtir.

Bu aragtirmada Antalya havalimanina yonelik kisa donemli aylik uluslararasi
yolcu talebi ongoriisii yapilmasi planlanmigtir. Yapilacak tahminler ile; merkezi
ve yerel kamu yonetimleri tarafindan hazirlanan turistik gelisme planlar igin
bir zemin olusturmak; ilgili isletme yoneticilerinin aylik planlamalarinda karar
almalarim1 kolaylagtirmak ve literatiire katki saglanmasi, calismanin amaglar

arasindadir.

Uygulamanin Antalya Havalimani’ na yonelik olarak belirlenmesindeki amaglar;

1) Antalya ilinin sahip oldugu tarihi, dogal ve kiiltiirel turizm potansiyeli

nedeniyle Antalya Havalimani dig hatlar yolcu sayisinin yiiksek ve diizenli olmasi,

2) Tiirkiye'ye gelen ziyaretgilerin baghca turistik merkezlere gore dagihim

igerisinde Antalya’nin en biiyiik paya sahip olmasi olarak siralanabilir.
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3.3. Arastirma Kullanilan Veriler

Aragtirmada, Antalya Havalimani uluslar arasi yolcu talebinin 6lgiisii olarak
giris yapan toplam uluslararasi yolcu sayilari kullanilmistir. Literatiirde yolcu
talebinin olgiisii olarak gelen yolcu sayilari; inig yapan ugak sayist verileri, GSYH,
doviz kuru degisim pranlari, kullanilmaktadir. Bunlar arasindan en fazla kul-

lanilan 6lciit gelen yolcu sayilaridir.

Song ve Witt, inceledikleri 1990-2004 yillar1 arasinda yapilmig kirk beg calig-
manin otuz yedisinde uluslararasi turizm talebinin ol¢iisii olarak toplam ulus-

lararasi yolcu sayilarinin kullanildigim belirtmislerdir.?t

(alismada, Antalya Havalimanindan Ocak-2004 ile Aralik 2010 doéneminde
giris yapan yolcu sayilar: kullanilmigtir. Veriler, Devlet Hava Meydanlar: Isletmesi
Genel Miidiirliigiinden temin edilmigtir. Aylik veriler, mevsim ve trend bilegen-
lerinin ele alinarak daha detayli incelemeler yapilabilmesi icin tercih edilmigtir.
Aragtirmada kullanilan Ocak 2004—Aralik 2010 dénemine ait Antalya Havali-

manina gelen aylik uluslararasi yolcu sayisi verileri Ek-1" de verilmistir.

3.4. Arastirmanin Yontemi

(aligmada oncelikle, verilerin yapisina uygun yontemlerin belirlenebilmesi ama-
ciyla verilerin zaman serisi 6zellikleri analiz edilerek seriyi etkileyen temel bilesen-
ler incelenecektir. Verilerin bilegenlerinin incelenmesinden sonra, mevsimsel Box-
Jenkins yontemi ve verilerin yapisina uygun modeller ve farkli mimarilere sahip
yapay sinir ag1 modelleri ile Ocak 2010 ve Aralik 2010 donemi i¢in Antalya Hava-
limanm kisa donem uluslararasi yolcu sayisi kestirimleri yapilacaktir. Modellerin
iirettikleri kestirim degerleri, gerceklesmig Ocak 2010 ve Aralik 2010 dénemi yolcu
sayilar ile karsilagtirilarak, hangi yontemin gergek degere daha yakin éngoriide

bulundugu belirlenecektir. Her bir yéntemin ¢ngorii dogrulugu, “Kok Ortalama

WISONG, H. ve WITT, S., a. g.e., s. 216
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Kare Hata (KOKH)” ve “Ortalama Mutlak Yiizde Hata (OMYH)” istatistikleri
yardimiyla degerlendirilecektir. Yapilacak degerlendirmeler neticesinde en yiiksek
kestirim dogrulugunu saglayan yontem ve model kullanilarak, Ocak 2011 ve

Aralik 2011 dénemi igin aylar itibariyle Antalya Havalimanina yonelik uluslararasi

yolcu talebi ongoriisii geceklestirilecektir.
3.5. Arastirma Bulgular:

3.5.1. Mevsimsel Box-Jenkins Yonteminin Uygulanmasi

Caligmada kullanilan, Ocak 2004-Aralik 2010 doneminde Antalya Havalimanin-
dan girig yapan aylik uluslararasi yolcu sayisi verilerinin, %85’ 1 (72 ay) olan Ocak
2009-Aralik 2009 gozlem degerleri kestirim icin; %15’ i de (12 ay) Ocak 2010-
Aralik 2010 kestirim performansinin degerlendirilmesi amaci ile test verisi olarak

kullanilmigtir.

Oncelikle Ocak 2009-Aralik 2009 dénemi verilerinin, seriyi etkileyen temel

bilegenleri betimlemek amaciyla verilerin zaman yolu grafigi incelenmistir.
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Sekil 3.1 Antalya Havalimani Uluslararas1 Yolcu Serisi Grafigi

Sekil 3.1 'deki grafikten serinin, artan bir trend ile birlikte mevsimsel dalgalan-

malarin etkisinde oldugu gozlenmektedir.

Dalgalanma, birbirini izleyen yillarin nisan aylarindan itibaren artmaya bagla-
yarak Temmuz ve Agustos aylarinda en yiiksek degere ulagsmasi ve Ocak aylarinda

en diisiik degeri almas: gseklinde meydana gelmektedir.

Ocak 2004-Aralik 2009 doneminde Antalya iline gelen uluslararasi yolcular
serisinin (ANT) zamana gore seyrini gosteren sekil 3.1’ den; serinin ortalamada
ve varyansta duragan olmadigi, ayrica mevsimsel bilesenin zaman icinde degistigi

goriilmektedir.

Serinin mevsimsel bileseninin zaman iginde sabit olmadigi durumda orijinal
serinin sabit mevsimsel degismeler igeren bir seriye doniistiiriilmesi gerekmekte,
bu da genellikle gozlem degerlerinin dogal logaritmasi alinarak yapilmaktadir. Bu

nedenle seri (ANT) logaritmik doniigiime tabi tutulmus, logaritmas: alinan Ocak
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2004-Aralik 2010 doneminde Antalya Havalimanina gelen uluslararasi yolcular

serisinin (LnANT) zaman grafigi, sekil 3.2’de verilmistir.

115

1410

135 -

130 -

125 -

120 -

115 -

24 2 2006 207 2 2009

Sekil 3.2 LnANT Serisi Zaman Grafigi

Sekil 2.2’de LnANT serisinin ortalamada duragan olmadigi, ancak varyansta du-
raganliginin saglandigi, yani mevsimsel bileseninin sabit hale geldigi goriilmekte-

dir.

LnANT serisinin duraganliginin sinanmasi i¢in Genisletilmis Dickey-Fuller

(ADF) testi uygulanmig ve sonuglar1 agagida verilmigtir.

Tablo 3.1. LnANT Serisinin Genisletilmis Dickey-Fuller
(ADF) testi Sonuglari

t-Istatistigi | Anlamlihk*

Genigletilmis Dickey-Fuller Istatistigi | 0,187404 0.7372

Test kritik degerleri: | 1% level -2,604073
5% level -1,946348
10% level -1,613293

*Birim kok mevcut oldugu hipotezini reddetmek i¢in Mc Kinnon kritik degeri
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Tablo 3.1 deki ADF testi sonucuna gore, LnANT serisinin birim koke sahip
(p = 0.7372 > 0,05) oldugu anlagilmaktadir. Dolayisiyla bu test, logaritmik
doniigiime tabi serinin “regular farki”nin alinmasi gerektigini gostermistir. Bu
nedenle LnANT serisinin birinci regular farki alinmig ve elde edilen birinci mer-
tebeden farki alinmig logaritmik doniigiime tabi serinin (A LnANT) serinin otoko-
relasyon ve kismi otokorelasyon fonksiyonu tablo 3.2’ deki korelograminda veril-

migtir.



Tablo 3.2 ALnANT Serisinin Korelogrami
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Tablo 3.2’deki birinci mertebeden regular
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farki alinmig InANT (A LnANT)

serisine ait kolerogram incelendiginde, gecikme uzunlugu artarken otokorelasyon

fonksiyonunun azaldigi ve otokorelasyon katsayisinin tigiincii, kismi otokorelasyon

katsayisinin da ikinci gecikmede sifir1 kestigi goriilmektedir. Bu durumda logar-

itmik doniisiime tabi serinin birinci farkinin alinmasi ile elde edilen Fark LnANT
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serisinin duragan oldugu soylenebilir. Elde edilen serinin duraganliginin sinan-

mas1 amaciyla uygulanan ADF testinin sonuclar asagida verilmistir.

Tablo 3.3 ALnANT Serisinin Genisletilmis Dickey-Fuller

Istatistigi Sonuclari

t-Istatistigi | Anlamlhilik

Genisletilmis Dickey-Fuller Istatistigi | -2,703182 0.0077

Test kritik degerleri: | 1% level -2,604746
5% level -1,946447
10% level -1,613238

*Birim kok mevcut oldugu hipotezini reddetmek i¢in Mc Kinnon Kritik degeri

Tablo 3.3” deki ADF testi sonucuna gore ALnANT serisi i¢in birim kokiin mevcut
oldugu hipotezi reddedilmis (p = 0,0077 < 0,05) ve logaritmik doniisiime tabi

serinin birinci dereceden duragan oldugu sonucuna ulagilmistir.

Tablo 3.2’ de verilen ALnANT serisine ait korelogram incelendiginde, mevsim-
sel gecikmelerde (1,12, 24, ...) otokorelasyon katsayilarinin birbirlerine benzer bir
yap1 ortaya koyduklar1 ve bu yapilarin diger gecikmelerde de devam ettigi goz-
lenmektedir. Ayrica mevsimsel gecikmelerde otokorelasyon katsayilarinin biiyiik

olduklar1 ve yavas bir sekilde azaldiklar1 goriilmektedir.

Otokorelasyon katsayilarinin mevsimsel gecikmelerde zirveye ulagtiginin goriil-
mesi ve yavag bir sekilde azalmalari, “mevsimsel duragan olmamanin” gostergesi
olarak kabul edilmektedir. Bu durumda mevsimsel fark almanin uygun olduguna
karar verilmistir. ALnANT serisinin “mevsimsel farki” alinmig ve elde edilen bir-
inci mertebeden mevsimsel fark: alinmig birinci mertebeden regular fark: alinmig
logaritmik doniigiime tabi ( AA;5LnANT) serinin zaman yolu grafigi sekil 3.3’de

verilmigtir.
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Sekil 3.3 AA;3 LnANT Serisinin Zaman Yolu Grafigi

Sekil 3.3 de serinin mevsimsellikten arindirildigi ve sabit bir ortalama etrafinda

rassal olarak dalgalandigi goriilmektedir.

AA1sLnANT serisine ait otokorelasyon ve kismi otokorelasyon fonksiyonu

degerleri tablo 3.4" deki korelogramda verilmistir.



Tablo 3.4 AA{9LnANT Serisinin Korelogrami
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7

Tablo 3.4’ deki kolerogram incelendiginde, yapilan doniisiimler neticesinde du-

raganlik ozelligi gosteren seride trend ve mevsimsel etkilerin kalmadig1 gozlen-

mektedir. Giiven siirlar1 diginda kalan otokorelasyon katsayisinin olmadigi

gozlemlenmigtir.
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Box-Jenkins yontemi ile model kurma siirecinin ilk agamasi, deneme niteligin-
deki modellerin belirlenmesidir. Bu asamada oto korelasyon ve kismi oto kore-

lasyon fonksiyonlar: ile seriye uygulanan doniisiimlerden yararlanilmaktadir.

Antalya Havalimani uluslararasi yolcu sayisi verisinin birinci regular fark:
ve birinci derece mevsimsel farki alinarak serinin duraganlhiginin saglandigi ve

mevsimsel etkilerden arindig1 tespit edildigi icin,
Regular fark icin d = 1; Mevsimsel fark igin D =1 (s = 12)

uygun fark alma mertebeleri olarak belirlenmistir.

Tablo 3.4’ deki korelogram analizi incelemesi sonucunda, otokorelasyon ve
kismi otokorelasyon fonksiyonlarinda birinci kaydirmalarda giiven sinirlar: digina
gikildigr; mevsimsel kaydirmalarda (k = 12) ise otokorelasyon fonksiyonlarinda
birinci kaydirmalarda giiven sinirlar1 digina cikildigi goriilmektedir. Dolayist ile

aday modellerin;

Tablo 3.5. Belirlenen Aday Modeller
ARIMA(1,1,1)(0,1,1),, = SARIMA(1,1,1) (0,1,1)
ARIMA(1,1,0)(0,1,1),, = SARIMA(1,1,0) (0,1,1)
ARIMA(0,1,1)(0,1,1),, = SARIMA(0,1,1) (0,1,1)

olabilecegi kanaatine varilmistir. En yiiksek dogruluk derecesi veren modelin
bulunabilmesi i¢in aday modeller denenmistir. Model belirleme islemi uzun ve
detayl islemler gerktirdigi icin bilgisayar yazilimlarindan faydalanmaktadir. Mo

dellerle ilgili tiim islemler Eviews 7.0 paket programu ile yapilmistir.!??

SARIMA(1,1,1) (0,1,1) modelinin parametrelerinin istatistiksel olarak an-

lamsiz oldugu, dolayisiyla modelin gecerliliginin olmadig: tespit edilmistir.

SARIMA(1,1,0)(0,1,1) ve SARIM A(0,1,1) (0,1, 1) modellinin parametrele-

rinin istatistiksel olarak anlamli oldugu, dolayisiyla aday model olma durum-

L2EVIEWS VERSION 7.0, QUANTITATIF MICRO SOFTWARE INK.
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larinin devam ettigi icin hangi modelin kullanilacagina karar vermek iizere model
secim kriterleri incelenmistir. Modellere ait eviews c¢iktilar1 sayisi verileri Ek-2’

de verilmigtir.

Tablo 3.6. Aday Modellerin Se¢im Kriter Degerleri
Model R? Diiz.R? | AIC SIC
SARIMA(1,1,0)(0,1,1) | 0.539876 | 0.531660 | -1.559948 | -1.488898

SARIMA(0,1,1)(0,1,1) | 0.533095 | 0.524904 | -1.556322 | -1.485897

Tablo 3.6 incelendiginde SARIM A(1,1,0)(0, 1, 1) modeline ait R?, Diiz. R*, AIC
ve SIC degerlerinin SARIM A(0,1,1)(0,1,1) modeline ait degerlerden daha iyi
oldugu goriilmektedir. Tablo 3.6 deki sonuglar, logaritmik doniigim uygulan-
mis Antalya Havalimanina gelen uluslararasi yolculer serisi i¢in uygun modelin
"Carpimsal-Mevsimsel ARIMA Modeli” olarak ifade edilen

SARIMA(1,1,0)(0,1,1) oldugunu gostermektedir. Dolayisiyla tahmin modeli
olarak SARIM A(1,1,0)(0, 1,1) modeli segilmis ve ileri yonelik éngorii bu model
yardimi ile yapilmigtir. Eviews 7.0 paket programi ile elde edilen son paramet-
re tahminleri ve parametrelere ait istatistiksel degerler tablo 3.7.’de verilmistir.

Modele ait parametreler

Tablo 3.7 SARIM A(1,1,0)(0,1,1) Model Parametreleri

Degigken | Tahmin S. Hata | t-Ist Olasilik

AR(1) -0.364960 | 0.124314 | -2.935799 | 0.0048

MA(12) | -0.898903 | 0.025788 | -34.85806 | 0.0000

bi¢iminde hesaplanmigtir. Yukarida elde edilen tahmin sonuclarindan hareket-

le, Antalya Havalimanina gelen uluslararasi yolcular serisi i¢in uygun bulunan

SARIMA(1,1,0)(0,1,1) modelinin agilimi
AARLNT, = (1-B)(1— B?)LNT,
(0)B) (1 — (0.89) B")
(0.36) B) (1 — (0) B™2) "'
0.89B12)
0365 ©

(1

(1-—
(1-—
(1-—
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olarak ifade edilir.

Belirleme ve parametre tahminlerinin belirlenmesinden sonra model artik-
larmin (residuals) analizine gegilmigtir. Elde edilen SARIM A(1,1,0)(0,1,1)
modelinin artiklarina ait otokorelasyon ve kismi otokorelasyon fonksiyonu tablo

3.8’ de verilen korelogram yardimi ile incelenmigtir.

Tablo 3.8. Model Artiklarina Ait Korelogram

Otokorelasyon  Kismi Otokorelasvon 0K KOK Q-st Olasihk

-0.002 -0.002 0.0004

0.030 0.030 0.0565

0.160 0160 1.6716 0.196
0165 -0.169 3.4225 0.181
-0.129 -0.144 45137 0.211
0.047 0.037 46613 0.324
0.212 0158 7.7318 0172
0.002 0.011 V.7323 0.258
0.111 0.080 8.6061 0.282
-0.078 -0.034 5.0442 0.33%
0.016 -0.042 30635 0431
0.063 -0.136 9.2774 0.506
0.032 0103 9.3576 0.58%
0.070 0.065 9.7452 0.638
0.096 0.103 10486 0.654
-0.067 -0.096 10862 0.697
0.241 0.221 15810 0.395
-0.072 -0.094 16.268 0434
0.012 0.011 16281 0.504
0103 0171 17259 0.505
0108 0.016 18.365 0.493
-0.012 0.055 18.379 0.562
-0.015 -0.052 18.400 0.624
0.079 -0.047 19.036 0.643
0.011 -0.034 19.048 0.693
-0.029 -0.070 19140 0.744
-0.006 0.006 19.144 0.790
-0.003 -0.088 19.145 0.830
0.000 0117 19145 0.865
0.000 -0.101 19145 0.894
0.000 -0.015 19145 0.918
0.000 -0.129 19145 0937
0.000 0121 19145 0.952
0.000 -0.077 19145 0.965
0.000 0.091 19145 0.974
0.000 -0.091 19145 0.981
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Tablo 3.8” deki korelogram, model artiklarina ait OKK ve KOKK’ larinin, giiven
sinirlar iginde yer aldigi goriilmekte, bunun da modelin yeterliligi icin énemli
bir kriter oldugu kabul edilmektedir. Bu asamada model artiklarinin temiz dizi
(W-N) olup olmadig (aralarinda otokorelasyon olup olmadigini) smamak icin
Q" istatistigi degerlerine bakilmigtir. sifirdan farkh istatistiksel olarak anlaml
28 otokorelasyon oldugu igin Q* = 19.145 ve x3 = 28,412 olarak (a = 0,05)

hesaplanmistir. Bu sonug ile

2 *
XTablo > QHesap

oldugu icin modele ait artiklar arasinda énemli otokorelasyon olmadigini, artiklar
serisinin rassal bir siirece sahip oldugunu dolayisiyla secilen modelin uygun oldugu

tespit edilmigtir.

Ongorii igin uygun bulunan SARIM A(1,1,0)(0,1,1) modelinde logaritmik
doniisiime tabi seri degerleri kullanildigindan dolay1, 6ngoriiniin orjinal veri cinsin-
den ifade edilebilmesi i¢in sonuglarin anti-logaritmalari alinmigtir. Modelin An-
talya Havalimanina gelen turistler serisine uygulanmasi ile elde edilen Ocak 2010
Aralik 2010 donemine ait 6ngorii degerleri ile ayn1 doneme ait gerceklesmis deger-

ler iizerinde yapilan 6éngorii dogrulugu ol¢iim sonuglari

OMYH = 10,104

HKOK = 69701
olarak hesaplanmigtir.

3.5.2. Yapay Sinir Ag1 Yonteminin Uygulanmasi

Son yillarda, zaman serisi tahminlerinde kullanilmaya baglayan yontemler-
den birisi yapay sinir aglaridir. Yapay sinir aglar1 kullanilarak mevsimsel zaman
serilerinin tahmini {izerine yapilan uygulamalarda, mevsimsel zaman serilerinin

tahmininde iyi sonu¢ elde etmek icin mevsimsel etkinin giderilmesi gerektigini,
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yani mevsimsel etkilerden arindirilmig serinin kullanilmasi grektigini soylenirken,
diger uygulamalarda ise yapay sinir aglarimin mevsimsel etkileri 6grenme ka-
biliyetine sahip oldugunu ve herhangi bir 6n isleme yapmaya gerek olmadigim

belirtmislerdir.

Ocak 2004-Aralik 2009 doneminde Antalya Havalimanina gelen uluslararasi
yolculer serisinin yapay sinir aglar ile modellenmesinde, orijinal seri (OS) ve veri
seti kullanilarak olugturulan farkh ag yapilarinin 6ngorii bagsarilar: incelenmistir.
Caligmada kullanilan 84 aylik verinin, %85’i egitim (72 ay), %15’ de test verisi
(12 ay) seklinde rassal olarak gruplandirilmig ve (OS) igin alt1 farkli veri seti olus-
turulmugtur. Bu veri setlerine yontemin uygulanmas1 “Matlab 10.0” bilgisayar
programi’nin yapay sinir aglari modiilii (Neural Network Toolbox) ile gergek-
lestirilmistir.'®® Veriler, bilgisayara girilmeden 6nce normalize edilmis, yani “0 ile
1”7 arasinda bir deger alabilmesi i¢in tiim veriler serideki en biiyiik sayidan daha

biiyiik bir sayiya boliinerek elde edilen rakamlar kullanilmigtar.

Orjinal serilerinin yapay sinir ag1 ile modellenmesinde, giris katmaninda farkl
zaman gecikmelerindeki seri degerleri (y;—12, Y124 Ve yi—36), Gikis katmaninda ise
gecikmesiz seri degerleri (y;) kullanilmigtir. Olugturulan ii¢ veri setinin her biri
i¢in iki gizli katman ve degisik noron sayilar1 (1-32 arasinda) ile modeller kurul-
mus ve farkli iterasyon (epoch: 200-3000) sayilarinda denemeler yapilarak egitim
gerceklestirilmigtir. Egitim sonrasinda, herbir seri i¢in Ocak 2010- Aralik 2010
yili i¢in kestirim degerleri elde edilmistir. Test i¢in ayrilan veriler ile kurulan tiim
modellerden elde edilen kestirim degerleri test edilmistir. Test iglemi sonucunda
bulunan 6ngorii degerleri, gercek degerlerle karsilagtirilmig ve énce her grup icin,
daha sonra tiim gruplar arasindan hata kareleri ortalamasinin karekokii (H KOK)
ve ortalama mutlak yiizde hata (OY M H) 6lgiileri dikkate alinarak degisik mimar-

ilere sahip yapay sinir ag1 modellerinin 6ngorii performanslar: kargilagtirilmigtir.

103MATLAB Neural Network Toolbox, Version R2010a, Math Works Inc.
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Farkli mimarilere sahip yapay sinir ag1 modelleri ile yapilan denemelerden elde

edilen 6ngorii sonuglar1 tablo 3.9 da 6zet olarak verilmigtir.

Tablo 3.9. Farkli Mimarilere Sahip YSA Modelleri ile Yapilan
Deneme Sonuclari

Kullanilan Zaman Serisi Seri 1 Seril Seri2 Seri2 Seri3 Seri3

Girig Katmani Ye—12  Yi—12 Yt—24 Yt—24 Yt—36 Yt—36
Girig Katman1 Sayist 1 1 2 2 3 3
Gizli Katman Sayisi 2 2 2 2 2 2
Gizli Katmandaki 1 39 1 39 1 99
Noron Sayisi
Cikig Katman Yt Yt Yt Yt Yt Yt
OY MH (%) 7,759 17,066 11,231 17,676 24,732 34,163
HKOK 38728 89152 119615 568323 272320 171730

Tablo 3.9 incelendiginde zaman serisi modellemesinde kullanilan sinir agi mod-
elinin, gizli katmandaki néron sayilar1 arttikca, kestirim performanslarinin diigtiigii
gozlemlenmigtir. Orijinal seri degerleri kullanilarak olusturulan k£ = 12 gecikmeli
“Seri 17 in en diigsiik OY M H sahip oldugu goriilmektedir. Modele ait OY M H ve
HKOK degerleri, gerceklegsmis havalimani yolcu degerleri ile yapay sinir agi mod-
elinden elde edilen 6ngorii sonuclar1 arasindaki sapmalarin ¢ok kiigiik oldugunu
gostermektedir. Modelde bir giris katmani, iki gizli katman ve bir c¢ikis katmam
bulunmaktadir. Girig katmaninda bir, birinci gizli katmanda onbir, ikinci gizli
katmanda onbir ve ¢ikig katmaninda ise bir néron bulunmaktadir. YSA egiti-

minde kullanilan Seri 1, Seri 2 ve Seri 3 veri setleri EK-3 de verilmigtir.
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S

Birinci ikinci
Gizli Katman Gizh katman

Sekil 3.4. Denemeler Sonucunda Elde Edilen YSA Modeli

“Seri 17 verisi kullanilaeak elde edilen 1:11:11:1 mimarili yapay sinir ag1 modeli

sekili 3.4” verilmigtir.

3.5.3. Yontemlerin Karsilagtirmasi1 ve Antalya Havalimani1 Kisa D6nem

Uluslararas: Yolcu Talebinin Ongériilenmesinin Yapilmasi

Antalya Havalimanin yonelik uluslararas: yolcu talebi tahminlerinde kullanila-
cak uygun modelin belirlenmesi amaciyla gelen uluslararasi yolcular serisine uygu-
lanan yontemlerden elde edilen 6ngorii degerleri ile gerceklesmis degerler iizerinde

yapilan dogruluk ol¢iimii sonuglar: tablo 3.10° de verilmisitr.

Tablo 3.10 Yoéntemlerin Ongorii Dogruluklarinin Kasilastirilmasi

Yontem OYMH (%) HKOK
SARIMA(1,1,0)(0,1,1) 10,104 69701
Yapay Sinir Ag 7,759 38728

Tablo 3.10° da goriildiigii gibi yapay sinir aglari1 ve zaman serisi mevsimsel Box-
Jenkins yontemleri ile yapilan ongoriiler iyi sonuclar vermistir. Ancak, den-

emeler sonucunda elde edilen 1:11:11:1 mimarisine sahip YSA nin, zaman serisi
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SARIMA(1,1,0)(0,1, 1) yontemi ile elde edilen modele gore daha diisiik sapma

degerlerine sahip oldugu goriilmektedir.

Uygulanan yontemlerin 6ngorii dogruluklarinin kargilastirilmasi neticesinde,
2011 yilli i¢in Antalya Havalimanina yonelik uluslararas: yolcu talebi tahminleri
igin 1:11:11:1 mimarisine sahip YSA modelinin kullanilmasina karar verilmistir.
Analizler sonocunda elde edilen YSA yontemi ile Ocak 2011-Aralik 2011 done-
minde Antalya Havalimanindan giris yapmasi beklenen aylik uluslararasi yolcu
say1s1 ongorii gerceklestirilmis ve elde edilen 6ngorii degerleri tablo 3.117 de veril-

mistir.
Tablo 3.11. 2011 Yillh Antalya Havalimani

Uluslararas: Yolcu Talebi Ongorii Degerleri
Ocak 2011 123815 Temmuz 2011 1395544
Subat 2011 155528  Agustos 2011 1395313
Mart 2011 211149  Eyliil 2011 1398994
Nisan 2011 437971  Ekim 2011 900516
May1s 2011 1049861 Kasim 2011 184388
Haziran 2011 1261155 Aralk 2011 128578
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SONUC VE ONERILER

Gelecege iligkin kararlarin alinmasi problemleminde belirsizlikler nedeniyle
etkin bir 6ngorii yapilmas: zorlagmaktadir. Belirsizlik giderilemese de azaltila-
bilmesi miimkiindiir. Bu da iyi bir sekilde modellenmis 6ngoriilerle gerceklestiri-

lebilir. Iyi bir éngorii, en az hatay1 veren tutarl sonuclar iireten 6ngoriidiir.

Dogrusal zaman serileri kisa ve orta donem ongoriisiinde bagarili bir yon-
tem oldugu bilinen Box- Jenkins modelleri, ayn1 basariy1 dogrusal olmayan za-
man serilerinde gosterememektedir. Diger taraftan gercek hayata iligkin zaman
serileri cogu zaman dogrusal degildir. Bu nedenle, zaman serileri ile kestirim-
de Box-Jenkins modellerinden daha iyi sonug verebilecek yeni yontemler arayis

siiregelmektedir. Alternatif yontemlerden biri de Yapay Sinir Ag1 yéntemidir.

Yapay Sinir Aglarinin, bagar1 ile kullanildig1 alanlardan biri de gelecegi ke-
stirim problemleridir. 1980’li yillardan beri, bir kestirim araci olarak kullanil-
maktadir. Zaman serileri kestiriminde bagarili sonuglar verip vermedigini aragtir-
mak i¢in bir ¢ok caligma yapilmigtir. Bu caligmalarin bir kismu Yapay Sinir Agi
tekniklerinin, geleneksel yontemlerden daha iyi sonug verdigini s6ylerken bir kismi

da herhangi bir farklilik olmadigini ileri siirmektedir.

Bu calismada, Yapay Sinir Aglar’’ nmin bir éngorii araci olarak uygulamada
genis kabul goren Box-Jenkins modellerinden farkliliginin olup olmadigi arastirila-
rak galigmada kullanmilan Antalya Havalimani verileri serisinin trende sahip ol-
mas1 ve mevsimsel bilesenin etkilerini tagimasi nedeniyle bu tip seriler i¢in uy-
gun oldugu belirtilen “Carpimsal — Mevsimsel Box-Jenkins” yontemi ile yapilan
ongoriilerin oldukca iyi sonuclar verdigi gozlemlenmistir. Box-Jenkins model-
leri, cesitli model secenekleri arasinda uygun olani segme ve secilen modelin
her asamada incelenen seriye uygunlugunu denetleme gibi iistiinliiklere sahiptir.

“Mevsimsel Box-Jenkins” yonteminin diger yontemlere gore iistiinliigiiniin ise,
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mevsimselligi modelde tanimlamasi oldugu vurgulanmaktadir. Ancak, ¢alismada
kullanilan yontemler icerisinde en yiiksek éngorii dogrulugunu saglayan ve gercek
degerlere en yakin sonuglari veren yontemin, “Yapay Sinir Aglar1” yontemi oldugu

tespit edilmistir.

Yapay sinir aglarinin, sahip olduklar: farkli 6zellikleri sayesinde talep éngoriisii
olusturmada geleneksel yontemlere alternatif olarak kullanilabilecegi soylenebilir.
Yapay sinir ag1 algoritmalarinin, dogrusal olmayan ve dinamik sistemleri model-
lemede yararli oldugu bir ¢ok arastirmaci tarafindan kabul edilmektedir. An-
cak istatistiksel yontemler beraberinde sorun alanina iligskin anlagilabilir ve yo-
rumlamaya imkan veren parametreler iiretmesine karsin, yapay sinir aglarindaki
baglant1 agirliklarini heniiz yorumlama imkani bulunmamaktadir. Bu nedenle
yapay sinir aglari ile ulagilan sonuglarda modelin kapali bir kutu olarak kaldig:

da unutulmamalidir.

Antalya Havalimani uluslararasi yolcu talep ongoriisiiniin son zamanlarda
Arab iilkelerinde (Misir, Suriye, Tunus, Libya) yasanan i¢ karngikliklar ve Yu-
nanistan’ da yagsanan ekonomik bunalimin nedeni, bu iilkelerin uluslararasi yolcu
talebinin Tiirkiye’ye kaymas:1 ihtimali dikkate alinirsa, mevcut Antalya Havali-
man1 uluslararasi yolcu talep ongoriisii degerlerinin iizerinde bir talebe ulasila-
cag1 soylenebilir. Ancak Insan davramslarinin énceden kestirilemeyecegi dikkate

alinmalidir.

Ileriye yonelik yapilacak calismalar icin; farkli mimarilere sahip yapay sinir
ag1 modelleri kullanilarak, havalimanlaria yonelik yurt i¢i ve uluslararasi yolcu

talebi calismalar1 onerilebilir.



88

KAYNAKCA

Kitaplar:

AGUNG, L., G., N., Time Series Data Analysis Useing Eviews, John Wiley &
Sons (Asia) Pre. Ltd., Singapure, 2009

AKDI, Y., "Zaman Serileri Analizi (Birim Kokler ve Kointegrasyon)"
Bicaklar Kitapevi, Ankara, 2003

AKGUL, 1., Zaman Serilerinin Analizi ve ARIMA Modelleri, Der Yayn-
lar1, Istanbul, 2003

ARBIB, M. A., "The Handbook of Brain Theory and Neural Networks"
The Mit Press, England, 2003

BOZKURT, H. "Zaman Serileri Analizi", Ekin Kitapevi, Ankara, 2007

BOX, G. E .P., JENKINS. G., RREINSEL G. C. “Time Series Analysis:
Forecasting and Control”, Prentice-Hall Inc., New Jersey, Third Editions,

1994

BROCKWELL, P.J., Davis, D.A. "Introduction to Time Series and Fore-
casting", Springer-Verlaglnc., New York, 2002

DOGAN, A., "Yapay Zeka", Kariyer Yaymcilik, Istanbul, 2002

EFE, O. ve KAYNAK, O.,"Yapay Sinir Aglar1 ve Uygulamalar1", Bogazici
Universitesi Yaymevi, Istanbul, 2000

ELMAS, C., "Yapay Zeka Uygulamalar:1", Seckin Yayimncilik, Ankara, 2007

EVIEWS VERSION 7.0, QUANTITATIF MICRO SOFTWARE INK.



89

FRETCHLING, D. C., Forecasting Tourism Demand: Methods and Strate-

gies, Butterworth-Heinemann, 2001

HAYKIN, S, "Neural networks: A Comprehensive Foundation", Pearson

Prentice Hall, India.1999

GURNEY, K., An Introduction To Neural Networks, UCL Press Limited,
London, 1999

KIRCHGASSNER, G., WOLTERS, J., Introduction to Modern Time Series
Analysis, Springer-Verlag Inc, Berlin, 2007

MATLAB NEURAL NETWORK TOOLBOX, VERSION R2010a, MATH WORKS
INK.

MONTGOMERY, D.C., JENNINGS, L.A. ve KULAHCI, M., Introduction To
Time Series Analysis And Forecasting, John Wiley & Sons. Inc., Hoboken.
New Jersey, 2008

NABIYEV, N. N., "Yapay Zeka", Seckin Kitapevi, Ankara, 2010

ORHUNBILGE, N., Zaman Serileri Analizi Tahmin ve Fiyat Endeksleri,
Istanbul Universitesi Isletme Fakiiltesi Yayimnlar1, No: 277, Istanbul, 1999

OZMEN, A., Zaman Serisi Analizinde Box-Jenkins Yéntemi ve Banka
Mevduat Tahmininde Uygulama Denemesi, Anadolu Universitesi Yayimn-

lar1, Eskisehir, 1986
OZTEMEL, E., "Yapay Sinir Aglar1", Papatya Yaymcilik, Istanbul, 2003

RICHARD S., Eviews Illustrated For Version 7, Quantitatif Micro Software,
USA, Second Editions, 2009

SEVUKTEKIN, M., NARGELECEKENLER, M.,"Ekonometrik Zaman Seri-



90

leri Analizi", Nobel Yayinlari, Ankara, Mart 2010
Makale ve Bildiriler:

ABDELGHANY, A., ve GUZHVA, V. S., "A Time-Series Modeling Approach For
Airport Short-Tern Demand Forcasting", Airport Management , Volume: 5,

2010

ABED, S., Y., BA-FAI, A. O., JASIMUDDIN, S., M., "An Econometric Analysis
of International Air Travel Demand in Saudi Arabia", Journal of Air Trans-

port Management , Volume: 7, 2001

ADEROMA, A.) J., "Demand For Transport In Nigeria", Journal Of Eco-

nomics, Volume: 1, 2010

AHMETZADE, F., "Model For Forecasting Passanger of Airport", Proceeding
of the 2010 International Engineering Conference on Industrial Engi-

neering and Operations Managment Dhaka, Bangladesh, 9-10 January 2010

ALAM J. B., KARIM D. M ., "Air Travel Demand Model For Domestic Air
Transportation In Bangladesh”, Journal Of Civil Engineering, Y1l 1998, Vol-
ume: CE 26, No:1

ALEKSEEV, K.P.G. ve SEIXAS J.M., "A multivariate neural forecasting model-
ing for air transport — Preprocessed by decomposition: A Brazilian application",

Journal of Air Transport Management, Yil: 2009, Volume: 15

CUHADAR, M., GUNGOR, 1., ve GOKSU, A., " Turizm Talebinin Yapay Sinir
Aglary ile Tahmini ve Zaman Serisi Yontemleriyle Kargilastirmaly Bir Analizi :
Antalya Iline Yonelik Bir Uygulama", Siileyman Demirel Universitesi Ikti-

sadi ve Idari Bilimler Fakiiltesi Dergisi, Yil: 2009, C: 14

GRUBB, H., MASON, A., "Long Lead Time Forecasting Of UK Air Passengers
By Holt—Winters Methods With Damped Trend", Journal of Air Transport



91

Management , Volume: 17, 2001

GUNGOR, . ve CUHADAR, M., “Antalya Iline Yonelik Alman Turist Talebinin
Yapay Sinir Aglare Yontemiyle Tahmini”, Gazi Universitesi Ticaret ve Tur-

izm Egitim Fakiiltesi Dergisi, Yil: 2005, Say:: 1

FIRAT, M. ve GUNGOR, M., “Ask: Madde Konsantrasyonu ve Miktarimn Yapay
Sinir AGlar ile Belirlenmesi”, MO Teknik Dergi, 2004

MEDEIROS, M., CV., McALER, M., SLOTTJE, D., RAMOS, V., MAQUIERIRA,
J., R., "An Alternative Approach To Estimating Demand: Neural Network Re-
gression With Conditional Volatility For High Frequency Air Passenger Arrivals",
Journol Of Econometrics, Volume: 147, 2008

PROFILLIDIS, V. A., "Econometric And Fuzzy Modeling For The Forecast Of
Demand In The Airport Of Rodos", Journal of Air Transport Management
, Volume: 6, 2000

SINGH, A. K. ve Das D., "Forecasting The Trafik Movement In Lufthansa Air-
lines: A Supply Chain Perspective”, Journal Of Services Research Yil 2010,
Volume: 10, No:2

SOMAGAIO, A., M. WOLTERS, " Comparative Analysis Of Goverment Forecast
For The Lisbon Airport ", Journal of Air Transport Management , Volume:

16, 2010



92

Diger:
Tezler:

YURTOGLU, H., Yapay Sinir Aglar1 Metodolojisi fle Ongérii Modellemesi:
Baz1 Makroekonomik Degiskenler i¢in Tiirkiye Ornegi, Yayimlanmis Uz-
manlik Tezi, DPT, 2005



EKLER

93



Antalya Havalimanin' dan Giris Yapan Ayhk Uluslararasi Yolcu Sayilan

EK-1

(2004-2010)

2004 2005 2006 2007 2008 2009 2010
Ocak 124585 154316 121648 |104464 |123382 |88922 88922
Subat 162929 181818 118177 132576 |145458 |119193 |119193
Mart 215444 312486 |204142 |223001 [260322 |193086 |193086
Nisan 400132 | 443696 |436646 |436428 |452217 |423508 |423508
Mayis 687994 |842834 |638682 |824075 |968322 |863106 |863106
Haziran | 719479 |888839 |856224 [1076113 | 1196019 | 1089685 | 1089685
Temmuz | 987592 | 1160687 | 1038479 | 1271735 | 1342000 | 1268909 | 1268909
Agustos | 981158 | 1033122 | 1046637 | 1271235 | 1319581 | 1287753 | 1287753
Eyliil 801040 |878685 |757586 |1102143 |1103012 [1107114 [1107114
Ekim 747145 805387 |539795 [699124 |687451 |682319 |682319
Kasim 289845 |225441 |153746 |253706 |203376 |217486 |217486
Arahk 140644 127760 (118418 137719 117546 | 125656 | 125656
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EK-2

Aday Modellerin Eviews Ciktilar

SARIMA(1, 1, 1)(0, 1, 1) Modeline Ait Eviews Ciktisi

Variable Coefficient  Std. Error  t-Statistic Prob.
AR(1) -0.538691 0.218260 -2.468115 0.0167
MA(1) 0.237762 0.257308 0.924038 0.3595
SMA(12) -0.901108 0.026144 -34.46653 0.0000
R-squared 0.545956 Mean dependent var -0.000741
Adjusted R-squared 0.529445  S.D. dependent var 0.159363
S.E. of regression 0.109318  Akaike info criterion -1.538766
Sum squared resid 0.657278  Schwarz criterion -1.432192
Log likelihood 47.62423  Durbin-Watson stat 2.088003
Inverted AR Roots -.54
Inverted MA Roots .99 .86-.50i .86+.50i .50-.86i
.50+.86i .00+.99i -.00-.99i -.24
-.50+.86i -.50-.86i -.86+.50i -.86-.50i
-.99

SARIMA(0, 1, 1)(0, 1, 1) Modeline Ait Eviews Ciktisi

Variable Coefficient  Std. Error  t-Statistic Prob.
MA(1) -0.324704 0.118749 -2.734377 0.0083
SMA(12) -0.901901 0.025822 -34.92715 0.0000
R-squared 0.533095 Mean dependent var -0.002497
Adjusted R-squared 0.524904 S.D. dependent var 0.158558
S.E. of regression 0.109290 Akaike info criterion -1.556322
Sum squared resid 0.680819  Schwarz criterion -1.485897
Log likelihood 47.91150  Durbin-Watson stat 2.086449
Inverted MA Roots .99 .86-.50i .86+.50i .50-.86i
.50+.86i .32 .00+.99i -.00-.99i
-.50+.86i -.50-.86i -.86+.50i -.86-.50i

-.99
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EK-3

YSA Egitiminde Kullanilan Veri Setleri

Seri 1 Seri 2 Seri 3

124585 |154316 | 124585 |[121648 |154316 |124585
162929 (181818 |162929 (118177 |181818 |162929
215444 | 312486 215444 204142 |312486 |215444
400132 |443696 |400132 |436646 |443696 |400132
687994 842834 |687994 |638682 |842834 |687994
719479 |888839 |719479 |856224 |888839 |719479
987592 | 1160687 |987592 |1038479 | 1160687 | 987592
981158 | 1033122 [981158 |1046637 | 1033122 | 981158
801040 |878685 |801040 |757586 |878685 |801040
747145 | 805387 |747145 |539795 |805387 |747145
289845 |225441 |289845 |153746 |225441 289845
140644 |127760 |140644 |118418 |127760 |140644
154316 [121648 | 154316 |[104464 |121648 |154316
181818 |[118177 |181818 |[132576 |118177 |181818
312486 |204142 |312486 |223001 |204142 |312486
443696 |436646 |443696 |436428 |436646 |443696
842834 638682 |842834 |824075 |638682 |842834
888839 |856224 |888839 |1076113 |856224 |888839
1160687 | 1038479 | 1160687 | 1271735 | 1038479 | 1160687
1033122 | 1046637 | 1033122 | 1271235 | 1046637 | 1033122
878685 |757586 |878685 |1102143 |757586 |878685
805387 |539795 |805387 |699124 |539795 |805387
225441 153746 | 225441 |253706 |153746 |225441
127760 |118418 |127760 |[137719 |118418 |[127760
121648 [104464 |121648 |[123382 |104464 |121648
118177 |132576 | 118177 |145458 |132576 |118177
204142 | 223001 |204142 |260322 |223001 204142
436646 |436428 |436646 |452217 |436428 |436646
638682 |824075 |638682 |968322 |824075 |638682
856224 | 1076113 | 856224 |1196019 | 1076113 | 856224
1038479 (1271735 | 1038479 | 1342000 | 1271735 | 1038479
1046637 | 1271235 | 1046637 | 1319581 | 1271235 | 1046637
757586 | 1102143 | 757586 | 1103012 | 1102143 | 757586
539795 699124 |539795 |687451 |699124 |539795
153746 | 253706 |153746 |203376 |253706 |153746
118418 |[137719 |118418 |[117546 |137719 |118418
104464 |123382 | 104464

132576 | 145458 | 132576
223001 |260322 |223001
436428 |452217 |436428
824075 |968322 |824075

1076113 [ 1196019 | 1076113

1271735 | 1342000 | 1271735

1271235 [ 1319581 | 1271235

1102143 [ 1103012 | 1102143
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699124

687451

699124

253706

203376

253706

137719

117546

137719

123382

145458

260322

452217

968322

1196019

1342000

1319581

1103012

687451

203376

97



98

OZGECMIS
Dogum Yeri: Isparta
Dogum Yih: 1981
Medeni Hali: Bekar
Egitim Durumu:
Lisans: Siileyman Demirel Universitesi Fen Edebiyat Fakiiltesi Matematik

Béliimii -2008

Yiiksek Lisans: | Siileyman Demirel Universitesi Sosyal Bilimler Enstitiisii
Ekonometri Anabilim Dal1-2011

Yabanci Dil ve Diizeyi:

Ingilizce Orta Diizey

Is Tecriibesi:

Siileyman Demirel Universitesi Sosyal Bilimler Enstitiisii Arastirma Gorevlisi
2008-Devam Ediyor




