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ÖZET 

BOX-JENKINS VE YAPAY SİNİR AĞI YÖNTEMLERİ İLE HAVALİMANI 

YOLCU TALEBİ ÖNGÖRÜLENMESİ: 

ANTALYA HAVALİMANI ÖRNEĞİ 

Hakan BOZDAĞ 

Süleyman Demirel Üniversitesi, Ekonometri Anabilim Dalı 

Yüksek Lisans Tezi, 98 Sayfa, Haziran 2011 

Danışman: Prof. Dr. Abdullah EROĞLU 

    Bu çalışmada tek değişkenli zaman serisi yöntemi "Mevsimsel Box- Jenkins 

(SARIMA)" ve "Yapay Sinir Ağları" yöntemlerinin kestirim doğruluklarını 

karşılaştırarak en yüksek doğruluğu sağlayan yöntemin belirlenmesi ve belirlenen 

yöntem yardımıyla 2011 yılı için Antalya Havalimanı' na yönelik kısa dönem 

uluslararası yolcu talebinin  öngörülenmesi amaçlanmıştır. Araştırmada,  

havalimanının yolcu talebinin ölçüsü olarak havalimanından giriş yapan toplam 

uluslararası yolcu sayısı alınmış ve Ocak 2004-Aralık 2010 döneminde Antalya 

Havalimanı dış hatlar terminalinden giriş yapan aylık uluslararası yolcu sayısı 

verilerinden yararlanılmıştır.  

    Uygulanan yöntemlerden elde edilen kestirim sonuçlarının değerlendirilmesi 

sonucunda, "Mevsimlik Çarpımsal-Mevsimsel Box-Jenkins (SARIMA)" yöntemi ile 

yapılan öngörülerin oldukça iyi sonuçlar verdiği ancak çalışmada kullanılan 

yöntemler içersinde en yüksek kestirim doğruluğunu sağlayan ve  gerçek değerlere 

en yakın sonuçlar veren yöntemin "Yapay Sinir Ağları" olduğu görülmüştür. Serinin 

yapay sinir ağları ile modellenmesinde orjinal serinin farklı ağ yapıları incelenmiştir. 

Yapılan çok sayıda deneme sonucunda 12 gecikmeli yapay sinir ağı modelinin en 

yüksek doğruluğu sağladığı görülmüş ve elde edilen model yardımıyla Ocak 2011-

Aralık 2011 dönemi için Antalya Havalimanı' na yönelik kısa dönem uluslararası 

yolcu talebi öngörüsü gerçekleştirilmiştir.     

Anahtar Kelimeler: Zaman Serileri, SARIMA Modelleri, Yapay Sinir Ağları, 

Havalimanı Yolcu Talebi, Öngörü 
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ABSTRACT 

FORECASTING AIR PASSENGER DEMAND BY BOX-JENKINS AND 
ARTIFICIAL NEURAL NETWORKS METHODS: 

A CASE STUDY OF ANTALYA AIRPORT 
 

Hakan BOZDAĞ 
Suleyman Demirel University, Department of Econometrics 

Master Thesis 98 Pages, July 2011 

Supervising Professor: Prof. Dr. Abdullah EROĞLU 

 In this study it is aimed to  compare estimation accuracies of univariate time 

series method "Seasonal Box-Jenkins (SARIMA)" and "Artificial Neural Network" 

methods and detect which method has the highest accuracy and with this method to 

foresight the short term international passenger demand of Antalya International 

Airport for 2011. In this research it is used the total number of international 

passenger arrivals as a measure of inbound international passengers demand and 

monthly international passenger arrivals to Antalya in the period of January 2004 – 

December 2010 data were utilized to build appropriate model. 

 As a conclusion of the assesment of experimental results,it has been observed 

that forecasts by the methods “multicaptive-seasonal Box Jenkins (SARIMA)” has 

provided quite good results and on the other hand artificial neural network model has 

showed best forecast accuracy with lowest deviation among the techniques applied in 

this research. In the process of modelling the number of foreign tourist data by 

artificial neural networks, different network structures of the original series have 

been analyzed. As a consequence of several attempts it has been observed that 12 

lagged artificial neural network model  has presented best performance and by the 

means of this model it has been forecasted the monthly inbound tourism demand to 

Antalya for January 2011 and December 2011. 

 

Keywords: Time Series, SARIMA Models, Artificial Neural Networks, Airport 

Passangers Demand, Forecast 
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G·IR·IŞ

Öngörü (kestirim), temelde bir niceli¼gin zaman¬n gelecekteki bir noktas¬nda

alaca¼g¬de¼gerinin kestirimi olarak tan¬mlanmaktad¬r.1 Zaman serileri analizi, ista-

tistik teknikler içinde çok önemli yeri olan kestirim teknikleri aras¬nda geni̧s yer

tutmaktad¬r. Geçmi̧s dönemlerin çeşitli yöntemlerle incelenmesiyle elde edilen

bilgilerin gelece¼gin tahminlenmesinde kullan¬lan teknikler, özellikle k¬sa, orta ve

uzun dönem tahminlarine gereksinim duyulan her alanda kullan¬lmaktad¬r. Bi-

linmeyen gelecegin bilimsel yöntemlerle kestirilmesi ve gelecek için önceden haz¬r-

l¬klar¬n yap¬lmas¬her alanda oldu¼gu gibi özellikle ekonomi ve �nans sektöründe

büyük önem taş¬maktad¬r.

Zaman serileri, de¼gi̧skenlerin gün, hafta, ay, mevsim veya y¬l gibi herhangi bir

zaman birimine göre da¼g¬l¬m¬n¬belirten serilerdir. Zaman serileri Box-Jenkins

(1970) ile önem kazanm¬̧st¬r. Temel prensipleri Yule taraf¬ndan 1920�lerde ortaya

at¬lan yöntem, geli̧sen bilgisayar olanaklar¬sayesinde yöntemin yayg¬nlmaşmas¬n¬

kolaylaşt¬rm¬̧st¬r. Temel prensip her dizinin geçmi̧s de¼gerleri ile aç¬klanabilece¼gi

mant¬¼g¬na dayanmaktad¬r.2

Kestirim yöntemleri, nitel kestirim yöntemleri ve nicel kestirim yöntemleri

olmak üzere iki şekilde s¬n¬�and¬r¬labilir. Her iki yöntemin ç¬k¬̧s noktas¬ ilgili

de¼gi̧skene ait gözlem de¼gerleridir. Geçmi̧s ve şimdiki dönem gözlem de¼gerlerinden,

gelecek dönem gözlem de¼gerleri belirli kurallar çerçevesinde öngörülür.

Nitel kestirim yöntemleri genellikle öngörü yap¬lmak istenen konuda geçmi̧se

yönelik yeterli gözlem de¼gerinin olmad¬¼g¬, öngörünün öznel uzman görüşü ile

yap¬d¬¼g¬tekniklerdir.
1FRETCHLING, D. C., Forecasting Tourism Demand: Methods and Strategies,

Butterworth-Heinemann, 2001, s. 8
2ORHUNB·ILGE, N., Zaman Serileri Analizi Tahmin ve Fiyat Endeksleri, ·Istanbul

Üniversitesi ·Işletme Fakültesi Yay¬nlar¬, No: 277, ·Istanbul, 1999, s. 1-2
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Nicel kestirim yöntemleri ise istatistiksel yöntemlere dayan¬r. Nicel kestirim

yöntemlerinde nas¬l kestirimde bulunuldu¼gu net olarak bellidir ve i̧slemler mate-

matikseldir. Geçmi̧s gözlem de¼gerleri kullan¬larak sürecin oluşmas¬na katk¬da bu-

lunan ili̧skiler belirlenir ve bu ili̧skilerin gelece¼ge yans¬mas¬belirlenmeye çal¬̧s¬l¬r.

Nicel kestirimde bulunabilmek için iki temel yaklaş¬m kullan¬lmaktad¬r. Bunlar-

dan birincisi neden-sonuç ili̧skisine dayanan modeller ikincisi ise zaman serileri

analizine dayal¬modellerdir.3

Neden sonuç ili̧skisine dayanan kestirim yöntemleri, regresyon yöntemi ve

ekono- metrik modellerdir. Regresyon yöntemi, bir ya da daha fazla de¼gi̧skenin

üzerinde etkili oldu¼gu başka bir de¼gi̧skenle aralar¬ndaki ili̧skinin matematiksel

olarak ifade edildi¼gi yöntemlerdir. Bu tür yöntemlerde, etkilenen de¼gi̧skene ba¼g¬ml¬

de¼gi̧sken ve etkileyen de¼gi̧skenelere de ba¼g¬ms¬z de¼gi̧skenler ad¬verilir. Ba¼g¬ml¬

de¼gi̧sken ile ba¼g¬ms¬z de¼gi̧skenler aras¬ndaki neden sonuç ili̧skisi geçmi̧s gözlem

de¼gerleri kullan¬larak belirlenir. Ba¼g¬ms¬z de¼gi̧skenlerin gelecekteki çeşitli de¼ger-

leri için ba¼g¬ml¬de¼gi̧skenin alaca¼g¬de¼ger kestirilmeye çal¬̧s¬l¬r. ·Ili̧skiye dayanan

tekniklerin uygulanmas¬nda birden çok de¼gi̧skene ait bilgiye gerek duyuldu¼gu için

kullan¬m¬daha güç bir tekniktir.4

Zama serileri kullanarak öngörü yap¬l¬rken, ilk olarak zaman serisi için uygun

bir model belirlenmeye çal¬̧s¬l¬r. Daha sonra ele al¬nan seri için en iyi öngörü

de¼gerinin nas¬l elde edilece¼gi araşt¬r¬l¬r. Box-Jenkins, zaman serisinin analizi

amac¬ile ARIMA modelleri olarak bilinen modellerin kullan¬m¬n¬önermi̧sler; uy-

gun modelin belirlenmesi ve tahmini için bir yaklaş¬m geli̧stirmi̧slerdir.5

Öngörü modellemesinde büyük ölçekli yap¬sal makroekonometrik modeller,

asit regresyon modelleri ve VARmodelleme tekni¼gi gibi istatistiksel ve ekonometrik

3MONTGOMERY vd., Introduction To Time Series Analysis And Forecasting, John

Wiley & Sons. Inc., Hoboken. New Jersey, 2008, s. 3-4
4ORHUNB·ILGE, N., a.g.e., s. 3
5MONTGOMERY vd., a.g.e., s. 3-4
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modellerin yan¬s¬ra baz¬yeni metodolojiler de ön plana ç¬kmaktad¬r. Yapay Sinir

A¼glar¬yöntemi bu yeni teknikler aras¬nda en önemlilerinden birisidir.

Yapay Sinir A¼glar¬modelleme tekni¼gi günümüzde bir çok alanda yayg¬n bir

şekilde kullan¬lan, basit bir şekilde insan beyninin ça¬lma şeklini taklit eden ya-

pay sinir a¼glar¬Yapay Zeka çal¬̧smalar¬içinde önemli bir yere sahiptir. "Evrensel

Fonksiyon Yak¬nsay¬c¬Yöntem" olarak tan¬mlanan yapay sinir a¼glar¬metodolo-

jisi verilerden ö¼grenebilme, genelleme yapabilme, s¬n¬rs¬z say¬da de¼gi̧skenle çal¬̧sa-

bilme gibi pek çok önemli özelli¼ginden dolay¬pek çok alanda kullan¬m alan¬bulan

yapay sinir a¼glar¬yöntemi öngörü modellemesi alan¬nda da yayg¬n bir şekilde kul-

lan¬lmaktad¬r.6

Bu çal¬̧smada Yapay Sinir A¼glar¬metodolojisi ile geli̧stirilen model ile zaman

serileri analizinde k¬sa dönem öngörü başar¬s¬ yüksek olarak kabul edilen, s¬k-

l¬kla kullan¬lan Box-Jenkins ARIMA modelleri yönteminin genel tan¬mlamalar¬

yap¬larak, gerçek veri uygulamas¬ üzerinden elde edilen performans istatistik-

leri yard¬m¬ile modeller kaŗs¬laşt¬r¬lacakt¬r. YSA ile bulunan sonuçlar¬n etkin-

li¼gi, literatüre uygun şekilde, Box-Jenkins modelleri sonuçlar¬ile kaŗs¬laşt¬r¬larak

araşt¬r¬lm¬̧st¬r. Box-Jenkins modellerinin geni̧s kabul görmesi, geli̧stirilen her yeni

model için iyi bir kaŗs¬laşt¬rma arac¬olmalar¬n¬sa¼glam¬̧st¬r.

Çal¬̧sma üç ana bölümden oluşmaktad¬r.

Birinci bölümde, zaman serisi analizi, alt bölümler halinde ifade edilmi̧stir.

·Ilk olarak zaman serisi ve analizi tan¬mlanm¬̧s, özellikleri ve tarihsel geli̧simi aç¬k-

lanm¬̧st¬r. Sonras¬nda zaman serisi analizinde kullan¬lan araçlar hakk¬nda bilgi

verilmi̧s, Box-Jenkins modelleri ele al¬nm¬̧s ve son olarak zaman serisi ile öngörü

ve öngörü performans¬n¬n de¼gerlendirme ölçütlerine de¼ginilmi̧stir.

6YURTO¼GLU, H., Yapay Sinir A¼glar¬Metodolojisi ·Ile Öngörü Modellemesi: Baz¬

Makroekonomik De¼gi̧skenler ·Için Türkiye Örne¼gi, Yay¬mlanm¬̧s Uzmanl¬k Tezi, DPT,

2005, s. 1-2
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·Ikinci bölümde, üçüncü bölümde yap¬lan uygulama için gerekli olan yapay

sinir a¼glar¬metedolojisi hakk¬nda bilgi verilmi̧stir. Yapay sinir a¼glar¬tan¬mlan-

m¬̧s, �zyolojik ve temel yap¬s¬ifade edilmi̧stir. Sonras¬nda yapay sinir a¼glar¬ile

ilgili genel kavramlar, yapay sinir a¼glar¬ tarihçesi, genel özellikleri, yapay sinir

a¼glar¬n¬n yap¬s¬, temel elemanlar¬, yapay sinir a¼glar¬n¬n s¬n¬�and¬r¬lmas¬, yapay

sinir a¼glar¬mimarileri hakk¬nda bilgi verilmi̧stir.

Üçüncü bölümde, ilk olarak dünyada ve Türkiye�de bugüne kadar yap¬lm¬̧s

olan çal¬̧smalar¬n literatür özetleri verilmi̧stir. Antalya Havaliman¬� n¬n k¬sa

dönem uluslararas¬ yolcu talebinin öngörülenmesinde hem Box-Jenkins model-

leri hem de yapay sinir a¼glar¬yçntemi ele al¬nm¬̧st¬r. Öncelikle Ocak 2004-Aral¬k

2009 dönemine ait Antalya Havaliman¬�n¬n uluslararas¬yolcu verisi de¼gerleri za-

man serisi olarak ele al¬nm¬̧s ve Box-Jenkins ARIMA modeli kullan¬larak Ocak

2010-Aral¬k 2010 dönemine ait Antalya Havaliman¬�n¬n uluslararas¬yolcu talebi

kestirimi gerçekleştirilmi̧stir. Sonras¬nda yapay sinir a¼glar¬yöntemi kullan¬larak

uygun model mimariye sahip YSA belirlenmi̧s ve ayn¬dönem için kestirimde bu-

lunulmuştur. Elde edilen sonuçlar için Kök Ortalama Hata Kare (KOHK) ve Or-

talama Mutlak Yüzde Hata (OMYH) de¼gerleri hesaplanm¬̧s ve bulunan de¼gerler

kaŗs¬laşt¬r¬larak öngörü için yapay sinir a¼glar¬n¬n kullan¬labilece¼gi gösterilmi̧stir.

Son olarak elde edilen bulgular de¼gerlendirilmi̧stir.
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ZAMAN SER·ILER·I ANAL·IZ·I

Bu bölümde zaman serileri ve analizinin tan¬m¬, zaman serileri analizinin tar-

ihsel geli̧simi, zaman serilerinin özellikleri, zaman serileri analiz araçlar¬, dura¼gan

ARIMA modelleri, dura¼gan-d¬̧s¬ARIMA modelleri ile Box-Jenkins model kurma

stratejisi, ve son olarak da öngörü ve öngörü modelinin performans ölçütlerine

de¼ginilmi̧stir.

1.1. Zaman Serileri ve Zaman Serileri Analizinin Tan¬m¬

Zaman serileri ilgilenilen gözlem de¼gerlerinin belirli bir dönem için gün, hafta,

ay, üç ay, y¬l gibi birbirini izleyen eşit peryotlarla yap¬lmas¬ile elde eilen say¬sal

serilerin tümü zaman serileri olarak adland¬r¬lmaktad¬r. ·Incelenen zaman serisi

Yt ile simgelendirildi¼ginde gözlemlerde t = 1; 2; :::; T olmak üzere Y1, Y2, Y3,..., YT

şeklinde ifade edilebilirler. Burada ilgilenilen de¼gi̧skenin gözlenen de¼gerleri için t

zaman aral¬¼g¬n¬, Yt ise de¼gi̧skenin t: dönemindeki gözlem de¼gerini göstermektedir.7

Zaman serilerinin unsurlar¬na ay¬rma, aralar¬ndaki ili̧skiyi aç¬klama, kontrol

ve öngörü amac¬ile analiz edilmesine zaman serisi analizi denir.8

Zaman serilerinin analizinde temel olarak, bir tek serinin modellenebilmesi

için uygun teknikler üzerinde durulur. Tek de¼gi̧skenli modellerde incelenecek

de¼gi̧skenin aç¬klanmas¬, serinin kendi geçmi̧s de¼gerleri, cari ve geçmi̧s dönem rassal

7AKGÜL, I., a.g.e., s. 3
8BOX vd. �Time Series Analysis: Forecasting and Control�, Prentice-Hall ·Inc., New

Jersey, l994, s. 1
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art¬klar¬n¬n a¼g¬rl¬kl¬toplam¬kullan¬laraktad¬r. Zaman serisi modellerinin uygu-

lamalarda veri gereksiniminin ekonometrik modellere göre az olmas¬, model oluş-

turman¬n daha kolay olmas¬, de¼gi̧skenlere ait ön bilgilere (tan¬mlamalara) ihtiyaç

duyulmamas¬ ve k¬sa dönemli tahminler sa¼glamalar¬ zaman serisi modellerinin

yayg¬n olarak kullan¬lmas¬n¬sa¼glam¬̧st¬r.9

1.2. Zaman Serisi Analizinin Tarihsel Geli̧simi

Zaman serileri do¼ga bilimlerinin geli̧siminde önemli bir rol oynam¬̧st¬r. Ba-

bil uygarl¬¼g¬döneminde y¬ld¬zlar ve gezegenlerin hareketleri ve ilgili konumlar¬n¬

tahmin etmek amac¬yla zaman serileri kullan¬lm¬̧st¬r. Johannes Kepler taraf¬ndan

keşfedilen yasalar¬n¬n temelini oluşturmuştur.

19. yüzy¬l¬n ortalar¬nda, astronomi alan¬nda kullan¬lan zaman serisi metodolo-

jik yaklaş¬m¬, ekonomist Charles Babbage ve William Stanley Jevons taraf¬ndan

ele al¬nm¬̧st¬r. Farkl¬nedensel faktörlere ba¼gl¬, farkedilmemi̧s bileşenlerine ayr¬̧s-

mas¬, genellikle klasik zaman serileri analizi kullan¬lan yöntemler WARREN M.

PERSONS (1919) taraf¬ndan geli̧stirilmi̧stir.

1970�li y¬llardan bu yana, tamamen farkl¬bir yaklaş¬m zaman serilerinin is-

tatistiksel analize uygulanm¬̧st¬r. Klasik zaman serileri analizindeki tamamen

aç¬klay¬c¬yöntem terk edilerek, yerine, sonuçlar, olas¬l¬k kuram¬ve matematik-

sel istatistik yöntemleri kullan¬lmaya başlanm¬̧st¬r. Bu zaman serileri ile ilgili

stokastik hareketlerin rolü farkl¬bir de¼gerlendirmeye yol açtm¬̧st¬r. Klasik zaman

serisi yap¬s¬nda bir önemi olmayan art¬klar (kal¬nt¬lar) hareketleri, modern yak-

laş¬m bir zaman serisinin tüm bileşenlerine stokastik etkileri oldu¼gunu varsayar.

Bu yönde ilk ad¬mlar¬geçen yüzy¬l¬n baş¬nda Rus istatistikçi Evgenij Evge-

nievich SLUTZKY ve ·Ingiliz istatistikçi George Udyn YULE taraf¬ndan başlat¬lm¬̧s-

9AKGÜL, I., a.g.e., s. x¬-x¬¬
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t¬r. Ekonomik zaman serilerinin de di¼ger zaman serileri ile benzer olarak a¼g¬r-

l¬kl¬veya a¼g¬rl¬ks¬z toplamlar veya pür rastsal süreçlerin farkl¬l¬klar¬kullan¬larak

ekonemik zaman seilerinin oluşturulabilece¼gini gösterdiler. E. E. SLUTZKY ve

G.U. YULE taraf¬ndan zaman serisi modellerini temsil etmek üzere hareketli or-

talamalar ve otoregresif süreç geli̧stirildi. Herman WOLD (1938) bu yöntemleri

sistemleştirdi. GEORGE E.P BOX ve M. Gwilym JENKINS (1970) taraf¬ndan

yöntemlerin uygulanalabilirli¼gini kolaylaşt¬rmak için yeni bir yaklaş¬m geli̧stir-

ilmi̧stir.

1980�li y¬lllara kadar dikkate al¬nmayan zaman serilerininde dura¼ganl¬k kavram¬

incelenmeye başlam¬̧st¬r. Dura¼ganl¬¼g¬n, sadece deterministik de¼gil, ayn¬zamanda

stokastik trende sahip dura¼gan olmayan zaman serileri art¬k �ltre uygulamas¬ile

sabit modellere çevrilerek, dura¼ganl¬k sorunu çözülmeye başlam¬̧st¬r.10

1.3. Zaman Serisinin Özellikleri

Zaman serisinin özellikleri; dört unsurdan meydana gelme, iç ba¼g¬ml¬l¬k ve

stokastik süreç olma özellikleri olmak üzere üç grupta ifade edilebilir. Bu özellikler

ilerleyen alt bölümlerde aç¬klanmaya çal¬̧s¬lm¬̧st¬r.

1.3.1. Dört Unsurdan Meydana Gelme Özelli¼gi

Bir zaman serisi trend (T ), konjoktür (K), Mevsim (M) ve Rassal haterketler

(R) özellikleri kullan¬larak

yt = T:K:M:R (1.1)

biçiminde ifade edilebilir. Zaman serisi analizinde, gözlem de¼gerlerinde meydana

gelen dalgalanmalar¬n dört faktörün etkisinden kaynakland¬¼g¬varsay¬lmaktad¬r.

Bu dört faktör, �Trend, Mevsimsel Dalgalanmalar, Konjonktürel Dalgalanmalar

10KIRCHGÄSSNER, G., WOLTERS, J., Introduction to Modern Time Series Analy-

sis, Springer-Verlag Inc, Berlin, 2007, s. 2-5
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ve Düzensiz (Rassal) Dalgalanmalar� olarak say¬labilir. Bu unsurlar¬n her biri

k¬saca aşa¼g¬da ifade edilmi̧stir.

Trend: Bir zaman serisinin uzun dönem e¼gilimi veya zaman serisi de¼gi̧skeninin

yap¬sal özelliklerini k¬sa dönem aral¬klarsa tekrar sergilemesi olarak tan¬mlan-

abilir. Trendin gözlemlenebilmesi için 10-15 y¬l (10-15 y¬ll¬k ay) baz¬nda veriye

ihtiyaç duyulur.

Konjonktürel Dalgalanmalar: Konjonktürel dalgalanmalar sektörlerin veya

ekonominin refah ve depresyon dönemlerini içeren de¼gi̧simler (hareketler) olarak

adland¬r¬l¬r. ·Iktisatta ve i̧sletmecilikte bolluk, durgunluk, depresyon ve yükselme

devreleri konjonktürel dalgalanmalara örnek olarak verilebilir. Konjektür dal-

galanmalar¬n¬n uzunlu¼gu 3-5-y¬l olarak kabul edilmektedir.

Mevsimsel Dalgalanmalar: Mevsimsel dalgalanmalar, ayl¬k veya mevsim-

lik verilerde ortaya ç¬kmaktad¬r. Gözlenen de¼gi̧skenlerin ayl¬k de¼gerlerinde mevsime

ba¼gl¬olarak oluşan de¼gi̧smeler mevsimsel dalgalanmalar olarak adland¬r¬l¬r. Mevsim-

sel dalgalanmalar¬n uzunlu¼gu sabit ve ayl¬k gözlem de¼gerleri için 12 ay, mevsimlik

gözlem de¼gerleri için de dalgalanman¬n uzunlu¼gu 4 ayd¬r.

Mevsimsel dalgalanmalar genellikle do¼gal ve sosyo-ekonomik nedenlerden or-

taya ç¬kar. Bir mal¬n sat¬̧s, tüketim ve �yat¬nda hava koşullar¬ve al¬̧skanl¬klar

nedeniyle mevsimlik de¼gi̧smeler meydana gelebilir.

Düzensiz (Rassal) Hareketler: Düzensiz hareketlerin nedenleri aras¬nda

deprem, su bask¬n¬, don veya dolu gibi do¼gal nedenler ve siyasi kar¬̧s¬kl¬k, savaş,

grev ve lokavt, rakip i̧sletmelerin politikalar¬ndaki de¼gi̧siklik, beklenmeyen bir

�yat hareketi gibi sosyo-ekonomik nedenler say¬labilir. Rassal nedenlerle veya

geçici olarak ortaya ç¬kan hareketlere düzensiz hareketler ad¬verilir. Düzensiz

hareketler düzenlilik göstermedikleri ve rassal veya geçici olduklar¬için, bunlar¬n
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ne zaman ve ne şiddetle ortaya ç¬kt¬klar¬önceden tahmin edilemeleri mümkün

de¼gildir.11

1.3.2. ·Iç Ba¼g¬ml¬l¬k Özelli¼gi

Bir zaman serisinde gözlem de¼gerleri birbirine ba¼gl¬d¬r. Bu ba¼g¬ml¬l¬k ili̧sk-

isi iç ba¼g¬ml¬l¬k olarak adland¬r¬l¬r. Bu özellik yard¬m¬ ile zaman de¼gi̧skeninin

bugünkü ve geçmi̧s dönem gözlem de¼gerleri kullan¬larak gelecek dönemde ala-

ca¼g¬de¼gerleri tahmin etme imkan¬do¼gar. Bugünkü dönem gözlem de¼gerinin ait

oldu¼gu en son döneme denir ve t ile gösterilir. t dönemine ait gözlem de¼gerleri

Xt ile simgelendirilir. Zamana ba¼gl¬bu olay¬n t dönemine kadar olan tarihsel

geli̧simi gösteren döneme geçmi̧s dönem denir, geçmi̧s dönem ve geçmi̧s dönem

de¼gerleri s¬ras¬yla t�1, t�2, . . . ve Xt+1; Xt+2; :::̧seklinde simgelendirilir. Zaman

de¼gi̧skenini ayn¬konumlar¬na göre zamanla aç¬klanan olay¬n gelecekteki e¼gilim-

ini gösterecek olan döneme gelecek dönem ad¬verilir. Gelecek dönem ve gelecek

dönem gözlem de¼gerleri s¬ras¬yla t + 1, t + 2, . . . ve Xt+1; Xt+2; :::̧seklinde ifade

edilir.12

1.3.3. Stokastik Süreç Olma Özelli¼gi

Zamana ba¼gl¬olaylar rassal (olas¬l¬kl¬) karakterdedir. Bu gibi olaylarla ilgili

serilerin gelecek dönem seyrini, bugünkü ve geçmi̧s dönem de¼gerlerine dayanarak

incelemek için de¼gi̧sik bir yaklaş¬m gerekir. Buna deterministik olmayan stokastik

veya istatistiksel yaklaş¬m denir.13

Zaman serileri analizinde, serilerin stokastik süreç olarak kabul edildikten

sonra analiz için stokastik modeller kullan¬lmas¬gerekmektedir. Bu da zaman

11ORHUNB·ILGE, a.g.e., s. 7-9
12ÖZMEN, A., Zaman Serisi Analizinde Box-Jenkins Yöntemi ve Banka Mevduat

Tahmininde Uygulama Denemesi, Anadolu Üniversitesi Yay¬nlar¬, Eskisehir, 1986, s. 2
13BOX vd. a.g.e., s. 7
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serilerinin analiz edilmesinde göz önünde bulundurulacak önemli özelliklerden

biridir.

Stokastik süreç olarak bir zaman serisi, iç ba¼g¬ml¬olan rassal de¼gi̧skenin za-

man aral¬klar¬yla ald¬¼g¬de¼gerlerin ard¬ard¬na s¬ralanmas¬yla meydana gelen seri

şeklinde tan¬mlan¬r.Başka bir ifade ile zaman serisi matematiksel olarak rassal

de¼gi̧skenler toplulu¼gu biçiminde tan¬mlanabilir ve fyt; t 2 Tg şeklinde gösterimi

yap¬l¬r.14

1.4. Zaman Serilerinin S¬n¬�and¬r¬lmas¬

Zaman serileri gözlem de¼gerlerinin elde edili̧s şekline göre sürekli ve kesikli za-

man serileri, gözlem de¼gerlerinin serinin ortalamas¬ndan bübük sapmalar göster-

mesine göre dura¼gan ve dura¼gan-d¬̧s¬zaman serileri ve son olarakda mesim etki-

si taş¬y¬p taş¬mamas¬ yönünden mevsimsel ve mevsimsel olmayan zaman seri-

leri olarak s¬n¬fand¬r¬l¬r. ·Ilerleyen alt bölümlerde s¬n¬�and¬rma türlerine yer ve-

rilmi̧stir.15

1.4.1. Sürekli ve Kesikli Zaman Serileri

Ele al¬nan zaman serisinin gözlem de¼gerleri zaman içinde devaml¬l¬k arz edi-

yorsa (kesilme yoksa) incelenen zaman serisi sürekli zaman serisi olarak adland¬r¬l¬r.

E¼ger incelenen zaman serisi gözlemleri belirli peryotlarla elde ediliyorsa bu

tür zaman serileri kesikli zaman serileri olarak adland¬r¬l¬r. Kesikli zaman seri-

leri genellikle eşit zaman peryotlar¬ile yap¬lan gözlemlerden elde edilir. Uygula-

malarda en çok kullan¬lan zaman serisi kesikli zaman serileridir.16

14ÖZMEN, A., a.g.e., s. 3
15ÖZMEN, A., a.g.e., s. 4
16BOX vd. a.g.e., s. 21
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1.4.2. Dura¼gan ve Dura¼gan-D¬̧s¬Zaman Serileri

Tek de¼gi̧skenli zaman serisi modellerinde genel olarak serinin geçmi̧s de¼gerle-

rine dayanarak, gelecekte alaca¼g¬de¼gerlere ili̧skin bilgi sa¼glamaya ve seri için en

iyi öngörü de¼gerini sa¼glayacak model elde edilmeye çal¬̧s¬l¬r.

Oluşturulacak modeller serinin dura¼gan ya da dura¼gan-d¬̧s¬olmas¬na göre fark-

l¬l¬k göstermektedir. Dolay¬s¬yla ilk olarak serinin dura¼gan ya da dura¼gan-d¬̧s¬

olmas¬n¬n incelenmesi gerekmektedir.

Serilerin dura¼ganl¬¼g¬"Dura¼ganl¬k Koşullar¬" olarak adland¬r¬lan

�Dura¼gan sürecin zaman içinde de¼gi̧smeyen sonlu ortalamaya ve sonlu varyansa

sahip olmas¬

�Bu sürece ait kovaryans¬n geçmi̧sten ba¼g¬ms¬z olmas¬

şeklinde ifade edilen iki varsay¬m alt¬nda toplanmaktad¬r.

·Ilk varsay¬m, serinin ortalama ve varyans¬n¬n zamandan ba¼g¬ms¬z oldu¼gu; yani

zaman¬n bir fonksiyonu olmad¬¼g¬n¬, ikinci varsay¬m ise kovaryans¬n zamana ba¼gl¬

gecikmelerden ba¼g¬ms¬z olmas¬ile kovaryans¬n zaman¬n fonksiyonu de¼gil; zaman-

lar aras¬gecikmelerin bir fonksiyonu olmas¬şeklinde aç¬klanabilir. Serinin an¬lan

özelliklerin tümüne veya bir k¬sm¬na ait olmas¬, "zay¬f dura¼ganl¬k, güçlü dura¼gan-

l¬k ve kesin dura¼ganl¬k" olarak adland¬r¬lan farkl¬dura¼ganl¬k tan¬mlamalar¬n¬n

ortaya ç¬kmas¬na neden olmuştur.17

1.4.2.1. Zay¬f Güçlü ve Kesin Dura¼ganl¬k

Bir stokastik sürece kaŗs¬l¬k gelen Yt zaman serisi, t = 1; 2; :::; T için

i) 8t için E (Yt) = �Y sabit ise
17AKGÜL, I., a.g.e., s. 3-9
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ii) 8t için V ar (Yt) = �2Y = 
0 sabit ise

iii) 8t ve k 6= 0 için Cov (Yt; Yt+k) = 
k sabit ise

Yt zaman serisi zay¬f dura¼gan (kovaryans dura¼gan) olarak adland¬r¬l¬r. Zay¬f du-

ra¼ganl¬kta ortalama �Y , varyans �
2
Y ve otokovaryans 
k t�den ba¼g¬ms¬zd¬r. E¼ger

bir süreç zay¬f dura¼gan ise Yt ile Yt+k aras¬ndaki kovaryans sadece gözlemlerin k

gecikme uzunlu¼guna ba¼gl¬d¬r.

Yt rassal de¼gi̧skeni, zay¬f dura¼ganl¬k özelliklerinin yan¬s¬ra da¼g¬l¬m¬n zaman

içinde de¼gi̧smemesi özelli¼gine de gösteriyorsa Yt zaman serisi güçlü dura¼gan olarak

adland¬r¬l¬r.18

Yt rassal de¼gi̧skenin yukar¬da s¬ralanan özelliklere sahip olmas¬n¬n yan¬s¬ra

bileşik da¼g¬l¬m¬n¬n normal da¼g¬l¬m durumu kesin dura¼ganl¬k olarak adland¬r¬l-

maktad¬r.19

Kesikli bir rassal süreç Yt ba¼g¬ms¬z özdeş da¼g¬lan rassal de¼gi̧skenlerin bir

dizisini içeriyorsa pür rassal süreç olarak kabul edilir. Pür rassal süreç 8t için

E ("t) = 0 (Ortalamas{ S{f{r)

V ar ("t) = �2 (V aryans{ �2)

sabit bir ortalamaya ve varynsa sahiptir. Ayr¬ca pür rassal sürecin kovaryans¬

k 6= 0 ve 8t için

cov("t; "t+k) = 0 (kovaryans{ S{f{r)

d¬r. Sürecin otokovaryans fonksiyonu (OKF) k 6= 0 ve 8t için


k = cov("t; "t+k) = 0

18SEVÜKTEK·IN, M., NARGELEÇEKENLER, M.,"Ekonometrik Zaman Serileri Ana-

lizi", Nobel Yay¬nlar¬, Ankara, Mart 2010,s. 59-60
19AKGÜL, I., a.g.e., s. 7
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ve otokorelasyon fonksiyonu da

� (k) =

8<: 1 ; k = 0 ise

0 ; k 6= 0 ise

biçiminde ifade edilir. Pür rassal süreç ayr¬ca "White Noise (WN)" kaŗs¬l¬¼g¬olarak

temiz (saf) dizi olarak adland¬r¬l¬r. Ortalamas¬s¬f¬r ve sabit varyansla ba¼g¬ms¬z

(korelasyonsuz) özdeş da¼g¬lan rassal de¼gi̧skenler dizisi t = 1; 2; :::; T için

"t � IID
�
0; �2

�
şeklinde gösterilir ve serinin tan¬msal olarak dura¼gan oldu¼gu kabul edilir.20

1.4.2.2. Dura¼gan-D¬̧s¬Zaman Serileri

Zaman serilerinin önemli bir k¬sm¬dura¼gan-d¬̧s¬ oldu¼gu bilinmektedir. Du-

ra¼ganl¬k için gerekli varsay¬mlardan biri veya birkaç¬sa¼glanm¬yorsa, zaman serisi

dura¼gan-d¬̧s¬zaman serisi olarak adland¬r¬l¬r.

Başka bir deyi̧sle incelenen zaman serisi sabit bir ortalama civar¬nda da¼g¬lm¬y-

orsa veya varyans¬ve kovaryans¬zamana ba¼gl¬olarak de¼gi̧sim gösteriyorsa dura¼gan-

d¬̧s¬zaman serileri ortaya ç¬kar.21

Bu tür serilerin analiz edilebilmeleri için bir tak¬m dönüşüm yöntemleri ile

dura¼gan hale getirilmeleri gerekir. Bu tür dönüşümler zorunludur. Çünkü zaman

serileri analizi için geli̧stirilen ve kullan¬lan yöntemler dura¼gan zaman serilerine

uygulanabilir.

1.4.3. Mevsimsel ve Mevsimsel Olmayan Zaman Serileri

·Incelenen zaman serisi birbirini takip eden y¬llar¬n ayn¬aylar¬nda benzer tekrar

eden hareketler gösteriyorsa seri mevsimsel zaman serisi, göstermirorsa mevsimsel

20SEVÜKTEK·IN, M., NARGELEÇEKENLER, M., a.g.e., s. 61
21SEVÜKTEK·IN, M.,NARGELEÇEKENLER, M., a.g.e., s. 64
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olmayan zaman serisi olarak adland¬r¬l¬r.22

1.5. Zaman Serisi Analizinde Kullan¬lan ·Istatistiksel Araçlar

Zaman serisi analizinde kullan¬lan istatistiksel araçlar, otokovaryans fonksi-

yonu (OKVF), otokorelasyon fonksiyonu (OKF), k¬smi otokorelasyon fonksiyonu

(KOKF), serinin zaman yolu gra�¼gi ve serinin kolerogram¬kavramlar¬ilerleyen

alt bölümlerde aç¬klanm¬̧st¬r.

1.5.1. Otokovaryans Fonksiyonu

Otokorelasyon fonksiyonu zaman serilerine uygulanan, bu serilerin ili̧ski ve

özelliklerini aç¬klayan, bu nedenle analiz edilecek zaman serilerine uygun ola-

bilecek zaman serisi modelinin seçiminde yard¬mc¬olan ve aç¬klay¬c¬bilgi üreten

önemli fonksiyonlardan birisidir.

Bir zaman serisinin Xt ile Xt+1 gibi belirli bir k zaman aral¬¼g¬yla (gecikmesi)

birbirinden ayr¬iki de¼ger aras¬ndaki ili̧skiye otokovaryans, bu ili̧skinin derecesini

ölçen ve genel olarak 
(k) ile gösterilen katsay¬ya da otokovaryans katsay¬s¬denir.

Otokovaryans katsay¬lar¬n¬k gecikmesine ba¼glayan fonksiyona ise otokovaryans

fonksiyonu (OKVF) ad¬verilir.

Otokovaryans katsay¬s¬k gecikmesi için


(k) = Kov (Xt; :::; Xt+1) = E [(Xt � E (Xt)) (Xt+1 � E (Xt+1))] (1.2)

veya k¬saca


(k) = E [(Xt � �) (Xt+1 � �)] (1.3)

şeklinde belirlenir.

22ÖZMEN, A., a.g.e., s. 6
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·Incelenen zaman serisine dayanarak 
(k) otokovaryans fonksiyonunun tahmini

c(k) ile gösterilir. c(k) de¼geri k = 0; 1; 2; :::; n için

c(k) =
1

n

n�kX
t=1

�
Xt �X

� �
Xt+k �X

�
şeklinde hesaplan¬r.23

1.5.2. Otokorelasyon Fonksiyonu

Tek de¼gi̧skenli zaman serisi analizinde kullan¬lan en önemli araçlardan birisi,

otokorelasyon fonksiyonudur. OKF, zaman serisinin dura¼ganl¬¼g¬n¬n ve dura¼gan-

d¬̧s¬l¬¼g¬n¬n ve seri dura¼gan-d¬̧s¬ise, dura¼ganl¬¼g¬bozan etkenlerin belirlenmesinde,

ARIMA modellerin belirlenmesi aşamas¬nda ve uygunlu¼gunun araşt¬r¬lmas¬nda

s¬kl¬kla yararlan¬lan istatistiksel bir araçt¬r.

Bir zaman serisinin, Xt ve Xt+k gecikmeli de¼gerleri aras¬ndaki ili̧skinin stan-

dartlaşt¬r¬lm¬̧s ölçümüne otokorelasyon katsay¬s¬ve bu katsay¬lar¬n k gecikmesine

ba¼gl¬ olarak ifadesine de otokorelasyon fonksiyonu denir. OKF, anakütle için

�k (k) ile gösterilir ve k = 0;�1;�2; :: için

�k (k) =
E [(Xt � �x) (Xt+1 � �x)]

E
�
(Xt � �x)

2� (1.4)

olarak veya k = 0;�1;�2; :: için k¬saca

�k (k) =

x(k)

�2x
=

x(k)


x(0)
(1.5)

biçiminde tan¬mlan¬r.

OKF�na dayanarak, incelenen zaman serisinin içerdi¼gi etkenlerin belirlenmesi

ve bu etkenlerin, rassal etkenden ay¬rt edilebilmesi için, rassal serinin otokore-

lasyon katsay¬lar¬n¬n örnekleme da¼g¬l¬m¬ndan yararlan¬l¬r. Rassal serinin

23ÖZMEN, A., a. g. e. s. 36
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k = 0;�1;�2; :: gecikmeleri için hesaplanan otokorelasyon katsay¬lar¬n¬n örnek-

leme da¼g¬l¬m¬n¬n ortalamas¬s¬f¬r ve standart hatas¬da yaklaş¬k olarak 1=
p
n �dir.24

·Incelenen zaman serisinin otokorelasyon katsay¬lar¬�z�=
p
n s¬n¬rlar¬aras¬nda

kal¬yorsa, serinin rassal oldu¼guna karar verilir. Aksi durumda, bu s¬n¬rlar¬n

d¬̧s¬nda kalan otokorelasyon katsay¬lar¬, oluşturulacak modelin derecesinin be-

lirlenmesini sa¼glar. Burada z�; kabul edilen anlam düzeyine göre, serinin kri-

tik de¼gerini gösterir. Ayn¬yolla, belirlenen modelin uygunlu¼gunun s¬namas¬da

yap¬l¬r. Tek fark, Xt�lerin yerine "t�ler kullan¬l¬r. Burada "t�ler art¬k serisine

ait de¼gerleridir.25

1.5.3. K¬smi Otokorelasyon Fonksiyonu

K¬smi otokorelasyon, de¼gi̧skenin şimdiki de¼geri Xt �nin, di¼ger zaman gecik-

melerinde etkisi sabit kalmak üzere, önceki Xt+1 de¼gerleriyle ili̧skisini tan¬mla-

mada kullan¬lan ölçüme k gecikmesi için k¬smi otokorelasyon katsay¬s¬denir ve

�11; �22; :::; �kk ile gösterilir.

Zaman serisi çözümlemesinde, seriye uygun olarak belirlenecek AR modelinin

derecesi OKF�na bak¬larak belirlenemez. Çünkü çok say¬da gecikme için an-

laml¬otokorelasyon katsay¬s¬vard¬r. Oysa p�inci dereceden bir AR modeli için,

KOKF�nda p tane istatistiksel olarak s¬f¬rdan farkl¬k¬smi otokorelasyon katsay¬s¬

vard¬r. Di¼ger gecikmelerde k¬smi otokorelasyon katsay¬lar¬s¬f¬rdan farkl¬de¼gildir.

Örne¼gin, bir zaman serisi için KOKF�na bak¬ld¬¼g¬nda sadece birinci gecikmede

s¬f¬rdan farkl¬ k¬smi otokorelasyon katsay¬s¬ varsa ve di¼ger gecikmelerdeki kat-

say¬lar s¬f¬rdan istatistiksel olarak farkl¬de¼gilse, seri için belirlenen model AR(1)

olarak ifade edilir.

Genel olarak, k�¬nc¬dereceden AR sürecinde j�inci katsay¬�kj ve son katsay¬

24BOX vd. a.g.e. s. 34-35
25ORHUNB·ILGE, N., a.g.e. s.136-138
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da �kk ile gösterilir. �kk�lar¬n denklemler kümesi, Yule-Walker denklemler sistemi

şeklinde yaz¬l¬p çözümlenebilir.26

Bu sistem j = 1; 2; :::; k için

�j = �k1�j�1 + :::+ �k(k�1)�j�k+1 (1.6)

biçiminde gösterilir. Daha aç¬k bir ifade ile j = 1; 2; :::; k için

�1 = �k1 + �k2�1 + :::+ �kk�k�1

�2 = �k1�1 + �k2 + :::+ �kk�k�2 (1.7)
...

�k = �k1�k�1 + �k2�k�1 + :::+ �kk

şeklinde ifade edilebilir.

Yule-Walker denklemler sisteminde � �lar¬n yerine örneklem otokorelasyon kat-

say¬lar¬olan r �ler kullan¬l¬p çözümleme yap¬larak k gecikmeleri için �kk�lar¬n¬n

kestirimleri bulunur. Kestirilen bu fonksiyona örneklem K¬smi Otokorelasyon

Fonksiyonu (KOKF) denir.27

1.5.4. Zaman Serisi Gra�¼gi ve Korelogram¬

Zaman serisi analizinin ilk aşamas¬nda, serinin seyrine bak¬larak dura¼gan-

l¬¼g¬ve mevsimselli¼gi hakk¬nda ilk bilgilerin elde edilebilmesi için serinin zaman

yolu gra�¼ginin incelenmesi gerekir.28 Bir zaman serisinin zaman yolu gra�¼gine

bak¬larak ortalama da dura¼ganl¬k, varyans da dura¼ganl¬k ya da dura¼gan-d¬̧s¬l¬k

kavramlar¬na karar verilebilir. Zaman serisi analizinde, serinin zaman yolu gra�¼gi,

serinin dura¼ganl¬¼g¬ve yap¬lmas¬gereken dönüşümlere karar verilmesi aç¬s¬ndan

önemli bir araçt¬r.29

26BOX vd. a.g.e., s.54
27BOX vd. a. g. e., s. 64-68
28AKGÜL, I., a.g.e., s. 206
29SEVÜKTEK·IN, M., NARGELEÇEKENLER, M., a.g.e., s. 229-231
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Örneklem otokorelasyonlar¬n¬n, k¬smi otokorelasyonlar¬n ve Q-istatistiklerinin

incelen serinin özelli¼gine göre seçilen k say¬da gecikmeye göre i̧saretlenerek gra�¼ginin

çizilmesine korelogram ad¬verilir. Korelogram teorik otokorelasyon fonksiyon-

lar¬n¬n tahmin edilen örneklem otokorelasyonlar¬na yer verir. Seçilen gecikme

say¬s¬na göre tahmin edilen otokorelasyonlar s¬f¬ra yak¬nl¬¼g¬incelen serinin temiz-

dizi ya da dura¼ganl¬¼g¬ hakk¬nda bilgi verir. ·Incelenen serinin dura¼gan ya da

dura¼gan-d¬̧s¬l¬¼g¬na karar vermede serinin modellenmesinde ve belirlenen modelin

geçerlili¼gine karar vermede korelogram yararl¬ bir araç olarak s¬kl¬kla kullan¬l-

maktad¬r.30

1.6. Dura¼gan ARIMA Modelleri

Bu bölümde, dura¼gan zaman serilerine uygun olan; OtoregresifAR(p), Hareketli

Ortlama MA(q) ve Karma Otoregresif Hareketli Ortalama ARMA(p; q) aç¬klan-

maya çal¬̧s¬lm¬̧st¬r.

1.6.1. Otoregresif Modeller

Otoregresif AR(p)modelde zaman serisi de¼gi̧skeninin içinde bulunulan dönem-

deki (cari) de¼geri, serinin p dönem geçmi̧s de¼gerlerinin a¼g¬rl¬kl¬ toplam¬na art¬

rassal hata terimine ba¼gl¬ olarak aç¬klanmaktad¬r. Genel olarak; trend etkisi

kald¬r¬lm¬̧s seriyi yt, otoregresif sürecin mertebesini (serinin geçmi̧s de¼gerlerinin

say¬s¬) p, bugünkü dönem ile geçmi̧s dönem de¼gerleri aras¬ndaki ili̧skiyi gösteren

ili̧ski katsay¬lar¬(a¼g¬rl¬klar) �, ve model taraf¬ndan aç¬klanamayan hata terimini

"t ile gösterirsek p�nci mertebeden otoregresif AR(p) süreci

yt = �1yt�1 + �2yt�2 + :::+ �pyt�p + "t (1.8)

veya

yt � �1yt�1 � �2yt�2 � :::� �pyt�p = "t (1.9)

30SEVÜKTEK·IN, M., NARGELEÇEKENLER, M., a.g.e., s. 271-272
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şeklinde gösterilir.

(1.8) ve (1.9) nolu denklemlerde "t ile simgelenen hata terimi; s¬f¬r ortalama

ile sabit varyansa ve temiz dizi (white noise) süreccie sahiptir. Ayr¬ca, "t �ler, yt�p

lerden ba¼g¬ms¬z olup herhangi bir dönemdeki hata ile aras¬nda ili̧ski söz konusu

de¼gildir. � ile simgelenen ve �y¬¼g¬l¬m parametresi�olarak adland¬r¬lan stokastik

sürecin ortalamas¬ile ilgili sabit parametresine sahip AR(p) süreci;

yt = �1yt�1 + �2yt�2 + :::+ �pyt�p + � + "t (1.10)

veya

yt � �1yt�1 � �2yt�2 � :::� �pyt�p + � = "t (1.11)

biçiminde ifade edilir.

Modele sabitin eklenmesi ile serinin s¬f¬rdan farkl¬ olmas¬na izin verilmesi

olarak ifade edilebilir. (1.10) ve (1.11) nolu modellerde �, �2", �1, �2,...,�p olacak

şekilde (p+2) tane bilinmeyen parametre vard¬r. Bu paremetreler verilerden tah-

min edilmektedir. Benzer şekilde (1.8) ve (1.9) nolu modellerde �2", �1, �2,...,�p

olacak şekilde (p+1) tane bilinmeyen parametreler verilerden tahmin edilmekte-

dir.

AR(p) sürecini, B geri kayd¬rma i̧slemcisi kullanarak; (� = 0 varsay¬m¬ile)

1� �1B � �2B2 � :::� �pBp = "t (1.12)

p�nci mertebeden AR i̧slemcisi olan � (B)�nin aç¬l¬m¬,

� (B) = 1� �1B � �2B2 � :::� �pBp

biçiminde verilir.31

31AKGÜL, I., a. g. e., s. 37
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1.6.2. Hareketli Ortalama Modelleri

MA(q) modelleriyle tahminlerde, q adet geçmi̧s dönem hatalar¬n¬n do¼grusal

birleşimi (kombinasyonu) kullan¬lmaktad¬r. Otoregresif modellerde oldu¼gu gibi

hareketli ortalama modellerinde de hata terimlerinin zaman içinde ba¼g¬ms¬z ve

rassal oldu¼gu, temiz dizi süreci oluşturuldu¼gu varsay¬lmaktad¬r. MA(q) model-

leri, incelenen zaman serisi de¼gi̧skenin bugünkü de¼gerini, temiz dizi sürecinin

bugünkü ve q-dönem geriye giderek geçmi̧s de¼gerlerinin a¼g¬rl¬kl¬toplam¬ile aç¬k-

layan modellerdir.32. YaniMA(q)modelleri, de¼gi̧skenin geçmi̧s dönem de¼gerlerine

gittikçe azalan a¼g¬rl¬klar verilmesine dayanmaktad¬r.33

MA(q) süreci, tan¬m gere¼gi q dura¼gan temiz dizi teriminin ortalamas¬oldu¼gu

içinMA(q) süreclerinin tümü dura¼gand¬r. MA(q) süreçleri için araşt¬r¬lan özellik

"çevrilebilirlik koşulu" nun sa¼glan¬p sa¼glanmad¬¼g¬d¬r.

MA(q) süreçleri genel olarak y¬¼g¬l¬m parametresinin modelde ye al¬p alma-

mas¬na ba¼gl¬olarak;

yt = �+ "t � �1"t�1 � �2"t�2 � :::� �q"t�p (1.13)

veya

yt = "t � �1"t�1 � �2"t�2 � :::� �q"t�p (1.14)

biçiminde gösterilmektedir. �i a¼g¬rl¬klar¬, yt dura¼gan seriyi göstermektedir. Ayr¬ca

"t�1, "t�2,...,"t�p geçmi̧s dönem öngörü hatalar¬n¬ve � ile sabit terimi, �1, �2,...,�q

ile de MA parametrelerini simgelemektedir.

Model geri kayd¬rma i̧slemcisi B kullan¬larak � = 0 olmak üzere

yt =
�
1� �1B � �2B2 � :::� �qBq

�
"t (1.15)

32AKGÜL, I., a. g. e., s. 67
33ORHUNB·ILGE, N., a. g. e., s. 165
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veya k¬saca

yt = � (B) "t (1.16)

olarak ifade edilmektedir.34

MA(q) süreci için çevrilebilirlik koşulu (1.16) eşitli¼gininden faydalanarak

"t = �
�1B (yt) (1.17)

olarak ifade edilmektedir. Koşul, karakteristik denkleminin köklerinin birim daire

d¬̧s¬na düşmesi ile aç¬klanmaktad¬r. yt = (1 � �1B)"t ile tan¬ml¬MA(1) süreci

için çevrilebilirlik koşulu

j�1j < 1

şeklinde, MA(q) süreci için ise
nX
i=1

�i < 1 (1.18)

biçiminde gösterilmektedir.

AR süreci daima çevrilebilir,MA süreci ise daima dura¼gand¬r. Ayr¬ca �p para-

metrelerinin dura¼ganl¬k s¬n¬rlar¬n¬geçmesi ve �q parametrelerinin çevrilebilirlik

s¬n¬rlar¬n¬geçmesi durumunda ilgilenilen zaman serisinin dura¼gan-d¬̧s¬; aksi tak-

tirde dura¼gan bir süreç oldu¼gu ifade edilmektedir.35

1.6.3. Otoregresif Hareketli Ortalama Modelleri

Dura¼gan serilerin sadece AR(p) veya MA(q) süreçlerinin de¼gil de, her iki

sürecin özelliklerine sahip olduklar¬durumda oluşturulacak olan ve seriler için

daha iyi uyum sa¼glayan modeller �Otoregresif Hareketli Ortalama Modelleri�

ARMA(p; q) olarak adland¬r¬lmaktad¬r. ARMA(p; q)modelleri, en genel dura¼gan

stokastik süreç modelleri olup, geçmi̧s gözlemlerin ve geçmi̧s hata terimlerinin

34AKGÜL, I., a. g. e., s. 68
35AKGÜL, I., a. g. e., s. 69
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do¼grusal bir fonksiyondur. p ve q mertebelerine sahip ARMA(p; q) süreci, y¬¼g¬l¬m

parametresinin modelde yer al¬p almamas¬na göre, � 6= 0 varsay¬m¬ile

yt = �1yt�1 + �2yt�2 + :::+ �pyt�p + �+ "t� �1"t�1� �2"t�2� :::� �q"t�p (1.19)

� = 0 ve varsay¬m¬ile

yt = �1yt�1 + �2yt�2 + :::+ �pyt�p + "t � �1"t�1 � �2"t�2 � :::� �q"t�p (1.20)

veya (1.19) ve (1.20) eşitlikleri düzenlenerek

yt� �1yt�1� �2yt�2� :::� �pyt�p = �+ "t� �1"t�1� �2"t�2� :::� �q"t�p (1.21)

� = 0 ve varsay¬m¬için

yt � �1yt�1 � �2yt�2 � :::� �pyt�p = "t � �1"t�1 � �2"t�2 � :::� �q"t�p (1.22)

biçiminde gösterilmektedir. ARMA(p; q) süreci, geri kayd¬rma i̧slemcisi B ile

(� = 0 durumu için);

�
1� �1B � �2B2 � :::� �pBp

�
yt =

�
1� �1B � �2B2 � :::� �qBq

�
"t

veya k¬saca

� (B) yt = � (B) "t (1.23)

olarak gösterilebilir.36

1.7. Dura¼gan-D¬̧s¬ARIMA Modelleri

Süreçlerin ortalamas¬n¬n, varyans¬n¬n ve kovaryans¬n¬n zamana ba¼gl¬olarak

de¼gi̧smemesi durumunda, başka bir deyi̧sle seriler dura¼gan olduklar¬nda AR(p),

MA(q) veya ARMA(p; q) modellerinden birinin uygun olaca¼g¬na de¼ginilmi̧sti.

Ancak zaman serilerinin ço¼gunda ortalama ve (veya) varyansta zamana ba¼gl¬

bir e¼gilim gözlenmektedir. Serilerin sabit bir ortalama etraf¬nda da¼g¬lmamas¬

36AKGÜL, I., a. g. e., s. 67-70
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veya stokastik sürecin karakteristiklerinin zamana ba¼gl¬olarak de¼gi̧smesi nedeni

ile dura¼gan olmayan seriler ortaya ç¬kmaktad¬r. Bu gibi serilerin dura¼gan hale

dönüştürülmesi gerekli olmakta ve genellikle bu özelliklere sahip serilerin dura¼gan

olana kadar fark¬al¬nmaktad¬r.

Dura¼gan-d¬̧s¬yt serisinin d �inci mertebeden fark¬al¬narak dura¼gan hale geti-

rilen seri wt ile tan¬mlan¬rsa, uygulanan dönüşüm,

wt = �
dyt = (1�B)d yt (1.24)

şeklinde gösterilmektedir.37

Dura¼gan olmay¬p, fark¬ al¬narak dura¼gan hale getirilmi̧s serilere uygulanan

modellere �dura¼gan olmayan do¼grusal stokastik modeller� veya k¬saca �entegre

modeller�denir. Bu entegre modeller belirli say¬da fark¬al¬nm¬̧s serilere uygu-

lanan AR ve MA modellerinin birleşimidir. E¼ger AR modelinin derecesi p, MA

modelin derecesi q ve serinin d kez fark¬al¬nm¬̧s ise bu modele (p; d; q) derece-

den �otoregresif entegre hareketli ortalama modeli�olarak adland¬r¬l¬r ve ARIMA

(p; d; q) şeklinde gösterilir.

ARIMA modelleri kullan¬larak dura¼gan olmayan zaman serilerinin (p; d; q)

mertebesi ile modellenmesi mümkün olmaktad¬r. Bu aşamada yap¬lan fark alma

i̧slemi ise dura¼gan olmayan serilerin dura¼gan hale getirilmesinde dönüşüm arac¬

olarak kullan¬lmaktad¬r. Uygulamada yayg¬n kullan¬lan fark alma mertebelerin

d = 1 ve d = 2 oldu¼gu görülmektedir. Serinin mertebesi belirlendikten sonra mo-

deldeki otoregresif terim say¬s¬p ve gecikmeli hata terim say¬s¬q belirlenmektedir.

Sonuçta ARIMA modelleri, dura¼gan olmayan serilerin dura¼gan olana kadar kaç

kere farklar¬n¬n al¬nd¬¼g¬n¬gösteren d mertebesine AR terim say¬s¬p ve MA terim

say¬s¬q�nun ilave edilmesi ile belirlenmekte ve her üç de¼gerin seçilmesininARIMA

modellerinde en önemli ad¬m¬oldu¼gu ifade edilmektedir.38

37AKGÜL, I., a. g. e., s. 105
38AKGÜL, I., a. g. e., s. 110
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1.8. ARIMA Model Kurma Süreci: Box-Jenkins Yaklaş¬m¬

Zaman serisi modeli oluşturmada Box-Jenkins (1976) yöntemi geleneksel ekono-

metrik modellere göre, dura¼ganl¬¼g¬, deterministik bileşen bilgisini ve gelece¼ge ili̧s-

kin tahminleri bir arada ortaya koydu¼gu için s¬k tercih edilen bir yöntemdir.

Yöntem belirlenen birçok model aras¬ndan en iyi modeli seçerek zaman serisinin

gelecekte alaca¼g¬de¼gerleri tahmin etmeye yöneliktir. Bir de¼gi̧skene ili̧skin yap¬la-

cak tahmin, kendi gecikmeli de¼gerleri, hata terimleri ya da her ikisinin birleşimi

ile yap¬lmaktad¬r. Yani de¼gi̧sken, kendi dinamikleri ile aç¬klanmaya çal¬̧s¬lmak-

tad¬r.39

Box-Jenkins yaklaş¬m¬n da temel �kir cimrilik (tutumluluk) prensibine dayan-

maktad¬r. Cimrilik (seyreklik-azlik anlam¬nda) prensibi zaman serisi verilerinin

özelliklerini ortaya koyan optimal (minimum say¬da parametre veya serbestlik

derecesini gözönünde tutan) bir model kurmay¬amaçlar. Box-Jenkins tutumlu

modellerin çok say¬da parametre içeren modellere göre daha iyi öngörü ürettik-

lerini öne sürer. Tutumlu bir modelin verilere uyumu, gereksiz herhangi bir para-

metrenin eklenmesinden daha iyidir. Amaç tam süreci elde etmek olmasa da,

do¼gru veri üretme sürecine yaklaşmakt¬r.

Zaman serisi modeli kurmada Box-Jenkins yaklaş¬m¬̧sekil 2.1 deki gibi şematik

olarak özetlenebilir.

39BOZKURT, H. "Zaman Serileri Analizi", Ekin Kitapevi, Ankara, 2007, s.49
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Şekil 2. 1. Box-Jenkins Yöntemi Uygulama Aşamalar¬

Kaynak: Box-Jenkins, 1994: 17

Yaklaş¬mdaki temel ad¬mlar genel hatlar¬yla, zaman serisi modelinin belirlenmesi

(tan¬mlanmas¬), model parametrelerinin tahmin edilmesi, ay¬rt edici kontrol (test)

ve ileri yönelik tahmin (önraporlama-öngörü) olarak dört ad¬mda özetlenebilir.40

1.8.1. Modelinin Belirlenmesi

Box-Jenkins yönteminin en önemli aşamas¬, otokorelasyon ve k¬smi otoko-

relasyon katsay¬lar¬n¬n incelenerek uygun ARIMA(p; q) modelinin seçilmesidir.

Mekanik olarak belirlenmesi mümkün olmayan bu aşamada araşt¬rmac¬lar¬n karar¬

önem kazanmaktad¬r. Ancak otokorelasyon ve k¬smi otokorelasyon katsay¬lar¬n¬n

40SEVÜKTEK·IN, M.,NARGELEÇEKENLER, M., a.g.e., s. 178
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belirli modeli aç¬kça ortaya ç¬karamamalar¬ve birden fazla fazla modele uygunluk

gösterme e¼gilimleri sebebiyle tek bir modelin belirlenmesi mümkün olmamaktad¬r.

Otokorelasyon ve k¬smi otokorelasyon katsay¬lar¬n¬n ortalamas¬s¬f¬r, standart

sapmas¬1=
p
n olan normal da¼g¬l¬m gösterdi¼gi bilinmektedir. Bu bilgilerle %95

olas¬l¬kla bu katsay¬lar¬n tesadü�lik s¬n¬rlar¬belirlenmekte ve 2=
p
n�den büyük

olanlar¬n anlaml¬bir şekilde farkl¬oldu¼gu kabul edilmektedir. Model belirleme

süreci üç önemli aşamadan oluşmaktad¬r.

i) E¼ger zaman serisi dura¼gan de¼gilse, suni otokorelasyanlar model belirlem-

eye engel olacakt¬r. Bu sebeple hangi düzeyde uygun ise farklar al¬n¬r ve seri

dura¼gan hale getirilir.41 Dura¼ganl¬k testi için, OKF ve KOKF yan¬nda Dickey-

Fuller (DF), Geni̧sletilmi̧s Dickey-Fuller (ADF) veya Phillips-Perron testlerine de

başvurulabilir.42

ii) Otokorelasyon ve k¬smi otokorelasyon katsay¬lar¬da¼g¬l¬mlar¬n¬n gra�kler

yard¬m¬yla incelenmesi gerekmektedir.

iii) S¬f¬rdan anlaml¬bir şekilde farkl¬olan otokorelasyon katsay¬lar¬n¬n saptan-

mas¬AR ve MA modellerinin derecesinin belirlenebilmesi için gerekmektedir. Be-

lirleme i̧slemi s¬f¬rdan anlaml¬bir şekilde farkl¬olan otokorelasyon katsay¬lar¬n¬n

say¬lar¬kullan¬larak yap¬lmaktad¬r.

ARMA modellemesinde AR�¬n derecesi k¬smi otokorelasyon (p) ve MA�¬n

derecesi otokorelasyon (q) katsay¬lar¬n¬n say¬s¬ ile belirlenmektedir. Aşa¼g¬daki

tablo 1.1�de otokorelasyon ve k¬smi otokorelasyon katsay¬lar¬n¬n teorik davran¬̧slar¬

verilmi̧stir.

41ORHUNB·ILGE, N., a. g. e., s. 193 - 194
42BOZKURT, H., a.g.e., s. 27-40
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Tablo 1.1.Box-Jenkins Modellerinde OKF ve KOKF Seyri

Otokorelasyon Yap¬s¬ Süreç

OKF üssel azalma AR(p) modeli. p de¼gerini KOKF gecikme say¬s¬belirler.

KOKF üssel azalma MA(q) modeli. p de¼gerini OKF gecikme say¬s¬belirler.

OKF ve KOKF üssel azalma

ARMA (p; q) modeli.

p ve q de¼gerini OKF ve KOKF

gecikme say¬s¬belirler.

OKF ve KOKF tüm de¼gerler s¬f¬r Tesadü� de¼gi̧skendir.

Belirli aral¬klarla OKF ve KOKF

s¬f¬rdan farkl¬olmas¬(12, 24,...)
Mevsimsel otoregresif terim içerir.

OKF ve KOKF de¼gerlerinin

s¬f¬ra do¼gru azalmamas¬
Dura¼gan-D¬̧s¬süreç.

Kaynak: Bozkurt, 2007: 55

1.8.2. Model Parametrelerinin Tahmini

Uygun bir zaman serisi bir modeli geçici olarak belirlendikten sonra sürecin

parametreleri tahmin edilir. E¼ger AR süreci belirlenmi̧s ise parametreler en küçük

kareler�(EKK) yöntemi ile tahmin edilir. E¼ger herhangi bir MA süreci belirlen-

mi̧s ise maksimum benzerlik veya yine en küçük kareler yöntemi uygulan¬r. Şayet

ARMA süreci belirlenmi̧s ise do¼grusal olmayan optimizasyon yöntemine gerek

duyulur.43

Tahminin �En Küçük Kareler�(EKK) yöntemi ile yap¬lmas¬durumunda hata

terimlerinde görülen oto korelasyon etkisi nedeniyle, etkin olamayan ve çok büyük

varyansa sahip olan parametre tahminleri elde edilece¼ginden parametrelerin �Do¼g-

rusal Olmayan EKK�yöntemi ile tahmin edilmesi uygun olmaktad¬r. Hata terim-

leri normal da¼g¬l¬ma sahip oldu¼gunda tahmin yöntemi olarak �En Çok Olabilirlik�

yöntemi de kullan¬lmaktad¬r. Tahmin i̧slemi genellikle paket programlar yard¬m¬

ile yap¬lmaktad¬r. Parametrelerin son nokta tahminlerini elde etmek için çeşitli

43SEVÜKTEK·IN, M., NARGELEÇEKENLER, M., a.g.e., s. 182
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yaklaş¬mlar kullan¬lmakta ve sonuç olarak �en küçük hata kareleri toplam¬�na

sahip tahmin seçilmektedir. Hesaplama algoritmas¬tekrarl¬bir süreç oldu¼gun-

dan, tahminlere ait başlang¬ç de¼gerlerinin verilmesi gerekmektedir. Bu nedenle

tahmin basama¼g¬nda ilk olarak �deneme�niteli¼gindeki modelin parametreleri için

�başlang¬ç� de¼gerleri hesaplanmakta, daha sonra paket programlar yard¬m¬ ile

tekrarl¬yöntemle son tahminler elde edilmektedir.44

1.8.3. Modelin Uygunlu¼gunun Test Edilmesi

Box-Jenkins model oluşturma yönteminde üçüncü aşama, teşhis etme test-

lerini kullanarak modelin yeterlili¼gini kontrol etmektir. Zaman serisi modeli

seçilip parametreleri belirlendikten sonra yap¬lan tan¬mlamalar¬n do¼grulu¼gu or-

taya konulabilir. Model uygunlu¼gunun test edilmesi genelde iki aşamay¬içerir.

Benzetilen serinin otokorelasyon fonksiyonu orjinal serinin otokorelasyon fonksi-

yonu ile kaŗs¬laşt¬r¬l¬r. E¼ger iki otokorelasyon fonksiyonu oldukça farkl¬görün-

müyorsa modelin geçerlili¼gi şüphelidir, model belirleme aşamas¬na geri dönülerek

tekrar model belirlenir.

·Ilk aşamada, e¼ger iki otokorelasyon fonksiyonu belirgin bir biçimde birbirinden

farkl¬de¼gilse bu durumda modelin kal¬nt¬lar¬(art¬klar¬) analizine geçilir.Modelin

kal¬nt¬lar¬test süreci için önemli bilgiler sa¼glar. E¼ger uydurulan model yetrli ise,

kal¬nt¬lar (art¬klar serisi) yaklaş¬k olarak temiz dizidir. Yani belirlenen

ARIMA(p; d; q) modeli veri-üretme sürecini yeterli düzeyde gösteriyorsa, kal¬n-

t¬lar korelasyonsuz ve rassal olacakt¬r.45

·Ikinci aşamada modelin uygunlu¼gu, kal¬nt¬ de¼gerlerinin (art¬klar¬n) oto ko-

relasyonlar¬üzerinde uygulanan ve Box-Pierce�in Q istatisti¼gi olarak da bilinen

ki-kare (�2) testi ile de kontrol edilebilir. K�p�q serbestlik derecesi ile yaklaş¬k
44AKGÜL, I., a. g. e., s. 122 - 123
45SEVÜKTEK·IN, M., NARGELEÇEKENLER, M., a.g.e.,s. 184
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olarak ki-kare da¼g¬l¬m¬na uyan Q istatisti¼gi, dura¼gan serideki gözlem say¬s¬N ,

test edilecek birinci oto korelasyon k, test edilecek oto korelasyon say¬s¬K, k�¬nc¬

art¬k (kal¬nt¬) teriminin örnek oto korelasyon fonksiyonu �k, serinin dura¼ganlaşt¬¼g¬

fark alma derecesi d olmak üzere

Q (r) = N
KX
k=1

�2k � �2K�p�q (1.25)

şekilde hesaplan¬r. Hesaplanan Q de¼geri, k � p � q serbestlik derecesi için �2

de¼gerinden büyükse, model uygun de¼gildir.

Ljung ve Box taraf¬ndan tan¬t¬lan Q� test istatisti¼gi ise, �2 da¼g¬l¬m¬n¬n göz-

lem say¬s¬n¬n 100�den küçük olmas¬, yani N < 100 olmas¬durumunda zay¬f bir

istatistik olmas¬ nedeniyle de¼gi̧stirilmi̧s bir Q istatisti¼gidir. Q� istatisti¼gi test

hipotezleri

H0 : �1 = �2 = ::: = �k

H1 : �1 6= �2 6= ::: 6= �k

olarak oluşturulmakta ve test istatisti¼gi;

Q� =

N (N + 2)
KX
k=1

�2k

(N � k) (1.26)

formülü ile hesaplanmaktad¬r. Formülde k = 1; 2; : : : ; K gecikme uzunlu¼gunu

(veya kullan¬lan oto korelasyon say¬s¬n¬), N dura¼gan zaman serinin gözlem say¬s¬n¬

göstermektedir.

Q� istatisti¼gi de Q istatisti¼gi gibi, hata terimleri aras¬ndaki serisel korelas-

yonunu ölçmekte olup H0 hipotezi alt¬nda (K � p � q) serbestlik derecesi ile �2

da¼g¬l¬m¬na sahiptir. Q� < �2 olmas¬halinde OKK�lar¬n¬n s¬f¬r oldu¼gunu vurgu-

layan s¬f¬r hipotezi reddedilmeyecek, Q� > �2 olmas¬halinde ise, OKK�lar¬n¬n

s¬f¬r oldu¼gunu vurgulayan s¬f¬r hipotezi reddedilecek ve art¬klar¬n �temiz dizi"
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özelli¼gi taş¬mad¬¼g¬, bu nedenle de modelin geçersiz oldu¼guna karar verilecek-

tir. Birden çok say¬da deneme niteli¼gindeki model söz konusu oldu¼gunda, birden

fazla modelin �iyi model� olarak kabul edilmesi mümkün olaca¼g¬ndan, bu aşa-

mada �en iyi model�in seçilmesi problemi ile kaŗs¬laş¬lmaktad¬r. Bu durumda

�uygunluk testleri� sonucunda başar¬l¬bulunan modellerin de¼gerlendirilmesi ve

�en iyi model�in belirlenmesi amac¬yla çeşitli kriterlerden yararlan¬lmaktad¬r.46

Bu kriterler ilerleyen alt bölümde aç¬klanm¬̧st¬r.

1.8.3.1. Model Seçim Kriterleri

Model belirleme, parametre tahmini ve model uygunlu¼gunun test edilmesi aşa-

malar¬ndan sonra elde edilen model ya da modellerden uygun olan¬n¬n seçilmesi

için aşa¼g¬da belirtilen kriterler kullan¬lmaktad¬r.

Standart Belirlenim Katsay¬s¬ (R2): Standart belirlenim katsay¬s¬R2

zaman serisi modellerinin de¼gerlendirmek için çok fazla yararl¬olan bir yöntem

de¼gildir. ARIMA model belirlemede kullan¬labilir. Zaman serisi için belirlenim

katsay¬s¬R2 yaln¬zca AR parametresine ba¼gl¬d¬r.

F-·Istatisti¼gi Yaklaş¬m¬: ARIMA model belirlemede model seçim kriteri

olarak başvurulan genelde regresyon tekni¼gi olarak bilinen F-istatisti¼gi yaklaş¬m¬,

otoregresif zaman serisi modellerinde (AR) uygulama kolayl¬¼g¬ve basitli¼ginden

ötürü çok s¬k kuulan¬lan bir kriterdir.

Akaike Bilgi Kriteri (AIC): Akaike bilgi kriteri (AIC) modeldeki terim-

lerin say¬s¬n¬dikkate alarak, modelin uyumunun iyili¼gini ölçen bir kriterdir. AIC

genelde çok de¼gi̧skenli aiternatif modeller aras¬ndan iyi uyum sa¼glayan modelin

seçim kriteri olarak kullan¬labildi¼gi gibi ARIMA modelleri için de uygun model

derecesini tan¬mlamak amac¬yla kullan¬labilir.

46AKGÜL, I., a. g. e., s. 122 - 123
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AIC genel bir cezal¬olabilirlik sürecini oluşturur. Modeldeki her ilave terim

için olabilirlik bir cezaya tutulur. E¼ger olabilirlik ceza miktar¬ndan daha fazla

olabilirlik sa¼glamazsa modele dahil edilmez. AIC, olabilirlik L, m = p+ q olmak

üzere

AIC = �2 logL+ 2m

formülü veya hata kareler toplam¬b�2ML olmak üzere

AIC = T log b�2ML + 2m

biçiminde tan¬mlan¬r. Alternatif modeller aras¬nda en küçük AIC de¼geri veren

ifade için p ve q de¼gerleri veya uygun model seçilir.

Schwarz Bilgi Kriteri (SIC): Schwarz bilgi kriteri (SIC), AIC gibi ayn¬

istatistiksel kurallar¬n uyguland¬¼g¬bir istatistiktir. SIC ayn¬zamanda Bayes Bilgi

Kriteri (BIC) olarak da adland¬r¬l¬r. SIC için de iki farkl¬tan¬mdan birincisi

SIC = T log b�2ML + 2m+m log T

ve ikincisi

SIC = T ln(SSR) +m ln(T )

biçiminde verilebilir. ·Iyi bir model uyumu için AIC ve SIC de¼gerlerinin mümkün

oldu¼gu kadar küçük olan¬tercih edilmelidir.47

1.8.4. ·Ileriye Yönelik Öngörü (Tahmin)

Seri için oluşturulan modelin belirlenip, kontrol amaçl¬testlerden geçmesinden

sonra ileriye yönelik öngörü amac¬yla kullan¬labilece¼gi ifade edilmektedir. Bu

aşamada öngörü, modelin parametrelerinin do¼gru olarak belirlendi¼gi varsay¬larak

yap¬lmaktad¬r.

47SEVÜKTEK·IN, M.,NARGELEÇEKENLER, M., a.g.e., s. 186-190
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ARIMAmodelleri, tahmin için ek bilgi gerektirmemesi ve özellikle k¬sa dönemli

öngörülerde başar¬s¬n¬n yüksek olmas¬nedeni ile zaman serilerinde öngörü amaçl¬

olarak s¬kl¬kla kullan¬lmaktad¬r.48

Zaman serileri modelleri ile kestirim, uygun bir modelin parametrelerinin kes-

tirimi yard¬m¬ile sa¼glan¬r. Örne¼gin ilgili modelin

Yt = b0 + b1t+ "t (1.27)

oldu¼gu varsay¬l¬rsa �0 ve �1 parametrelerinin bir kestirimi olan b1 ve b2 kul-

lan¬larak gelece¼ge yönelik

Ft = b0 + b1t

ile kestirim yap¬labilir.

T gözlem de¼gerine sahip bir seride, T (T periyodunun sonu) zaman diliminden

sonra gelecek bir periyoda (T + a) yönelik bir kestirim yap¬lacaksa,

FT+� = b0 + b1 (T + a) (1.28)

eşitli¼gi istenen kestirim de¼gerini verecektir.49

1.9. Mevsimsel ARIMA Modelleri

Mevsimselli¼gi modelleme yaklaş¬m¬ olarak bilinen �Mevsimsel Box-Jenkins

Yöntemi�nin di¼ger yöntemlere göre üstünlü¼günün mevsimselli¼gi modelde tan¬m-

lamas¬ oldu¼gu vurgulanmaktad¬r. Mevsimsel Box-Jenkins modellerinde amaç,

geçerli bir modelin bulunmas¬d¬r, ayr¬ca verideki mevsimselli¼gin davran¬̧s¬ ile

de ilgilenilmektedir. Mevsimsel olmayan seriler için analizin baslang¬ç noktas¬

kabul edilen dura¼ganl¬k, mevsimsel seriler için model oluşturmada da gereklidir.

48AKGÜL, I., a. g. e., s.144 - 146
49FRECHTLING, D.,C., a.g.e., s. 145-147
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Mevsimsel özellik taş¬yan ve dura¼gan-d¬̧s¬serilerin dura¼ganl¬¼g¬n¬n sa¼glanmas¬için

fark alma i̧slemi ayl¬k verilerde,

�12yt = yt � yt�12

üçer ayl¬k serilerde

�4yt = yt � yt�4

olacak şekilde gerçekleştirilmektedir.

Serinin mevsimsel bileşeninin zaman içinde sabit olmad¬¼g¬görüldü¼günde ise,

fark alma i̧slemi uygulamadan serinin mevsimsel de¼gi̧smesinin sabit bir seriye

dönüştürülmesi gerekmektedir. Bu da genellikle seri de¼gerlerinin do¼gal logarit-

mas¬al¬narak yap¬lmaktad¬r. Logaritmas¬al¬nm¬̧sm¬̧s serinin yay¬lmas¬n¬n artmas¬

durumunda ham veri yerine logaritmas¬al¬nm¬̧sm¬̧s verinin kullan¬lmas¬tavsiye

edilmektedir.50

1.9.1. Mevsimsel Otoregresif Modeller

Dura¼gan bir zaman serisinin t-dönemindeki gözlemlerinin, bir önceki y¬l¬n

kaŗs¬ gelen dönemine ait gözlemlerinin art¬ rassal şokun do¼grusal bir fonksi-

yonu olarak ifade edildi¼gi durumda sürecin �mevsimsel otoregresif�süreç oldu¼gu

ifade edilmektedir. Mevsimsel zaman serisi için tan¬mlanan ba¼g¬nt¬genel olarak,

mevsimsel AR parametresi �1, dura¼gan zaman serisi yt, mevsim dönemi say¬s¬s,

geçmi̧s dönem öngörü hatalar¬"t olmak üzere;

yt = �1yt�s + "t (1.29)

veya

"t = yt � �1yt�s (1.30)

biçiminde gösterilir.

50AKGÜL, I., a. g. e., s. 177-182
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(1.29) ve (1.30) modelleri �Mevsimsel Otoregresif Modeller�olarak adland¬r¬l-

makta ve k¬saca AR(P )s veya SAR(P ) şeklinde gösterilmektedir.

Geri kayd¬rma i̧slemcisi B kullan¬larak

(1� �1Bs) yt = "t (1.31)

olacak şekilde ifade edilmekte ve (1.31) eşitli¼gi genel olarak;

(�Bs) yt = "t (1.32)

şeklinde gösterilmektedir. Burada yer alan � (Bs) polinomunun aç¬l¬m¬, mevsim-

sel AR parametresi P olmak üzere

� (Bs) = 1� �1Bs � �2B2s � :::� �PBPs

biçimde ifade edilir.51

1.9.2. Mevsimsel Hareketli Ortalama Modeli

Dura¼gan bir zaman serisinin içinde bulunulan dönemdeki gözlemlerinin ras-

sal şokun art¬s-dönem önceki rassal şokun do¼grusal bir fonksiyonu olarak ifade

edilmesi durumunda sürecin �Mevsimsel Hareketli Ortalama�süreci oldu¼gu ifade

edilmektedir. Bu gibi serilerin modellenmesinde de �mevsimsel hareketli orta-

lama�modelleri kullan¬lmaktad¬r.

Mevsimsellik özelli¼gi taş¬yan zaman serisileri için, temiz dizi (WN) özelli¼gini

taş¬yan hata terimi "t, mevsimsel MA parametreleri �i, dura¼gan zaman serisi yt

olmak üzere gözlemler aras¬ndaki ili̧ski;

yt = "t ��1"t�s (1.33)

veya geri kayd¬rma i̧slemcisi B yard¬m¬ile

yt = (1��1Bs) "t (1.34)

51AKGÜL, I., a. g. e., s.188
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şeklinde ifade edilir.

Ayl¬k zaman serisi gözlemleri için mevsimsel MA modeli ise

yt = "t ��12"t�12 (1.35)

şeklinde ifade edilir.

Burada yer alan �(Bs) polinomunun aç¬l¬m¬, mevsimsel MA parametresi Q

olmak üzere,

�(Bs) = 1��1Bs ��2B2s � :::��PBPs

biçimde gösterilmektedir.

Yukar¬daki modeller �Mevsimsel Harekerli-Ortalama Modelleri� olarak ad-

land¬r¬lmakta ve k¬saca MA(Q)s veya SMA(Q) şeklinde gösterilmektedir.52

1.9.3. Mevsimsel Otoregresif-Hareketli Ortalama Modeli

Mevsimsel zaman serilerinin hem mevsimsel AR�ve hem de mevsimsel MA

süreçlerinin etkisini taş¬d¬¼g¬zaman serisi modelleri, "mevsimsel karma modeller"

veya "Mevsimsel ARMA(P;Q)�olarak adland¬r¬lmakta ve ARMA(P;Q)s veya

SARMA(P;Q) şeklinde gösterilmektedir. Burada P , mevsimsel AR mertebesini

ve Q da mevsimsel MA mertebesini göstermnektedir. SARMA(P;Q) modeli

yt = �1syt�s+�2syt�2s+:::+�Psyt�Ps+"t��1s"t�s+�2s"t�2s+:::+�Qs"t�Qs (1.36)

veya

yt = �1yt�s+�2yt�2s+ :::+�Pyt�Ps+"t��1"t�s+�2"t�2s+ :::+�Q"t�Qs (1.37)

eşitlikleri tan¬mlanmaktad¬r. SARMA(P;Q) modeli geri kayd¬rma i̧slemcisi B

yard¬m¬yla�
1� �1sBs � �2sB2s � :::� �PsBPs

�
yt =

�
1� �1sBs � �2sB2s � �QsBQs

�
"t�

1� �1sBs � �2sB2s � :::� �PsBPs
�
yt =

�
1��1sBs ��2sB2s ��QsBQs

�
"t

52AKGÜL, I., a. g. e., s. 193
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veya k¬saca

�P (B
s) yt = �Q (B

s) "t (1.38)

şeklinde ifade edilir. Burada, P mevsimselAR sürecinin mertebsini, Q da mevsim-

sel MA sürecinin mertebsini gösternek üzere �P (Bs) ve �Q (Bs) P ve Q merte-

belerinde Bs nin polinomlar¬n¬simgelemektedir.53

1.9.4. Mevsimsel Bütünleşik Otoregresif-Hareketli Ortalama Modeli

Dura¼gan-d¬̧s¬ zaman serisinin mevsimsel AR ve mevsimsel MA süreçlerine

sahip olmas¬durumunda oluşturulan modeller, SARIMA(P;D;Q) veya

ARIMA(P;D;Q)s olarak gösterilmektedir. Burada kullan¬lan P;D;Q simgeleri

s¬ras¬ile mevsimsel AR mertebesini, mevsimsel fark alma derecesini ve mevsimsel

MA mertebesini göstermektedir.

Bu modellerde zaman serisi gözlemleri sadece mevsimsel gecikmelerde ve kat-

lar¬nda ba¼g¬ml¬olmakta, mevsim içindeki gözlemler ba¼g¬ms¬z olmaktad¬r. Mevsim

etkisi taş¬yan seriler, hem mevsimsel olmayan hem de mevsimsel olan k¬s¬m olarak

modelde yer alacaklar¬için modellerde bu ayr¬ma uygun olarak mevsimsel olan

parametreler ve mevsimsel olmayan parametreler olarak ifade edilmeleri gerek-

mektedir.

P;D;Q mertebelerinde mevsimsel ARIMA modeli (SARIMA(P;D;Q)) geri

kayd¬rma i̧slemcisi B yard¬m¬ile

�P (B
s)�D

s yt = �Q (B
s) "t (1.39)

şeklinde ifade edilmektedir. Modelde yer alan �D
s mevsimsel fark i̧slemcisini, s

mevsimsel dönemleri göstermekte olup; ayl¬k zaman serisi gözlemleri için s = 12

olarak al¬nmaktad¬r. �D simgesi serinin D-kere mevsimsel fark¬n¬n al¬nd¬¼g¬n¬, �d

simgesi ise serinin d-kere mevsimsel olmayan fark¬n¬n al¬nd¬¼g¬n¬göstermektedir.

53AKGÜL, I., a. g. e., s.197
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(1.39) modelinde yer alan �P (Bs) ve �Q (Bs) P ve Q mertebelerinde Bs nin poli-

nomlar¬d¬r. Tüm i̧slemciler ile yap¬lan dönüşümler sonras¬nda serinin dura¼ganl¬¼g¬

sa¼glanmakta ve dura¼gan-d¬̧s¬seri, �D
s mevsimsel fark alma i̧slemlemleri sonras¬

dura¼gan seri olarak ifade edilmektedir.

Dura¼gan-d¬̧s¬yt serisi için mevsimsel ARIMA modeli,

�D
s yt =

� (Bs)

� (Bs)
"t (1.40)

veya

�D
s yt =

�P (B
s)

�Q (Bs)
"t (1.41)

şekilde ifade edilebilir. (1.40) (1.41) eşitliklerinde yer alan � (B) ve � (B) ve

� (B) ve �(B) polinomlar¬ için uygun gösterimler model belirleme yöntemleri

kullan¬larak elde edilmektedir.

MevsimselARIMA(P;D;Q)modelinin genel aç¬l¬m¬, mevsimsel MA paramet-

releri �qs, �qve mevsimsel AR parametreleri �ps, �P olmak üzere, (1.40) modeli

için

(1�Bs)D yt =
�
1� �1sBs � �2sB2s � :::� �qsBQs

��
1� �1sBs � �2sB2s � :::� �psBPs

�"t
(1.41) modeli için de

(1�Bs)D yt =
�
1��1Bs ��2B2s � :::��qBQs

�
(1� �1Bs � �sB2s � :::� �pBPs)

"t

olarak yap¬lmaktad¬r.54

Uygulamalarda genelde mevsimsel AR ve MA süreçlerinin mertebelri P ve

Q, 3�den küçük ve mevsimsel fark alma derecesi D ise s¬kl¬kla 1 olarak al¬nmak-

tad¬r.55

54AKGÜL, I., a. g. e., s. 200
55BROCKWELL, P.J., DAV·IS, D.A. "Introduction to Time Series and Forecasting",

Springer-VerlagInc., New York, 2002, s. 203
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1.9.5. Mevsimsel Box-Jenkins Yaklaş¬m¬Aşamalar¬

Mevsimsel olmayan Box-Jenkins yaklaş¬m¬n¬nda oldu¼gu gibi, mevsimsel Box-

Jenkins yaklaş¬m¬n¬nda da dört aşamal¬bir model kurma stratejisi önermekte-

dirler. Bu aşamalar;

1) Model Belirleme

2) Model Parametrelerinin Tahmini

3) Modelin Uygunlu¼gunun Test Edilmesi

4) ·Ileriye Yönelik Öngörü (Tahmin)

olarak adland¬r¬lmakta, ancak mevsimsel bileşenin varl¬¼g¬nedeni ile modeller daha

karmaş¬k ve alternatif modeller daha çok say¬da olmaktad¬r.56

Model belirleme aşamalar¬ndan, Model Parametrelerinin Tahmini, Modelin

Uygunlu¼gunun Test Edilmesi, leriye Yönelik Tahmin (Öngörü) mevsimsel ol-

mayan modellerde oldu¼gu gibi mevsimsel olan model kurmada da geçerlidir.57

Model Belirleme aşamas¬nda öncelikle dura¼ganl¬¼g¬n araşt¬rmas¬yap¬lmaktad¬r.

Mevsimsel olmayan modellerde dura¼gan-d¬̧s¬l¬k gözlendi¼ginde serinin birinci mer-

tebe (veya ilk regular) fark¬(seri dura¼ganl¬k özelli¼gi gösterene kadar)

zt = yt � yt�1

olacak şekilde farklar¬al¬nmaktad¬r.

Mevsim etkisi taş¬yan serilerde dura¼ganl¬¼g¬ sa¼glamak için mevsimsel fark¬n

al¬nmas¬ile dura¼ganl¬k sa¼glanmaktad¬r. Bu i̧slem ayl¬k zaman serisi gözlemleri

için

zt = yt � yt�s = yt � yt�12

şeklinde gerçekleştirilmektedir.

56AKGÜL, I., a. g. e., s. 203
57ORHUNB·ILGE, N., a. g. e., s. 208
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Dura¼gan hale getirilen zaman serisi için geçici model belirleme aşamas¬tamam-

land¬ktan sonra, di¼ger model belirleme aşamalar¬mevsimsel olmayan model belir-

leme aşamalar¬na benzer şekilde yap¬l¬r. Mevsim etkisinin gözlemlendi¼gi 12; 24; 36

kayd¬rmalar için OKF ve KOKF�n¬n davran¬̧slar¬da dikkate al¬narak analizler

gerçekleştirilerek, uygun ARIMA modeli (veya modelleri) belirlenir.58

1.10. Öngörü (Tahmin)

Zaman serileri konusunda önemli kavramklardan biri de, bir zaman serisi

de¼gi̧skeninin gelecekte alaca¼g¬de¼gerlerin kestirilmesidir. "Tahmin", "kestirim"

ve "öngörü" kavramlar¬birbirine yak¬n anlamlar içermesine ra¼gmen, asl¬nda bu

üç terim birbirinden tamamen farkl¬anlamlar içermektedir.

Tahmin, bir kitlenin parametresi hakk¬nda elde edilen bir istatisti¼gin ald¬¼g¬

de¼gerdir. Kestirim ise bir de¼gi̧skenin seçilen modele göre parametrelerin yerine

konulmas¬ile elde edilen (de¼gi̧skenin almas¬n¬bekledi¼gimiz) de¼gerdir.

Öngörü ise gözlemlenen de¼gerlerin d¬̧s¬nda (mevcut verilerin haricinde) de¼gi̧ske-

nin ileriki zamanlarda (bir gün sonraki, bir ay sonraki, bir y¬l sonraki, gibi)

de¼gi̧skenin almas¬beklenen de¼ger olarak aç¬klanabilir.59

Box-Jenkins yöntemiyle zaman serileri analizinde geçerlili¼gi onaylananARIMA

modeli için ilk olarak zaman serisi sürecinin beklenen de¼geri hesaplan¬r. Daha

sonra beklenen de¼ger beklenen de¼gerler yard¬m¬ile zaman serisinin gelecekte ala-

ca¼g¬de¼gerler hesaplanmaya çal¬̧s¬l¬r. yt.zaman serisinin bugünkü de¼geri olmak

üzere, yt+1,yt+2,...,yt+L de¼gerleri elde edilen ARIMA model yard¬m¬ ile kestir-

ilebilir. yt+L�nin kestirimi yt (L) biçiminde simgelendirilir.

58AKGÜL, I., a. g. e., s. 203-204
59AKD·I, Y., "Zaman Serileri Analizi (Birim Kökler ve Kointegrasyon)", B¬çaklar

Kitapevi, Ankara, 2003, s. 94
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ARIMA modeli ile kestirim yap¬l¬rken ilk olarak bir dönem sonraki kestirim

de¼geri hesaplanmakta, bulunan kestirim de¼geri iki dönem sonraki kestirim de¼gerinin

hesaplanmas¬nda kullan¬lmaktad¬r. Bu i̧slemler kestirilecek dönem say¬s¬na ulaş¬n-

caya kadar devam etmektedir.60

Çevrilebilir ve dura¼gan bir ARIMA(p; 0; q) stokastik süreci yt için, t = n+L

olmak üzere

yt+L = �1yt+L�1 + :::+ �1yt+L�p + "n+L � �1"n+L�1 � :::� �1"n+L�q (1.42)

eşitli¼gi ile verilebilir. Burada, n en son gözlem de¼geri, L de kestirimi yap¬lacak

dönemi göstermektedir. (1.42) eşitli¼ginden yt+L�nin beklenen de¼geri

1) Şimdiki ve geçmi̧s hata terimleri "n+j (j < 0) için gerçek hata terimleri,

2) Gelecek dönem hata terimlerinin "n+j (0 < j < L) beklenen de¼geri için

s¬f¬r,

3) Şimdiki ve geçmi̧s gözlem de¼gerleri yt+j (j � 0) için gerçek gözlem de¼gerleri,

4) Gelecek dönem gözlem de¼gerleri yt+j (0 < j < L) için yt+L�nin yaklaş¬k

kestirimi

kullan¬larak elde edilir.

Dura¼gan olmayan zaman serilerinde önce seri dura¼ganlaşt¬r¬l¬r ve daha sonra

ARMA(p; q) sürecinde oldu¼gu gibi kestirim yap¬lmaya çal¬̧s¬l¬r. Fark al¬narak

dura¼ganlaşt¬r¬lm¬̧s seri için yap¬lan kestirimlerden sonra orijinal seriye dönüşüm

yap¬l¬r.61

1.10.1. Performans Ölçütü

Çeşitli tahmin modelleri aras¬ndan birini seçme sürecinde yayg¬n kabul gören

kriterlerden birisi de, modelin verilere iyi uyum göstermesi yani modelin öngörü

60AKGÜL, I., a.g.e., s.146
61MONTEGOMERY vd., a.g.e., s. 275-278
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başar¬s¬n¬n yüksek olmas¬d¬r. Örnegin iki ARIMA modelinin faydas¬ve geçerlili¼gi

eşit oldu¼gunda, iki modelin tahmin başar¬lar¬kaŗs¬laşt¬r¬lmakta ve daha iyi öngörü

do¼grulu¼gu sa¼glayan model tercih edilmektedir. Bu anlamda modellerin öngörü

do¼gruluklar¬n¬n kaŗs¬laşt¬r¬lmas¬amac¬ile çeşitli istatistikler kullan¬lmaktad¬r.

Bu istatistikler: Ortalama Hata Kare (OHK), Kök Ortalama Hata Kare

(KOHK), Ortalama Öngörü Hata Kare (OÖHK), Ortalama Mutlak Yüzde Hata

(OMYH), Ortalama Mutlak Hata (OMH), Ortalama Yüzde Hata (OYH), Kök

Ortalama Yüzde Hata Kare (KOYHK) olarak say¬labilir.

Bu kriterler; t döneminde gerçekleşen de¼ger Yt, t dönemi için hesaplanan

öngörü de¼geri bYt, öngörülen dönem say¬s¬ n, t dönemindeki öngörü hatas¬, et

ve et = Yt � bYt olmak üzere,
OHK =

nX
n=1

e2t

n
(1.43)

KOHK =

vuuut nX
n=1

e2t

n
(1.44)

OMH =

nX
n=1

jetj

n
(1.45)

OYH =

nX
n=1

et
yt

n
� 100 (1.46)

KOYHK =

r
1

n

nX
n=1

e2t
n

(1.47)

OMYH =

nX
n=1

jetj
yt

n
� 100(%) (1.48)

formülleri ile hesaplan¬r.
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Ele al¬nan bütün istatistiklerde istenen sonuç, en küçük OHK, KOHK, OÖHK,

OMYH, OMH ve OYH KOYHK istatistik de¼gerlerine sahip tahmin modelini oluş-

turmakt¬r. Ancak hangi istatisti¼gin kullan¬lmas¬gerekti¼gi konusunda belirli baz¬

kriterler takip edilmektedir.

Hata de¼gerlerinin büyüklükleri benzer ise eşitlik (1.43) ile verilen �Ortalama

Hata Kare � (OHK) kullan¬labilir. Ancak, tahmin sonras¬bir ya da birden fa-

zla ortalaman¬n üzerinde büyük hata yada hatalar elde edilmi̧s ise, OHK�nin

kullan¬m¬uygun olmayabilir.

OHK istatisti¼gi, hatalar¬n karelerini ald¬¼g¬için büyük sapmalar¬n olmas¬duru-

munda abart¬l¬sonuçlar vermektedir. Büyük sapmalar¬n gözlendi¼gi durumlarda

bu istatisti¼gin yerine �Ortalama Mutlak Hata�(OMH) kullan¬labilir.

Bazen bir tahmin yönteminin yans¬z olup olmad¬¼g¬n¬n belirlenmesi gerekebilir.

Modelden hesaplanan de¼gerler, gerçekleşen de¼gerlerin alt¬nda veya üstünde ç¬k¬y-

orsa yans¬zl¬k gerçekleşmez. Bu gibi durumlarda �Ortalama Yüzde Hata�(OYH)

kullan¬lmaktad¬r.

Hata de¼gerlerinin birim de¼gerleri farkl¬l¬k gösteriyorsa, örne¼gin bir tahmin

modeli gerçek de¼gerleri kullan¬yor iken bir başka tahmin modeli do¼gal logarit-

mas¬al¬nm¬̧s de¼gerleri kullan¬yorsa, yararlan¬labilecek istatistik �Ortalama Mut-

lak Yüzde Hata� (OMYH)�d¬r. OMYH istatisti¼gi, farkl¬birim de¼gerlere sahip

modellerin kaŗs¬laşt¬r¬lmas¬nda ortaya ç¬kabilecek dez avantajlar¬elimine etmek-

tedir.

Say¬lan kriterler aras¬nda�OrtalamaMutlak Yüzde Hata�(OMYH)�n¬n öngörü

hatalar¬n¬yüzde olarak ifade etmesi nedeni ile tek baş¬na da bir anlam¬n¬n olmas¬,

di¼ger kriterlere göre üstünlü¼gü olarak kabul edilmektedir.62

62AKGÜL, I., a. g. e., s.135-139
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Witt ve Witt, OMYH de¼gerleri %10�un alt¬nda olan tahmin modellerini �yük-

sek do¼gruluk� derecesine sahip, %10 ile %20 aras¬nda olan modelleri ise do¼gru

tahmin modelleri olarak s¬n¬�and¬rm¬̧st¬r.

Benzer şekilde Lewis, OMYH de¼geri %10�un alt¬nda olan modelleri �çok iyi�,

%10 ile %20 aras¬nda olan modelleri �iyi�, %20 ile %50 aras¬nda olan modelleri

�kabul edilebilir�ve %50�nin üzerinde olan modelleri ise �yanl¬̧s ve hatal¬�olarak

s¬n¬�and¬rm¬̧st¬r.63

Song ve Witt ile Song ve Turner�de turizm talebi tahmin modellerinin perfor-

manslar¬n¬n de¼gerlendirilmesinde en fazla kullan¬lan kriterlerin, OMYH ve KOHK

istatistikleri oldu¼gunu belirtmi̧slerdir.64

63STEPHEN F. WITT ve C. WITT, "Modeling and Forecasting Demand in Tourism",

Academic Press: London, 1992, s. 137 aktaran ÇUHADAR vd. "Turizm Talebinin Yapay

Sinir A¼glar¬ile Tahmini ve Zaman Serisi Yöntemleriyle Karş¬laşt¬rmal¬Bir Analizi : Antalya

·Iline Yönelik Bir Uygulama", Süleyman Demirel Üniversitesi ·Iktisadi ve ·Idari Bilimler

Fakültesi Dergisi, Y¬l: 2009, C: 14, S.1, s.107
64SONG, H. ve WITT, S. F., a.g.e., s.185



44

YAPAY S·IN·IR A¼GLARI

Bu bölümde Yapay sinir a¼glar¬ile ilgili genel kavramlar, Yapay sinir a¼glar¬�n¬n

tarihçesi, Yapay sinir a¼glar¬yap¬s¬, Yapay sinir a¼glar¬�n¬n temel elemanlar¬, Yapay

sinir a¼glar¬�n¬n özellikleri, Yapay sinir a¼glar¬�n¬n s¬n¬�and¬r¬lmas¬, baz¬Yapay sinir

a¼glar¬mimarileri konular¬na de¼ginilmektedir.

2.1. Yapay Sinir A¼glar¬n¬n Tan¬m¬

Yapay sinir a¼glar¬, insan beynine ait ö¼grenme yolu ile yeni bilgi türetebilme,

yeni bilgi oluşturabilme ve keşfedebilme gibi yetenekleri herhangi bir yard¬m al-

madan do¼grudan gerçekleştirmek amac¬ile geli̧stirilen algoritmalar olarak tan¬m-

lanabilir.65

Yapay sinir a¼glar¬, deneyime dayal¬ bilgiyi depolamaya ve bu bilgileri kul-

lan¬ma sunmaya yönelik do¼gal bir e¼gilim içerisinde olan yo¼gun paralel da¼g¬lm¬̧s

bir i̧slemcidir. 66Yapay sinir a¼glar¬(YSA), insan beyninden esinlenerek geli̧stiril-

mi̧s, a¼g¬rl¬kl¬ba¼glant¬lar arac¬l¬¼g¬yla birbirine ba¼glanan ve her biri kendi belle¼gine

sahip i̧slem elemanlar¬d¬r. Daha aç¬k bir ifade ile biyolojik sinir a¼glar¬n¬taklit

eden bilgisayar programlar¬d¬r.

Yapay sinir a¼glar¬ bir programc¬n¬n geleneksel yeteneklerini gerektirmeyen,

kendi kendine ö¼grenme düzenekleri olarak da adland¬r¬labilir. Yapay sinir a¼glar¬

ö¼grenmenin yan¬ s¬ra ezberleme ve bilgiler aras¬nda ili̧ski kurma yetene¼gine de

65ÖZTEMEL, E., "Yapay Sinir A¼glar¬", ·Istanbul, 2003, s. 29
66HAYKIN, S, "Neural networks: A Comprehensive Foundation", Pearson

Prentice Hall, India,1999, s. 23
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sahiptir. Yapay sinir a¼glar¬insan beyninin baz¬organizasyon ilkelerine benzeyen

özellikleri kullanmaktad¬r.67

2.2. Yapay Sinir A¼glar¬n¬n Tarihçesi

·Ilk Yapay sinir a¼glar¬modeli 1943 y¬l¬nda sinir hekimi olan McCulloch ve

matematikçi Pitts taraf¬ndan gerçekleştirilmi̧stir. McCulloch ve Pitts insan beyni-

nin hesaplama yetene¼ginden esinlenerek, elektrik devreleriyle basit bir sinir a¼g¬

modellemi̧slerdir.

Wiener "Cybernetics" isimli kitab¬nda (1948) sinirlerin çal¬̧smas¬ve özellikleri-

ne dinmi̧stir. Hebb "Organization of Behavior" isimli kitab¬nda (1949) ö¼grenme

ile ilgili temel teoriyi ele alm¬̧st¬r. Hebb ö¼grenebilen ve uyum sa¼glayabilen sinir

a¼glar¬modeli için Hebb kural¬n¬ ortaya koymuştur. Hebb kural¬, sinir a¼g¬n¬n

ba¼g¬nt¬say¬s¬de¼gi̧stirilebilirse, ö¼grenebilece¼gini ortaya koymuştur.68

Rosentblatt�¬n Perceptron�u gerçekleştirmesinden sonra (1957) yapay sinir

a¼g¬alan¬ndaki geli̧smeler h¬zlanm¬̧st¬r. Perceptron, beyin i̧slevlerini modelleye-

bilmek amac¬yla yap¬lan çal¬̧smalar sonucunda ortaya ç¬kan katmanl¬e¼gitilebilen

ve tek ç¬k¬̧sa sahipyapay sinir a¼g¬d¬r.

Widrow ve Ho¤ADALINE VE MADALINA olarak adland¬rd¬klar¬a¼g model-

lerini geli̧stirdiler (1959). MADALINA, telefon hatlar¬nda oluşan yank¬lar¬yok

eden uyarlanabilir süzgeç olarak kullan¬lm¬̧s, gerçek dünya sorunlar¬na uyarlanm¬̧s

ilk sinir a¼g¬d¬r.

Hop�eld 1982 y¬l¬nda a¼glar¬n önemli s¬n¬�ar¬n¬n matematiktemellerini üret-

mi̧stir.

67ELMAS, Ç., a.g.e., s. 23
68ARBIB, M. A., "The Handbook of Brain Theory and Neural Networks", The M¬t

Press, England, 2003, s. 10
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1984 y¬l¬nda Kohonen sinirlerin düzenli s¬ralan¬̧s¬na eşleme özelli¼gi için dan¬̧s-

mans¬z ö¼grenme a¼glar¬n¬geli̧stirmi̧stir.

1986 y¬l¬nda Rumelhart ve McCleland karmaş¬k ve çok katmanl¬ a¼glar için

geriye yay¬lmal¬ö¼grenme algoritmas¬ortaya koymuştur.69

1997 y¬l¬nda "The Deep Blue" isimli satranç program¬geni̧s bir kitlenin izledi¼gi

maçta dünya satranç şampiyonu G. Kasparov�u ma¼glup etti.

1998 y¬l¬nda internetin yayg¬nlaşmas¬ile birlikte, yapay zeka tabanl¬bir çok

bilgisayar program¬geni̧s kitlelere ulaşt¬.70

Günümüzde Yapay sinir a¼glar¬ ile ilgili pek çok araşt¬rma yap¬lmaktad¬r.

Başl¬ca araşt¬rmalar, Yapay sinir a¼glar¬�n¬n e¼gitimi üzerine odaklanm¬̧st¬r. Bu-

rada amaç, yeni ve daha verimli ö¼grenme algoritmalar¬, zamana ba¼gl¬ olarak

de¼gi̧sen modellere kaŗs¬l¬k verebilen a¼glar ve silikon sinir a¼glar¬geli̧stirmek şek-

linde özetlenebilir.

2.3. Biyolojik Bir Beyin Sinir Hücresinin Yap¬s¬

Yapay sinir a¼glar¬ n¬n daha iyi anlaş¬labilmesi için örnek teşkil eden do¼gal

sinir a¼g¬olan biyolojik sinir a¼glar¬n¬n yap¬s¬n¬n ve çal¬̧sma ilkelerinin iyi bilinmesi

gerekir. ·Insan beyninin korteks k¬sm¬nda yer alan sinir hücresi say¬s¬yaklaş¬k

olarak 1011 olup her hücre say¬s¬, 10000 aras¬nda de¼gi̧sen başka hücrelerle kaŗs¬l¬kl¬

ili̧ski içerisindedir. ·Insan beyninin çal¬̧sma frekans¬100 Hz�dir.

69ELMAS, Ç., a.g.e., s. 26-28
70DO¼GAN, A., "Yapay Zeka", Kariyer Yay¬nc¬l¬k, ·Istanbul, 2002, s. 51
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Şekil 3.1. Biyolojik Sinir Hücresi ve Bileşenleri

Kaynak: Gurney, 1999: 3

Şekilde basitleştirlmi̧s biyolojik bir sinir hücresi ve bileşenleri ile ili̧skisi gös-

terilmektedir. Tüm do¼gal sinirlerin dört temel bileşeni vard¬r. Bunlar, den-

dritler, soma, akson ve sinaps�t¬r. Sinir hücresine di¼ger sinir hücrelerinden gelen

uyar¬mlar, dendritler arac¬l¬¼g¬yla hücre gövdesine taş¬n¬r ve hücre içi kararl¬l¬k

halinin bozulmas¬yla oluşan bir kimyasal süreç içerisinde di¼ger hücrelere akson-

larla iletilir; uyar¬mlar¬n di¼ger sinir hücrelerine taş¬nabilmesinde akson uçlar¬ile

dendritler aras¬ndaki sinaptik bosluklar (sinaps) rol oynar.

Matematiksel olarak gerçek de¼gerli etkinlik sinirin yüzey zar¬nda t zamandaki

gerilimi temsil eder. Etkinlik pozitif ya da negatif olabildi¼gi bigi terik olarak da

sonsuz olabilir.71

2.4. Yapay Sinir Hücresi

Nöronlar sinir a¼glar¬n¬oluşturan, tek baş¬na ele al¬nd¬klar¬nda çok basit i̧sleve

sahip i̧slemcilerdir. Bir nöron yap¬s¬ içerisinde üç ana bölüm bulunmaktad¬r.

71ELMAS, Ç., a.g.e., s. 28-30
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Bunlar s¬ras¬yla sinapslar, toplay¬c¬ve aktivasyon fonksiyonudur.72

Yapay sinir a¼glar¬, insan beyni gibi ö¼grenme hat¬rlama ve genelleme yetene¼gine

sahiptir. ·Insan beyninde ö¼grenme üç şekilde gerçekleşir;

1) Aksonlar üreterek,

2) Aksonlar¬n uyar¬lmas¬yla,

3) Mevcut aksonlar¬n güçlerini de¼gi̧stirerek.

Yapay sinir a¼glar¬n¬n temel birimi i̧slem eleman¬ya da dü¼güm (sinir) olarak

adland¬r¬lan yapay bir sinirdir. Bir yapay sinir, biyoljik sinirlere göre daha ba-

sit olmas¬na kaŗs¬n, biyolojik sinirlerin dört temel i̧slevini taklit etme özelli¼gine

sahiptir.

Şekil 3.2. Yapay Sinir Hücresi (Nöron)

Kaynak: Haykin, 1999: 33

Şekil 3.2 de yapay bir sinir (dü¼güm) gösterilmi̧stir.

Giri̧sler xm sembolüyle gösterilmi̧stir. Bu giri̧slerin her biri a¼g¬rl¬k wk ile

çarp¬l¬r. Basitçe, bu ürünler eşik de¼geri bk ile toplan¬r ve sonucu oluşturmak

72EFE, Ö. ve KAYNAK, O.,"Yapay Sinir A¼glar¬ve Uygulamalar¬", Bogaziçi Üniversitesi

Yay¬nevi, ·Istanbul, 2000, s. 6
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için etkinlik i̧slevi ile i̧slem yap¬l¬r son olarak yk ç¬k¬̧s¬elde edilir.

Tüm yapay sinir a¼glar¬bu temel yap¬dan türetilmi̧stir. Bu yap¬daki farkl¬l¬klar

Yapay sinir a¼glar¬�lar¬n farkl¬s¬n¬�and¬r¬lmas¬n¬sa¼glar. Bir yapay sinirin ö¼grenme

yetene¼gi, seçilen ö¼grenme algoritmas¬ içersinde a¼g¬rl¬klar¬n¬n uygun bir şekilde

uyarlanmas¬na ba¼gl¬d¬r.73

2.5. Yapay Sinir A¼glar¬n¬n Genel Özellikleri

Yapay sinir a¼glar¬n¬n karakteristik özellikleri uygulanan a¼g modeline göre

de¼gi̧smekle birlikte, bütün modeller için geçerli olan genel özellikleri aşa¼g¬daki

gibi s¬ralanabilir:

Yapay sinir a¼glar¬ö¼grenmenin bir modeli olarak düşünülebilir. Örneklereden

faydalanarak ö¼grenme i̧slemini gerçekleştirir.

Yapay sinir a¼glar¬yard¬m¬yla bir karar¬n verilebilmesi için öncelikle a¼g¬n e¼gi-

tilmesi gerekir.

Yapay sinir a¼glar¬eksik bilgileri i̧sleyerek sonuca varabilir.

Yapay sinir a¼glar¬hatalara kaŗs¬toleransl¬d¬r.

Yapay sinir a¼glar¬n¬n yap¬s¬na uygun olarak yerel çözümlere tak¬labilir. Uygun

a¼g yap¬s¬n¬n belirlenmesi genellikle deneme yan¬lma yoluyla gerçekleştirildi¼gi için

bu durum Yapay sinir a¼glar¬n¬n dez avantaj¬olarak görülebilir.

Yapay sinir a¼glar¬n¬n bir ço¼gunda ö¼grenme katsay¬s¬n¬n, gerekli katma ve kat-

manlardaki hücre say¬lar¬n¬n belirlenmesinde kesin bir kural olmamaktad¬r. Gizli

katmandaki sinir say¬s¬, bir tan¬ma i̧sleminin do¼grulu¼gunu ve e¼gitim h¬z¬n¬etkile-

mektedir.
73ELMAS, Ç., a.g.e., s. 30-31
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Yapay sinir a¼glar¬n¬n e¼gitilmesinde kullan¬lan örnekler önemlidir.

Bilgilerin a¼ga gömülü olmas¬ndan dolay¬yorumlanmas¬ve çözümün elde edilebil-

mesinde yapay sinir a¼glar¬n¬n.davran¬̧s¬n¬n takibi zordur.

Yapay sinir a¼glar¬n¬n bu özelliklerinin yan¬nda do¼grusal olamayan, çok boyutlu,

gürültülü, eksik bilgili ve özellikle problemin çözümünde kesin bir modelin veya

algoritman¬n elde edilemedi¼gi durumlarda başar¬l¬oldu¼gu bilinmektedir. 74

2.6. Yapay Sinir A¼glar¬n¬n Yap¬s¬

Yapay sinir a¼galar¬dü¼güm veya sinir olarak adland¬r¬lan çok say¬daki eleman-

lar¬n bir araya gelmesinden oluşur.Bir sinir a¼g¬, nöron s¬ral¬bir şekilde (paralel

olarak) ard arda ba¼glanmas¬ndan oluşur. E¼ger giri̧s katman¬na bir i̧saret girerse,

bu i̧saret nöronlar aras¬ndaki ba¼glant¬lar yoluyla di¼ger katmana iletilir.

Yapay sinir a¼galr¬n¬n nöronlar¬ve ba¼glant¬lar¬çok de¼gi̧sik şekillerde bir araya

getirilebilir. Yapay sinir a¼glar¬ bu nöron ve ba¼glant¬mimamilerine göre isim-

lendirilirler. Bu mimariler, nöronlar aras¬ndaki ba¼glant¬lar¬n yönlerine göre ileri

beslemeli ve geri beslemeli a¼glar olarak adland¬r¬lmaktad¬r.

A¼g içersindeki nöronlar katmanlar halinde yerleştirilir. ·Ilk katmana verilen

bilgi ileriye do¼gru yay¬l¬r. Son katmandaki i̧saretler a¼g¬n ç¬k¬̧s¬d¬r.

Sadece giri̧s ve ç¬k¬̧s katman¬olan, ara (gizli) katman¬olmayan a¼glar karmaş¬k

i̧slemleri hesaplayamaz. Bu nedenle karmaş¬k hesaplamalar için oluşturulacak

a¼glarda en az bir katman bulunmal¬d¬r.

74NAB·IYEV, N. N., "Yapay Zeka", Seçkin Kitapevi, Ankara, 2010, s. 579-580
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Şekil 3.3. Çok Katmanl¬Bir Yapay Sinir A¼g Yap¬s¬

Kaynak: F¬rat ve Güngör, 2005

Şekil 3.3. de gizli katmana sahip dört katmanl¬bir yapay sinir a¼g¬görülmektedir.

Bu tür a¼glar, giri̧s katman¬, bir vaya birden çok gizli katman ve ç¬k¬̧s katman¬ndan

oluşmaktad¬r. Bir katmandaki her nöron, bir sonraki katman¬n bütün nöronlar¬

ile ba¼glant¬l¬d¬r.

Giri̧s katman¬ndan al¬nan giri̧sler, giri̧s katman¬ve gizli katman aras¬nda bulu-

nan ba¼glant¬a¼g¬rl¬klar¬ile çarp¬l¬p gizli katmana iletilmektedir. Gizli katmandaki

nöronlara gelen giri̧sler toplanarak ayn¬ şekilde gizli katman ile ç¬k¬̧s katman¬

aras¬ndaki ba¼glant¬a¼g¬rl¬klar¬ ile çarp¬larak ç¬k¬̧s katman¬na iletilir. Ç¬k¬̧s kat-

man¬ndaki nöronlar da, kendisine gelen bu giri̧sleri toplayarak uygun bir ç¬k¬̧s

üretirler.75

75ELMAS, Ç., a. g. e., s. 41-43
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2.7. Yapay Sinir A¼glar¬n¬n Temel Elemanlar¬

Yapay sinir a¼glar¬n¬n temel birimi i̧slem eleman¬yada dü¼güm olarak adland¬r¬lan

yapay bir sinirdir. Bir yapay sinir, biyolojik sinir hücrelerinin i̧slevlerini taklit

ederler. Yapay sinir a¼glar¬n¬n temel elemanlar¬, Giri̧sler, A¼g¬rl¬klar, Toplama

·I̧slevi, Etkinlik ·I̧slevi, Ölçekleme ve S¬n¬rlama ve Ç¬k¬̧s ·I̧slevi olarak s¬ralanabilir.

Ad¬geçen temel elemanlar aşa¼g¬da aç¬klanm¬̧st¬r.

Giri̧sler: Giri̧sler (x1; x2; :::; xm) çevreden ald¬¼g¬bilgiyi nörona getirir. Giri̧s-

ler kendinden önceki nöronlardan veya d¬̧s ortamdan sinir a¼g¬na girebilirler. Bir

nöron genellikle geli̧si güzel bir çok girdileri al¬r.

A¼g¬rl¬klar: A¼g¬rl¬klar (w1; w2; :::; wk), yapay sinir a¼glar¬ taraf¬ndan al¬nan

giri̧slerin nöron üzerindeki etkisini belirleyen uygun katsay¬lard¬r. Her bir giri̧s

kendine ait bir aral¬¼ga sahiptir.

Bir a¼g¬rl¬¼g¬n büyük de¼gere sahip olmas¬, o giri̧sin yapay nörona güçlü ba¼glan-

mas¬(önemli olmas¬), küçük olmas¬ise zay¬f ba¼glanmas¬(önemli olmamas¬) olarak

ifade edilmektedir.

Toplama ·I̧slevi: Toplama i̧slevi vi, sinirde herbir a¼g¬rl¬¼g¬n ait oldu¼gu giri̧s-

lerle çarp¬m¬n¬n toplamlar¬n¬eşik bk de¼geri ile toplayarak etkinlik i̧slevine gön-

derir.

Etkinlik ·I̧slevi: Toplama i̧slevi sonuç de¼geri, etkinlik i̧slevinden f (etkinlik)

geçirilip ç¬k¬̧sa iletilir. Etkinlik i̧slevinin kullan¬m amac¬, zaman söz konusu

oldu¼gunda toplama i̧slevinin ç¬k¬̧s¬n¬n de¼gi̧smesine izin vermektir. Nöron, etkinlik

i̧slevinin eşik seviyesinin alt¬nda ise ç¬k¬̧s üretilmez. Etkinlik i̧slevinin de¼geri eşik

seviyesinin üzerinde ise nöron ç¬k¬̧s üretir.
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Etkinlik i̧slevinin ç¬k¬̧s¬yi, giri̧s vektörleri xi taraf¬ndan uyarland¬¼g¬nda

yi =

8<: 1; e�ger w1x1 + w2x2 + :::+ wnxn � T

0; e�ger w1x1 + w2x2 + :::+ wnxn < T
(2.1)

·Ikili giri̧slerin bir örne¼gi verildi¼ginde, etkinlik i̧slevi ya 0 ya da 1 ç¬k¬̧s verecektir.

Ölçekleme ve S¬n¬rlama: Nöronlarda, etkinlik i̧slevinin sonuçlar¬ölçek veya

s¬n¬r i̧slemlerin geçebilir. Bu ölçeklendirme basitçe bir ölçek etmeni ile etkinlik

de¼gerinin çarp¬m¬n¬n sonucudur. S¬n¬�and¬rma ise ölçeklenmi̧s sonuçlar¬n en az

ve ençok s¬n¬rlar¬n¬aşamamas¬n¬sa¼glamakt¬r.

Ç¬k¬̧s ·I̧slevi: Ç¬k¬̧s, yi = f (s), etkinlik i̧slevi sonucunun d¬̧s dünyaya ve di¼ger

nöronlara gönderildi¼gi yerdir. Bir nöronun bir tek ç¬k¬̧s¬vard¬r. Nöronun bu ç¬k¬̧s¬,

kendinden sonra gelen herhangi bir say¬daki di¼ger nöronlara giri̧s olabilir.

Her bir nöronda bir ç¬k¬̧s i̧saretine izin verilir. Bu i̧saret di¼ger yüzlerce nöron

hücresinin giri̧si olabilir. Bu durum biyolojik sinirde oldu¼gu gibidir. Biyolojik

sinirde bir çok giri̧s varken sadece bir ç¬k¬̧s etkinli¼gi vard¬r. Nöron ç¬k¬̧s¬, etkin-

lik i̧slevi sonucuna eşde¼gerdir. Fakat baz¬ a¼g yap¬lar¬, komşu sinirler aras¬nda

yar¬̧sma oluşturmak için etkinlik i̧slevi sonuçlar¬n¬düzenleyebilir. Böylece yar¬̧s-

mac¬giri̧sler herhangi nöronun ö¼grenme ya da uyma i̧slemine kat¬laca¼g¬na karar

verilmesinde yard¬mc¬olur.

Yukar¬daki anlat¬lanlar¬n ¬̧s¬¼g¬nda yapay nöron ile biyolojik sinirler aras¬ndaki

benzerlikler tablo 3.1�teki gibi gösterilebilir.76

76ELMAS, Ç., a. g. e., s. 32-35
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Tablo 3.1. Biyolojik Sinir ·Ile Yapay Sinir A¼g¬n¬n Kaŗs¬laşt¬r¬lmas¬

Biyolojik Sinir A¼g¬ Yapay Sinir A¼g¬

Sinir Sistemi Sinirsel hesaplama Sistemi

Sinir Nöron (sinir-dü¼güm, ·I̧slem eleman¬)

Sinaps Sinirler aras¬ba¼glant¬a¼g¬rl¬klar¬

Dentrit Toplama ·I̧slevi

Hücre Gövdesi Etkinlik ·I̧slevi

Akson Nöron Ç¬k¬̧s¬

Kaynak: Elmas, 2010: 33

2.8. Yapay Sinir A¼glar¬n¬nda Ö¼grenme

Yapay sinir a¼glar¬, ögrenme, haf¬zaya alma ve veriler aras¬ndaki ili̧skiyi ortaya

ç¬karma kapasitesine sahiptirler. başka bir deyi̧sle, normalde bir insan¬n düşünme

ve gözlemlemeye yönelik do¼gal yeteneklerini gerektiren problemlere çözüm ürete-

bilmektedirler. Bir insan¬n düşünme ve gözlemleme yeteneklerini gerektiren prob-

lemlere yönelik çözümler üretebilmesinin temel sebebi ise insan beyninin yaşa-

yarak veya deneyerek ögrenme yetene¼gidir. Biyolojik sistemlerde ö¼grenme, nöron-

lar aras¬ndaki sinaptik (synaptic) ba¼glant¬lar¬n ayarlanmas¬ile olmaktad¬r. Yani,

insanlar do¼gumlar¬ndan itibaren bir �yaşayarak ögrenme�süreci içerisine girerler.

Bu süreç içinde beyin sürekli bir geli̧sme göstermektedir. Yaşay¬p tecrübe ettikçe

sinaptik ba¼glant¬lar ayarlan¬r ve hatta yeni ba¼glant¬lar oluşur. Bu sayede ö¼grenme

gerçeklesir. Bu durum yapay sinir a¼glar¬için de geçerlidir.77

Yapay sinir a¼glar¬nda bilgi, a¼gdaki ba¼glant¬lar¬n a¼g¬rl¬klar¬nda depolan¬r. Bir

a¼gda ö¼grenme k¬saca, istenen bir i̧slevi yerine getirecek şekilde a¼g¬rl¬k de¼gerlerinin

77YURTO¼GLU, H., a.g.e., s. 4-5
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ayarlanmas¬süreci olarak özetlenebilir. Bu yarlama i̧slemi sinirler aras¬ndaki a¼g¬r-

l¬klar¬n de¼gi̧stirilmesi ile gerçekleşmektedir. Buna göre nöronlar aras¬ba¼glant¬lar

üzerindeki a¼g¬rl¬klar¬n, belirli bir ö¼grenme kural¬uyar¬nca de¼gi̧stirilebilen a¼glar

e¼gitilebilir. E¼gitilebilen yani ö¼grenebilen a¼glar, istenen i̧slevleri (̧sekil tan¬ma,

s¬n¬�ama ) yerine getirebilir.

Birçok araşt¬rmac¬ Hebb� in kurallar¬n¬ örnek alarak yapay sinir a¼glar¬n¬n

nas¬l ö¼grenece¼gi konusun çal¬̧smalar¬n¬sürdürmektedirler. Genellikle çal¬̧smalarda

Hebb� in ortaya koydu¼gu nöronlar aras¬ndaki ö¼grenme de¼gi̧skenleri ve a¼g¬rl¬k-

lar¬n¬n (sinaptik kuvvetin) nas¬l ayarlanaca¼g¬konusunu ele alm¬̧slar ve bunlara

uygun ö¼grenme yöntemleri geli̧stirmi̧slerdir. Temelde ö¼grenme yöntemleri, dan¬̧s-

manl¬(ö¼gretmenli) ve dan¬̧smans¬z (ö¼gretmensiz) olmak üzere iki gruba ayr¬lm¬̧st¬r.78

Ö¼grenme yöntemleri alt başl¬klarda aç¬klanm¬̧st¬r.

2.8.1. Dan¬̧smanl¬Ö¼grenme

Yapay sinir a¼glar¬nda gerçek ç¬k¬̧s, istenen ç¬k¬̧sla k¬yaslan¬r. Rastgele de¼gi̧sen

a¼g¬rl¬klar a¼g taraf¬ndan öyle ayarlan¬r ki, bir sonraki döngüde gerçek ç¬k¬̧s ile

istenen ç¬k¬̧s aras¬nda daha yak¬n kaŗs¬laşt¬rma üretebilsin. Ö¼grenme yöntemi,

bütün i̧sleme elemanlar¬n¬n anl¬k hatalar¬n¬ en aza indirmeye çal¬̧s¬r. Bu hata

azaltma i̧slemi, kabul edilebilir do¼grulu¼ga ulaşana kadar a¼g¬rl¬klar devaml¬olarak

derlenir.

Dan¬̧smanl¬ö¼grenmede, yapay sinir a¼g¬kullan¬lmadan önce e¼gitilmelidir. E¼git-

me i̧slemi, nöron a¼g¬na giri̧s ve ç¬k¬̧s bilgileri sunmaktan oluşur. Bu bilgiler genel-

likle e¼gitme kümesi olarak tan¬mlan¬r. Yani, her bir giri̧s kümesi için uygun ç¬k¬̧s

kümesi a¼ga sa¼glanmal¬d¬r.

Birçok uygulamada, a¼ga gerçek veriler uygulanmak zorundad¬r. Bu e¼gitme

78ELMAS, Ç., a. g. e., s. 87
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safhas¬uzun zaman alabilir. Sinir a¼g¬, belirli bir s¬ralamadaki giri̧sler için istenen

istatistiksel do¼grulu¼gu elde etti¼gi zaman e¼gitme i̧slemi tamamlanm¬̧s kabul edilir

ve e¼gitme i̧slemi bitirilir. Ö¼grenim aşamas¬tamamland¬ktan sonra a¼g kullan¬l-

maya başland¬¼g¬nda, bulunan a¼g¬rl¬klar¬n de¼geri sabit olarak al¬n¬r ve bir daha

de¼gi̧stirilmezler. Baz¬ a¼g yap¬lar¬nda a¼g çal¬̧s¬rken çok düşük oranda e¼gitmeye

izin verilir. Bu i̧slem a¼glar¬n de¼gi̧sen koşullara uyum sa¼glamas¬na yard¬mc¬olur.

Giri̧s ve ç¬k¬̧s bilgilerinin nas¬l sunulaca¼g¬veya nas¬l kodlanaca¼g¬, bir a¼g¬başar¬l¬

bir şekilde yönlendirmek için önemli bir unsurdur. Yapay sinir a¼glar¬ sadece

say¬sal giri̧s bilgileri ile çal¬̧s¬rlar. Bu yüzden ham bilgiler ölçeklendirilmelidir.

Dan¬̧smanl¬ö¼grenmede giri̧s ve ç¬k¬̧s çiftlerinden oluşan e¼gitim bilgileri vard¬r.

A¼g giri̧s bilgisine göre üretti¼gi ç¬k¬̧s de¼gerini, istenen de¼gerle kaŗs¬laşt¬rarak a¼g¬r-

l¬klar¬n de¼gi̧stirilmesinde kullan¬lacak bilgiyi elde eder. Girilen de¼gerle istenen

de¼ger aras¬ndaki fark hata de¼geri olarak önceden belirlenen de¼gerden küçük olun-

caya kadar e¼gitime devam edilir. Hata de¼geri istenen de¼gerin alt¬na düştü¼günde

tüm a¼g¬rl¬klar sabitlenerek e¼gitim i̧slemi sonland¬r¬l¬r. E¼gitim i̧slemi s¬ras¬nda her

bir e¼gitim bilgisi çifti için oluşan hata de¼gerine göre a¼g¬rl¬klar¬n de¼gi̧stirilmesine

�örüntü kipi�ö¼grenme, tüm e¼gitim kümesi için hatalar¬n toplanarak toplam hata

de¼gerine göre a¼g¬rl¬klar¬n de¼gi̧stirilmesine ise �küme kipi�ö¼grenme denilmektedir.

Şekil 2.4. Dan¬̧smanl¬Ö¼grenme

Kaynak: Elmas, 2010: 89
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Şekil 2.4 de Dan¬̧smanl¬ö¼grenme gösterilmi̧stir.

E¼ger verilen giri̧se kaŗs¬l¬k istene ç¬k¬̧s üretilemiyorsa, a¼g¬n ç¬k¬̧s de¼gerlerindenki

hatay¬en küçükleyecek şekilde ba¼glant¬a¼g¬rl¬klar¬n¬n de¼gi̧stirilmesi sa¼glan¬r.

Dan¬̧smanl¬ö¼grenmeye; çok katmanl¬perceptron , geriye yay¬l¬m, delta kural¬,

�Widrow-Ho¤�veya en küçük karelerin ortalamas¬ve uyarlanabilir do¼grusal ele-

man anlam¬na gelen �ADALINE�örnek olarak verilebilir.79

2.8.2. Dan¬̧smans¬z Ö¼grenme

Dan¬̧smans¬z ö¼grenmede sistemin do¼gru ç¬k¬̧s hakk¬nda bilgisi yoktur ve giri̧s-

lere göre kendi kendisini örnekler. Dan¬̧smans¬z olarak e¼gitilebilen a¼glar, istenen

ya da hedef ç¬k¬̧s olmadan giri̧s bilgilerinin özelliklerine göre a¼g¬rl¬k de¼gerlerini

ayarlar. Dan¬̧smans¬z ögrenme ana hatlar¬ile şekil 2.5 de verilmi̧stir.

Şekil 2.5. Dan¬̧smans¬z Ö¼grenme

Kaynak: Elmas, 2010: 137

Dan¬̧smans¬z ö¼grenmeye; �Yar¬̧smac¬Ö¼grenme �; �Kohonen�in Özörgütlemeli Hari-

ta A¼glar¬; �Hebbian Ö¼grenme ve �Grossberg Ö¼grenme�gibi ö¼grenme kurallar¬

örnek olarak verilebilir. Kohonen taraf¬ndan geli̧stirilen dan¬̧smans¬z ö¼grenme

yönteminin kullan¬ld¬¼g¬ özörgütlemeli harita a¼g, biyolojik sistemlerdeki ö¼gren-

meden esinlenmi̧stir. Bu yöntemde nöronlar ö¼grenmek için elveri̧sli durum yada

ölçülerini güncellemek için yar¬̧s¬rlar. En büyük ç¬k¬̧s ile i̧slenen nöron, kazanan¬

belirler ve komşular¬na ba¼glant¬boyutlar¬n¬güncellemeleri için izin verir. Kazanan

79ELMAS, Ç., a. g. e., s. 88-96
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nöron ile birlikte, onun topolojik komşulu¼gunda bulunan belli say¬da nörona ge-

len a¼g¬rl¬klar da benzer şekilde de¼gi̧stirilir.80

2.8.3. Takviyeli Ö¼grenme

Bu tür bir e¼gitimde, a¼ga bir dan¬̧sman yard¬mc¬olur. Fakat dan¬̧sman, her

girdi seti için üretilmesi gereken ç¬kt¬setini sisteme göstermek yerine, sistemin

kendisine gösterilen girdilere kaŗs¬l¬k ç¬kt¬s¬n¬üretmesini bekler ve üretilen ç¬k-

t¬n¬n do¼gru veya yanl¬̧s oldu¼gunu gösteren bir sinyal üretir. Sistem, dan¬̧smandan

gelen bu sinyali dikkate alarak ö¼grenme sürecini devam ettirir. Bu ö¼grenme yön-

teminin kullan¬ld¬¼g¬a¼glara örnek olarak; Learning Vector Quantization Modeli

verilebilir.81

2.9. Yapay Sinir A¼g¬Mimarileri

Yapay sinir a¼g¬mimarileri, sinir a¼galr¬n¬n i̧saretin ak¬̧s yönüne ba¼gl¬olarak

isimlendirilmektedir. Buna göre, ileri beslemeli ve geri beslemeli a¼glar olmak

üzere iki temel a¼g mimarisi bulunmaktad¬r.82 ·Ileri beslemeli yapay sinir a¼glar¬ve

geri beslemeli yapay sinir a¼glar¬ilerleyen alt bölümlerde aç¬klanm¬̧st¬r.

2.9.1. ·Ileri Beslemeli Yapay Sinir A¼g¬Mimarileri

Yapay sinir a¼glar¬nda reel de¼gerli n boyutlu özel vektörler; j gizli katman

nöronu, i girdisini wij (i = 1; 2; :::; n, j = 1; 2; :::) a¼g¬rl¬¼g¬na göre al¬r. j birimi x

girdi i̧saretlerinin ve wij a¼g¬rl¬klar¬n¬n bir i̧slevini hesaplay¬p, sonucu kendinden

sonraki tüm komşu nöronlara iletir. Bu i̧slem ç¬k¬̧s katman¬ndaki nöronlar taraf¬n-

dan da yap¬ld¬ktan sonra tamamlan¬r. Bu a¼glar çok katmanl¬ileri beslemeli a¼glar

olarak isimlendirilirler.83

80ELMAS, Ç., a. g. e., s.137
81ÖZTEMEL, E., a. g. e., s. 36
82NAB·IYEV, V. V., a.g.e., s. 557
83ELMAS, Ç., a. g. e., s. 56
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Girdi i̧saretlerinin ara sinirlerden geçerek, giri̧s kat¬ndan ç¬k¬̧s kat¬na do¼gru

yaln¬z bir yönde ilerledi¼gi a¼glar olarak da tan¬mlanabilir.84

Şekil 2.6 Çok Katmanl¬·Ileri Beslemeli Bir Sinir A¼g¬Yap¬s¬

Kaynak: Nabiyev; 558

Şekil 2.6 de çok katmanl¬ileri beslemeli bir yapay sinir a¼g¬görülmektedir.

2.9.2. Geri Beslemeli Yapay Sinir A¼g¬Mimarileri

Geri beslemeli a¼glar herhangi bir nöronun ç¬k¬̧s¬ndan giri̧sine i̧saretin ulaşt¬¼g¬

a¼glar olarak tan¬mlanabilir. Geri beslemeli a¼g modelleri, gelecek durumlar¬na etki

edebilece¼ginden dan¬̧smans¬z ö¼grenmeye dayal¬bir modeldir.85

Geri beslemeli a¼g mimarileri, genellikle dan¬̧smans¬z ö¼grenme kurallar¬n¬n uygu-

land¬¼g¬ a¼glarda kullan¬lmaktad¬r. Geri beslemeli a¼glarda bir tür geri besleme

i̧slemi söz konusudur. Bu tür a¼glarda bir nöronun ç¬k¬̧s¬ di¼ger herbir nöronun

giri̧sine ba¼gl¬d¬r.

A¼g¬n çal¬̧smas¬, i-nci sinirin d¬̧s girdisi xi, ç¬k¬̧s¬yi, j-nci sinirin ç¬k¬̧s¬ile i-nci

siniri aras¬ndaki ba¼glant¬n¬n a¼g¬rl¬¼g¬wij ile simgelenmek üzere a¼g¬n çal¬̧smas¬

dui
dt
= �ui +

nX
i=1

wijyi + xi (2.2)

(2.2) eşitli¼gi ile tan¬mlan¬r. Burada yj = g (ui) ve

g (x) =
1

2

��
tanh

x

�0

�
+ 1

�
(2.3)

84NAB·IYEV, V. V., a.g.e., s. 557
85NAB·IYEV, V. V., a.g.e., s. 557
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şeklinde tan¬mlan¬r. Eşitlik (2.3) de �0 = 0 olmas¬durumu kat¬k¬s¬tlay¬c¬transfer

i̧slemine kaŗs¬l¬k gelir. 86

Şekil 2.7 Çok Katmanl¬Geri Beslemeli Bir Sinir A¼g¬Yap¬s¬

Kaynak: Nabiyev; 558

Çok katmanl¬ileri beslemeli sinir a¼g¬n¬n yap¬s¬şekl 2.7�de gösterimi̧stir.

86ELMAS, Ç., a. g. e., s. 57
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BOX-JENKINS VE YSA YÖNTEMLER·I KEST·IR·IMLER·IN·IN

KARŞILAŞTIRMASI

ANTALYA HAVAL·IMANI�NIN KISA DÖNEM ULUSLARARSI

YOLCU TALEB·IN·IN ÖNGÖRÜLENMES·I

3.1. Literatür Araşt¬rmas¬

Bu bölümde; geçmi̧s y¬llarda literatürde yer alm¬̧s zaman serisi ARIMAmodel-

lemesi yöntemi ve yapay sinir a¼glar¬n¬n tek baş¬na veya di¼ger yöntemlerle birlikte

kullan¬ld¬¼g¬havaliman¬yolcu talebi öngörülenmesi çal¬̧smalar¬n¬n bir özeti ver-

ilmi̧stir. Literatürde, havaliman¬yolcu talebi ile ilgili yap¬lm¬̧s çal¬̧smalar;

Alan ve Karim, 1991-1996 dönemine ait nüfus, i̧ssizlik, GSMH, havaliman-

lar¬ aras¬uzakl¬k de¼gi̧skenlerinde yaralanarak, oluşturduklar¬ i̧ssizlik modeli ve

GSMH modelleri yard¬m¬ ile Bangledesh� in yurt içi hava taş¬mac¬l¬¼g¬ talebini

öngörülemi̧slerdir. Oluşturduklar¬iki modelinde istatistiksel olarak anlaml¬oldu¼gu-

nu tespit etmi̧sler, iki modeli kullanarak eşleştirdikleri şehir çifti havalimanlar¬

için 1996 y¬l¬ havayolu taş¬mac¬l¬¼g¬ talebini belirlemi̧slerdir. Yazarlar elde et-

tikleri sonuçlar¬n yak¬n gelecekte özel hava yolu taş¬mac¬l¬¼g¬yapan şirketler için

kapasite belirlemelerine yol gösterecece¼gini belirtmi̧slerdir.87

Pro�llidis, 1977-1998 dönemine ait y¬ll¬k zamam serisi verilerini kullanarak,

ekonometrik ve bulan¬k regresyon yöntemleri ile Rodos Havaliman¬na yönelik
87ALAM J. B., KAR·IM D. M ., "Air Travel Demand Model For Domestic Air Transportation

In Bangladesh", Journal Of Civil Engineering, Y¬l 1998, Volume: CE 26, No:1, s. 1-13
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yolcu talebi öngörü modelini oluştumuştur. Yazar, yolcu talebini öngörüsünün

ekonometrik modelini oluşturmak için Rodos Havaliman¬na gelen yolcular¬n ülkele-

rinin para biriminin Yunanistan para birimi ile de¼gi̧sim oran¬n¬kullanarak ekono-

metrik model oluşturmuştur. Ayr¬ca 1991 y¬l¬nda meydana gelen Körfez savaş¬n¬n

Rodos Havaliman¬na yönelik yolcu talebine etkilerini araşt¬rmak için bulan¬k reg-

resyon denkleminde yapay de¼gi̧sken ve döviz de¼gi̧sim oran¬n¬kullanarak Körfez

savaş¬n¬n yolcu talebi üzerindeki etkisini modellemi̧stir.88

Abed, Fail ve Jasimuddin 1971-1992 dönemine ait on alt¬de¼gi̧skenin y¬ll¬k veri

setini kullanarak, Suudi Arabistan�¬n uluslararas¬yolcu talep tahminini gerçek-

leştirmek için en uygun ekonometrik modeli oluşturmaya çal¬̧sm¬̧slard¬r. Ele ald¬k-

lar¬on alt¬de¼gi̧skenin birbirleri ile korelasyonunu inceleyerek ekonometrik model-

de yer alacak de¼gi̧sken say¬s¬n¬yedi olarak belirleyerek, bu de¼gi̧skenler yard¬m¬ile

dört farkl¬regresyon denklemi oluşturmuşlard¬r. Yazarlar, en uygun ekonometrik

model olarak; nüfus büyüklü¼gü ve toplam harcamalar de¼gi̧skenlerinin yer ald¬¼g¬

modeli, model regresyaon analizinde kullan¬lan uyum iyili¼gi ölçütlerinden yarar-

lanarak belirlemi̧slerdir.89

Grubb ve Mason, 1949-1999 dönemine ait 596 ayl¬k gözlem de¼gerine sahip

ayl¬k zaman serisi verilerinden faydalanarak, Holt-Winters yöntemini ile Birleşik

Krall¬k� a yönelik uzun dönem hava yocusu talebinin öngörüsünü gerçekļstir-

mi̧slerdir.Yazarlar ayr¬ca ARIMA modeli ile de öngörü gerçekleştirmi̧sler; ancak

uzun dönem öngörü için uygun olmad¬¼g¬n¬vurgulam¬̧slard¬r. Trend bileşeninin

uzun dönem öngörü için çok önemli oldu¼gunu, Holt-Winters yönteminin trendi

de öngörü gerçekleştirirken dikkate almas¬n¬n yöntemin üstünlü¼gü oldu¼gunu be-

88PROF·ILL·ID·IS, V. A., "Econometric And Fuzzy Modeling For The Forecast Of Demand

In The Airport Of Rodos", Journal of Air Transport Management , Volume: 6, 2000, s.

98-100
89ABED, S., Y., BA-FA·I, A. O., JAS·IMUDD·IN, S., M., "An Econometric Analysis of Inter-

national Air Travel Demand in Saudi Arabia", Journal of Air Transport Management ,

Volume: 7, 2001, s.143-148
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lirtmi̧slerdir. Yazarlar 2000, 2005, 2010 ve 2015 y¬llar¬ için Birleşik Krall¬k� a

yönelik y¬ll¬k öngörülerde bulunmuşlard¬r.90

Güngör ve Çuhadar; 1991�2004 dönemine ait ayl¬k zaman serisi verilerini kul-

lanarak, ileri sürümlü geriye yay¬n¬ml¬yapay sinir a¼g¬ ile do¼grusal ve do¼grusal

olmayan çoklu regresyon modellerinin, Antalya�ya gelen Alman turist say¬lar¬n¬

tahmin etme başar¬lar¬n¬kaŗs¬laşt¬rm¬̧slard¬r. Modellerin tahmin başar¬lar¬n¬; R2

(Belirlilik Katsay¬s¬), OMYH ve KOKH istatistikleri ile de¼gerlendirmi̧sler; en yük-

sek tahmin do¼grulu¼gu ve aç¬klay¬c¬l¬¼g¬sa¼glayan 5-7-1 düzenine sahip yapay sinir

a¼g¬modeli ile 2005 ve 2006 y¬l¬ayl¬k k¬sa dönemi için Antalya iline yönelik Alman

turist talebi öngörüsünü gerçekleştirmi̧slerdir.91

Medeiros, McAler, Slottje, Ramos ve Maquieria, ·Ispanya�da bulunan Mal-

lorca, Menorca ve Ibiza Havaliman¬na ait 1 Ocak 2001-31 Aral¬k 2006 günlük

zaman serisi verilerinden faydalanarak, geli̧stirdikleri yeni bir GARCH-yapay

sinir a¼g¬modeli yard¬m¬ile Balerik adalar¬na yönelik turizm talebini tahmin et-

mi̧slerdir. Yazarlar kulland¬klar¬üç havaliman¬n verisi için GARCH etkisi taş¬-

mayan sinir a¼g¬modeli, GARCH etkisini dikkate alan sinir a¼g¬modeli, GARCH

etkisi taş¬mayan lineer model ve GARCH etkisini dikkate alan lineer modeller

yard¬m¬ile Mallorca, Menorco ve ·Ibiza havalimanlar¬na yönelik günlük, haftal¬k

ve ayl¬k uluslarars¬yolcu talebi öngörüsünü belirlemi̧slerdir.92

90GRUBB, H., MASON, A., "Long Lead Time Forecasting Of UK Air Passengers By Holt�

Winters Methods With Damped Trend", Journal of Air Transport Management , Volume:

17, 2001, s. 71-82
91GÜNGÖR, ve ÇUHADAR, M., �Antalya ·Iline Yönelik Alman Turist Talebinin Yapay Sinir

A¼glar¬ Yöntemiyle Tahmini�, Gazi Üniversitesi Ticaret ve Turizm Egitim Fakültesi

Dergisi, Y¬l: 2005, Say¬: 1, s. 84-99
92MEDEIROS, M., CV., McALER, M., SLOTTJE, D., RAMOS, V., MAQUIERIRA, J.,

R., "An Alternative Approach To Estimating Demand: Neural Network Regression With Con-

ditional Volatility For High Frequency Air Passenger Arrivals", Journol Of Econometrics,

Volume: 147, 2008, s. 372-383
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Somagaio ve Wolters, A¼gustos 1995-2008 Aral¬k dönemine ait ayl¬k zaman

serisi verilrinden yaralanarak, otoregresif (ARIMA) ve üstel düzleştirme (Holt-

Winters) yöntemlerini kullanarak Lisbon Havaliman¬na yönelik uzun dönem yolcu

talebinin öngörülemesini yapm¬̧slard¬r. Yazarlar ARIMA yönteminin k¬sa dönem

öngörü performans¬n¬n iyi oldu¼gunu vurgulam¬̧s; ancak uzun dönem öngörüsü için

uygun bir yöntem olmad¬¼g¬n¬, Holt-Winter metodunun uzun dönem öngörüsünün

daha iyi sonuçlar verdi¼gini KOKYH performans ölçütü ile belirtmi̧slerdir. 2020

y¬l¬için Lisbon Havaliman¬na yönelik yolcu talebinin öngörüsünü 18,7 milyon ki̧si

olarak belirlemi̧slerdir.93

Çuhadar, Güngör ve Göksu, Ocak 1990�Kas¬m 2008 dönemine ait Antalya

iline hava ve deniz yolu (Antalya, Alanya, Kas, Kemer, Finike) ile gelen ayl¬k

yabanc¬ turist say¬s¬ verilerinden yararlan¬lm¬st¬r. Yöntem olarak,yapay sinir

a¼g¬, Box-Jenkins ARIMA ve mevsimsel üstel düzleştirme yöntemlerinin kullan-

m¬̧slard¬r. Yöntemlerin tahmin do¼gruluklar¬OMYH ile kaŗs¬laşt¬r¬larak en yüksek

do¼grulu¼gu sa¼glayan modelin bir giri̧s katman¬, bir gizli katman ve bir ç¬k¬̧s kat-

man¬bulunan 6:3:1 mimarisine sahip yapay sinir a¼g¬oldu¼gunu tespit etmi̧slerdir.

Belirlenen YSA modeli ile Antalya iline yönelik Ocak 2009- Aral¬k 2009 dönemine

ait ayl¬k d¬̧s turizm talebi öngörüsünde bulunmuşlard¬r.94

Abdelghany ve Guzhva Amerikada bulunan 100 havaliman¬na ait 1998-2009

dönemi çeyrek y¬ll¬k veri setlerinden yararlanarak, havaliman¬na yönelik k¬sa

dönem talep öngörüsü için bir zaman serisi modelleme yaklaş¬m¬oluşturmuşlard¬r.

Yaklaş¬m için oluşturulan iki modelden ilki, zaman serisi de¼gi̧skenin çeyrek y¬l-

l¬k de¼gi̧sim oranlar¬, mevsimsellik ve yak¬t �yat¬ de¼gi̧skenlerinin yer ald¬¼g¬ çok

de¼gi̧skenli regresyon denklemidir. ·Ikinci model ise, ba¼g¬ml¬de¼gi̧sken Philadelphia

93SOMAGA·IO, A., ve WOLTERS M., "Comparative Analysis Of Goverment Forecast For

The Lisbon Airport ", Journal of Air Transport Management , Volume: 16, 2010, s.

213-217
94ÇUHADAR vd. a.g.e.,s. 99-114
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Uluslararas¬havaliman¬yerel talep de¼gi̧simi ve ba¼g¬ms¬z de¼gi̧skenler ise yak¬t

�yat¬, çeyrek y¬ll¬k talep de¼gi̧sim aronlar¬ARMA (1,2) yap¬s¬ve yapay (kukla)

de¼gi̧skenlerden oluşmuştur. Yazarlar oluşturduklar¬ iki modeli aşamal¬ olarak

öngörüleme yaparken kullanm¬̧slard¬r. Öngörüyü, Philadelphia Uluslararas¬haval-

iman¬üzerinden oluşturmuşlar; elde ettikleri yaklaş¬m¬ABD�nin en büyük 100

havaliman¬ üzerinde de¼gerlendirilmi̧stir. De¼gelendirme sonuçlar¬, talebin basit

bir zaman serisi modeli ile kabul edilebilir do¼grulukla öngörüsünün gerçekleştir-

ilebilece¼gini belirtmi̧slerdir. Ayr¬ca yazarlar, 11 Eylül 2001 tarihindeki terörist

sald¬r¬s¬n¬n ve 2004 yaz¬nda düşük maliyetli taş¬y¬c¬lar¬n piyasaya girmesi ile

Philadelphia Uluslararas¬havaliman¬yerel yolcu talebinin olumsuz yönde etki-

lendi¼gini tespit etmi̧slerdir.95

Aderoma, 1975-2006 dönemine ait y¬ll¬k tar¬msal üretim endeksi, imalat üre-

tim endeksi, gayri sa� yurtiçi has¬la, en�asyon oran¬ ve tüketici �yat endeksi

verilenden yararlanarak, çoklu regresyon yöntemi ile Nijerya�n¬n havayolu taş¬-

mac¬l¬¼g¬ için yurt içi yolcu talebi modelini geli̧stirmeye çal¬̧sm¬̧st¬r. Kullan¬lan

de¼gi̧skenlerden, uçak talebini aç¬klama da; tar¬msal üretim endeksi ve tüketici

�yat endeksi de¼gi̧skenlerinin de yük hareketi talebinin aç¬klanmas¬nda önemli

oldu¼gunu belirlemi̧stir. Yazar, yolcu ve eşya taş¬mac¬l¬¼g¬talebinin yeterince yük-

sek olmad¬¼g¬n¬, bunun sebebi olarak rota, planlama, güvenlik ve genel yönetim

sorunlar¬ndan kaynakland¬¼g¬n¬vurgulam¬̧st¬r.96

Ahmetzade, Ocak 1981-Aral¬k 2000 dönemi yurt içi yolcu say¬s¬ayl¬k veri-

lerini ve Ocak 1984-Aral¬k 2000 dönemi uluslararas¬ayl¬k yolcu veri setlerinden

yararlanarak trend modeli ve E.K.K. yöntemi ile 2001-2005 dönemi için Mehrabad

(·Iran) havaliman¬na yönelik yurtiçi ve uluslararas¬yolcu talebini öngörüsünü ayl¬k

95ABDELGHANY, A., ve GUZHVA, V. S., "A Time-Series Modeling Approach For Airport

Short-Tern Demand Forcasting", Airport Management , Volume: 5, 2010, s. 72-87
96ADEROMA, A., J., "Demand For Transport In Nigeria", Journol Of Economics, Vol-

ume: 1, 2010, s. 23-31
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olarak tahmin etmi̧stir. Yazar zaman serisi analizinde ilk olarak veri setlerinin

dura¼ganl¬k analizini ADF testi ile ve gra�k yard¬m¬ya gerçekleştirmi̧s, oluştur-

du¼gu iki modelin analizini R2, F ve D.W. istatistikleri yard¬m¬ile gerçekleştir-

mi̧stir. ·Iran� ¬n e¼gitim döneminde yolcu talebinin azald¬¼g¬n¬ tepit eden yazar

havaliman¬bak¬mlar¬n¬n bu dönemde yap¬lmas¬n¬tavsiye etmi̧stir. 2005 y¬l¬nda

yurtiçi yolcu talebinin %5,1 ve uluslararas¬yolcu talebinin de ise %1,5 oran¬nda

büyüme yaşanaca¼g¬n¬tespit etmi̧stir.97

Coldren, Koppelman, Kasturirangan veMukherjee, ele ald¬klar¬on beş de¼gi̧sken

üzerinden ABD�de bulunan tüm havaalanlar¬için, şehir çifti düzeyinde multino-

mial probit tahmin yöntemi ile toplam havayolu seyahat ve yol paylaş¬m¬n¬model-

lemeye çal¬̧sm¬̧slard¬r. Belirlenen on sekiz şehir çifti için yol seviyesi ve destek

taş¬y¬c¬karar verme de havayolu kullan¬c¬lar¬n¬etkileyen faktörleri belirleyerek;

toplam multinomial logit yöntem ve kapsaml¬veri kullan¬m¬ile havayolu talebi

için model geli̧stirmi̧slerdir. Oluşturduklar¬onsekiz ayr¬model içn, hizmet düzeyi,

ba¼glant¬kalitesi, taş¬y¬c¬, taş¬y¬c¬pazar varl¬¼g¬,uçak bileti, uçak boyutu ve türü,

ve uçuş günün saati farkl¬güzergah hizmet özellikleri için ba¼g¬ms¬z de¼gi̧skenler

olarak al¬nm¬̧st¬r. Yazarlar, elde ettikleri sonuçlar¬sezgisel olarak de¼gerlendirmi̧s;

do¼grulama testleri sonucunda modellerin mevcut yöntemlere göre daha iyi perfor-

mans gösterdi¼gini tespit etmi̧slerdir. Yapt¬klat¬detayl¬analiz, hizmet, ba¼glant¬

kalitesi, uçak tipi ve boyutu, kalk¬̧s saati, servis hizmeti, ücretler ve güzergah

seçimi taş¬y¬c¬yol düzeyinin göreceli önemi üzerinde gerçekleştirmi̧slerdir. Ayr¬ca

yol özelliklerinin tüm parametre tahminlerin onsekiz bölgesel kuruluş üzerinde

uyumlu oldu¼gunu tespit etmi̧slerdir.98

97AHMETZADE, F., "Model For Forecasting Passanger of Airport", Proceeding of the

2010 ·International Engineering Conference on Industrial Engineering and Opera-

tions Managment Dhaka, Bangladesh, January 9-10, 2010
98G·IL-ALANA, L., A., "Modelling International Monthly Arrivals Using Seasonal Univariate

Long-Memory Processes", Journal Of Transport Management, Volume. 9, 2003, s. 361-

369
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Sinh ve Das, Q4-2006 ve Q3-2008 çeyrek y¬ll¬k veri setinden yaralanarak,

hareketli ortalamalar, üstel düzleştirme, holts ve Winters yöntemleri ile Lufthansa

hava yollar¬n¬n Q4-2008 ile Q3-2009 dönemi için yolcu tra�¼ginin hareketlili¼gi

öngörüsünü gerçekleştirmi̧stir. Yazar kulland¬¼g¬dört yöntemin performanlar¬n¬

Mape, MSE, AE ve MAD ölçütlerini kullanarak kaŗs¬laşt¬rmi̧s; en iyi perfor-

mans¬Winters yönteminin gösterdi¼gini belirlemi̧stir. Yazarlar küresel ekono-

mideki düşüş, terörist sald¬r¬lar, güvenlik sorunlar¬ gibi olumsuz unsurlar¬ göz

ard¬ ederek Lufthansa hava yollar¬n¬n toplam yolcu tra�¼ginin hareketlili¼gi bir

bütün olarak ele alm¬̧slar; elde etti¼gi bulgular¬n, havayolu yöneticileri için hava-

yolu tra�¼gi konusunda bilgilendirmeyi amaçlam¬̧st¬r.99

Aleksive ve Seixas, 1978-1998 dönemine ait havaliman¬yolcu say¬s¬, GSY·IH

(Brezilya Gayri Sa� Yurtiçi Has¬la), YPD (bilet getirisi -kilometre baş¬na or-

talama bilet �yatlar¬) verileri ve bir kukla de¼gi̧sken kullanarak, ekonometrik

model ve Yapay Sinir A¼g¬yöntemi ile Brezilya�n¬n havayolu taş¬mac¬l¬¼g¬talebini

öngörülenmeye çal¬̧s¬lm¬̧slard¬r. Yazarlar ekonometrik modelde yer alan kukla

de¼gi̧sken ile de 1992 ve 1997 döneminde Brezilya ekonomisindeki düşüşü aç¬kla-

maya çal¬̧sm¬̧slard¬r. Hava taş¬mac¬l¬¼g¬yolcu analizi için geli̧stirdikleri Yapay sinir

a¼g¬tahmin yönteminin geleneksel ekonometrik yaklaş¬mdan daha iyi performans

sergi- ledi¼gini göstermi̧slerdir. Brezilya hava ulaş¬m¬yolcu tra�¼gine uygulanan

YSA model yaklaş¬m¬n¬n öngörüsünün klasik modele göre oldukça etkili oldu¼gunu

saptam¬̧slard¬r.100

99SINGH, A. K. ve Das D., "Forecasting The Tra�k Movement In Lufthansa Airlines: A

Supply Chain Perspective", Journal Of Services Research Y¬l 2010, Volume: 10, No:2, s.

63-77
100ALEKSEEV, K.P.G. ve SE·IXAS J.M., "A multivariate neural forecasting modeling for air

transport �Preprocessed by decomposition: A Brazilian application", Journal of Air Trans-

port Management, Y¬l: 2009, Volume: 15, s. 212-216
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3.2. Araşt¬rman¬n Amac¬ve Araşt¬rma Alan¬n¬n Seçimi

Bu araşt¬rman¬n amac¬; tek de¼gi̧skenli zaman serisi tahmin yöntemi ad¬alt¬nda

ele al¬nan; "mevsimsel Box-Jenkins metodolojisi" olarak adland¬r¬lan (SARIMA)

yöntem ve verilerin yap¬s¬na uygun modeller ile farkl¬mimarilere sahip yapay sinir

a¼g¬modellerinin, örnek içi ve örnek d¬̧s¬geçmi̧se yönelik kestirim do¼gruluklar¬n¬

kaŗs¬laşt¬rarak en yüksek do¼grulu¼gu sa¼glayan modelin belirlenmesi ve belirlenen

model yard¬m¬yla Ocak 2011 �Aral¬k 2011 dönemi için Antalya Havaliman¬�na

yönelik k¬sa dönemli uluslararas¬yolcu talebinin aylar itibariyle öngörüsünün oluş-

turulmas¬d¬r.

Bu konuda daha önce Antalya havaliman¬na yönelik k¬sa dönemli uluslararas¬

yolcu talebi öngörüsü ile ilgili bir çal¬̧sma bulunmamaktad¬r.

Fakat Antalya iline yönelik, Güngör ve Çuhadar (2005) ve Çuhadar, Güngör

ve Göksu (2009) taraf¬ndan yap¬lan çal¬̧smalarda, turist say¬s¬ tahminleri k¬sa

dönemli ayl¬k olarak öngörülenmi̧stir.

Bu araşt¬rmada Antalya havaliman¬na yönelik k¬sa dönemli ayl¬k uluslararas¬

yolcu talebi öngörüsü yap¬lmas¬planlanm¬̧st¬r. Yap¬lacak tahminler ile; merkezi

ve yerel kamu yönetimleri taraf¬ndan haz¬rlanan turistik geli̧sme planlar¬ için

bir zemin oluşturmak; ilgili i̧sletme yöneticilerinin ayl¬k planlamalar¬nda karar

almalar¬n¬ kolaylaşt¬rmak ve literatüre katk¬ sa¼glanmas¬, çal¬̧sman¬n amaçlar¬

aras¬ndad¬r.

Uygulaman¬n Antalya Havaliman¬�na yönelik olarak belirlenmesindeki amaçlar;

1) Antalya ilinin sahip oldu¼gu tarihi, do¼gal ve kültürel turizm potansiyeli

nedeniyle Antalya Havaliman¬d¬̧s hatlar yolcu say¬s¬n¬n yüksek ve düzenli olmas¬,

2) Türkiye�ye gelen ziyaretçilerin başl¬ca turistik merkezlere göre da¼g¬l¬m¬

içerisinde Antalya�n¬n en büyük paya sahip olmas¬olarak s¬ralanabilir.
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3.3. Araşt¬rma Kullan¬lan Veriler

Araşt¬rmada, Antalya Havaliman¬uluslar aras¬yolcu talebinin ölçüsü olarak

giri̧s yapan toplam uluslararas¬yolcu say¬lar¬kullan¬lm¬̧st¬r. Literatürde yolcu

talebinin ölçüsü olarak gelen yolcu say¬lar¬; ini̧s yapan uçak say¬s¬verileri, GSYH,

döviz kuru de¼gi̧sim pranlar¬, kullan¬lmaktad¬r. Bunlar aras¬ndan en fazla kul-

lan¬lan ölçüt gelen yolcu say¬lar¬d¬r.

Song ve Witt, inceledikleri 1990-2004 y¬llar¬aras¬nda yap¬lm¬̧s k¬rk beş çal¬̧s-

man¬n otuz yedisinde uluslararas¬ turizm talebinin ölçüsü olarak toplam ulus-

lararas¬yolcu say¬lar¬n¬n kullan¬ld¬¼g¬n¬belirtmi̧slerdir.101

Çal¬̧smada, Antalya Havaliman¬ndan Ocak-2004 ile Aral¬k 2010 döneminde

giri̧s yapan yolcu say¬lar¬kullan¬lm¬̧st¬r. Veriler, Devlet HavaMeydanlar¬·I̧sletmesi

Genel Müdürlü¼günden temin edilmi̧stir. Ayl¬k veriler, mevsim ve trend bileşen-

lerinin ele al¬narak daha detayl¬ incelemeler yap¬labilmesi için tercih edilmi̧stir.

Araşt¬rmada kullan¬lan Ocak 2004�Aral¬k 2010 dönemine ait Antalya Havali-

man¬na gelen ayl¬k uluslararas¬yolcu say¬s¬verileri Ek-1�de verilmi̧stir.

3.4. Araşt¬rman¬n Yöntemi

Çal¬̧smada öncelikle, verilerin yap¬s¬na uygun yöntemlerin belirlenebilmesi ama-

c¬yla verilerin zaman serisi özellikleri analiz edilerek seriyi etkileyen temel bileşen-

ler incelenecektir. Verilerin bileşenlerinin incelenmesinden sonra, mevsimsel Box-

Jenkins yöntemi ve verilerin yap¬s¬na uygun modeller ve farkl¬mimarilere sahip

yapay sinir a¼g¬modelleri ile Ocak 2010 ve Aral¬k 2010 dönemi için Antalya Hava-

liman¬k¬sa dönem uluslararas¬yolcu say¬s¬kestirimleri yap¬lacakt¬r. Modellerin

ürettikleri kestirim de¼gerleri, gerçekleşmi̧s Ocak 2010 ve Aral¬k 2010 dönemi yolcu

say¬lar¬ile kaŗs¬laşt¬r¬larak, hangi yöntemin gerçek de¼gere daha yak¬n öngörüde

bulundu¼gu belirlenecektir. Her bir yöntemin öngörü do¼grulu¼gu, �Kök Ortalama

101SONG, H. ve WITT, S., a. g.e., s. 216
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Kare Hata (KOKH)�ve �Ortalama Mutlak Yüzde Hata (OMYH)�istatistikleri

yard¬m¬yla de¼gerlendirilecektir. Yap¬lacak de¼gerlendirmeler neticesinde en yüksek

kestirim do¼grulu¼gunu sa¼glayan yöntem ve model kullan¬larak, Ocak 2011 ve

Aral¬k 2011 dönemi için aylar itibariyle Antalya Havaliman¬na yönelik uluslararas¬

yolcu talebi öngörüsü geçekleştirilecektir.

3.5. Araşt¬rma Bulgular¬

3.5.1. Mevsimsel Box-Jenkins Yönteminin Uygulanmas¬

Çal¬̧smada kullan¬lan, Ocak 2004-Aral¬k 2010 döneminde Antalya Havaliman¬n-

dan giri̧s yapan ayl¬k uluslararas¬yolcu say¬s¬verilerinin, %85�i (72 ay) olan Ocak

2009-Aral¬k 2009 gözlem de¼gerleri kestirim için; %15� i de (12 ay) Ocak 2010-

Aral¬k 2010 kestirim performans¬n¬n de¼gerlendirilmesi amac¬ile test verisi olarak

kullan¬lm¬̧st¬r.

Öncelikle Ocak 2009-Aral¬k 2009 dönemi verilerinin, seriyi etkileyen temel

bileşenleri betimlemek amac¬yla verilerin zaman yolu gra�¼gi incelenmi̧stir.
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Şekil 3.1 Antalya Havaliman¬Uluslararas¬Yolcu Serisi Gra�¼gi

Şekil 3.1 �deki gra�kten serinin, artan bir trend ile birlikte mevsimsel dalgalan-

malar¬n etkisinde oldu¼gu gözlenmektedir.

Dalgalanma, birbirini izleyen y¬llar¬n nisan aylar¬ndan itibaren artmaya başla-

yarak Temmuz ve A¼gustos aylar¬nda en yüksek de¼gere ulaşmas¬ve Ocak aylar¬nda

en düşük de¼geri almas¬şeklinde meydana gelmektedir.

Ocak 2004-Aral¬k 2009 döneminde Antalya iline gelen uluslararas¬ yolcular

serisinin (ANT) zamana göre seyrini gösteren şekil 3.1�den; serinin ortalamada

ve varyansta dura¼gan olmad¬¼g¬, ayr¬ca mevsimsel bileşenin zaman içinde de¼gi̧sti¼gi

görülmektedir.

Serinin mevsimsel bileşeninin zaman içinde sabit olmad¬¼g¬durumda orijinal

serinin sabit mevsimsel de¼gi̧smeler içeren bir seriye dönüştürülmesi gerekmekte,

bu da genellikle gözlem de¼gerlerinin do¼gal logaritmas¬al¬narak yap¬lmaktad¬r. Bu

nedenle seri (ANT) logaritmik dönüşüme tabi tutulmuş, logaritmas¬al¬nan Ocak
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2004-Aral¬k 2010 döneminde Antalya Havaliman¬na gelen uluslararas¬ yolcular

serisinin (LnANT) zaman gra�¼gi, şekil 3.2�de verilmi̧stir.

Şekil 3.2 LnANT Serisi Zaman Gra�¼gi

Şekil 2.2�de LnANT serisinin ortalamada dura¼gan olmad¬¼g¬, ancak varyansta du-

ra¼ganl¬¼g¬n¬n sa¼gland¬¼g¬, yani mevsimsel bileşeninin sabit hale geldi¼gi görülmekte-

dir.

LnANT serisinin dura¼ganl¬¼g¬n¬n s¬nanmas¬ için Geni̧sletilmi̧s Dickey-Fuller

(ADF) testi uygulanm¬̧s ve sonuçlar¬aşa¼g¬da verilmi̧stir.

Tablo 3.1. LnANT Serisinin Geni̧sletilmi̧s Dickey-Fuller

(ADF) testi Sonuçlar¬

t-·Istatisti¼gi Anlaml¬l¬k*

Geni̧sletilmi̧s Dickey-Fuller ·Istatisti¼gi 0,187404 0.7372

Test kritik de¼gerleri: 1% level -2,604073

5% level -1,946348

10% level -1,613293

*Birim kök mevcut oldu¼gu hipotezini reddetmek için Mc Kinnon kritik de¼geri
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Tablo 3.1 deki ADF testi sonucuna göre, LnANT serisinin birim köke sahip

(p = 0:7372 > 0; 05) oldu¼gu anlaş¬lmaktad¬r. Dolay¬s¬yla bu test, logaritmik

dönüşüme tabi serinin �regular fark¬�n¬n al¬nmas¬gerekti¼gini göstermi̧stir. Bu

nedenle LnANT serisinin birinci regular fark¬al¬nm¬̧s ve elde edilen birinci mer-

tebeden fark¬al¬nm¬̧s logaritmik dönüşüme tabi serinin (� LnANT) serinin otoko-

relasyon ve k¬smi otokorelasyon fonksiyonu tablo 3.2�deki korelogram¬nda veril-

mi̧stir.
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Tablo 3.2 �LnANT Serisinin Korelogram¬

Tablo 3.2�deki birinci mertebeden regular fark¬ al¬nm¬̧s LnANT (� LnANT)

serisine ait kolerogram incelendi¼ginde, gecikme uzunlu¼gu artarken otokorelasyon

fonksiyonunun azald¬¼g¬ve otokorelasyon katsay¬s¬n¬n üçüncü, k¬smi otokorelasyon

katsay¬s¬n¬n da ikinci gecikmede s¬f¬r¬kesti¼gi görülmektedir. Bu durumda logar-

itmik dönüşüme tabi serinin birinci fark¬n¬n al¬nmas¬ile elde edilen Fark LnANT
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serisinin dura¼gan oldu¼gu söylenebilir. Elde edilen serinin dura¼ganl¬¼g¬n¬n s¬nan-

mas¬amac¬yla uygulanan ADF testinin sonuçlar¬aşa¼g¬da verilmi̧stir.

Tablo 3.3 �LnANT Serisinin Geni̧sletilmi̧s Dickey-Fuller

·Istatisti¼gi Sonuçlar¬

t-·Istatisti¼gi Anlaml¬l¬k

Geni̧sletilmi̧s Dickey-Fuller ·Istatisti¼gi -2,703182 0.0077

Test kritik de¼gerleri: 1% level -2,604746

5% level -1,946447

10% level -1,613238

*Birim kök mevcut oldu¼gu hipotezini reddetmek için Mc Kinnon Kritik de¼geri

Tablo 3.3�deki ADF testi sonucuna göre �LnANT serisi için birim kökün mevcut

oldu¼gu hipotezi reddedilmi̧s (p = 0; 0077 < 0; 05) ve logaritmik dönüşüme tabi

serinin birinci dereceden dura¼gan oldu¼gu sonucuna ulaş¬lm¬̧st¬r.

Tablo 3.2�de verilen�LnANT serisine ait korelogram incelendi¼ginde, mevsim-

sel gecikmelerde (1; 12; 24; :::) otokorelasyon katsay¬lar¬n¬n birbirlerine benzer bir

yap¬ortaya koyduklar¬ve bu yap¬lar¬n di¼ger gecikmelerde de devam etti¼gi göz-

lenmektedir. Ayr¬ca mevsimsel gecikmelerde otokorelasyon katsay¬lar¬n¬n büyük

olduklar¬ve yavaş bir şekilde azald¬klar¬görülmektedir.

Otokorelasyon katsay¬lar¬n¬n mevsimsel gecikmelerde zirveye ulaşt¬¼g¬n¬n görül-

mesi ve yavaş bir şekilde azalmalar¬, �mevsimsel dura¼gan olmaman¬n�göstergesi

olarak kabul edilmektedir. Bu durumda mevsimsel fark alman¬n uygun oldu¼guna

karar verilmi̧stir. �LnANT serisinin �mevsimsel fark¬�al¬nm¬̧s ve elde edilen bir-

inci mertebeden mevsimsel fark¬al¬nm¬̧s birinci mertebeden regular fark¬al¬nm¬̧s

logaritmik dönüşüme tabi ( ��12LnANT) serinin zaman yolu gra�¼gi şekil 3.3�de

verilmi̧stir.
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Şekil 3.3 ��12 LnANT Serisinin Zaman Yolu Gra�¼gi

Şekil 3.3 de serinin mevsimsellikten ar¬nd¬r¬ld¬¼g¬ve sabit bir ortalama etraf¬nda

rassal olarak dalgaland¬¼g¬görülmektedir.

��12LnANT serisine ait otokorelasyon ve k¬smi otokorelasyon fonksiyonu

de¼gerleri tablo 3.4�deki korelogramda verilmi̧stir.
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Tablo 3.4 ��12LnANT Serisinin Korelogram¬

Tablo 3.4�deki kolerogram incelendi¼ginde, yap¬lan dönüşümler neticesinde du-

ra¼ganl¬k özelli¼gi gösteren seride trend ve mevsimsel etkilerin kalmad¬¼g¬gözlen-

mektedir. Güven s¬n¬rlar¬d¬̧s¬nda kalan otokorelasyon katsay¬s¬n¬n olmad¬¼g¬

gözlemlenmi̧stir.
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Box-Jenkins yöntemi ile model kurma sürecinin ilk aşamas¬, deneme niteli¼gin-

deki modellerin belirlenmesidir. Bu aşamada oto korelasyon ve k¬smi oto kore-

lasyon fonksiyonlar¬ile seriye uygulanan dönüşümlerden yararlan¬lmaktad¬r.

Antalya Havaliman¬ uluslararas¬ yolcu say¬s¬ verisinin birinci regular fark¬

ve birinci derece mevsimsel fark¬ al¬narak serinin dura¼ganl¬¼g¬n¬n sa¼gland¬¼g¬ ve

mevsimsel etkilerden ar¬nd¬¼g¬tespit edildi¼gi için,

Regular fark için d = 1; Mevsimsel fark için D = 1 (s = 12)

uygun fark alma mertebeleri olarak belirlenmi̧stir.

Tablo 3.4� deki korelogram analizi incelemesi sonucunda, otokorelasyon ve

k¬smi otokorelasyon fonksiyonlar¬nda birinci kayd¬rmalarda güven s¬n¬rlar¬d¬̧s¬na

ç¬k¬ld¬¼g¬; mevsimsel kayd¬rmalarda (k = 12) ise otokorelasyon fonksiyonlar¬nda

birinci kayd¬rmalarda güven s¬n¬rlar¬d¬̧s¬na ç¬k¬ld¬¼g¬görülmektedir. Dolay¬s¬ile

aday modellerin;

Tablo 3.5. Belirlenen Aday Modeller

ARIMA(1; 1; 1) (0; 1; 1)12 = SARIMA(1; 1; 1) (0; 1; 1)

ARIMA(1; 1; 0) (0; 1; 1)12 = SARIMA(1; 1; 0) (0; 1; 1)

ARIMA(0; 1; 1) (0; 1; 1)12 = SARIMA(0; 1; 1) (0; 1; 1)

olabilece¼gi kanaatine var¬lm¬̧st¬r. En yüksek do¼gruluk derecesi veren modelin

bulunabilmesi için aday modeller denenmi̧stir. Model belirleme i̧slemi uzun ve

detayl¬i̧slemler gerktirdi¼gi için bilgisayar yaz¬l¬mlar¬ndan faydalanmaktad¬r. Mo

dellerle ilgili tüm i̧slemler Eviews 7.0 paket program¬ile yap¬lm¬̧st¬r.102

SARIMA(1; 1; 1) (0; 1; 1) modelinin parametrelerinin istatistiksel olarak an-

lams¬z oldu¼gu, dolay¬s¬yla modelin geçerlili¼ginin olmad¬¼g¬tespit edilmi̧stir.

SARIMA(1; 1; 0) (0; 1; 1) ve SARIMA(0; 1; 1) (0; 1; 1)modellinin parametrele-

rinin istatistiksel olarak anlaml¬ oldu¼gu, dolay¬s¬yla aday model olma durum-

102EV·IEWS VERSION 7.0, QUANTITATIF MICRO SOFTWARE INK.
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lar¬n¬n devam etti¼gi için hangi modelin kullan¬laca¼g¬na karar vermek üzere model

seçim kriterleri incelenmi̧stir. Modellere ait eviews ç¬kt¬lar¬say¬s¬verileri Ek-2�

de verilmi̧stir.

Tablo 3.6. Aday Modellerin Seçim Kriter De¼gerleri

Model R2 Düz.R2 AIC SIC

SARIMA(1; 1; 0)(0; 1; 1) 0.539876 0.531660 -1.559948 -1.488898

SARIMA(0; 1; 1)(0; 1; 1) 0.533095 0.524904 -1.556322 -1.485897

Tablo 3.6 incelendi¼ginde SARIMA(1; 1; 0)(0; 1; 1) modeline ait R2, Düz.R2, AIC

ve SIC de¼gerlerinin SARIMA(0; 1; 1)(0; 1; 1) modeline ait de¼gerlerden daha iyi

oldu¼gu görülmektedir. Tablo 3.6 deki sonuçlar, logaritmik dönüşüm uygulan-

m¬̧s Antalya Havaliman¬na gelen uluslararas¬yolculer serisi için uygun modelin

"Çarp¬msal-Mevsimsel ARIMA Modeli�olarak ifade edilen

SARIMA(1; 1; 0)(0; 1; 1) oldu¼gunu göstermektedir. Dolay¬s¬yla tahmin modeli

olarak SARIMA(1; 1; 0)(0; 1; 1) modeli seçilmi̧s ve ileri yönelik öngörü bu model

yard¬m¬ile yap¬lm¬̧st¬r. Eviews 7.0 paket program¬ile elde edilen son paramet-

re tahminleri ve parametrelere ait istatistiksel de¼gerler tablo 3.7.�de verilmi̧stir.

Modele ait parametreler

Tablo 3.7 SARIMA(1; 1; 0)(0; 1; 1) Model Parametreleri

De¼gi̧sken Tahmin S. Hata t-·Ist Olas¬l¬k

AR(1) -0.364960 0.124314 -2.935799 0.0048

MA(12) -0.898903 0.025788 -34.85806 0.0000

biçiminde hesaplanm¬̧st¬r. Yukar¬da elde edilen tahmin sonuçlar¬ndan hareket-

le, Antalya Havaliman¬na gelen uluslararas¬ yolcular serisi için uygun bulunan

SARIMA(1; 1; 0)(0; 1; 1) modelinin aç¬l¬m¬

��12LNTi = (1�B)
�
1�B12

�
LNTi

=
(1� (0)B) (1� (0:89)B12)
(1� (0:36)B) (1� (0)B12)"t

=
(1� 0:89B12)
(1� 0:36B) "t
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olarak ifade edilir.

Belirleme ve parametre tahminlerinin belirlenmesinden sonra model art¬k-

lar¬n¬n (residuals) analizine geçilmiçtir. Elde edilen SARIMA(1; 1; 0)(0; 1; 1)

modelinin art¬klar¬na ait otokorelasyon ve k¬smi otokorelasyon fonksiyonu tablo

3.8�de verilen korelogram yard¬m¬ile incelenmi̧stir.

Tablo 3.8. Model Art¬klar¬na Ait Korelogram
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Tablo 3.8�deki korelogram, model art¬klar¬na ait OKK ve KOKK�lar¬n¬n, güven

s¬n¬rlar¬ içinde yer ald¬¼g¬ görülmekte, bunun da modelin yeterlili¼gi için önemli

bir kriter oldu¼gu kabul edilmektedir. Bu aşamada model art¬klar¬n¬n temiz dizi

(W-N) olup olmad¬¼g¬ (aralar¬nda otokorelasyon olup olmad¬¼g¬n¬) s¬namak için

Q� istatisti¼gi de¼gerlerine bak¬lm¬̧st¬r. s¬f¬rdan farkl¬ istatistiksel olarak anlaml¬

28 otokorelasyon oldu¼gu için Q� = 19:145 ve �226 = 28; 412 olarak (� = 0; 05)

hesaplanm¬̧st¬r. Bu sonuç ile

�2Tablo > Q
�
Hesap

oldu¼gu için modele ait art¬klar aras¬nda önemli otokorelasyon olmad¬¼g¬n¬, art¬klar

serisinin rassal bir sürece sahip oldu¼gunu dolay¬s¬yla seçilen modelin uygun oldu¼gu

tespit edilmi̧stir.

Öngörü için uygun bulunan SARIMA(1; 1; 0)(0; 1; 1) modelinde logaritmik

dönüşüme tabi seri de¼gerleri kullan¬ld¬¼g¬ndan dolay¬, öngörünün orjinal veri cinsin-

den ifade edilebilmesi için sonuçlar¬n anti-logaritmalar¬al¬nm¬̧st¬r. Modelin An-

talya Havaliman¬na gelen turistler serisine uygulanmas¬ile elde edilen Ocak 2010�

Aral¬k 2010 dönemine ait öngörü de¼gerleri ile ayn¬döneme ait gerçekleşmi̧s de¼ger-

ler üzerinde yap¬lan öngörü do¼grulu¼gu ölçüm sonuçlar¬

OMYH = 10; 104

HKOK = 69701

olarak hesaplanm¬̧st¬r.

3.5.2. Yapay Sinir A¼g¬Yönteminin Uygulanmas¬

Son y¬llarda, zaman serisi tahminlerinde kullan¬lmaya başlayan yöntemler-

den birisi yapay sinir a¼glar¬d¬r. Yapay sinir a¼glar¬kullan¬larak mevsimsel zaman

serilerinin tahmini üzerine yap¬lan uygulamalarda, mevsimsel zaman serilerinin

tahmininde iyi sonuç elde etmek için mevsimsel etkinin giderilmesi gerekti¼gini,
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yani mevsimsel etkilerden ar¬nd¬r¬lm¬̧s serinin kullan¬lmas¬grekti¼gini söylenirken,

di¼ger uygulamalarda ise yapay sinir a¼glar¬n¬n mevsimsel etkileri ö¼grenme ka-

biliyetine sahip oldu¼gunu ve herhangi bir ön i̧sleme yapmaya gerek olmad¬¼g¬n¬

belirtmi̧slerdir.

Ocak 2004�Aral¬k 2009 döneminde Antalya Havaliman¬na gelen uluslararas¬

yolculer serisinin yapay sinir a¼glar¬ile modellenmesinde, orijinal seri (OS) ve veri

seti kullan¬larak oluşturulan farkl¬a¼g yap¬lar¬n¬n öngörü başsar¬lar¬incelenmi̧stir.

Çal¬̧smada kullan¬lan 84 ayl¬k verinin, %85�i e¼gitim (72 ay), %15�i de test verisi

(12 ay) şeklinde rassal olarak grupland¬r¬lm¬̧s ve (OS) için alt¬farkl¬veri seti oluş-

turulmuştur. Bu veri setlerine yöntemin uygulanmas¬�Matlab 10.0�bilgisayar

program¬�n¬n yapay sinir a¼glar¬modülü (Neural Network Toolbox) ile gerçek-

leştirilmi̧stir.103 Veriler, bilgisayara girilmeden önce normalize edilmis, yani �0 ile

1�aras¬nda bir de¼ger alabilmesi için tüm veriler serideki en büyük say¬dan daha

büyük bir say¬ya bölünerek elde edilen rakamlar kullan¬lm¬̧st¬r.

Orjinal serilerinin yapay sinir a¼g¬ile modellenmesinde, giri̧s katman¬nda farkl¬

zaman gecikmelerindeki seri de¼gerleri (yt�12, yt�24 ve yt�36), ç¬k¬̧s katman¬nda ise

gecikmesiz seri de¼gerleri (yt) kullan¬lm¬̧st¬r. Oluşturulan üç veri setinin her biri

için iki gizli katman ve de¼gi̧sik nöron say¬lar¬(1-32 aras¬nda) ile modeller kurul-

muş ve farkl¬iterasyon (epoch: 200-3000) say¬lar¬nda denemeler yap¬larak e¼gitim

gerçeklestirilmi̧stir. E¼gitim sonras¬nda, herbir seri için Ocak 2010- Aral¬k 2010

y¬l¬için kestirim de¼gerleri elde edilmi̧stir. Test için ayr¬lan veriler ile kurulan tüm

modellerden elde edilen kestirim de¼gerleri test edilmi̧stir. Test i̧slemi sonucunda

bulunan öngörü de¼gerleri, gerçek de¼gerlerle kars¬laşt¬r¬lm¬̧s ve önce her grup için,

daha sonra tüm gruplar aras¬ndan hata kareleri ortalamas¬n¬n karekökü (HKOK)

ve ortalama mutlak yüzde hata (OYMH) ölçüleri dikkate al¬narak de¼gi̧sik mimar-

ilere sahip yapay sinir a¼g¬modellerinin öngörü performanslar¬kaŗs¬laşt¬r¬lm¬̧st¬r.

103MATLAB Neural Network Toolbox, Version R2010a, Math Works Inc.
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Farkl¬mimarilere sahip yapay sinir a¼g¬modelleri ile yap¬lan denemelerden elde

edilen öngörü sonuçlar¬tablo 3.9�da özet olarak verilmi̧stir.

Tablo 3.9. Farkl¬Mimarilere Sahip YSA Modelleri ·Ile Yap¬lan

Deneme Sonuçlar¬

Kullan¬lan Zaman Serisi Seri 1 Seri 1 Seri 2 Seri 2 Seri 3 Seri 3

Giri̧s Katman¬ yt�12 yt�12 yt�24 yt�24 yt�36 yt�36

Giri̧s Katman¬Say¬s¬ 1 1 2 2 3 3

Gizli Katman Say¬s¬ 2 2 2 2 2 2

Gizli Katmandaki

Nöron Say¬s¬
11 32 11 32 11 32

Ç¬k¬̧s Katman¬ yt yt yt yt yt yt

OYMH (%) 7; 759 17; 066 11; 231 17; 676 24; 732 34; 163

HKOK 38728 89152 119615 568323 272320 171730

Tablo 3.9 incelendi¼ginde zaman serisi modellemesinde kullan¬lan sinir a¼g¬mod-

elinin, gizli katmandaki nöron say¬lar¬artt¬kça, kestirim performanslar¬n¬n düştü¼gü

gözlemlenmi̧stir. Orijinal seri de¼gerleri kullan¬larak oluşturulan k = 12 gecikmeli

�Seri 1�in en düşük OYMH sahip oldu¼gu görülmektedir. Modele ait OYMH ve

HKOK de¼gerleri, gerçekleşmi̧s havaliman¬yolcu de¼gerleri ile yapay sinir a¼g¬mod-

elinden elde edilen öngörü sonuçlar¬aras¬ndaki sapmalar¬n çok küçük oldu¼gunu

göstermektedir. Modelde bir giri̧s katman¬, iki gizli katman ve bir ç¬k¬̧s katman¬

bulunmaktad¬r. Giri̧s katman¬nda bir, birinci gizli katmanda onbir, ikinci gizli

katmanda onbir ve ç¬k¬̧s katman¬nda ise bir nöron bulunmaktad¬r. YSA e¼giti-

minde kullan¬lan Seri 1, Seri 2 ve Seri 3 veri setleri EK-3 de verilmi̧stir.
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Şekil 3.4. Denemeler Sonucunda Elde Edilen YSA Modeli

�Seri 1�verisi kullan¬laeak elde edilen 1:11:11:1 mimarili yapay sinir a¼g¬modeli

şekili 3.4�verilmi̧stir.

3.5.3. Yöntemlerin Kaŗs¬laşt¬rmas¬ve Antalya Havaliman¬K¬sa Dönem

Uluslararas¬Yolcu Talebinin Öngörülenmesinin Yap¬lmas¬

Antalya Havaliman¬n yönelik uluslararas¬yolcu talebi tahminlerinde kullan¬la-

cak uygun modelin belirlenmesi amac¬yla gelen uluslararas¬yolcular serisine uygu-

lanan yöntemlerden elde edilen öngörü de¼gerleri ile gerçekleşmi̧s de¼gerler üzerinde

yap¬lan do¼gruluk ölçümü sonuçlar¬tablo 3.10�de verilmi̧sitr.

Tablo 3.10 Yöntemlerin Öngörü Do¼gruluklar¬n¬n Kaş¬laşt¬r¬lmas¬

Yöntem OYMH (%) HKOK

SARIMA(1; 1; 0)(0; 1; 1) 10; 104 69701

Yapay Sinir A¼g¬ 7; 759 38728

Tablo 3.10�da görüldü¼gü gibi yapay sinir a¼glar¬ve zaman serisi mevsimsel Box-

Jenkins yöntemleri ile yap¬lan öngörüler iyi sonuçlar vermi̧stir. Ancak, den-

emeler sonucunda elde edilen 1:11:11:1 mimarisine sahip YSA n¬n, zaman serisi
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SARIMA(1; 1; 0)(0; 1; 1) yöntemi ile elde edilen modele göre daha düşük sapma

de¼gerlerine sahip oldu¼gu görülmektedir.

Uygulanan yöntemlerin öngörü do¼gruluklar¬n¬n kaŗs¬last¬r¬lmas¬neticesinde,

2011 y¬ll¬için Antalya Havaliman¬na yönelik uluslararas¬yolcu talebi tahminleri

için 1:11:11:1 mimarisine sahip YSA modelinin kullan¬lmas¬na karar verilmi̧stir.

Analizler sonocunda elde edilen YSA yöntemi ile Ocak 2011-Aral¬k 2011 döne-

minde Antalya Havaliman¬ndan giri̧s yapmas¬beklenen ayl¬k uluslararas¬yolcu

say¬s¬öngörü gerçekleştirilmi̧s ve elde edilen öngörü de¼gerleri tablo 3.11�de veril-

mi̧stir.

Tablo 3.11. 2011 Y¬ll¬Antalya Havaliman¬

Uluslararas¬Yolcu Talebi Öngörü De¼gerleri

Ocak 2011 123815 Temmuz 2011 1395544

Şubat 2011 155528 A¼gustos 2011 1395313

Mart 2011 211149 Eylül 2011 1398994

Nisan 2011 437971 Ekim 2011 900516

May¬s 2011 1049861 Kas¬m 2011 184388

Haziran 2011 1261155 Aral¬k 2011 128578
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SONUÇ VE ÖNER·ILER

Gelece¼ge ili̧skin kararlar¬n al¬nmas¬ problemleminde belirsizlikler nedeniyle

etkin bir öngörü yap¬lmas¬zorlaşmaktad¬r. Belirsizlik giderilemese de azalt¬la-

bilmesi mümkündür. Bu da iyi bir şekilde modellenmi̧s öngörülerle gerçekleştiri-

lebilir. ·Iyi bir öngörü, en az hatay¬veren tutarl¬sonuçlar üreten öngörüdür.

Do¼grusal zaman serileri k¬sa ve orta dönem öngörüsünde başar¬l¬ bir yön-

tem oldu¼gu bilinen Box- Jenkins modelleri, ayn¬başar¬y¬do¼grusal olmayan za-

man serilerinde gösterememektedir. Di¼ger taraftan gerçek hayata ili̧skin zaman

serileri ço¼gu zaman do¼grusal de¼gildir. Bu nedenle, zaman serileri ile kestirim-

de Box-Jenkins modellerinden daha iyi sonuç verebilecek yeni yöntemler aray¬̧s¬

süregelmektedir. Alternatif yöntemlerden biri de Yapay Sinir A¼g¬yöntemidir.

Yapay Sinir A¼glar¬n¬n, başar¬ ile kullan¬ld¬¼g¬alanlardan biri de gelece¼gi ke-

stirim problemleridir. 1980�li y¬llardan beri, bir kestirim arac¬olarak kullan¬l-

maktad¬r. Zaman serileri kestiriminde başar¬l¬sonuçlar verip vermedi¼gini araşt¬r-

mak için bir çok çal¬̧sma yap¬lm¬̧st¬r. Bu çal¬̧smalar¬n bir k¬sm¬Yapay Sinir A¼g¬

tekniklerinin, geleneksel yöntemlerden daha iyi sonuç verdi¼gini söylerken bir k¬sm¬

da herhangi bir farkl¬l¬k olmad¬¼g¬n¬ileri sürmektedir.

Bu çal¬̧smada, Yapay Sinir A¼glar¬�n¬n bir öngörü arac¬olarak uygulamada

geni̧s kabul gören Box-Jenkins modellerinden farkl¬l¬¼g¬n¬n olup olmad¬¼g¬araşt¬r¬la-

rak çal¬̧smada kullan¬lan Antalya Havaliman¬verileri serisinin trende sahip ol-

mas¬ve mevsimsel bileşenin etkilerini taş¬mas¬nedeniyle bu tip seriler için uy-

gun oldu¼gu belirtilen �Çarp¬msal �Mevsimsel Box-Jenkins�yöntemi ile yap¬lan

öngörülerin oldukça iyi sonuçlar verdigi gözlemlenmi̧stir. Box-Jenkins model-

leri, çeşitli model seçenekleri aras¬nda uygun olan¬ seçme ve seçilen modelin

her aşamada incelenen seriye uygunlu¼gunu denetleme gibi üstünlüklere sahiptir.

�Mevsimsel Box-Jenkins� yönteminin di¼ger yöntemlere göre üstünlü¼günün ise,
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mevsimselli¼gi modelde tan¬mlamas¬oldu¼gu vurgulanmaktad¬r. Ancak, çal¬̧smada

kullan¬lan yöntemler içerisinde en yüksek öngörü do¼grulu¼gunu sa¼glayan ve gerçek

de¼gerlere en yak¬n sonuçlar¬veren yöntemin, �Yapay Sinir A¼glar¬�yöntemi oldu¼gu

tespit edilmi̧stir.

Yapay sinir a¼glar¬n¬n, sahip olduklar¬farkl¬özellikleri sayesinde talep öngörüsü

oluşturmada geleneksel yöntemlere alternatif olarak kullan¬labilece¼gi söylenebilir.

Yapay sinir a¼g¬algoritmalar¬n¬n, do¼grusal olmayan ve dinamik sistemleri model-

lemede yararl¬ oldu¼gu bir çok arast¬rmac¬ taraf¬ndan kabul edilmektedir. An-

cak istatistiksel yöntemler beraberinde sorun alan¬na ili̧skin anlaş¬labilir ve yo-

rumlamaya imkan veren parametreler üretmesine kaŗs¬n, yapay sinir a¼glar¬ndaki

ba¼glant¬ a¼g¬rl¬klar¬n¬ henüz yorumlama imkan¬ bulunmamaktad¬r. Bu nedenle

yapay sinir a¼glar¬ile ulaş¬lan sonuçlarda modelin kapal¬bir kutu olarak kald¬¼g¬

da unutulmamal¬d¬r.

Antalya Havaliman¬ uluslararas¬ yolcu talep öngörüsünün son zamanlarda

Arab ülkelerinde (M¬s¬r, Suriye, Tunus, Libya) yaşanan iç kar¬̧s¬kl¬klar ve Yu-

nanistan�da yaşanan ekonomik bunal¬m¬n nedeni, bu ülkelerin uluslararas¬yolcu

talebinin Türkiye�ye kaymas¬ ihtimali dikkate al¬n¬rsa, mevcut Antalya Havali-

man¬uluslararas¬yolcu talep öngörüsü de¼gerlerinin üzerinde bir talebe ulaş¬la-

ca¼g¬söylenebilir. Ancak ·Insan davran¬̧slar¬n¬n önceden kestirilemeyece¼gi dikkate

al¬nmal¬d¬r.

·Ileriye yönelik yap¬lacak çal¬̧smalar için; farkl¬mimarilere sahip yapay sinir

a¼g¬modelleri kullan¬larak, havalimanlar¬na yönelik yurt içi ve uluslararas¬yolcu

talebi çal¬̧smalar¬önerilebilir.
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EK-1 

Antalya Havalimanın' dan Giriş Yapan Aylık Uluslararası Yolcu Sayıları  

(2004-2010) 

 
2004 2005 2006 2007 2008 2009 2010 

Ocak  124585 154316 121648 104464 123382 88922 88922 
Şubat 162929 181818 118177 132576 145458 119193 119193 
Mart 215444 312486 204142 223001 260322 193086 193086 
Nisan 400132 443696 436646 436428 452217 423508 423508 
Mayıs 687994 842834 638682 824075 968322 863106 863106 
Haziran 719479 888839 856224 1076113 1196019 1089685 1089685 
Temmuz 987592 1160687 1038479 1271735 1342000 1268909 1268909 
Ağustos 981158 1033122 1046637 1271235 1319581 1287753 1287753 
Eylül 801040 878685 757586 1102143 1103012 1107114 1107114 
Ekim 747145 805387 539795 699124 687451 682319 682319 
Kasım 289845 225441 153746 253706 203376 217486 217486 
Aralık 140644 127760 118418 137719 117546 125656 125656 
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EK-2 

Aday Modellerin Eviews Çıktıları 

SARIMA(1, 1, 1)(0, 1, 1) Modeline Ait Eviews Çıktısı 
 

Variable Coefficient Std. Error t-Statistic Prob.   
     
     AR(1) -0.538691 0.218260 -2.468115 0.0167 

MA(1) 0.237762 0.257308 0.924038 0.3595 
SMA(12) -0.901108 0.026144 -34.46653 0.0000 

     
     R-squared 0.545956     Mean dependent var -0.000741 

Adjusted R-squared 0.529445     S.D. dependent var 0.159363 
S.E. of regression 0.109318     Akaike info criterion -1.538766 
Sum squared resid 0.657278     Schwarz criterion -1.432192 
Log likelihood 47.62423     Durbin-Watson stat 2.088003 

     
     Inverted AR Roots      -.54   

Inverted MA Roots       .99      .86-.50i    .86+.50i  .50-.86i 
  .50+.86i      .00+.99i   -.00-.99i      -.24 
 -.50+.86i     -.50-.86i   -.86+.50i -.86-.50i 
      -.99   
     
      

 

SARIMA(0, 1, 1)(0, 1, 1) Modeline Ait Eviews Çıktısı 
 

     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     MA(1) -0.324704 0.118749 -2.734377 0.0083 

SMA(12) -0.901901 0.025822 -34.92715 0.0000 
     
     R-squared 0.533095     Mean dependent var -0.002497 

Adjusted R-squared 0.524904     S.D. dependent var 0.158558 
S.E. of regression 0.109290     Akaike info criterion -1.556322 
Sum squared resid 0.680819     Schwarz criterion -1.485897 
Log likelihood 47.91150     Durbin-Watson stat 2.086449 

     
     Inverted MA Roots       .99      .86-.50i    .86+.50i  .50-.86i 
  .50+.86i           .32    .00+.99i -.00-.99i 
 -.50+.86i     -.50-.86i   -.86+.50i -.86-.50i 
      -.99   
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EK-3 

YSA Eğitiminde Kullanılan Veri Setleri 

Seri 1 Seri 2 Seri 3 
124585 154316 124585 121648 154316 124585 
162929 181818 162929 118177 181818 162929 
215444 312486 215444 204142 312486 215444 
400132 443696 400132 436646 443696 400132 
687994 842834 687994 638682 842834 687994 
719479 888839 719479 856224 888839 719479 
987592 1160687 987592 1038479 1160687 987592 
981158 1033122 981158 1046637 1033122 981158 
801040 878685 801040 757586 878685 801040 
747145 805387 747145 539795 805387 747145 
289845 225441 289845 153746 225441 289845 
140644 127760 140644 118418 127760 140644 
154316 121648 154316 104464 121648 154316 
181818 118177 181818 132576 118177 181818 
312486 204142 312486 223001 204142 312486 
443696 436646 443696 436428 436646 443696 
842834 638682 842834 824075 638682 842834 
888839 856224 888839 1076113 856224 888839 
1160687 1038479 1160687 1271735 1038479 1160687 
1033122 1046637 1033122 1271235 1046637 1033122 
878685 757586 878685 1102143 757586 878685 
805387 539795 805387 699124 539795 805387 
225441 153746 225441 253706 153746 225441 
127760 118418 127760 137719 118418 127760 
121648 104464 121648 123382 104464 121648 
118177 132576 118177 145458 132576 118177 
204142 223001 204142 260322 223001 204142 
436646 436428 436646 452217 436428 436646 
638682 824075 638682 968322 824075 638682 
856224 1076113 856224 1196019 1076113 856224 
1038479 1271735 1038479 1342000 1271735 1038479 
1046637 1271235 1046637 1319581 1271235 1046637 
757586 1102143 757586 1103012 1102143 757586 
539795 699124 539795 687451 699124 539795 
153746 253706 153746 203376 253706 153746 
118418 137719 118418 117546 137719 118418 
104464 123382 104464 
132576 145458 132576 
223001 260322 223001 
436428 452217 436428 
824075 968322 824075 
1076113 1196019 1076113 
1271735 1342000 1271735 
1271235 1319581 1271235 
1102143 1103012 1102143 
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699124 687451 699124 
253706 203376 253706 
137719 117546 137719 
123382 
145458 
260322 
452217 
968322 
1196019 
1342000 
1319581 
1103012 
687451 
203376 
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