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1. G�R��

Belirsizlik içeren problemlerle baz� klasik matematik yöntemleri ba³a ç�kamaz duruma
geldi§inden zaman içinde bu tür problemlerle u§ra³makiçin yeni teoriler ortaya at�lm�³t�r.
Belirsiz içeen problemlerin çözümü için, aral�k matemati§i, olas�l�k teorisi, bulan�k
kümeler teorisi, yakla³�ml� kümeler teorisi, esnek kümeler teorisi gibi farkl� teoriler
geli³tirildi. Her bir teorinin güçlü oldu§u uygulamalar bulunmaktad�r. Bu teoriler
aras�ndan en göze çarpanlardan birisi, Zadeh (1965)'in bulan�k kümeler teorisidir. Bu teori
h�zla geli³mesine ra§men baz� yap�sal zorluklara sahiptir. Bir bulan�k küme onun üyelik
fonksiyonu yoluyla tan�mlan�r. Molodtsov (1999)'a göre üyelik fonksiyonun do§as�n�n
fazlas�yla bireysel olmas�ndan dolay�, her bir durum için bir üyelik fonksiyonu in³a etme
zorlu§uyla kar³�la³�l�r. Bu nedenle, üyelik fonksiyonu in³as�ndan ba§�ms�z bir kümeler
teorisine ihtiyaç vard�r.

Esnek kümeler teorisi, Molodtsov (1999) taraf�ndan belirsizlikle ba³a ç�kmak için bir
matematiksel araç olarak ortaya at�ld�. Molodtsov (1999), sürekli diferansiyellenebilir
fonksiyonlar, oyun teorisi, i³lemara³t�rmalar�, Riemann integrasyonu, Perron integrasyonu,
olas�l�k, ölçüm teorisi vb. alanlarda esnek küme teorisini kullanarak, ba³ar�l� çal�³malar
yapt�.

Maji ve ark. (2002,2003), Pawlak (1982)'�n yakla³�ml� küme teorisi yard�m�yla, bir
karar verme probleminde esnek kümelerin bir uygulamas�n� sundu ve esnek
kümelerde baz� i³lemleri tan�mlad�. Xiao ve ark. (2003) esnek küme temelli i³ rekabet
kapasitesi için yapay bir hesaplamametodu üzerine bir çal�³ma yapt�. Yang ve ark. (2004),
esnek kümeler ve yakla³�ml� kümelere dayal� klinik te³hisin karar analizi ve indüksiyon
ba³l�kl� bir çal�³ma yapt�. Chen ve ark. (2003,2005) ile Kong ve ark. (2008) esnek
kümelerde parametre indirgemesi üzerine çal�³malar yapt�. Xiao ve ark. (2005) ile Pei ve
Miao (2005), esnek tabanl� bilgi sistemleri üzerine çal�³malar sundular. Mushrif ve ark.
(2006), esnek küme temelli s�n��and�rmalar üzerine bir çal�³ma yapt�. Zou ve Xiao (2008)
eksik bilgi alt�nda esnek kümelerin veri analizi yakla³�m�n� ortaya koydu. Bu yakla³�mlar
esnek kümelerde eksik verilerin mevcut durumlar�n� yans�tmak için tercih edilebilir.
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Maji ve ark. (2001), bulan�k esnek kümeleri tan�mlad�. Daha sonra pek çok ara³t�rmac�
bulan�k esnek kümeler üzerine çal�³malar yapt�. Akta³ ve Ça§man (2007) esnek kümeleri,
bulan�k kümeler ve yakla³�ml� kümelerin ilgili kavramlar�yla kar³�la³t�rd�. Roy ve Maji
(2007) bir karar verme probleminde bulan�k esnek kümelerin bir uygulamas� üzerinde
baz� sonuçlar ortaya koydu. Yang ve ark. (2007) bulan�k esnek kümelerde indirgemeyi
tan�mlayarak, bulan�k esnek kümeler yoluyla bir karar verme problemini analiz etti.
Majumdar ve Samanta (2008) bulan�k esnek kümelerde benzerlik ölçümünü ortaya att�.
Kong ve ark.(2008) ile Xiao ve ark. (2009), bulan�k esnek küme üzerine dayal� baz�
yakla³�mlar� konu alan bir çal�³ma yapt�.

Molodtsov ve ark. (2006) taraf�ndan, esnek küme teorisi üzerine dayal� bir analiz
geli³tirerek, esnek say�, esnek türev, esnek integral gibi kavramlar formüle edildi. Bu
analiz, Kovkov ve ark. (2007) taraf�ndan optimizasyon teorisi ile ilgili problemlere
uyguland�. �u anda, esnek küme teorisi ve onun uygulamalar� üzerine yap�lan çal�³malar
h�zla geli³mektedir.

Ö§rencilerin ö§renme ba³ar�lar�n�n de§erlendirilmesi için kullan�lan uygun de§erlendirme
sistemleri, e§itimin amac�n� gerçekle³tirmek önemli araçlardand�r. Ö§rencilerin ö§renme
ba³ar�lar�n� de§erlendirme; e§itimhede�eri do§rultusunda ö§rencilerin performans seviye-
lerine karar verme sürecidir. Uygun bir de§erlendirme sistemi, bireysel geli³im için
ortam olu³turur ve ö§rencilerin günümüzde ve gelecekteki f�rsatlar�n� s�n�rland�rmamak
için bütün ö§rencilerin en adil puan almalar�n� sa§lamal�d�r. Her de§erlendirme sistemi,
düzenli olarak gözden geçirilmeli ve do§rulu§u, güvenirli§i ve ö§rencilere faydas� garanti-
lenmek üzere geli³tirilmelidir.

H�zla geli³en dünyada daha geli³mi³ daha detayl� de§erlendirmeyap�lmal�d�r. Ö§rencilerin
de§erlendirilmesinde sorular�n do§rulu§unun yan�nda, sorular�n zorlu§u, sorular�n karma-
³�kl�§� ve sorular�n çözümünde gösterilen çaba, hava ko³ulu, zaman dilimi, heyecan, ya³,
tecrübe, �ziksel yeterlilik, çevre gibi parametreler de de§erlendirmede dikkate al�nmas�
gereken önemli etkenlerdir. Bu nedenlerle, bu çal�³mada, daha objektif bir s�ralama
elde edebilmek için s�nav�n sonucunu etkileyebilecek baz� parametrelerin etkisini hesaba
katarak ve bulan�k parametreli bulan�k esnek karar verme metodu kullan�larak yeni bir
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de§erlendirme yöntemi önerece§iz. Biz burada yöntemin daha kolay anla³�labilmesi için
sadece do§ruluk, zorluk, karma³�kl�k ve çaba parametrelerini dikkate alaca§�z.

Bu tez çal�³mas�nda, önce senek kümeler, bulan�k parametreli esnek kümeler, bulan�k
parametreli bulan�k esnek kümeler ve bunlar�n i³lemleri verilecek. Daha sonra bulan�k
parametreli bulan�k esnek karar verme metodu kullan�larak bir esnek s�nav de§erlendirme
yöntemi geli³tirilecek ve bu yöntemin uygulamas� bir örnekle aç�klanacak.



2. GENEL KAVRAMLAR

Bu bölümde ilk olarak, Maji ve ark. (2002, 2003)'n�n esnek kümeler teorisi üzerine
yapt�klar� baz� tan�mlar, daha i³levsel olmalar� için Ça§man ve ark. (2010a)'n�n taraf�ndan
modi�ye edildi. Bu yeni tan�mlar kullan�larak esnek kümelerin temel özelikleri ve esnek
küme i³lemleri tan�t�ld�.

2.1 Esnek Kümeler

Esnek küme kavram�, U evrensel kümesinin alt kümeler ailesinin parametrize edilmi³
bir ailesidir. Bir esnek kümede s�ral� ikililer, esnek kümenin eleman� veya üyesi olarak
isimlendirilirler. Biz bu esnek kümeleri FA, FB, ..., GA, ... ³eklinde büyük har�er ile
gösterece§iz.

Bir nesneler kümesi üzerinde esnek küme tan�mlamak için, nesneleri karakterize eden
özelikleri ifade etmek zorunday�z. Bu özelikleri ifade etmek için kullanaca§�m�z parametrelerin
kümesine parametre kümesi denir. Birinci bile³ende parametre, ikinci bile³ende özeli§i
sa§layan nesnelerin kümesi olacak ³ekilde yaz�lan s�ral� ikililerle bir esnek kümeyazabiliriz.
Di§er bir deyi³le bir esnek küme bu ³ekilde iyi tan�ml� s�ral� ikililerin bir koleksiyonudur.

Tan�m 2.1.1. U bir ba³lang�ç evreni; P (U), U 'nun kuvvet kümesi; E ba³lang�ç evreninin
elemanlar�n� niteleyen tüm parametrelerin kümesi ve A ⊆ E olsun. U üzerinde bir FA

esnek kümesi, s�ral� ikililerin bir kümesi ile a³a§�daki ³ekilde tan�mlan�r.

FA = {(e, fA(e)) : e ∈ E, fA(e) ∈ P (U)}, (2.1)

burada, fA : E → P (U) ve e /∈ A için fA(e) = ∅ ³eklindedir.

Burada, fA yakla³�m fonksiyonu olarak isimlendirilir. e ∈ E parametreleri ile ili³kili
nesneleri içeren FA(e) kümesi, e-yakla³�m de§er kümesi veya e-yakla³�m kümesi olarak
adland�r�l�r.
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Esnek kümenin tan�m�na göre, birFA esnek kümesi biçimsel olarak onun üyelik fonksiyonu
olan fA'ya e³ittir. Biz herhangi bir esnek kümeyi onun üyelik fonksiyonu ile belirliyoruz
ve bu iki kavram� birbiri ile yer de§i³tirebilir olarak görüyoruz.

Burada, fA notasyonunda kiA alt indisi, fA'n�nFA esnek kümesinin yakla³�m fonksiyonu
oldu§unu gösterir.

E§er (e, fA(e)), FA esnek kümesine aitse (e, fA(e)) ∈ FA aksi taktirde (e, fA(e)) /∈ FA

³eklinde yazar�z. Di§er bir ifadeyle, her bir (e, fA(e)) eleman� için sadece bir olas�l�k
vard�r. (e, fA(e)), ya fA esnek kümesine dahildir ya da de§ildir.

Esnek küme teorisindeki temel kavram yakla³�md�r. e1, e2 ∈ E için fA(e1) ⊂ fA(e2) ise
e2 parametresinin yakla³�m de§eri e1 parametresinin yakla³�m de§erinden daha büyüktür.
Bunun anlam�, e2, U 'da e1 den daha fazla elemanla ili³kilidir.

Bir esnek kümeyi, onun elemanlar�n� listeleme yoluyla gösterebiliriz. Örne§in, U =

{u1, u2, u3, u4, u5} nesnelerin kümesi, E = {e1, e2, e3, e4, e5, e6, e7} parametrelerin
kümesi ve A = {e2, e3, e5, e6}, E'nin alt kümesi olsun. Kabul edelim ki fA(e2) =

{u2, u4}, fA(e3) = ∅, fA(e5) = {u1, u2} ve fA(e6) = {u2, u3, u5} ³eklinde belirtilsin. O
halde FA esnek kümesi

FA = {(e2, {u2, u4}), (e5, {u1, u2}), (e6, {u2, u3, u5)}

³eklinde yaz�l�r. Listelenmi³ olan elemanlar�n s�ras� önemli de§ildir. Yani,

{(e2, {u2, u4}), (e5, {u1, u2})} = {(e5, {u1, u2}), (e2, {u2, u4})}

e³itli§i do§rudur. Bunun yan�s�ra bir eleman sadece bir defa listelenir.

{(e2, {u2, u4}), (e5, {u1, u2}), (e2, {u2, u4})} yerine {(e2, {u2, u4}), (e5, {u1, u2})}

gösterimi kullan�r�z.
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Ayr�ca, bir esnek kümeyi, onun elemanlar� bir veya daha fazla ortak özeli§e sahip
oldu§unda, bu özeli§i kullanarak da gösterebiliriz. Örne§in,

FA = {(e, fA(e)) : fA(e) = ∅, e ∈ E}

Yukar�daki gösterimlerin yan�s�ra, i³lenen verilerin daha rahat görülebilmesi için tablo
yöntemi kullan�labilir. U bir evrensel küme, E tüm parametrelerin kümesi ve A ⊆ E

olsun. U üzerinde bir FA esnek kümesi için, onun bilgi tablosu, i = 1, 2, ..., m ve
j = 1, 2, ..., n için

ρfA
: U × E → {0, 1}

(hi, ej) → ρfA
(hi, ej) =





1, hi ∈ fA(ej)

0, hi /∈ fA(ej)

yoluyla a³a§�daki gibi elde edilir.

ρfA
e1 e2 . . . ej

h1 ρfA
(h1, e1) ρfA

(h1, e2) . . . ρfA
(h1, ej)

h2 ρfA
(h2, e1) ρfA

(h2, e2) . . . ρfA
(h2, ej)

. . . . . . .

. . . . . . .

. . . . . . .
hi ρfA

(hi, e1) ρfA
(hi, e2) . . . ρfA

(hi, ej)

Örne§in, yukar�da in³a etti§imiz FA esnek kümesi,

ρfA
e1 e2 e3 e4 e5 e6 e7

u1 0 0 0 0 1 0 0
u2 0 1 0 0 1 1 0
u3 0 0 0 0 0 1 0
u4 0 1 0 0 0 0 0
u5 0 0 0 0 0 1 0

veya

ρfA
e2 e5 e6

u1 0 1 0
u2 1 1 1
u3 0 0 1
u4 1 0 0
u5 0 0 1

³eklinde gösterilebilir.
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Tan�m 2.1.2. FA, U üzerinde bir esnek küme olsun. E§er e ∈ E için fA(e) = ∅ ise fA(e)

e-yakla³�m kümesine, fA'n�n bo³-de§eri denir ve (e, fA(e)), FA'n�n bo³-eleman� olarak
adland�r�l�r.

fA(e) = ∅ olmas�n�n anlam� U da ki elemanlar�n hiçbirinin e ∈ E parametresi ile ili³kili
olmad�§�d�r. Bu yüzden bu tür parametrelerin göz önüne al�nmas� anlams�z oldu§u için,
biz böyle elemanlar� bir esnek kümede göstermeyece§iz.

Tan�m 2.1.3. E§er bir esnek kümenin bütün elemanlar� bo³ ise o halde, esnek küme bo³
esnek küme olarak adland�r�l�r ve FΦ ile gösterilir. Aç�kt�r ki her e ∈ E için fΦ(e) = ∅
³eklindedir.

Tan�m 2.1.4. FA, U üzerinde bir esnek küme olsun.E§er e ∈ E için fA(e) = U

oluyorsa, o halde fA(e) e-yakla³�m kümesine, fA'n�n mutlak-de§eri ve (e, fA(e)), FA'n�n
mutlak-eleman� olarak adland�r�l�r.

fA(e) = U olmas�n�n anlam�, U 'nun bütün elemanlar�n�n e ∈ E parametresi ile ilgili
oldu§udur.

Tan�m 2.1.5. E§er bir FA esnek kümesinin tüm elemanlar� mutlak ise, o halde bu esnek
küme, mutlak esnek küme olarak adland�r�l�r ve FÃ ile gösterilir.

E§er A = E ise, mutlak esnek kümeye, evrensel esnek küme denir ve FẼ ile gösterilir.

Örnek 2.1.6. U = {u1, u2, u3, u4, u5} evrensel küme,E = {e1, e2, e3, e4} ise parametreler
kümesi olsun.

E§er A = {e2, e3, e4} ve fA(e2) = {u2, u4}, fA(e3) = ∅, fA(e4) = U ise, o halde FA

esnek kümesi FA = {(e2, {u2, u4}), (e4, U)} ³eklinde yaz�l�r.

E§er B = {e1, e3} ve fB(e1) = ∅, fB(e3) = ∅ ise, o halde FB esnek kümesi bo³ esnek
kümedir. Yani FB = FΦ ³eklindedir.

E§er C = {e1, e2} ve fC(e1) = U , fC(e2) = U ise, o halde FC esnek kümesi mutlak
esnek kümedir. Yani FC = FC̃ ³eklindedir.
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E§erD = E ve her ei ∈ E i = 1, 2, 3, 4 için fA(ei) = U ise, FD esnek kümesine evrensel
esnek küme denir. Yani FD = FẼ ³eklindedir.

Tan�m 2.1.7. FA ve FB, U üzerinde iki esnek küme olsun. E§er her e ∈ E için

fA(e) ⊆ fB(e)

oluyorsa, FA'ya FB'nin esnek alt kümesidir denir ve FA⊆̃FB ile gösterilir.

Yorum 2.1.8. FA⊆̃FB olmas�, FA'n�n her eleman�n�n FB'nin eleman� olmas� anlam�na
gelmez. Bu yüzden, klasik alt küme tan�m� esnek alt küme tan�m� için geçerli de§ildir.
Örne§in, U = {u1, u2, u3, u4} evrensel küme ve E = {e1, e2, e3} tüm parametrelerin
kümesi olsun. E§er A = {e1}, B = {e1, e3} ve FA = {(e1, {u2, u4})}, FB =

{(e1, {u2, u3, u4}), (e3, {u1, u5})} ise, o halde her e ∈ FA için fA(e) ⊆ fB(e) do§rudur.
Dolay�s�yla FA⊆̃FB. Aç�kt�r ki (e1, fA(e1)) ∈ FA fakat (e1, fA(e1)) /∈ FB dir.

Önerme 2.1.9. FA ve FB, U üzerinde iki esnek küme olsun. O halde a³a§�daki sonuçlar
geçerlidir.

i. FA⊆̃FẼ

ii. FΦ⊆̃FA

iii. FA⊆̃FA

iv. FA⊆̃FB ve FB⊆̃FC ⇒ FA⊆̃FC

�spat . �spatlar� esnek kümelerin yakla³�m fonksiyonlar� kullan�larak yapal�m. Her e ∈ E

için,

i. fA(e) ⊆ U oldu§undan fA(e) ⊆ fẼ(e)

ii. ∅ ⊆ fA(e) oldu§undan fΦ(e) ⊆ fA(e)

iii. fA(e) = fA(e) oldu§undan fA(e) ⊆ fA(e)

iv. fA(e) ⊆ fB(e) ve fB(e) ⊆ fC(e) ⇒ fA(e) ⊆ fC(e)

Önerme 2.1.10. U üzerinde a³a§�daki sonuçlar geçerlidir.
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i. Bo³ esnek küme tektir.

ii. Evrensel esnek küme tektir.

�spat . Tan�m 2.1.3 ve 2.1.5'ten aç�kt�r.

Tan�m 2.1.11. E§er FA⊆̃FB için, FB'de FA'n�n eleman� olmayan en az bir eleman varsa,
FA'ya FB'nin öz esnek alt kümesi denir ve FA⊂̃FB ile gösterilir.

Tan�m 2.1.12. FA ve FB, U üzerinde iki esnek küme olsun. E§er her e ∈ E için

fA(e) = fB(e)

oluyorsa FA esnek kümesi FB esnek kümesine e³ittir denir ve FA = FB ile gösterilir.

Önerme 2.1.13. FA, FB ve FC , U üzerinde üç esnek küme olsun. O halde a³a§�daki
sonuçlar geçerlidir.

i. FA = FB ve FB = FC ⇔ FA = FC

ii. FA⊆̃FB ve FB⊆̃FA ⇔ FA = FC

�spat . Her e ∈ E için, yakla³�m fonksiyonlar�n� kullanarak ispatlayal�m.

i. fA(e) = fB(e) ve fB(e) = fC(e) ⇔ fA(e) = fC(e)

ii. fA(e) ⊆ fB(e) ve fB(e) ⊆ fA(e) ⇔ fA(e) = fB(e)

Tan�m 2.1.14. FA esnek kümesinin tüm alt kümelerinin kümesine, FA esnek kümesinin
kuvvet kümesi denir.

Tan�m 2.1.15. FA, U üzerinde bir esnek küme olsun. O halde FA esnek kümesinin F ◦
A

ile gösterilen tümleyeni
fA◦(e) = f c

A(e), her e ∈ E,

yakla³�m fonksiyonu yoluyla elde edilir. Burada f c
A(e) = U − fA(e) ³eklindedir.

Kar�³�kl�§� önlemek için, “◦” ³eklinde esnek tümleyen ve “c” ³eklinde klasik tümleyen
kulland�k. Burada,A◦ bir küme i³lemi de§ildir. Bu sadece fA◦'n�n FA◦ esnek kümesinin
yakla³�m fonksiyonu oldu§unu göstermek için kullan�lan bir notasyondur.
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Önerme 2.1.16. FA, U üzerinde bir esnek küme olsun. O halde a³a§�daki sonuçlar
geçerlidir.

i. (F ◦
A)◦ = FA

ii. F ◦
Φ = FẼ

�spat . e ∈ E için esnek kümelerin yakla³�m fonksiyonlar�n� kullanarak ispat� kolayca
yapabiliriz.

i. (f c
A(e))c = fA(e)

ii. f c
Φ(e) = U − fΦ(e) = U − ∅ = U = fẼ(e)

Tan�m 2.1.17. FA ve FB, U üzerinde iki esnek küme olsun. FA ve FB esnek kümelerinin
birle³imi,

fAe∪B(e) = fA(e) ∪ fB(e), her e ∈ E,

yakla³�m fonksiyonu yoluyla tan�mlan�r ve FA∪̃FB ile gösterilir.

Kar�³�kl�§� önlamek için, “∪̃” ³eklinde esnek birle³im ve “∪′′ ³eklinde klasik birle³im
kulland�k. Burada, A∪̃B bir küme i³lemi de§ildir. Bu sadece fAe∪B'nin FAe∪B esnek
kümesinin yakla³�m fonksiyonu oldu§unu göstermek için kullan�lan bir notasyondur.

Önerme 2.1.18. FA, FB ve FC , U üzerinde üç esnek küme olsun. O halde a³a§�daki
sonuçlar geçerlidir.

i. FA∪̃FA = FA

ii. FA∪̃FΦ = FA

iii. FA∪̃FẼ = FẼ

iv. FA∪̃F ◦
A = FẼ

v. FA∪̃FB = FB∪̃FA

vi. (FA∪̃FB)∪̃FC = FA∪̃(FB∪̃FC)
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�spat . Her e ∈ E için, yakla³�m fonksiyonlar�n� kullanarak ispatlayal�m.

i. fAe∪A(e) = fA(e) ∪ fA(e) = fA(e)

ii. fAe∪Φ(e) = fA(e) ∪ fΦ(e) = fA(e)

iii. fAe∪Ẽ(e) = fA(e) ∪ fẼ(e) = fẼ(e)

iv. fA(e) ∪ f c
A(e) = fẼ(e)

v. fAe∪B(e) = fA(e) ∪ fB(e) = fB(e) ∪ fA(e) = fBe∪A(e)

vi. f(Ae∪B)e∪C(e) = fAe∪B(e) ∪ fC(e)

= (fA(e) ∪ fB(e)) ∪ fC(e)

= fA(e) ∪ (fB(e) ∪ fC(e))

= fA(e) ∪ fBe∪C(e)

= fAe∪(Be∪C)(e)

Tan�m 2.1.19. FA ve FB, U üzerinde iki esnek küme olsun. FA ve FB esnek kümelerinin
kesi³imi,

fAe∩B(e) = fA(e) ∩ fB(e), her e ∈ E,

yakla³�m fonksiyonu yoluyla tan�mlan�r ve FA∩̃FB ile gösterilir.

Kar�³�kl�§� önlemek için, “∩̃” ³eklinde esnek birle³im ve “ ∩ ” ³eklinde klasik birle³im
kulland�k. Burada, A∩̃B bir küme i³lemi de§ildir. Bu sadece fAe∩B'nin FAe∩B esnek
kümesinin yakla³�m fonksiyonu oldu§unu göstermek için kullan�lan bir notasyondur.

Önerme 2.1.20. FA, FB ve FC , U üzerinde üç esnek küme olsun. O halde a³a§�daki
sonuçlar geçerlidir.

i. FA∩̃FA = FA

ii. FA∩̃FΦ = FΦ

iii. FA∩̃FẼ = FA

iv. FA∩̃F ◦
A = FΦ
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v. FA∩̃FB = FB∩̃FA

vi. (FA∩̃FB)∩̃FC = FA∩̃(FB∩̃FC)

vii. FA⊆̃FB ⇒ FA∪̃FB = FB ve FA∩̃FB = FA

�spat . Her e ∈ E için, yakla³�m fonksiyonlar�n� kullanarak ispatlayal�m.

i. fAe∩A(e) = fA(e) ∩ fA(e) = fA(e)

ii. fAe∩Φ(e) = fA(e) ∩ fΦ(e) = fΦ(e)

iii. fAe∩Ẽ(e) = fA(e) ∩ fẼ(e) = fA(e)

iv. fA(e) ∩ f c
A(e) = fΦ(e)

v. fAe∩B(e) = fA(e) ∩ fB(e) = fB(e) ∩ fA(e) = fBe∩A(e)

vi. f(Ae∩B)e∩C(e) = fAe∩B(e) ∩ fC(e)

= (fA(e) ∩ fB(e)) ∩ fC(e)

= fA(e) ∩ (fB(e) ∩ fC(e))

= fA(e) ∩ fBe∩C(e)

= fAe∩(Be∩C)(e)

vii. fA(e) ⊆ fB(e) ⇒ fA(e) ∪ fB(e) = fB(e) ve fA(e) ∩ fB(e) = fA(e)

Önerme 2.1.21. U üzerindeki FA ve FB esnek kümeleri için, De'Morgan kurallar�
geçerlidir.

i. (FA∪̃FB)◦ = F ◦
A∩̃F ◦

B

ii. (FA∩̃FB)◦ = F ◦
A∪̃F ◦

B

�spat . Her e ∈ E için,

i. f(Ae∪B)◦(e) = f c
Ae∪B

(e)

= (fA(e) ∪ fB(e))c

= (fA(e))c ∩ (fB(e))c
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ii. f(Ae∩B)◦(e) = f c
Ae∩B

(e)

= (fA(e) ∩ fB(e))c

= (fA(e))c ∪ (fB(e))c

Önerme 2.1.22. FA, FB ve FC , U üzerinde üç esnek küme olsun. O halde, a³a§�daki
sonuçlar geçerlidir.

i. FA∪̃(FB∩̃FC) = (FA∪̃FB)∩̃(FA∪̃FC)

ii. FA∩̃(FB∪̃FC) = (FA∩̃FB)∪̃(FA∩̃FC)

�spat . Her e ∈ E için,

i. fAe∪(Be∩C)(e) = fA(e) ∪ fBe∩C(e)

= fA(e) ∪ (fB(e) ∩ fC(e))

= (fA(e) ∪ fB(e)) ∩ (fA(e) ∪ fC(e))

= fAe∪B(e) ∩ fAe∪C(e)

= f(Ae∪B)e∩(Ae∪C)(e)

ii. fAe∩(Be∪C)(e) = fA(e) ∩ fBe∪C(e)

= fA(e) ∩ (fB(e) ∪ fC(e))

= (fA(e) ∩ fB(e)) ∪ (fA(e) ∩ fC(e))

= fAe∩B(e) ∪ fAe∩C(e)

= f(Ae∩B)e∪(Ae∩C)(e)

Buradaki birle³im ve kesi³im

i³lemleri, ikili i³lem olarak adland�r�l�r.

Tan�m 2.1.23. FA ve FB, U üzerinde iki esnek küme olsun. FA ve FB esnek kümelerinin
fark�,

f
Ae\B(e) = fA(e) \ fB(e), her e ∈ E,

yakla³�m fonksiyonu yoluyla tan�mlan�r ve FA\̃FB ile gösterilir.

Kar�³�kl�§� önlemek için, “\̃” ³eklinde esnek birle³im ve “ \ ” ³eklinde klasik birle³im
kulland�k. Burada, A\̃B bir küme i³lemi de§ildir. Bu sadece f

Ae\B'nin F
Ae\B esnek

kümesinin yakla³�m fonksiyonu oldu§unu göstermek için kullan�lan bir notasyondur.
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Önerme 2.1.24. FA, FB ve FC , U üzerinde üç esnek küme olsun. O halde a³a§�daki
sonuçlar geçerlidir.

i. FA\̃FB = FA∩̃F ◦
B

ii. FA\̃FB = FΦ ⇔ FA⊆̃FB

iii. A ∩B = ∅ ⇒ FA\̃FB = FA ve FB\̃FA = FB

�spat . Her e ∈ E için,

i. f
Ae\B(e) = fA(e) \ fB(e) = fA(e) ∩ fB(e)c

ii. fA(e) \ fB(e) = fΦ(e) = ∅ ⇔ fA(e) ⊆ fB(e)

iii. A ∩B = ∅ ⇒ fA(e) \ fB(e) = fA(e) ve fB(e) \ fA(e) = fB(e)

Tan�m 2.1.25. FA ve FB, U üzerinde iki esnek küme olsun. FA ve FB esnek kümelerinin
FA∆̃FB ile gösterilen simetrik fark�,

fA(e)∆̃fB(e) = (fA(e) \ fB(e)) ∪ (fB(e) \ fA(e))

yakla³�m fonksiyonu yoluyla tan�mlan�r.

Tan�m 2.1.26. FA veFB esnek kümeleri ayr�kt�r ancak ve ancakFA∩FB = FΦ olmas�d�r.

�imdi yukar�daki tan�m ve önermeleri örnekleyelim;

Örnek 2.1.27. U = {u1, u2, u3, u4, u5} evrensel küme ve E = {e1, e2, e3, e4} tüm
parametreler kümesi olsun. Kabul edelim ki A = {e1, e2} ve B = {e2, e3, e4}, gibi
E'nin iki alt kümesi için FA = {(e1, {u2, u4}), (e2, {u1, u3})} ve FB = {(e2, {u1, u2}),
(e3, {u1, u4}), (e4, U)} ³eklinde yaz�ls�n. O halde biz bu esnek kümeleri a³a§�daki gibi
yazabiliriz.

F ◦
A = {(e1, {u1, u3, u5}), (e2, {u2, u4, u5}), (e3, U), (e4, U)}

FA∪̃FB = {(e1, {u2, u4}), (e2, {u1, u2, u3}), (e3, {u1, u4}), (e4, U)}



15

FA∩̃FB = {(e2, {u1})}

(FA∪̃FB)◦ = {(e1, {u1, u3, u5}), (e2, {u4, u5}), (e3, {u2, u3, u5})} = F ◦
A∩̃F ◦

B

(FA∩̃FB)◦ = {(e1, U), (e2, {u2, u3, u4, u5}), (e3, U), (e4, U)} = F ◦
A∪̃F ◦

B

FA\̃FB = {(e1, {u2, u4}), (e2, {u3})} = FA∩̃F ◦
B

FA∆̃FB = {(e1, {u2, u4}), (e2, {u2, u3}), (e3, {u1, u4}), (e4, U)}

2.2 Bulan�k Kümeler

Bu alt bölümde Zadeh (1965)'in bulan�k kümeler, Maji ve ark. (2002;2003)'nin ve
Engino§lu (2008)'nun esnek kümeler ve Ça§man ve ark (2010a)'n�n bulan�k parametreli
esnek kümelerdeki temel tan�mlar verildi. Ayr�ca, tan�mlar kullan�larak bulan�k kümeler,
esnek kümeler ve bulan�k parametreli esnek kümelerin temel özelikleri verildi.

Tan�m 2.2.28. U bir evrensel küme olsun. U üzerinde bir X bulan�k kümesi

µX : U → [0, 1]

fonksiyonu ile tan�mlan�r. Bu µX fonksiyonuna X bulan�k kümesinin üyelik fonksiyonu
denir.

µX(x) de§eri, x eleman�n�n X bulan�k kümesine ait olmas�n�n derecesini temsil eder. O
halde U üzerinde bir X bulan�k kümesi a³a§�daki gibi yaz�labilir.

X = {(µX(x)/x) : x ∈ U, µX(x) ∈ [0, 1]}.

Not: U üzerindeki tüm bulan�k kümeler F (U) ile gösterilecek.

Tan�m 2.2.29. X, Y ∈ F (U) olsun. Her x ∈ U için µX(x) ≤ µY (x) ise X , Y 'nin bir alt
kümesi yada X , Y taraf�ndan kapsan�yor denir ve X ⊆ Y ³eklinde gösterilir.
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Tan�m 2.2.30. X, Y ∈ F (U) olsun. Her x ∈ U için µX(x) = µY (x) ise X ve Y esittir
denir ve X = Y ³eklinde gösterilir.

X = Y ⇔ X ⊆ Y, Y ⊆ X oldu§u aç�kt�r.

Tan�m 2.2.31. X, Y ∈ F (U) olsun. O halde X ve Y 'nin kesi³imi X ∩ Y ile gösterilir
ve bu kümenin üyelik fonksiyonu a³a§�daki gibi tan�mlan�r.

µX∩Y = min{µX(x), µY (x)}

Tan�m 2.2.32. X,Y ∈ F (U) olsun. O halde X ve Y 'nin birle³imi X ∪ Y ile gösterilir
ve bu kümenin üyelik fonksiyonu a³a§�daki gibi tan�mlan�r.

µX∪Y = max{µX(x), µY (x)}

Tan�m 2.2.33. X ∈ F (U) olsun. O haldeX'in tümleyeniXc ile gösterilir ve bu kümenin
üyelik fonksiyonu a³a§�daki gibi tan�mlan�r.

µXc(x) = 1− µX(x)

Önerme 2.2.34. X,Y, Z ∈ F (U) olsun. O halde a³a§�daki özellikler geçerlidir.

i. X ∪X = X , X ∩X = X ,

ii. X ∪ Y = Y ∪X , X ∩ Y = Y ∩X ,

iii. (X ∪ Y ) ∪ Z = X ∪ (Y ∪ Z), (X ∩ Y ) ∩ Z = X ∩ (Y ∩ Z),

iv. X ∪ (X ∩ Y ) = X , X ∩ (X ∪ Y ) = X ,

v. X ∪ (Y ∩ Z) = (X ∪ Y ) ∩ (X ∪ Y ), X ∩ (Y ∪ Z) = (X ∩ Y ) ∪ (X ∩ Y ),

vi. (Xc)c = X ,

vii. (X ∪ Y )c = Xc ∩ Y c, (X ∩ Y )c = Xc ∪ Y c.
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2.3 Bulan�k Parametreli Esnek Kümeler

Bu bölümde Ça§man ve ark. (2010a)'n�n tan�mlad�§� bulan�k parametreli esnek küme
tan�mlar�n� ve i³lemlerini verece§iz. Burada, parametreler kümesini E ile gösterece§iz.
Önceki bölümde verilen esnek kümelerde E'nin alt kümeleri A,B,C, ... gibi büyük
har�erle gösterildi fakat bu bölümde sembol karga³as�ndan kaç�nmak için E'nin bulan�k
alt kümelerini X,Y, Z, ... gibi har�erle gösterece§iz.

Tan�m 2.3.35. U bir evrensel küme, P (U)'da U 'nun kuvvet kümesi, E parametreler
kümesi olmak üzere X, E üzerinde bir bulan�k küme olsun. O halde

fX : E → P (U) ve µX : E → [0, 1]

ve µX(x) = 0 ise fX(x) = ∅ ³artlar�n� sa§layan fonksiyonlar ile tan�ml� a³a§�daki s�ral�
ikililerden olu³an kümeye

FX = {(µX(x)/x, fX(x)) : x ∈ E, fX(x) ∈ P (U), µX(x) ∈ [0, 1]},

U üzerinde bir bulan�k parametreli esnek küme (fps− kume) denir.

Burada fX fonksiyonuna FX kümesinin yakla³�m fonksiyonu ve µX fonksiyonuna da FX

kümesinin üyelik fonksiyonu denir.

Not: Bundan sonra,U üzerindeki tüm fps−kümelerinin kümesiFPS(U) ile gösterilecektir.

Tan�m 2.3.36. FX ∈ FPS(U) olsun. O halde her x ∈ E için µX(x) = 0 oluyorsa FX'e
bo³ fps-küme denir ve FΦ ile gösterilir.

Tan�m 2.3.37. FX ∈ FPS(U) olsun. O halde her x ∈ X için µX(x) = 1 ve fX(x) = U

ise FX kümesine X-evrensel fps−küme denir ve FX̃ ile gösterilir.

X = E ise X-evrensel fps-kümesine evrensel fps-küme denir ve FẼ ile gösterilir.

Örnek 2.3.38. Kabul edelim ki U = {u1, u2, u3, u4, u5, u6, u7} bir evrensel küme ve
E = {x1, x2, x3, x4, x5, x6} bir parametre kümesi olsun. A = {x1, x2, x4, x6}, E'nin
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bir alt kümesi ve A üzerinde bir X bulan�k kümesi; X = {0.5/x1, 0.3/x2, 1/x4, 0.7/x6}
ve fX(x1) = {u2, u3, u4}, fX(x2) = ∅, fX(x4) = U , fX(x6) = {u1, u3, u5} ise FX ,
fps−kümesi a³ag�daki gibi yaz�lacakt�r.

FX = {(0.5/x1, {u2, u3, u4}), (0.3/x2, ∅), (1/x4, U), (0.7/x6, {u1, u3, u5})}

E§er Y = ∅ ise FY , fps-kümesi bir bo³ esnek kümedir. Yani FY = FΦ.

E§er Z = {1/x1, 1/x2} ve fZ(x1) = U , fZ(x2) = U ise FZ , fps-kümesi bir Z-evrensel
fps-kümedir. Yani FZ = FZ̃ .

E§er X = E ve her xi ∈ E için fX(xi) = U , i = 1, 2, 3, 4, ise FX , fps-kümesi bir
evrensel fps-kümedir. Yani FX = FẼ .

Tan�m 2.3.39. FX , FY ∈ FPS(U) olsun. Her xi ∈ E için µX(x) ≤ µY (x) ve fX(x) ⊆
fY (x) ise FX , FY 'nin bir fps-alt kümesidir denir ve FX⊆̃FY ile gösterilir.

Yorum 2.3.40. FX⊆̃FY , klasik alt küme tan�m� gibi FX'in her eleman� FY 'nin eleman�
anlam�na gelmez. Örne§in, kabul edelim ki U = {u1, u2, u3, u4, u5} nesnelerin bir
evrensel kümesi olsun ve E = {x1, x2, x3, x4}'de tüm parametrelerin kümesi olsun.
E§er X = {0.8/x2}, Y = {0.7/x1, 0.9/x2} ve FX = {(0.8/x2, {u2, u3, u4, u5})},
FY = {(0.9/x1, {u2, u3, u4}), (0.9/x2, U)}. O halde her x ∈ E için µX(x) ≤ µY (x) ve
fX(x) ⊆ fY (x) geçerlidir. Bu nedenle FX⊆̃FY 'dir. Buradan (0.8/x2, {u2, u3, u4, u5}) ∈
FX fakat (0.8/x2, {u2, u3, u4, u5}) /∈ FY oldu§u aç�kt�r.

Önerme 2.3.41. E§er FX , FY ∈ FPS(U) ise a³a§�daki özellikler sa§lan�r.

i. FX⊆̃FẼ

ii. FΦ⊆̃FX

iii. FX⊆̃FX

iv. FX⊆̃FY ve FY ⊆̃FZ ⇒ FX⊆̃FZ
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Tan�m 2.3.42. FX , FY ∈ FPS(U) olsun. O halde her x ∈ E için µX(x) = µY (x)

ve fX(x) = fY (x) ise FX ve FY kümelerine e³it fps-kümeleri denir ve FX = FY ile
gösterilir.

Önerme 2.3.43. FX , FY , FZ ∈ FPS(U). A³a§�daki özellikler sa§lan�r.

i. FX = FY ve FY = FZ ⇔ FX = FZ

ii. FX⊆̃FY ve FY ⊆̃FX ⇔ FX = FY

Tan�m 2.3.44. FX ∈ FPS(U) olsun. FX'in tümleyeni F c
X ile gösterilir. Bu tümleyenin

yakla³�m ve üyelik fonksiyonu a³a§�daki tan�ml�d�r,

µXc(x) = 1− µX(x) ve fXc(x) = U \ fX(x)

Önerme 2.3.45. FX ∈ FPS(U) olsun. Bu durumda, a³a§�daki özellikler sa§lan�r.

i. (F c
X)c = FX

ii. F c
Φ = FẼ

Tan�m 2.3.46. FX , FY ∈ FPS(U) olsun. FX ve FY 'nin birle³imi FX∪̃FY ile gösterilir.
Birle³im kümesinin yakla³�m ve üyelik fonksiyonu a³a§�daki gibidir.

µXe∪Y (x) = max{µX(x), µY (x)} ve fXe∪Y (x) = fX(x) ∪ fY (x), her x ∈ E



20

Önerme 2.3.47. FX , FY , FZ ∈ FPS(U) olsun. Bu durumda,

i. FX∪̃FX = FX

ii. FX∪̃FΦ = FX

iii. FX∪̃FẼ = FẼ

iv. FX∪̃FY = FY ∪̃FX

v. (FX∪̃FY )∪̃FZ = FX∪̃(FY ∪̃FZ)

Tan�m 2.3.48. FX , FY ∈ FPS(U) olsun. FX ve FY 'nin kesi³imi FX∩̃FY ile gösterilir.
Kesi³im kümesinin yakla³�m ve üyelik fonksiyonu a³a§�daki gibi tan�ml�d�r.

µXe∩Y (x) = min{µX(x), µY (x)} ve fXe∩Y (x) = fX(x) ∩ fY (x)

Önerme 2.3.49. FX , FY , FZ ∈ FPS(U) olsun. A³a§�daki özellikler sa§lan�r.

i. FX∩̃FX = FX

ii. FX∩̃FΦ = FΦ

iii. FX∩̃FẼ = FX

iv. FX∩̃FY = FY ∩̃FX

v. (FX∩̃FY )∩̃FZ = FX∩̃(FY ∩̃FZ)

Yorum 2.3.50. FX ∈ FPS(U) olsun. E§er FX 6= FΦ yada FX 6= FẼ ise FX∪̃F c
X 6= FẼ

ve FX∩̃F c
X 6= FΦ elde edilir.

Önerme 2.3.51. FX , FY , FZ ∈ FPS(U) olsun. O halde,

i. (FX∪̃FY )c = F c
X∩̃F c

Y

ii. (FX∩̃FY )c = F c
X∪̃F c

Y

iii. FX∪̃(FY ∩̃FZ) = (FX∪̃FY )∩̃(FX∪̃FZ)

iv. FX∩̃(FY ∪̃FZ) = (FX∩̃FY )∪̃(FX∩̃FZ)



3. BULANIK PARAMETRELI BULANIK ESNEK KÜMELER TEOR�S�

Bubölümde,BubölümdeÇa§manve ark. (2010a)'n�n tan�mlad�§� bulan�k esnek kümelerin
bulan�k parametrelerini, uygulamalar�n�, fpfs-küme i³lemleri ve fpfs-karar verme
metoduyla elde edilen daha geçerli sonuçlar� ve süreçleri tan�taca§�z.

3.1 Bulanik Parametreli Bulanik Esnek Kümeler

�kinci bölümde verilen esnek kümeler, parametre kümeleri ve yakla³�m fonksiyonlar�
klasik kümelerdir. Fakat fpfs-kümelerinde, parametre kümeleri ve yakla³�m fonksiyonlar�
E ve U 'nun bulan�k alt kümeleridir. Kar�³�kl�§� önlemek için fpfs-kümeler için, ΓX ,
ΓY , ΓZ ,..., bulan�k yakla³�m fonksiyonlar� için γX , γY , γZ ,..., vb kullanaca§�z.

Tan�m 3.1.1. U , bir ba³lang�ç evreni; F (U), U daki bütün esnek kümelerin kümesi; E

bütün parametrelerin kümesi; X deE de bir esnek küme olsun. ΓX , U 'nun bulan�k esnek
kümesidir ve

ΓX = {(µX(x)/x, γX(x)) : x ∈ E, γX(x) ∈ F (U), µX(x) ∈ [0, 1]},

³eklinde gösterilir. γX(x) bulan�k kümesi ise

γX(x) = {µγX(x)(u)/u : u ∈ U, µγX(x)(u) ∈ [0, 1]}

Her x ∈ E için γX(x) = ∅ , x /∈ A.

fpfs kümeleri U da FPFS(U) olarak gösterilir.

Tan�m 3.1.2. ΓX ∈ FPFS(U) olsun. Ohalde her x ∈ E için µX(x) = 0 oluyorsa , ΓX

'e bo³ fpfs-küme denir ve ΓΦ ile gösterilir.

Tan�m 3.1.3. ΓX ∈ FPFS(U) olsun. Ohalde her x ∈ X için µX(x) = 1 ve γX(x) = U

ise ,ΓX kümesine X-evrensel fpfs-küme denir ve ΓX̃ ile gösterilir.

X = E, X-evrensel fpfs-kümesine evrensel fpfs-küme denir ve ΓẼ ile gösterilir.



22

Örnek 3.1.4. Kabul edelimki U = {u1, u2, u3, u4, u5} bir evrensel küme
E = {x1, x2, x3, x4} parametreler kümesi olsun.

E§er X = {0.2/x2, 0.5/x3, 1/x4} ve γX(x2) = {0.5/u1, 0.3/u5}, γX(x3) = ∅,
ve γX(x4) = U , ise ΓX , fpfs-kümesi a³a§�daki gibi yaz�lacakt�r.
ΓX = {(0.2/x2, {0.5/u1, 0.3/u5}), (1/x4, U)}.

E§er Y = {1/x1, 0.7/x4} ve γX(x1) = ∅, γX(x4) = ∅ ise ΓY , fpfs-kümesi bir bo³ esnek
kümedir ve ΓY = ΓΦ dir.

E§erZ = {1/x1, 1/x2},γZ(x1) = U , ve γZ(x2) = U ise ΓZ , fpfs-kümesi birZ-evrensel
fpfs-kümedir ve ΓZ = ΓZ̃ dir.

E§er X = E ve her xi ∈ E için γX(xi) = U , i = 1, 2, 3, 4 ise ΓX , fpfs- kümesi bir
evrensel fpfs- kümedir. Yani ΓX = ΓẼ dir.

Tan�m 3.1.5. ΓX , ΓY ∈ FPFS(U) olsun. Her x ∈ E için µX(x) ≤ µY (x) ve γX(x) ⊆
γY (x) ise ΓX'e, ΓY ' nin bir fpfs-alt kümesidir denir ve ΓX⊆̃ΓY ile gösterilir.

Önerme 3.1.6. ΓX , ΓY ∈ FPFS(U) olsun.

(i) ΓX⊆̃ΓẼ

(ii) ΓΦ⊆̃ΓX

(iii) ΓX⊆̃ΓX

(iv) ΓX⊆̃ΓY ve ΓY ⊆̃ΓZ ⇒ ΓX⊆̃ΓZ dir.

�spat . fpfs-küme i³lemleri kullanarak ispatlar gösterilebilr.

Tan�m 3.1.7. ΓX , ΓY ∈ FPFS(U) olsun. E§er bütün x ∈ E için µX(x) = µY (x) ve
γX(x) = γY (x) ise, ΓX ve ΓY fpfs kümeleri e³ittir ve ΓX = ΓY ³eklindedir.

Önerme 3.1.8. ΓX , ΓY , ΓZ ∈ FPFS(U) olsun. A³a§�daki özellikler sa§lan�r.

(i) ΓX = ΓY ve ΓY = ΓZ ⇔ ΓX = ΓZ
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(ii) ΓX⊆̃ΓY ve ΓY ⊆̃ΓX ⇔ ΓX = ΓY

�spat . �spatlar a³ikard�r.

Tan�m 3.1.9. ΓX ∈ FPFS(U) olsun. ΓX , tümleyeni Γc̃
X ³eklinde gösterilir. Bu

tümleyenin yakla³�m ve üyelik fonnksiyonlar� a³a§�daki gibi tan�mlan�r.

µXc(x) = 1− µX(x) ve γX c̃(x) = γc
X(x), bütün x ∈ E,

dir ve γX(x) kümesinin tümleyeni γc
X(x) dir. x ∈ E için γc

X(x) = U \γX(x) ³eklindedir.

Önerme 3.1.10. ΓX ∈ FPFS(U) olsun.

(i) (Γc̃
X)c̃ = ΓX

(ii) Γc̃
Φ = ΓẼ

�spat . fpfs-kümelerin bulan�k fonksiyon yakla³�mlar� kullan�larak ispatlar ilerletilebilir.

Tan�m 3.1.11. ΓX , ΓY ∈ FPFS(U) olsun. ΓX ve ΓY 'nin birle³imi, ΓX∪̃ΓY , ³eklinde
gösterilir. Birle³im kümesinin yakla³�m ve üyelik fonksiyonu a³a§�daki gibidir.

µXe∪Y (x) = max{µX(x), µY (x)} ve γXe∪Y (x) = γX(x) ∪ γY (x), her x ∈ E.

Önerme 3.1.12. ΓX , ΓY , ΓZ ∈ FPFS(U) olsun. Bu durumda

(i) ΓX∪̃ΓX = ΓX

(ii) ΓX∪̃ΓΦ = ΓX

(iii) ΓX∪̃ΓẼ = ΓẼ

(iv) ΓX∪̃ΓY = ΓY ∪̃ΓX

(v) (ΓX∪̃ΓY )∪̃ΓZ = ΓX∪̃(ΓY ∪̃ΓZ)

dir.

�spat . Tan�m 3.1.11 kullan�larak ispatlar kolayca gösterilir.
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Tan�m 3.1.13. ΓX , ΓY ∈ FPFS(U) olsun. ΓX ve ΓY ,'nin kesi³imi ΓX∩̃ΓY , ³eklinde
gösterilir. Kesi³im kümesinin yakla³�m ve üyelik fonksiyonu a³a§�daki gibi tan�ml�d�r.

µXe∩Y (x) = min{µX(x), µY (x)} ve γXe∩Y (x) = γX(x) ∩ γY (x)her x ∈ E

dir.

Önerme 3.1.14. ΓX , ΓY , ΓZ ∈ FPFS(U) olsun. Bu durumda

(i) ΓX∩̃ΓX = ΓX

(ii) ΓX∩̃ΓΦ = ΓΦ

(iii) ΓX∩̃ΓẼ = ΓX

(iv) ΓX∩̃ΓY = ΓY ∩̃ΓX

(v) (ΓX∩̃ΓY )∩̃ΓZ = ΓX∩̃(ΓY ∩̃ΓZ)

dir.

�spat . Tan�m 3.1.13 kullan�larak ispatlar kolayca gösterilebilir.

Yorum 3.1.15. ΓX ∈ FPFS(U) olsun. ΓX 6= ΓΦ yada ΓX 6= ΓẼ , ise ΓX∪̃Γc̃
X 6= ΓẼ ve

ΓX∩̃Γc̃
X 6= ΓΦ elde edilir.

Önerme 3.1.16. ΓX , ΓY ∈ FPFS(U) olsun. De Morgan kurallar�

(i) (ΓX∪̃ΓY )c̃ = Γc̃
X∩̃Γc̃

Y

(ii) (ΓX∩̃ΓY )c̃ = Γc̃
X∪̃Γc̃

Y

³eklindedir.

�spat . Her x ∈ E için
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i. µ(Xe∪Y )c(x) = 1− µXe∪Y (x)

= 1−max{µX(x), µY (x)}
= min{1− µX(x), 1− µY (x)}
= min{µXc(x), µY c(x)}
= µXce∩Y c(x)

ve

γ(Xe∪Y )c̃(x) = γc
Xe∪Y

(x)

= (γX(x) ∪ γY (x))c

= (γX(x))c ∩ (γY (x))c

= γc
X(x) ∩ γc

Y (x)

= γX c̃(x) ∩ γY c̃(x)

= γX c̃e∩Y c̃(x).

dir.Benzer olarak ii. ispatlanabilir.

Önerme 3.1.17. ΓX , ΓY , ΓZ ∈ FPFS(U) olsun.

(i) ΓX∪̃(ΓY ∩̃ΓZ) = (ΓX∪̃ΓY )∩̃(ΓX∪̃ΓZ)

(ii) ΓX∩̃(ΓY ∪̃ΓZ) = (ΓX∩̃ΓY )∪̃(ΓX∩̃ΓZ) dir.

�spat . Her x ∈ E için

i. µXe∪(Y e∩Z)(x) = max{µX(x), µY e∩Z(x)}
= max{µX(x), min{µY (x), µZ(x)}}
= min{max{µX(x), µY (x)}, max{µX(x), µZ(x)}}
= min{µXe∪Y (x), µXe∪Z(x)}
= µ(Xe∪Y )e∩(Xe∪Z)(x)

ve
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γXe∪(Y e∩Z)(x) = γX(x) ∪ γY e∩Z(x)

= γX(x) ∪ (γY (x) ∩ γZ(x))

= (γX(x) ∪ γY (x)) ∩ (γX(x) ∪ γZ(x))

= γXe∪Y (x) ∩ γXe∪Z(x)

= γ(Xe∪Y )e∩(Xe∪Z)(x)

dir.Benzer ³ekilde ii.'nin ispat� yap�labilir.

3.2 fpfs-karar verme metodu

Bu bölümde fpfs-karar esnek kümesini tan�mlayaca§�z ve fpfs-kümesinin bulan�k
fpfs-yakla³�m i³lemini, bulan�k parametreler kümelerinden, fpfs- karar kümelerinin
in³a edili³ini anlataca§�z.

Tan�m 3.2.18. ΓX ∈ FPFS(U) olsun. fpfs-karar operatorü, FPFSagg ile gösterilir ve

FPFSagg : F (E)× FPFS(U) → F (U), FPFSagg(X, ΓX) = Γ∗X

dir
Γ∗X = {µΓ∗X (u)/u : u ∈ U}

kümeleri, U 'da bulan�k kümelerdir ve Γ∗X , ΓX'in bulan�k karar kümesidir.

µΓ∗X (u) =
1

|E|
∑
x∈E

µX(x)µγX(x)(u)

|E|, E'nin önemlili§idir.

fpfs-kümesinin karar kümesi bulan�kt�r. FPFSagg bulan�k kümede ki i³lemi; fpfs-kümesinin
bulan�k karar kümesinin tek küme haline gelmesi, fpfs yakla³�mlar i³levlerinin bir
ço§unun birle³imi ve uygulamas� ile yap�land�r�l�r . Biz fpfs- karar verme yöntemini
a³a§idaki algoritmayla yap�land�racag�z.
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(i) U evreninde, ΓX fpfs-kümesini yap�land�r ,

(ii) Γ∗X ; ΓX'in karar kümesini bul,

(iii) max µΓ∗X (u) bul.

Örnek 3.2.19. Kabul edelimki bir ³irkete bir ki³i al�nacak olsun. Bu i³ için 8 ki³i
ba³vursun, U evrensel kümesi U = {u1, u2, u3, u4, u5, u6, u7, u8} ³eklindedir. Bu i³e
al�nacak ki³ide olmas� geeken 5 seçici parametre, E = {x1, x2, x3, x4, x5} olsun. i =

1, 2, 3, 4, 5, için xi parametreleri s�ras�yla "tecrübe", "bilgisayar bilme", "genç ya³", "iyi
konu³ma" ve "ekip çal�³mas�" olsun.

Alan uzmanlar� taraf�ndan belirlenen E'nin X = {0.5/x2, 0.9/x3, 0.6/x4} alt kümesine
göre her bir aday de§erlendirilsin. Sonuç olarak alan uzmanlar�U üzerindeki fpfs-kümesini
yap�land�r�rlar.

(i) ΓX , fpfs-kümesini bulal�m,

ΓX =

{
(0.5/x2, {0.3/u2, 0.4/u3, 0.1/u4, 0.9/u5, 0.7/u7}),

(0.9/x3, {0.4/u1, 0.4/u2, 0.9/u3, 0.3/u4}),
(0.6/x4, {0.2/u1, 0.5/u2, 0.1/u5, 0.7/u7, 1/u8})

}

(ii) Karar kümesini bulal�m.

Γ∗X = {0.096/u1, 0.162/u2, 0.202/u3, 0.064/u4, 0.102/u5, 0.154/u7, 0.12/u8}

(iii) Sonuç de§erini bulal�m.
max µΓ∗X (u) = 0.202

Sonuç olarak i³e al�nacak en uygun ki³inin u3 oldu§una karar verilir .



4. ESNEK KÜMELER�N E��T�M B�L�MLER�NE UYGULANMASI

Bubölümde önce bilinen klasik s�nav de§erlendirmeyöntemini verdikten sonra fpfs-karar
verme metodunu e§itim bilimlerine ölçme ve de§erlendirme metudunu verecegiz.

4.1 Klasik S�nav De§erlendirme Yöntemi

Bualt bölümde, bilinen klasik s�nav de§erlendirmeyönteminin temel tan�mlar�n� verdikten
sonra bunlar� bir örnekle aç�klayaca§�z.

Tan�m 4.1.1. Bir s�navda, ö§retmenin cevap anahtar�nda sorulara verdigi puana sorular�n
puan degeri denir.

Tan�m4.1.2. n tane ö§renci vem tane cevaplanacak sorunun oldu§u bir s�nav�n sorular�n�n
puan de§erlerini matris formunda

A = [aij]m×1

biçiminde yazabiliriz. Bu matrise puan de§eri matrisi denir. Burada, aij bile³eni, i.

sorunun belirlenmi³ puan de§erini göstermektedir.

Tan�m 4.1.3. Ö§rencinin bir soruya verdi§i cevab�ndan ald�§� puan�n o sorunun puan
de§erinin oran�na o sorunun do§ruluk oran� denir.

Tan�m4.1.4. n tane ö§renci vem tane cevaplanacak sorunun oldu§u bir s�nav�n sorular�n�n
do§ruluk oran de§erlerini matris formunda

B = [bij]m×n

biçiminde yazabiliriz. Bu matrise do§ruluk oran matrisi denir. Burada, bij bile³eni, j.

ö§rencinin i. sorudan ald�§� do§ruluk oran�n� göstermektedir.

Tan�m 4.1.5. Puan de§er matrisi A = [aij]m×1 ve do§ruluk oran matrisi B = [bij]m×n

verilen bir s�navda ö§rencilerin alaca§� toplam punlar klasik yöntemlerde a³a§�daki gibi
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hesaplanmaktad�r;
S = BT · A = [sj]n×1

Buradaki S matrsine klasik sonuç matrisi denir. Klasik sonuç matrisinde, sj bile³eni j.

ö§rencinin s�navdan ald�§� toplam puan� göstermektedir.

�imdi yukar�da verilen tan�mlar� bir örnek üzerinde gösterelim.

Örnek 4.1.6. 10 ö§rencinin kat�ld�§� 5 soruluk bir s�nav� gözönüne alal�m. Bu s�nav�n
puan de§er matrisi A ve do§ruluk oran matrisi B s�ras�yla a³a§�daki gibi olsun.

A =




10

15

20

25

30




ve

B =




0.59 0.35 1 0.66 0.11 0.08 0.84 0.23 0.04 0.24

0.01 0.27 0.14 0.04 0.88 0.16 0.04 0.22 0.81 0.53

0.77 0.69 0.97 0.71 0.17 0.86 0.87 0.42 0.91 0.74

0.73 0.72 0.18 0.16 0.5 0.02 0.32 0.92 0.9 0.25

0.93 0.49 0.08 0.81 0.65 0.93 0.39 0.51 0.97 0.61




Buradan ö§rencilerin klasik toplam puanlar�n� gösteren sonuç matrisi a³a§�daki gibi elde
edilir.

ST =
[

67.60 54.05 38.40 49.70 49.70 48.80 46.10 52.30 85.95 49.70
]

Sonuç matrisine göre ö§rencilerin bu s�navdaki s�ralamalar� a³a§�daki gibi elde edilir.

s9 > s1 > s2 > s8 > s4 = s5 = s10 > s6 > s7 > s3

Yukar�daki örnekte de görüldü§ü gibi s4 = s5 = s10 ç�km�³t�r.
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4.2 Esnek S�nav De§erlendirme Yöntemi

H�zla geli³en dünyada daha geli³mi³ daha detayl� de§erlendirmeyap�lmal�d�r. Ö§rencilerin
de§erlendirilmesinde sorular�n do§rulu§unun yan�nda, sorular�n zorlu§u, sorular�n karma³�kl�§�
ve sorular�n çözümünde gösterilen çaba, hava ko³ulu, zaman dilimi, heyecan, ya³, tecrübe,
�ziksel yeterlilik, çevre gibi parametreler de de§erlendirmede dikkate al�nmas� gereken
önemli etkenlerdir. Bu nedenlerle daha objektif bir s�ralama elde edebilmek için s�nav�n
sonucunu etkileyebilecek baz� parametrelerin etkisini hesaba katarak ve fpfs karar verme
metoduyla yeni bir de§erlendirme yöntemi önerece§iz. Biz burada yöntemin daha kolay
anla³�labilmesi için sadece do§ruluk, zorluk, karma³�kl�k ve çaba parametrelerini dikkate
alaca§�z.

Tan�m4.2.7. n tane ögrenci vem tane cevaplanacak sorunun oldu§u bir s�navda ö§rencilerin
sorulara verdi§i cevaplardan ald�§� puan de§erlerini matris formunda

C = [cij]m×n matrisi,
cij = bij · aj

biçiminde yazabiliriz. Bu matrise do§ruluk puan matrisi denir. Burada, cij bile³eni, j.

ö§rencinin i. sorudan ald�§� dor§uluk puan�n� göstermektedir.

Tan�m 4.2.8. Ö§rencinin bir soruya verdi§i cevapta kulland�§� zaman�n, o sorunun
cevaplanmas� için verilen zamana oran�na o sorunun zaman oran� diyece§iz.

Tan�m4.2.9. n tane ö§renci vem tane cevaplanacak sorunun oldu§u bir s�navda, sorular�n
zaman oran de§erlerini matris formunda

Z = [zij]m×n

biçiminde yazabiliriz. Bu matrise zaman puan matrisi diyece§iz. Burada zij bile³eni, j.
ö§rencinin i. sorudan ald�§� zaman puan�n� göstermektedir.

Tan�m 4.2.10. U = {u1, u2, ..., un} bir s�nava kat�lan n tane ö§rencinin kümesi, Q =

{q1, q2, ..., qm} bu s�navda sorulan m tane sorunun kümesi ve bu ö§rencilerin sorulardan
ald�klar� do§ruluk de§erleri kümesi B = [bij]m×n olsun. Ö§rencilerin herbir sorudan
ald�§� do§ruluk de§erlerinin aritmetik ortalamas�na, o sorunun ortalama do§ruluk de§eri



31

diyece§iz. Buna göre, 1 ≤ k ≤ m için k. sorunun ortalama de§eri a³a§�daki gibi
hesaplan�r;

odk =

∑n
j=1 bkj

n

Tan�m 4.2.11. U = {u1, u2, ..., un} bir s�nava kat�lan n tane ö§rencinin kümesi, Q =

{q1, q2, ..., qm} bu s�navda sorulan m tane sorunun kümesi ve bu ö§rencilerin sorulardan
ald�klar� do§ruluk de§erler matrisi B = [bij]m×n olsun. Bir ö§rencinin bir soruya verdi§i
cevaptan ald�§� puan�n, sorunun ortalama do§ruluk de§erine oran�na o sorunun zorluk
puan de§eri diyece§iz. Buna göre, 1 ≤ k ≤ m ve 1 ≤ t ≤ n için t. ö§rencinin k.

sorudan ald�§� zorluk puan� a³a§�daki gibi hesaplan�r;

dkt =
bkt

odk

O halde, tüm ö§rencilerin sorulardan ald�klar� zorluk pauan de§erlerini matris formunda

D = [dij]m×n

biçiminde yazabiliriz. Bu matrise zorluk puan matrisi denir. Burada dij bile³eni, j.

ö§rencinin i. sorudan ald�§� zorluk puan�n� göstermektedir.

Tan�m 4.2.12. U = {u1, u2, ..., un} bir s�nava kat�lan n tane ö§rencinin kümesi, Q =

{q1, q2, ..., qm} bu s�navda sorulan m tane sorunun kümesi ve zaman puan matrisi Z =

[zij]m×n verilsin. Ö§rencilerin herbir sorunun çözümünde harcad�klar� zaman�n aritmetik
ortalamas�na, o sorunun ortalama zaman de§eri diyece§iz. Buna göre, 1 ≤ k ≤ m için
k. sorunun ortalama zaman de§eri a³a§�daki gibi hesaplan�r;

ozk =

∑n
j=1 zkj

n

Tan�m 4.2.13. U = {u1, u2, ..., un} bir s�nava kat�lan n tane ö§rencinin kümesi, Q =

{q1, q2, ..., qm} bu s�navda sorulan m tane sorunun kümesi ve do§ruluk de§er matrisi
B = [bij]m×n ve zaman de§er matrisi Z = [zij]m×n verilsin. Ö§rencilerin bir soruyu
cevaplamak için harcad�§� ortalama zaman�n, ö§rencinin o soruyu cevaplamak için
harcad�§� zamana oran� ile ö§rencinin o sorudaki do§ruluk oran�n�n çarp�m�na o sorunun
karma³�kl�k puan de§eri diyece§iz. Buna göre, 1 ≤ k ≤ m ve 1 ≤ t ≤ n için t.
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ö§rencinin k. sorudan ald�§� karma³�kl�k puan� a³a§�daki gibi hesaplan�r;

Kkt =
ozk · bkt

zkt

O halde, tüm ö§rencilerin sorulardan ald�klar� karma³�kl�k pauan de§erlerini matris
formunda

K = [kij]m×n

biçiminde yazabiliriz. Bu matrise karma³�kl�k puan matrisi denir. Burada kij bile³eni, j.
ö§rencinin i. sorudan ald�§� karma³�kl�k puan�n� göstermektedir.

Tan�m 4.2.14. U = {u1, u2, ..., un} bir s�nava kat�lan n tane ö§rencinin kümesi, Q =

{q1, q2, ..., qm} bu s�navda sorulanm tane sorunun kümesi ve bunlar�n sorulardan ald�klar�
do§ruluk de§erleri kümesi B = [bij]m×n,sorular� cevaplamada kulland�klar� zaman�n
kümesi Z = [zij]m×n olsun. Ö§rencinin cevaplad�§� bir sorunun do§ruluk oran� ile , o
sorunun cevaplanmas�nda harcad�§� zaman�n aritmetik ortalamas�na o sorunun çaba puan
de§eri diyece§iz. Buna göre, 1 ≤ k ≤ m ve 1 ≤ t ≤ n için t. ö§rencinin k. sorudan
ald�§� çaba puan� a³a§�daki gibi hesaplan�r;

Ekt =
bkt + zkt

2

O halde, tüm ö§rencilerin sorulardan ald�klar� çaba pauan de§erlerini matris formunda

E = [eij]m×n

biçiminde yazabiliriz. Bu matrise çaba puan matrisi denir. Burada eij bile³eni,j.
ö§rencinin i. sorudan ald�§� çaba puan�n� göstermektedir.

Bu yeni yönteme esnek s�nav de§erlendirmemetodu denir. �imdi bumetodun algoritmas�n�
verelim:

Metodun Algoritmas�:



33

Ad�m 1: C do§ruluk puan matrisini bul

Ad�m 2: Z zaman puan matrisini bul

Ad�m 3: D zorluk puan matrisini bul

Ad�m 4: K karma³�kl�k puan matrisini bul

Ad�m 5: E çaba puan matrisini bul

Ad�m 6: ΓX , fpfs-kümesini yap�land�r

Ad�m 7: Toplamsal bulan�k kümeleri bul

Ad�m 8: Sonuç puanlar�n� bul.

Örnek 4.2.15. U = {u1, u2, u3, u4, u5, u6, u7, u8, u9, u10} ba³lang�ç evreni,Q = {q1, q2, ..., q5}
bu s�navda sorulan sorular�n kümesi, E = {x1, x2, x3, x4} parametreler kümesi ve
i = 1, 2, 3, 4, xi için parametreler s�ras�yla "do§ruluk", "zorluk", "karma³�kl�k" ve "çaba"
olsun. Paramaetrelerin alan uzman� taraf�ndan belirlenen a§�rl�k de§erleri x1 = 1, x2 =

0.1, x3 = 0.1, x4 = 0.1 olsun. Esnek s�nav degerlendindirme yöntemini önce e³it puanl�
ö§rencilere uygulad�§�m�zda , ö§rencilerin puan ve dereceleri yeniden yap�land�r�l�r.
Örnek 1.0.6 da verilen klasik de§erlendirme için yukar�da ki algoritmaya göre esnek
de§erlendirmeyi bir uygulamayla aç�klayal�m.

Ad�m :1

Örnek 1.0.6 daki A ve B matrislerini kullanarak ve tan�m 1.0.7'yi kullanarak C do§ruluk
puan matrisi a³a§�daki gibi elde edilir. C do§ruluk puan matrisi olsun. C = [ai,j · gj] ve
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i = 1, 2, 3, ...,m ve j = 1, 2, 3, ..., n dir.

C =




5.9 3.5 10 6.6 1.1 0.8 8.4 2.3 0.4 2.4

0.15 4.05 2.1 0.6 13.2 2.4 0.6 3.3 12.15 7.95

15.4 13.8 19.4 14.2 3.4 17.2 17.4 8.4 18.4 14.8

18.25 18 4.5 4 12.5 0.5 8 23 22.5 6.25

27.9 14.7 2.4 24.3 19.5 27.9 11.7 15.3 29.1 18.3




Ad�m 2:

Tan�m 1.0.9'u kullan�larak Z zaman puan matrisi a³a§�daki gibi elde edilir.

Z =




0.7 0.4 0.1 1 0.7 0.2 0.7 0.6 0.4 0.9

1 0 0.9 0.3 1 0.3 0.2 0.8 0 0.3

0 0.1 0 0.1 0.9 1 0.2 0.3 0.1 0.4

0.2 0.1 0 1 1 0.3 0.4 0.8 0.7 0.5

0 0.1 1 1 0.6 1 0.8 0.2 0.8 0.2




Ad�m 3:

Tan�m 1.0.10 ve 1.0.11 kullan�larak D zorluk puan matrisi a³a§�daki gibi elde edilir.

D =




1.31 0.78 2.22 1.47 0.24 0.17 1.17 0.51 0.09 0.53

0.03 0.87 0.45 0.13 2.84 0.52 0.13 0.71 2.61 1.71

1.08 0.97 1.37 1 0.24 1.21 1.23 0.59 1.28 1.04

1.55 1.53 0.38 0.34 1.06 0.04 0.68 1.96 1.91 0.53

1.45 0.77 0.13 1.27 1.02 1.45 0.61 0.8 1.52 0.95




Ad�m 4:
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Tan�m 1.0.12 ve 1.0.13 kullan�larakK karma³�kl�k puan matrisi a³a§�daki gibi elde edilir.

K =




0.18 0.21 0.9 0 0.3 0.64 0.25 0.09 0.02 0.02

0 0.27 0.01 0.03 0 0.11 0.03 0.04 0.81 0.37

0.77 0.62 0.97 0.63 0.02 0 0.70 0.29 0.82 0.44

0.58 0.65 0.18 0 0 0.01 0.19 0.18 0.27 0.13

0.7 0.44 0 0 0.26 0 0.08 0.41 0.19 0.49




Ad�m 5:

Tan�m 1.0.14 kullan�larak E çaba puan matrisi a³a§�daki gibi elde edilir.

E =




0.65 0.38 0.55 0.83 0.44 0.14 0.77 0.42 0.22 0.57

0.51 0.14 0.52 0.17 0.94 0.23 0.12 0.51 0.41 0.42

0.39 0.4 0.49 0.54 0.54 0.93 0.54 0.36 0.51 0.57

0.47 0.41 0.09 0.59 0.75 0.16 0.36 0.86 0.8 0.38

0.47 0.3 0.54 0.54 0.63 0.97 0.6 0.36 0.89 0.41




Ad�m 6: ΓX , fpfs-kümesini yap�land�ral�m.

ΓA4 =

{
(1/x1, {6.6/u1, 0.6/u2, 14.2/u3, 4/u4, 24.3/u5}),

(0.1/x2, {1.47/u1, 0.13/u2, 1/u3, 0.34/u4, 1.27/u5}),
(0.1/x3, {0/u1, 0.03/u2, 0.63/u3, 0/u4, 0/u5}),
(0.1/x4, {0.83/u1, 0.17/u2, 0.54/u3, 0.59/u4, 0, 54/u5})

}

ΓA5 =

{
(1/x1, {1.1/u1, 13.2/u2, 3.4/u3, 12.5/u4, 19.5/u5}),

(0.1/x2, {0.24/u1, 2.84/u2, 0.24/u3, 1.06/u4, 1.02/u5}),
(0.1/x3, {0.3/u1, 0/u2, 0.02/u3, 0/u4, 0.26/u5}),
(0.1/x4, {0.44/u1, 0.94/u2, 0.54/u3, 0.75/u4, 0, 63/u5})

}
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ΓA10 =

{
(1/x1, {2.4/u1, 7.95/u2, 14.8/u3, 6.25/u4, 18.3/u5}),

(0.1/x2, {0.53/u1, 1.71/u2, 1.04/u3, 0.53/u4, 0.95/u5}),
(0.1/x3, {0.02/u1, 0.37/u2, 0.44/u3, 0.13/u4, 0.49/u5}),
(0.1/x4, {0.57/u1, 0.42/u2, 0.57/u3, 0.38/u4, 0, 41/u5})

}

Ad�m 7:Toplamsal bulan�k kümeler,

Γ∗A4
=

[
1 0, 1 0, 1 0, 1

]
·




6.6 0.6 14.2 4 24.3

1.47 0.13 1 0.34 1.27

0 0.03 0.63 0 0

0.83 0.17 0.54 0.59 0.54




Γ∗A4
=

[
6.83 0.66 14.42 4.09 24.48

]

Γ∗A5
=

[
1 0, 1 0, 1 0, 1

]
·




1.1 13.2 3.4 12.5 19.5

0.24 2.84 0.24 1.06 1.02

0.3 0 0.02 0 0.26

0.44 0.94 0.54 0.75 0.63




Γ∗A5
=

[
1.2 13.58 3.5 12.68 19.69

]

Γ∗A10
=

[
1 0, 1 0, 1 0, 1

]
·




2.4 7.95 14.8 6.25 18.3

0.53 1.71 1.04 0.53 0.95

0.02 0.37 0.44 0.13 0.49

0.57 0.42 0.57 0.38 0.41




Γ∗A10
=

[
2.51 8.2 15 6.35 18.49

]
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Ad�m 8: E³it puanl� ö§rencilerin yeni puan ve dereceleri a³a§�daki gibidir.

S4 = 50.78, S5 = 50.65, S10 = 50.55

S5 > S10 > S4

Klasik de§erlendirme yöntemiyle e³it puan olan ö§rencilere esnek s�nav de§erlendirme
yöntemini uygulad�§�m�zda e³itlik durumlar�n�n bozuldu§u görülmektedir. Bu ise yöntemi
bir çok seçimprobleminde kullanabilece§imizi göstermektedir. Bu yöntemi tümö§rencilere
uygulad�§�m�zda ö§rencilerin yeni dereceleri a³a§�daki gibi elde edilir.

S9 > S1 > S2 > S8 > S5 > S10 > S4 > S6 > S7 > S3

elde edilir. Buda klasik de§erlendirmeyle örtü³mekte ve daha detayl� bir de§erlendirme
yapmam�za imkan sa§lamaktad�r.



5. SONUÇ

Bu çal�³mada, esnek kümeler, bulan�k kümeler, bulan�k parametreli esnek kümeler,
bulan�k parametreli bulan�k esnek kümeler, fpfs-karar metodu tan�t�ld�. Son olarak da
yeni bir s�nav de§erlendirme yöntemi olarak esnek s�nav de§erlendirme yöntemi ortaya
at�ld� ve klasik s�nav de§erlendirme yöntemiyle kar³�la³t�rmal� olarak bir uygulamas�
yap�ld�. Sonuç olarak ortaya at�lan yeni yöntem, ö§rencilerin sadece bilgisini ölçerken,
do§ruluk parametresinin yan�nda sonucu etkileyecek di§er parametreleri de hasaba katarak
daha opjektif bir de§erlendirme yapmaktad�r. Bu metodun her ne kadar uygulanmas� zor
gözüksede, uy§ulanabilirli§ini kolayla³t�rmak içinmetodun bilgisayar program� yap�labilir.
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