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ONSOZ
Insanlik tarihinde gdzle goriiliir bir hizla ilerleyen dijital teknolojiler, bilgi islem alaninda
devrim niteligindeki gelismeleri beraberinde getirmektedir. Bu gelismelerin 6nemli bir kolu
olan goriintii isleme, bilgisayarla gormenin temel tasidir. Bu baglamda, bu tez, goriintii isle-
menin onemli bir kilometre tas1 olan ResNet yapilarinin incelenmesi ve analiziyle ilgilen-
mektedir. Gelistirilen bu yapilar, derin 6grenme alaninda ¢i1gir agmis, bilgisayarla gérme
uygulamalarinda 6nemli bir doniim noktasi olmustur. Bu tez, ResNet'in temel prensiplerini
ve uygulamalarini ayrintili bir sekilde ele alarak, bilimsel bir perspektif sunmay1 amagla-
maktadir. Ayrica, bu calisma, bu alandaki gelecek caligsmalara ilham kaynagi olmasi ama-
cryla yazilmistir. Tez boyunca ortaya konulan analizlerin ve sonuglarin, goriintii isleme ala-

nindaki bilimsel ¢ikarimlara ve uygulamalara katki saglamasi temennisiyle...
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OZET

RESIDUAL NETWORK TABANLI UYGULAMA ILE
GOZ BAKTERILERIN SINIFLANDIRILMASI

OZCINAR, Betiil

Yiiksek Lisans, Elektrik ve Bilgisayar Miihendisligi Anabilim Dali, Altinbas Universitesi
Danisman: Do¢.Dr. Sefer KURNAZ

Tarih: Aralik /2023
Sayfa: 97

Glinlimiizde goriuntii tanima teknolojileri, her gegen giin daha da popiilerleserek
gelismektedir. Goriintli tanima teknolojileri; endiistriyel otomasyonlar, Medikal ve saglik,
astronomi, otomatik siiriis ve ugus sistemleri gibi bir¢ok alanda kullanilmaktadir. Yiiz tanima
sistemleri, elektronik goriintii belirleme lensleri, optik okuyucular; goriintii isleme
konusunda son yillarda hem akademik alanda hem de sosyal alanlarda yaygin olarak
kullanilan ve arastirilan insan-bilgisayar etkilesimi konular1 arasinda yer almaktadir. Bu
calismada yapay sinir aglarindan biri olan ResNet sistemi, deep neural network
modellerindeki gradiyent sikismasi problemini ¢6zmek icin skip connection'lar1 kullanir. Bu
skip connection'lar, modelin 6nceki katmanlarindan gelen bilginin direkt olarak sonraki
katmanlara aktarilmasini saglar ve boylece gradiyent sikismasini 6nlenebilir ve daha derin
network'lerin egitilebilmesi miimkiin olabilir. Calismamizda Resnet ¢oklu goriintii alma
mimari yapisini kullanarak gozlerde bulunan bakteri tiirlerini ayirt edip simiflandirmaya
calistik. Sistemde kullandigimiz mimari sayesinde, bakteri goriintiilerinin daha derin ve daha
kompleks modeller olusturmasiin yani sira daha yiiksek performansli goriintii elde
etmemizi miimkiin kilmaktadir. ResNet, ImageNet gibi biiyiik veri kiimelerinde yiiksek
performans gostermis olup giincel deep learning uygulamalarindan bir¢oklarinda kullanilan

bir sistem olmustur.

Anahtar Kelimeler: Yapay Zeka, Derin Ogrenme, Makine 6grenmesi, ImageNet, ResNet.
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ABSTRACT

CLASSIFICATION OF EYE BACTERIA WITH RESIDUAL NET-
WORK BASED APPLICATION

OZCINAR, Betiil
M.Sc., Department of Electrical and Computer Engineering, Altinbas University,
Supervisor: Assoc. Prof. Dr. Sefer KURNAZ
Date: December / 2023
Pages: 96

Today, image recognition technologies continue to be popularised day by day. They are used
in many fields such as industrial automation, medical and health, astronomy, automatic
driving and flight systems, face recognition systems, electronic image detection lenses,
optical readers are among the human-computer interaction topics that have been widely used
and researched in both academic and social fields in recent years in image processing. In this
study, the ResNet system, one of the artificial neural networks, uses skip connections to solve
the gradient compression problem in deep neural network models. These skip connections
allow the information from the previous layers of the model to be transferred directly to the
next layers, so that gradient compression can be avoided and deeper networks can be trained.
In our study, we tried to distinguish and classify the types of bacteria found in the eyes by
using the ResNet multi-image retrieval architecture. Thanks to the architecture we use in the
system, it enables us to obtain higher performance images as well as deeper and more
complex models of bacteria images. ResNet has shown high performance on large datasets

such as ImageNet and has become a system used in many current deep learning models.

Keywords: Artificial intelligence, Machine Learning, Deep Learning, ImageNet, ResNet.
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1. GIRIS
1.1 AMAC

Giiniimiizde Yapay Zekanin makine veya bilgisayar sistemlerinin insan benzeri bir diisiince
ve davranig gostermesini amaglayan alanlarda kullanimi gittikge yayginlasmis olup bu
sistem ve Ozellikler sayesinde insanlarin kullanimini kolaylastiracak gerecler ve yontemler
hizli bir sekilde insa edilmeye baslanmistir. Al teknolojileri, insanlar gibi problemleri
¢Ozebilme, 6grenme ve karar verme yetenegine sahip olma egiliminde olmakla birlikte
yapay zekanin popiilerleserek insan hayatin1 olumlu yonde etkilemesi ve siirekli yenilenerek
gelismesi olumlu bir gelisme olarak kaydedilmektedir. Yapay zeka icindeki en onemli alt
dallarindan biri olan derin 6grenme sistemleriyle kiigiik veya biiyiik miktarda veri ve ¢ok

katmanl1 sinir aglar1 kullanimiyla makinelere 6grenme kapasitesine destek vermektedir.

Bu calismamizda, Residual Network (Residiiel Ag) yapisint kullanarak derin 6grenme
alanindaki bir yap1 olan Residiiel aglarla birgok katman arasindaki verilerin zayiflamasini
onlemek ve daha dogru tahminler yapilmasini saglamak amag¢lanmistir. Bu aglar; goriintii

tanima, ses tanima ve diger uygulamalarda oldukg¢a etkili bir yontemdir.
Bu sistemi kullanmamizdaki amacimiz;

a. Daha Derin Ag: ResNet-50, geleneksel aglara kiyasla ¢cok daha derin ag mimarilerine

olanak tanir ve daha iyi performans saglar.

b. Gelistirilmis egitim sayesinde ResNet-50, derin aglarin egitimini kolaylagtirmak igin

artik baglantilar1 kullanarak daha iyi yakinsama ve daha hizli egitim stireleri saglar.

C. Gelistirilmis genelleme yaparak ResNet-50, geleneksel derin aglara kiyasla gelismis
genelleme performansi gostermistir, bu da gortinmeyen veriler tizerinde iyi performans

gosterebilecegi anlamina gelir.

d. Onceden Egitilmis Modeller ile ResNet-50, ImageNet gibi biiyiik veri kiimeleri iizerinde
onceden egitilmistir; bu da agirliklarin diger gorevlerde transfer 6grenimi i¢in bir
baslangi¢ noktasi olarak kullanilmasini miimkiin kilarak iyi bir model egitmek icin

gereken veri miktarini azaltir.

Ozetle, ResNet-50'nin daha derin aglar1 egitme yetenegi, gelismis egitim ve genelleme ve
onceden egitilmis modellerin kullanilabilirligi, onu bilgisayarla gérme gorevleri i¢in giiglii

1



bir aday haline getirmektedir. Bu ii¢ teknoloji birlikte verileri daha iyi analiz etme,
problemleri ¢6zme ve insanlar gibi davranma yetenegi kazanma amacini desteklemektedir.
Yapay zeka, derin 6grenme ve residiiel ag teknolojileri, gelecekte daha da gelisecek ve daha
fazla alanda kullanilacaktir. Ayni zamanda bu teknolojilerin uygulanmasi, ekonominin

biiylimesine ve endiistri alanindaki gelismeye de katkida bulunacaktir.



2. YAPAY ZEKA (ARTIFICIAL INTELLIGENCE)

Yapay Zeka, veri ve algoritmalar kullanarak kendini O6grenen ve uyarlayan sistemler
olusturmak i¢in kullanilan bir teknolojidir. Makine 6grenmesi, yapay sinir aglar1 ve diger
yapay zeka teknolojileri, verileri analiz etme ve dogru kararlar verme yetenegi kazandirarak
insanlarin yapabileceklerinden daha hizli ve hassas sonuglar elde etmelerine olanak tanir.
Yapay zeka; finans, saglik, egitim ve otomotiv gibi alanlarda kullanilabilir ve is verimliligini
artirabilir, kaliteyi arttirabilir ve miisteri deneyimini iyilestirebilir. Ancak yapay zeka ayni
zamanda sosyal ve etik sorunlar1 da ortaya ¢ikarabilir ve giivenligi tehdit edebilir. Bu nedenle,

yapay zeka kullaniminin yani sira bu teknolojinin etik ve giivenligi de dikkate alinmalidir.

Yapay Zeka (Al) ve Goriintii Isleme, giiniimiiz diinyasinda ¢ok sayida avantaja sahiptir.
Gelistirilmis otomasyon: Yapay zeka, tekrar eden gorevleri otomatiklestirerek verimliligi
artirabilir ve hatalar1 azaltabilir. Yapay zeka destekli sistemler, biiyiik miktarda veriyi analiz
ederek i¢gorii elde eder ve bu iggdriileri bilingli kararlar almak i¢in kullanir. Artan dogruluk
oraniyla goriintii isleme tekniklerinde, goriintiilerin kalitesini ve dogrulugunu artirarak daha
fazla analiz i¢in daha uygun hale getirebilen sistemlerdir. Daha iyi miisteri deneyimi sunan
yapay zeka destekli sistemler, Onerileri kisisellestirebilir ve ¢esitli sektorlerde miisteri
hizmetlerini iyilestirebilir. Gelistirilmis derin 6grenme yapan Artik Aglar ile derin aglardaki
kaybolan gradyanlar sorununu ele alabilir ve ¢esitli gorevlerde dogrulugu artirabilir.
Robotikte ilerlemeler de ise Yapay Zeka ve Gériintii Isleme, otonom robotlarin ve insansiz

hava araglarinin gelistirilmesinde temel bilesenlerdir.

Insanlardan daha zeki ve daha akilli 6zelliklere sahip makinelerden olusan Yapay Zeka, ¢ogu
zaman bilgisayarlar tarafindan kontrol edilir. Bu, bilim kurgu filmlerinde ve dizilerinde
siklikla goriilen, insan zekasi ile esit veya lstlin yapay zeka sistemlerinin yaratilmasina
olanak tanir. Yapay zeka arastirmalarinda ¢ok kullanilan iki anahtar kelime vardir, bunlar;

duyarlilik ve zekadir [1].

Duyarlilik, ¢evremizdeki diinyayr deneyimleme bicimimizdir. Bu, fiziksel duyularimiz
aracilifiyla diinyay1 algilamaktan, duygularimizi ve diisiincelerimizi hissetmeye kadar her
seyi igerir. Duyarlilik, bizi canli ve baglantili kilan seydir. Bilgisayarlar ya da robotlar,
bilingli olmak icin gerekli olan duyular taklit edebilirler. Bir bilgisayar, bir kamera veya
tarayici araciligiyla gevresini gorebilir. Bir mikrofon araciligiyla sesleri duyabilir. Hatta, bir

kisinin konustugu kelimeleri taniyacak sekilde programlanabilir. Bu, bilgisayarlarin ve

3



robotlarin, insan deneyimine benzer bir sekilde cevrelerini algilayabildiklerini gosterir.
Ornegin, bilgisayarlarin duyularim gelistirmek i¢in ¢alisan bilim insanlar1, onlar1 insan gibi
algilama yetenegine sahip hale getirmeye ¢alisiyor. Koku alma, tat alma ve dokunma gibi
duyular1 taklit eden cihazlar gelistiriyorlar. Bu cihazlar hala gelistirilmekte ve
mikkemmellestirilmekte olsa da, bilgisayarlarin c¢evrelerindeki diinyayr daha iyi
anlamalarina yardimci oluyorlar. Sonug¢ olarak, bazi bilgisayarlar ve robotlar diinyay:
algilayabilmektedir. Duyularinin onlara ne sdyledigini anlayip anlayamadiklar1 ya da takdir
edip edemedikleri baska bir seydir. Baz1 bilim adamlari, duyarlili§in sadece bir duygudan

ibaret olmadigini daha fazlasi oldugunu diisiiniiyorlar ve o da diinyay1 hissedebilmek [1].

Sekil 2.1: Yapay Zekanin Ozellikleri ile lgili Gorsel.

Yapay zeka arastirmalarinda, zeka kavraminin ne anlama geldigi konusunda bir anlagmazlik
vardir. Baz1 bilim insanlari, zekanin karmasik problemleri ¢ozme, yeni seyler 6grenme ve
deneyimlerden ders g¢ikarma yetenegi olarak tanimlanabilecegini savunurken, digerleri
zekanin daha ¢ok akil yiiriitme ve problem ¢6zme yetenegiyle ilgili oldugunu diisiiniir. Zeka,
" Bir problemi ¢ozmek i¢in gerekli bilgiyi, deneyimleri ve yaraticilig1 bir araya getirme
yetenegidir. " [2] seklinde tanimlamaktadirlar. Zeka taniminin bir kismi 6grenme yetenegiyle
ilgilidir ve 6grenme olay1 beynimize bir sey veya konu hakkinda yeni bilgiler ekledigimiz

anlamina gelmektedir. Ogrenciler kiigiikken toplama ¢ikarma c¢arpma vs. konularini



Ogrenirken 3 toplam 2’nin 5 oldugunu veya 4 carpt 4’lin 16 oldugunu ve dort mevsimi,
aylarin ne oldugunu 6grenmektedirler. Onlar bu gergekleri 6nceden bilmiyorlardi ve bu

Ogrenmeleri onlara bilgi katt1 [3].

Sekil 2.2: Ornek bir Sinir Hiicresi Resmi.

Zihin kismen mantiklara gore isler ve bu kurallarin bazilarini taklit eden fiziksel sistemler
insa etmek bagka bir seydir; zihnin kendisi de bdyle bir fiziksel sistemdir. René Descartes,
zihin ve bedenin farkli tézlerden olustugu ve bu ayrimin bir¢ok sorunu beraberinde getirdigi
fikrini ilk kez dile getiren filozoftur. Descartes, bugiin rasyonalizm olarak bilinen ve {iyeleri
arasinda Aristoteles ile Leibniz'i de sayan bir felsefe akiminin temsilcisi olarak, diinyay:
anlamada akil yiiriitmenin giiciiniin gii¢lii bir taraftariydi. Bununla birlikte, kendisi ayn1
zamanda diializmin savunucularindan biri olarak bilinirdi. Descartes, insan zihninin (ya da
ruhunun) bir "diisiinen sey" oldugunu ve bu nedenle fiziksel diinyanin yasalarindan muaf
oldugunu savunmustur [4]. Descartes, zihin ve maddenin iki farkli t6z oldugunu savunarak,
zihin-beden probleminin temellerini atmistir. Ancak, hayvanlara makine muamelesi
yapabilecegini One siirerek, bu ayrimi hayvanlara da uygulamistir. Bu, Descartes'in zihin-
beden ayriminin, hayvanlara yonelik yaklasimiyla tutarsiz oldugunu gostermektedir.
Materyalistler, zihnin beynin fiziksel bir iiriinii oldugunu savunurlar. Ozgiir irade ise, bu

fiziksel {irliniin, sahip oldugumuz secenekleri nasil algiladigimiza baglidir.

Bilim Insanlar1 yapay zekanin bazi temel fikirlerini ortaya koymuslardir fakat resmi olarak
bilime si¢rama, {i¢ temel alanda matematiksel bir formalizasyon seviyesi gerektirmistir.
Bunlar, mantik, hesaplama ve olasiliktir. Bigimsel mantik fikri antik Yunan filozoflarina

kadar uzanmaktadir ancak matematiksel gelisimi gercek anlamda onermeler mantig1 ya da
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Boole mantiginin detaylarini ¢6zen George Boole'un (1815-1864) ¢alismalariyla baslamistir
(Boole, 1847).1879'da Gottlob Frege (1848-1925) Boole'un mantigini nesneleri ve iligkileri
icerecek sekilde genisleterek giinlimiizde kullanilan birinci dereceden mantigi olusturdu.
Alfred Tarski, mantiktaki nesnelerin ger¢ek diinyadaki karsiliklarina bir koprii insa eden bir
referans teorisi ortaya koymustur. Bu koprii, mantiktaki nesnelerin gercek diinyadaki

karsiliklariyla dogru bir sekilde iliskilendirilmesini saglar [5] [6] [7].

Mantik ve hesaplama yoluyla yapilabileceklerin sinirlarini belirlemek igin bir sonraki adim,
bu smirlarin belirsizligini kabul etmekti. Kayda deger ilk algoritma, Oklid'in en biiyiik ortak
bolen hesaplama algoritmast olarak kabul edilir. Algoritma kelimesi (ve algoritmalar
lizerinde c¢aligma fikri), yazilariyla Arap rakamlart ve cebiri, Avrupa'nin matematiksel
gelisiminde bir doniim noktasi olmustur. Bu donlim noktasinin mimari, 9. ylizyil Fars
matematikgisi El-Harezmi'dir. Boole ve digerleri mantiksal tiimdengelim i¢in algoritmalari
kendi aralarinda miinazara ettiler ve 19. yiizyilin sonlarinda, matematikgiler, matematiksel
akil yiiritmenin temellerini mantiksal olarak saglamlastirmak i¢in, matematiksel akil
yiirlitmenin mantiksal olarak dogru olan bir dnciil kiimesi verildiginde, sonug olarak dogru
olan bir sonuca varmanin miimkiin oldugunu gostermeye ¢alistyorlardi. 1930'da Kurt Géodel
(1906-1978), Frege ve Russell'm birinci dereceden mantiginda herhangi bir dogru ifadeyi
kanitlamak i¢in etkili bir prosediir buldugunu, ancak birinci dereceden mantigin dogal
sayilar1 karakterize etmek i¢in gereken matematiksel tlimevarim ilkesini yakalayamadigini
gostermistir. 1931'de Géodel, tiimdengelim tizerinde belli 6l¢iilere gore sinirlar oldugunu ve
“Eksiklik Teoremi” olarak adlandirilan Peano aritmetiginde (dogal sayilarin temel teorisi),
teori i¢inde ispat1 olmayan yani tiimdengelim yapilamayan dogru ifadeler oldugunu gosterdi
[8]. Bu temel sonug, tam sayilar tizerindeki bazi fonksiyonlarin, hesaplama makineleri
tarafindan gerceklestirilemeyecek kadar karmasik oldugunu gosterdi. Bu durum ise Turing'i,
hesaplama makinelerinin yapabileceklerinin siirlarini belirlemek icin ¢alismaya yoneltti.
Bir hesaplamaya veya etkin prosediir kavramina gercekten de resmi bir tanim
verilemediginden, Turing makinesinin (Turing, 1936) aritmetik olarak hesaplanabilir
herhangi bir problemi hesaplayabildigini gdsteren Church-Turing tezi; bunun i¢in yeterli bir
tanim olarak kabul edilmistir [9]. Turing, hesaplama makinelerinin yapabileceklerinin bir
"tavan" oldugunu gosterdi. Bu tavan, hicbir Turing makinesinin hesaplayamayacagi bazi
islevleri igeriyor. Ornegin, Turing'in teoremini, bir daga tirmanis olarak diisiinebiliriz. Bu

yaklasim, hesaplama makinelerinin yapabilecekleri ve yapamayacaklar1 seyleri, bir daga
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tirmanabilecekleri ve tirmanamadiklar seylerle karsilastirir. S6yle ki; higbir makine genel
olarak belirli bir programin belirli bir girdi {izerinde bir cevap verip vermeyecegini veya

sonsuza kadar ¢alisip ¢caligmayacagini soyleyememistir.

Bir yapay zekanin basarili olabilmesi icin iki seye ihtiyacimiz vardir. Bunlar, zeka ve
nesnedir. Bizim i¢in bu isi yapabilecek ve yapay zekd icin tercih edilen nesnemiz
bilgisayarlarimizdir. Ikinci Diinya Savasimin zorlu kosullar1 altinda, bilim insanlari,
miihendisler ve askeri yetkililer, savasin gidisatini degistirecek yeni teknolojiler gelistirmek
icin bir araya geldiler. Bu ¢abalarm bir sonucu olarak, Ingiltere, Almanya ve Amerika
Birlesik Devletleri'nde bagimsiz olarak ve hemen hemen ayn1 anda, modern dijital elektronik

bilgisayarlar icat edildi.

Elektromekaniksel olarak c¢aligsabilen ilk bilgisayar, 1940 yilinda Alan Turing tarafindan
yapilan ve tek bir amag olan Alman mesajlarinin desifresi i¢in kullanilan Heath Robinson'du.
Ayni1 aragtirma ekibi, 1943 yilinda vakum tiiplerine dayali gii¢lii ve 6zel amagli bir bilgisayar
olan Colossus'u gelistirdi. Diinya genelindeki ilk operasyonel ve programlanabilir bilgisayar
ise 1941 yilinda Almanya'da Konrad Zuse tarafindan icat edilen Z-3'tiir [8]. Zuse, bilgisayar
biliminin gelisiminde bir doniim noktasiydi. O, kayan noktali sayilar ve ilk yiiksek seviyeli
programlama dilini icat ederek, giiniimiiz bilgisayarlarinin gelistirilmesini miimkiin kildu.
Bu icatlari, giiniimiiz bilgisayarlarinin temelini olusturdu ve diinyanin sekillenmesinde
onemli bir rol oynadi. Atanasoff'un arastirmasi digerlerine gore ¢ok az destek gormiistiir ve
maalesef daha az taninmistir. Modern bilgisayarlarin en etkili dnciilerinden biri olan John
Mauchly ve John Eckert'in de dahil oldugu bir ekip tarafindan Pensilvanya Universitesi'nde

gizli bir askeri projenin pargasi olarak ENIAC gelistirilmistir [10].

O zamandan beri her yeni nesil bilgisayar, donanimin hizin1 ve kapasitesini artird1 ve fiyati
diistirdii. Yaklasik 2005 yilina kadar performanslari her 18 ayda bir yaklasik iki katina ¢ikards,
ancak gii¢ tiiketimi sorunlar ireticilerin saat hizlar1 yerine CPU ¢ekirdeklerinin sayisini
artirmaya baglamasina neden oldu. Su anki beklentiler, gelecekteki gii¢ artiglarinin, beynin
Ozellikleriyle garip bir yakinlasma olan devasa paralellikten kaynaklanacagi seklindedir.
Hesaplama, insanligin varolusundan beri var olan bir ihtiyactir. Bu ihtiyaci karsilamak igin,
tarih boyunca cesitli hesaplama cihazlari icat edilmistir. Gegmisi 17. ylizyila kadar uzanan
en eski otomatik makinelerden olan ilk programlanabilir makine 1805 yilinda Joseph Marie

Jacquard (1752-1834) tarafindan icat edilen dokuma tezgahiydi. Jacquard, icat etmis oldugu



makine dokuma kartlarinin zimbalarin1 kullanarak desen olusturmak igin talimatlar

kaydetmistir [11].

19. yilizyilin ortalarinda, Charles Babbage, modern bilgisayarlarin temellerini atti. Fark
Motoru ve Analitik Motoru, giinlimiiz bilgisayarlarimin onciilleriydi. Fark Motoru,
miihendislik ve bilimsel projeler i¢in karmasik hesaplamalari otomatiklestirmeyi amaglayan
bir mekanik cihazdi. Analitik Motor ise, programlanabilir bir dijital bilgisayarin ilk
tasarimiydi. Charles Babbage'nin Analitik Motoru, modern bilgisayarlarin gelisiminde bir
doniim noktasiydi. Bu makine, adreslenebilir bellek, depolanan programlar ve kosullu
atlamalar gibi modern bilgisayarlarin temel O6zelliklerini igeriyordu. Analitik Motor,
giiniimiiz bilgisayarlarinin yapabildigi her seyi yapabilen ilk yapitti ve modern

bilgisayarlarin gelistirilmesini miimkiin kild1. [11].

Yapay zeka, bilgisayar biliminin hem donanim hem de yazilim yonlerine borg¢ludur.
Donanim, yapay zeka sistemlerinin ¢aligsmasi i¢in gerekli olan temel altyapiyr saglarken,
yazilim ise bu sistemlerin nasil ¢alisacagim ve ne yapacagini belirler. Isletim sistemleri,
programlama dilleri ve modern programlar (ve bunlar lizerine yazilmis makaleler) yazmak
icin gereken araclar1 saglamistir. Yapay zeka, bilgisayar biliminin gelisiminde bir katalizor
gorevi gordii. Bu zeka sayesinde, bilgisayar bilimi, daha verimli, daha kullanict dostu ve
daha giiclii hale geldi. Yapay zeka, bilgisayar bilimine bir tilsim gibi etki etti. Dolayisiyla

bilgisayar bilimi, bir biiyiicii gibi, daha 6nce miimkiin olmayan seyleri yapmaya baslad.

Modern dil bilimi ve yapay zeka, ayn1 zamanda dogan ikiz kardegler gibidir. Bu iki kardes,
zamanla biiylidiikce ve gelistik¢e, hesaplamali dil bilimi veya dogal dil isleme ad1 verilen
ortak bir alanda bulustular. Cok ge¢meden, dili anlama sorununun 1957'de oldugundan ¢ok
daha karmasik oldugu ortaya ¢ikmistir. Ancak 1957'de dilin olduk¢a karmasik bir sey oldugu
ortaya ¢ikti. Dili anlamak sadece ciimle yapisini anlamay1 degil, ayn1 zamanda konu ve
baglami anlamayi da gerekli goriiyordu. Bu gercek, bir zamanlar giin gibi agikken, 1960'lara
kadar ¢cogu insan tarafindan anlagilmamaisti. Bu, insan diisiincesinin bir paradoksudur: Bazen
en basit gercekler, en zor anlasilanlardir. Bilgi temsili (bilginin bilgisayarlarin muhakeme
edebilecegi bir bigimde nasil temsil edileceginin arastirilmasi) iizerine yapilan ilk
caligmalarin ¢cogu dile bagliydr ve dilbilimsel arastirmalar tarafindan bilgilendirildi, bu da

dilin felsefi analizi lizerine onlarca yillik ¢aligmalara bagliydi [12].

Yapay Zeka (Al) olarak glinlimiizde genellikle bilinen ilk calisma, Yapay Zeka (Al) alaninda



genellikle bilinen ilk 6nemli calisma, 1943 yilinda Warren McCulloch ve Walter Pitts
tarafindan gergeklestirildi. Bu grup, ¢alisma icin ii¢ tane bilgi kaynag kullanmislardir. ilk
olarak, Arastirmacilar, ndronlarin elektriksel ve kimyasal sinyalleri nasil ilettigini ve
isledigini agikladilar; ikincisinde, Russell ve Whitehead tarafindan 6nerme mantiginin

bicimsel bir analizi ele alind1 ve {i¢iinciisiinde, Turing'in hesaplama teorisi agiklandi [12].

Warren McCulloch ve Walter Pitts, her bir néronun "ag¢ik" veya "kapali" durumda oldugu ve
bu degisikligin yeterli sayida komsu nérondan gelen uyarana yanit olarak gergeklestigi
yapay bir noéron modeli 6nerdi. Bir néronun durumu, bir uyariciya dair bir "inang¢" olarak
goriilebilir. Ancak, bu inan¢ her zaman dogru degildir. Noronlar, bazen yanlis bilgilere
dayanarak '"inanglar" gelistirebilirler. Ornegin, hesaplanabilir fonksiyonlarm bagh
noronlardan olusan bir ag tarafindan hesaplandigini ve tiim mantiksal baglaglarin (ve, veya,
degil, vb.) basit bir ag yapis1 tarafindan uygulandiini gostermistir. McCulloch ve Pitts,
yapay sinir aglarinin 6grenme yetenegine sahip oldugunu One siirerek, yapay zeka
aragtirmalarinda ¢i8ir agti. Donald Hebb, bu yetenegi daha da gelistirmek i¢in, noronlar
arasindaki baglantilarin giiclinli degistiren basit bir kural 6nerdi. Bu kural, bugiin hala yapay

sinir aglariin 6grenmesini saglayan temel bir mekanizmadir. [13].

Yapay zekad olarak nitelendirilebilecek pek cok ilk c¢aligma arasinda en etkili olani
muhtemelen Alan Turing’in ¢alismasi idi. Alan Turing'in vizyonu, yapay zeka alanindaki
ilerlemeleri hizlandiracak ve insanligin gelecegini sekillendirecek bir giice sahipti. Daha
1947'de Londra Matematik Dernegi'nde konuyla ilgili bir konusma yapmis ve 1950 tarihli
"Hesaplama Makineleri ve Zeka" baslikli makalesinde ilgi ¢ekici bir sekilde konuyu ele
almistir. Yapay zeka arastirmalari, Turing Testi'nin tanitilmasiyla yeni bir déniim noktasina
ulasti. Bu test, bir makinenin insan seviyesinde akil yiiriitebilecegini 6l¢gmek icin bir yontem
olarak kullanildi. Turing Testi'nin bagarisi, makine 6grenimi, genetik algoritmalar ve takviye
Ogrenimi gibi yeni arastirma alanlarinin dogmasina yol acti. Bu alanlar, yapay zekanin insan
zekasia yaklagsmasima yardimei olmak i¢in yeni ve heyecan verici yontemler sunuyor.
"Cocuk programi" fikrini ortaya atarak bir yetigkinin zihnini taklit eden bir program
yaratmaya ¢alismak yerine, bir ¢ocugun zihnini taklit eden bir program yaratmaya

caligilabilecegini agikladi [14].

Princeton Universitesinde yapilan arastirmada yapay zeka iizerinde dnemli ve etkili bir

arastirmasi olan John McCarthy, 1951 yilinda Princeton'dan doktorasini1 almis ve Stanford



Universitesi'ne, ardindan da Dartmouth College'a ge¢gmeden once iki y1l boyunca burada
egitmen olarak calismistir. McCarthy, yapay zeka arastirmalarinin gelecegi i¢in bir vizyona
sahipti. Bu vizyonu gerceklestirmek iizere, yapay zekanin temellerini atmak adina farkli
disiplinlerden arastirmacilar1 bir araya getiren, Dartmouth Konferansinin diizenlenmesini
sagladi. McCarthy, Minsky, Claude Shannon ve Nathaniel Rochester't bu konuda ikna ederek,
yapay zeka arastirmalart i¢in bir doniim noktasi olusturmustur. Bu arastirmacilar, 1956
yazinda Dartmouth College'da iki aylik bir atdlye ¢alismasi diizenlediler. 1956 yazinda
Hanover, New Hampshire'daki Dartmouth College'da iki ay siiresince 10 kisilik bir yapay
zeka galismasi yiiriitmeyi onerdi. S6z konusu c¢alisma, 6grenmenin her yoniiniin ya da
zekanin diger tiim 6zelliklerinin prensipte biiylik bir dogrulukla tanimlanabilecegi ve bunlari
simiile edecek makinelerin yapilabilecegi varsayimindan hareket edecekti. Bu, makinelerin
dili kullanmasini, soyutlama ve kavramsallastirma yapmasmi ve yalnizca insanlarin
cozebilecegi ve kendilerini gelistirebilecegi sorunlar1 ¢é6zmesini saglamanin yollarini bulma
girisimidir. Segkin bir grup bilim insaninin bir siire bu sorun iizerinde ¢alisarak gegirmesi
halinde, bu konulardan bir ya da birkaginda 6nemli ilerlemeler kaydedilebilecegine belirtti

[15].

Yapay zeka aragtirmacilari artik bu hedeflere 2020 ile 2040 yillar1 arasinda ulasabilecegine
inaniyor. Gergek yapay zeka, bir insanla sohbet edebilecek ve ondan ayirt edilebilecek kadar
akilli bir makinedir. Bu tiir makineler, aragtirmacilarin yapay zekanin sinirlarini zorlamasiyla
giderek daha olas1 hale geliyor. Bunun nedeni, arastirmacilarin yapay zekanin karmasikligini
daha iyi anladik¢a, onu daha da gelistirmek i¢in yeni yollar bulabilmeleridir. Bu nedenle,
yapay zekanin iistesinden gelebilecegi alanlar ¢cok smirhidir. Uzman sistemler, belirli bir
konuda uzmanlagmis makine 6grenimi modelleridir. Bu modeller, insan uzmanlariin bilgi
ve deneyimini kullanarak, o alandaki sorunlar1 neredeyse insan kadar iyi ¢ozebilir. Ornegin,
bir uzman sistem, bir kalp monitdriiniin verilerini analiz ederek, bir kalp krizi riskini tahmin

edebilir.

Yapay zeka, dilleri ve goriintiileri anlayabilir ve gevirebilir. Bu, makinelerin insan benzeri
bir sekilde bilgi isleyebildigini ve diinyayr algilayabildigini gosteriyor. Ayn1 zamanda
aragtirmacilar, insanlar gibi diislinebilen, 6z farkindalig1 olan programlar gelistirmek gibi
daha zorlu bir sorun iizerinde de ilerleme kaydetmektedirler. Ancak yapay zeké aragtirmalari

heniiz istenilen diizeyde ilerlemis degil.
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Insan zihni ¢ok esnek bir cihazdir. Her giin yaptigimiz her seyi diisiiniin: yiiriimek, konusmak,
duygular1 deneyimlemek, yemek yemek, duyularimizla anlamak, 6grenmek, TV izlemek,
oyun oynamak vb. Ornegin, Bos bir bilgisayar ekrani, bir mesaj, bir soru veya bir gizem
olabilir. Ne anlama geldigini anlamak i¢in, ekranin neden karardigini bilmemiz gerekir.
Esneklik, bir kumas gibidir. Her duruma uyum saglayabilir. Ornegin, bilgisayar ekrani
kararirsa, bunu bir ekran koruyucunun tetiklenmesi olarak degerlendiririz. Bos bir ekran, bir
gizem gibidir. Fareyi hareket ettirdigimizde, aydinlanma umuduyla onu aydinlatmak i¢in bir
tilstm gibi kullaniriz. Ancak, ¢ogu zaman tilsim ise yaramaz ve gizem c¢oziilmez. Cevik
programlamaya sahip bilgisayarlar, tipki insanlar gibi durumlara uyum saglayabilir. Bulanik
mantik ve g¢evik programlamanin yaygin olarak kullanildigi alanlardan biri de oyun

bilgisayarlaridir [16].

Insan zekdsmin ayirt edici ozelliklerinden biri, yasanan duruma bagl olarak tepkileri
degistirme yetenegidir. Diisiinmek sadece bilgisayar monitorleri i¢in degil, araba kullanmak
gibi diger durumlarda da kullanilir. Hiz sinir1 tabelasina uymak gibi basit bir konuda bile
esnek davraniriz. Ne yapacagimiza karar vermek i¢in zekamizi kullaniriz. Ayni kurallar1 ayni
sekilde takip etmek yerine, neyin gerekli ve giivenli olduguna karar veririz. Bulanik diinyay1
bizim gibi idare edebilmesi i¢in farkli durumlara esnek bir sekilde yanit verebilen yazilimlar
yaratmak da yapay zekanin gelistirilmesine yardimci olacak énemli bir arag olacaktir. Bir
diger avantaj ise yapay zekanin &nyargiya daha az egilimli olmasidir. Ornegin, siirekli
endiseli bir hastasi olan bir doktor, hastanin sadece kendi sorunlarini uydurdugunu
diistinebilir. Doktor hayal kirikligina ugrayabilir ve hastanin sikayetlerine daha az duyarh
olabilir. Bunu yaparken de gercek sorunu gdzden kagirabilir. Ote yandan bir bilgisayarn
sinirlenme ve her vakay1 ayni sekilde ele alma olasilig1 daha diisiiktiir. Bu tiir bir bilgisayar,
doktorun gézden kacirabilecegi seyleri de yakalayabilir. Modern bilgisayarlar mimarlarin
bina tasarlamasina da yardimci olur. Ayrica arabalarin, kopriilerin ve otomobillerin
tasarimina da yardimci olurlar. Gelecekte akilli bilgisayarlar bir aractan daha fazlas1 haline
gelebilir, onlara tasarim yapma gorevi verilebilir. Hatta insan yardimi olmadan sifirdan

tasarim yapabilirler [17].

Bilim insanlar1 veri toplamak ve analiz etmek i¢in bilgisayarlar1 kullaniyor. Bir giin akill
bilgisayarlar hipotezleri formiile etmemize ve bunlari test etmek i¢in deneyler planlamamiza
yardimc1 olacak. Gergekten de bilgisayarlar, insanlarin kendi baslarina ¢ozemeyecegi

sorunlar1 ¢6zmek i¢in simdiden matematiksel kanitlar iiretiyor. Gergekten akilli bilgisayarlar,
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insanlarin yanitlamasi1 uzun zaman alacak bilimsel sorulara yanit bulabilecek duruma

gelecektir.
2.1 MAKINE OGRENIMi (MACHINE LEARNING)

“Makine Ogrenmesi nedir?” sorusunu basit anlamda bir dijital makinaya 6grenmesi gereken
komutlar1 ekleyip yaptigi davranisi gozlemlemek olarak tanimlayabiliriz. Bilgisayarlarin
O0grenmesini saglayabilseydik, onlara yeni seyler 6gretmekten ziyade, onlar1 kendileri igin
o0grenmeye tesvik edebilirdik. Bu, insanligin potansiyelini 6nemli 6lgiide genisletecekti.
Ornegin, tibbi kayitlardan yeni bir hastalik igin en etkili tedaviyi 6grenen bir bilgisayar,
sakinlerinin deneyimlerinden edindigi 6zel kullanim modellerine gore enerji maliyetlerini
optimize eden bir ev veya kullanicinin degisen ilgi alanlarin1 6grenen ve ¢evrimigi bir sabah
gazetesinden Ozellikle 6nemli 6geleri vurgulayan kisisel bir yazilim asistani1 hayal edin.
Makaleleri vurguladiginizi hayal edin. Bilgisayarlarin nasil 6grendiginin daha iyi
anlasilmasi, bilgisayarlarin yeni kullanimlarini, yeni yetenek diizeylerini ve adaptasyonunu
mimkiin kilacaktir. Bilgisayarlarin nasil 6grendigini anlamak, insanlarin nasil 6grendigini
anlamamiza yardimei olabilir. Bu, 6grenmenin dogasi ve sinirlamalar1 hakkinda yeni bilgiler

saglayabilir [18].

Artik "biiyiik veri" ¢cagindayiz. Diinyada artik her seyin bir verisi var. Bu veriler, bir zamanlar
sadece sirketlerin kontroliindeydi. Ancak, simdi herkes bu verilere erisebilir ve bunlari
kullanabilir. Ancak kisisel bilgisayarlarin ortaya c¢ikmast ve kablosuz iletisimin
yayginlagsmasiyla birlikte her birimiz veri iiretiyoruz. Bir iiriin satin aldigimizda, bir film
kiraladigimizda, bir web sitesini goriintiiledigimizde, bir blog yazdigimizda, sosyal medya
paylasimlar1 yaptigimizda, hatta yiirlirken veya araba kullanirken bile veri iiretiyoruz. Her
birimiz, bir veri akiginin hem kaynagi hem de havuzuyuz. Cagimiz insanlari, kendilerine
0zel iriin ve hizmetlere sahip olmayi, ihtiyaclarmin anlagilmasini ve ¢ikarlarin tahmin

edilebilmesini ister.

Ornegin, bir iilkenin dért bir yanindaki yiizlerce fiziksel magazada ya da web iizerinden
sanal bir magaza araciligiyla milyonlarca miisteriye binlerce iiriin satan bir siipermarket
zincirini diisliniin. Stipermarket zincirleri, miisteri davranislarini anlamak i¢in bir bulmacay1
cozmeye calisir. Her giin milyonlarca pargayi bir araya getirmeye ¢alisirlar ve her parca, bir
miisterinin yaptig1 bir satin alma islemidir. Bulmacay1 ¢ozebilirlerse, hangi miisterinin hangi

irlindi satin alacagini tahmin edebilirler ve satiglarini artirabilirler. Benzer sekilde miisteriler
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de, aradiklar iirin gruplarmi bulmak isterler. Bu gorev yeterince acgik degildir. Ne tiir
insanlarin bu dondurmay1 satin aldigini1 veya bu yazarin kitabini satin aldigini veya bu yeni
filmi izledigini, bir sehri ziyaret ettigini veya bu baglantiya tikladigin1 anlamaya calisiyoruz,
bunu kimin yapacagini tam olarak bilmiyoruz. Miisteri davranislari, bir rlizgarin yon

degistirmesi gibidir. Zaman ve cografyaya gore degisir, ancak her zaman bir diizen vardir.

Bilgisayarlar, problemleri ¢ézmek i¢in bir orkestraya ihtiya¢ duyar. Bu orkestra, girdiyi
ciktiya doniistiirmek icin gerekli olan tiim bilesenleri ve siiregleri koordine eder. Bazi
problemler i¢in, girdiyi ¢iktiya doniistiirmek icin izlenecek adimlar belli degildir. Ornegin,
siralama igin bir algoritma gelistirebiliriz. Bu durumda girdi bir dizi say1 olur ve ¢ikti, bu
sayilarin sirali bir liste halinde olmasidir. Ancak bazi goérevler i¢in belirli bir algoritma
mevcut degildir. Miisteri davranisin1 tahmin etmek gibi, spam e-postalarini yasal olanlardan
ayirmak gibi. Girdinin ve ¢iktinin ne oldugunu biliyoruz, ancak girdiyi ¢iktiya nasil
doniistiirecegimizi bilmiyoruz ¢linkii neyin spam olarak kabul edilecegi zaman ve kisiden

kisiye degisir Bu, sorunun karmasik veya degisken olmasindan kaynaklanabilir [19].

Bilgi eksikligimizi veri analizi ile gideririz. Bildigimiz kadariyla bazi mesajlarin spam
oldugu ve bazilarinin olmadigi binlerce 6rnek veri bulup toplayabiliriz. Amacimiz, bu
verilerden neyin spam oldugunu otomatik olarak &gretecek bir algoritma olusturmaktir.
Sayilar1 siralamay1r 68renmek gerekli degil ¢iinkii bu alan icin zaten belirli algoritmalar

mevcut. Fakat algoritmamizin olmadigi birgok uygulama ve ¢ok miktarda veri var.

Siireci tam olarak tanimlamak miimkiin olmasa da faydali yaklagimlarda bulunmanin
miimkiin olduguna inantyoruz. Bu yaklasimlar her seyi agiklayamayabilir ancak verilerin bir
kismini agiklayabilir. Siirecin tamamini tanimlamak miimkiin olmasa da bazi kaliplarin ve
diizenliliklerin tanimlanabilecegine inantyoruz. Makine 6greniminin temeli burada yatar. Bu
ortlintiiler, siireci anlamamiza yardimect olabilir ve bu Oriintiileri tahminlerde bulunmak i¢in
kullanabiliriz. Eger gelecekte toplanacak ornek veriler, gecmisten ¢ok da farkli degilse,

gelecekteki tahminlerin dogru olmasi muhtemeldir, ya da en azindan beklenir.

Veri madenciligi, biiylik veri okyanusunda gizli hazineleri bulmak i¢in makine 6grenimi
yontemlerini kullanarak, bir sir perdesini aralayarak, biiyiik veri tiyatrosunda izleyiciye yeni
bir bakis ac¢is1 sunan bir sanattir. Bir maden, bir altin madenine benzer. Disaridan
bakildiginda, topragin altindaki altin gibi degerli bir seyin varligindan habersiz biiyiik bir

kaya parcasi gibi goriinli. Ancak, madenciler bu kayayr kazmaya ve islemeye

13



basladiklarinda, altin parcaciklarinin ortaya ¢ikmaya basladigini goriirler. Bu pargaciklar,
kayanin toplam kiitlesinin kii¢iik bir kismin1 olusturur, ancak yine de ¢ok degerlidir. Benzer
sekilde veri madenciliginde de biiylik miktarda veri islenerek degerli kullanimi olan
modeller, 6rnegin yiiksek tahmin dogruluguna sahip basit bir model olusturulabilir.
Uygulama alanlar1 ¢ok fazladir. Perakendeye ek olarak finans alaninda bankalarin kredi
kontrolleri, dolandiricilik tespiti ve borsalar i¢in kullanilan modeller uygulama alanlarindan
bazilaridir. Makine Ogrenimi, lretimde siirecleri optimize etmek, tipta teshis koymak,
telekomiinikasyonda aglari iyilestirmek ve bilimde yeni kesifler yapmak i¢in kullanilan bir
aractir. Bu arag, biiyiik miktarda veriyi hizli ve verimli bir sekilde analiz ederek, insan
zekasinin ulasamayacagi sonuglar elde edilmesini saglar. World Wide Web ¢ok genistir ve

giderek biliyimektedir ve ilgili bilgilerin elle aranmasi imkansizdir [20].

Makine 6grenimi, bir veritabanindan bilgi cekmekten ¢ok daha fazlasini ifade eder. Yapay
zekanin bir pargasi olarak, bir sistemde 6grenme ve uyum saglama yetenegini temsil eder.
Bu, degisen bir ortamda bile sistemlerin verimliligini ve performansini korumasina olanak

tanir.

Makine 6grenimi ayrica géorme, konusma tanima ve robotik gibi c¢esitli sorunlara ¢6ziim
bulunmasima yardime1 olmustur. Ornegin yiiz tanima. Her giin ailemizin ve arkadaslarimizin
fotograflarina bakariz ve farkli pozlari, farkli 1siklari, farkli sag stilleri vs. olsa bile onlar
tantyabiliriz. Ancak bunu bilingsizce yapariz ve nasil yaptigimizi agiklayamayiz. Ancak
bunu bilingsizce yapariz ve nasil yaptigimizi agiklayamayiz. Bilgisayar programlari
yazamayiz ¢iinkii yeteneklerimizi agiklayamayiz. Bir yliz, bir piksel tablosu degil, bir sanat
eseridir. Bu eser, doganin yaratti§i bir diizen ve giizellik sergiler. Bir yliziin yapisi, bu
diizenin temelini olusturur. Simetri ise bu diizeni vurgular. Bir yiiziin her biri belirli bir
konuma yerlestirilmis gozleri, burnu ve agzi vardir. Bir kisinin yiizii, bir alfabenin harfleri
gibidir. Bu harfler, bir araya getirildiginde, benzersiz bir kelime olusturur. Bu kelime, o
kisinin kimligini ifade eder. Bir 6grenme programi, bir kisinin yiiziiniin 6rnek bir
goriintlislinli analiz ederek o kisinin karakteristik bir desenini yakalayabilir ve bu desenin o
goriintiide mevcut olup olmadigmi kontrol ederek onu tanimlayabilir. Oriintii Tanima

Yontemine verilen bir 6rnek teskil eder.

Makine 6grenimi, bilgisayarlarin gegcmis deneyimlerden 6grenerek yeni bilgiler edinme ve

yeni davraniglar gelistirme yetenegidir. Bu, bilgisayarlara, programlama olmadan, yeni
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durumlara uyum saglama ve daha iyi kararlar verme yetenegi kazandirir.

Makine 6grenimi, ¢ikarim yaparken matematiksel modeller olustururken istatistik teorisine
dayanir. Bu ¢iinkii temel gorev, bir 6rnegin 6zelliklerinden genel bir kural veya model
cikarmaktir. Bilgisayar biliminin bu siirecteki rolii iki yonliidiir. Egitim asamasinda,
optimizasyon problemlerini ¢6zmek icin biiylik veri miktarini igleyebilen etkili algoritmalar
gereklidir. Model egitildikten sonra ise temsil ve algoritmik ¢Oziimiin verimli olmasi,
cikarim siirecinin uzamsal ve zamansal karmasikligir gibi faktorler agisindan onemlidir.
Ozellikle bazi uygulamalarda, egitim ve c¢ikarim algoritmalarinin etkinligi, tahmin

dogrulugu kadar kritik bir rol oynayabilir.

Bilgisayarlarin ayrica insanlarin 6grendigi sekilde 6grenmesini nasil saglayacagimizi heniiz
bilmiyoruz. Bununla birlikte, belirli 6grenme gorevleri i¢in etkili algoritmalar tasarlanmig
ve 6grenmeye iliskin teorik anlayis gelismeye baslanmistir. Buna ek olarak, faydali 6grenme
yeteneklerine sahip bazi pratik bilgisayar programlar1 gelistirilmis ve ©Onemli ticari
uygulamalar ortaya ¢ikmistir. Makine 6grenimi, bilgi islemin altin anahtaridir. Bilgi islem

anlayisimiz gelistikce, bu anahtar daha da parlak ve giiclii hale geliyor.

Konusma tanima gibi problemlerde, makine 6grenimi algoritmalari denenen diger tiim
yaklasimlardan daha iyi performans gostermektedir. Veri madenciligi ad1 verilen bir alanda,
makine Ogrenimi algoritmalart genellikle ekipman bakim kayitlari, kredi basvurulari,
finansal islemler, tibbi kayitlar vb. igeren biiylik ticari veri tabanlarindan degerli bilgileri

kesfetmek i¢in kullanilir.

Ogrenme deneyimi, bir yolculuktur. Bu yolculugun tiirli, yolcunun basarisim veya
basarisizhigini biiyiik dlgiide etkileyebilir. Onemli bir faktor, yolculugun boyunca yolcuya
geri bildirim saglayip saglamadigidir [21].

Ornegin, bir satrang oyununu dgrenirken, sistem bireysel bir satrang taginin durumundan ve
her dogru hamleden olusan dogrudan 6grenme Orneklerinden dgrenebilir. Alternatif olarak,
sistem ¢esitli oyunlardan hamle ve sonug seklinde sadece dolayli bilgi alabilir. Bu durumda,
oyunun basinda belirli hamlelerin dogrulugu hakkindaki bilgiler, son oyunun kazananlar1 ve
kaybedenlerinden dolayli olarak ¢ikarilmalidir. Burada 6grenci ayrica ders atama, yani
dizideki her hamlenin nihai sonug ic¢in ne kadar krediyi veya sucu hak ettigini belirleme
sorunuyla kars1 karsiyadir. Ders atamak ¢ok zor bir sorundur ¢linkii ilk hamle optimal olsa

bile, bunu bir dizi kotii hamle izleyebilir ve bu da kayba yol agabilir. Boylelikle, dogrudan
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geri bildirim, bir gretmen gibidir. Ogrenciye, hatalarmi ve dogrularini gosterir. Dolayl geri
bildirim ise bir dgrenci gibidir. Ogrenciye, hatalarin1 ve dogrularmi sdylemez, ancak
O0grencinin kendi hatalarin1 ve dogrularin1 bulmasina yardimer olur. Alternatif olarak,
Ogrenci ¢ok kafa karistirict buldugu bir tabloyu isaret edebilir ve 6gretmenden dogru
adimlar1 isteyebilir. Alternatif olarak, dgrenci, 6gretmen olmadan kendi basina 6grenirken
oldugu gibi, tablonun durumu ve egitimin siniflandirilmasi (dolayli olarak) iizerinde tam
kontrole sahiptir. Bu durumda, 6grenciler heniiz test edilmemis yeni satrang durumlarini
denemeyi secebilir veya en umut verici mevcut oyun ¢izgilerinin kii¢lik varyasyonlarini
oynayarak becerilerini gelistirebilirler. ilerleyen béliimlerde, 6grenme deneyiminin
ogrencinin kontrolii digindaki rastgele siirecler tarafindan saglandigi, 6grencinin deneyimli
bir 6gretmene farkli tiirde sorular yonelttigi ve Ogrencinin g¢evreyi bagimsiz olarak
kesfederek 6grenme Ornekleri topladigi ortamlar da dahil olmak {izere ¢esitli 6grenme

ortamlarini inceleyecegiz [21].

Genellikle yapay zeka (Al) olarak adlandirilan bu tiir sistemlerin sofistike problem ¢ézme
yetenekleri, tahminler, kurallar, cevaplar, oneriler veya benzer sonuglar iireten analitik
modellere dayanmaktadir. Analitik modeller olusturmaya yonelik ilk cabalar, akilli
sistemlere, bir insan uzmanmnin bilgeligini ve deneyimini, elle hazirlanmis kurallar
araciligiyla aktarmaya dayaniyordu. Bu kurallar, bir uzmanin, bir problemin nasil
coziilecegine dair bilgisini yansitiyordu. Yeni programlama cercevelerinin pratikligi, veri
mevcudiyeti ve gerekli bilgi islem giicline kapsamli erisim sayesinde artik giderek artan
sayida analitik model, genellikle makine 6grenimi olarak adlandirilan yontem kullanilarak
olusturulmaktadir (Brynjolfsson ve McAfee 2017; Goodfellow vd. 2016). Makine 6grenimi,
insanlart bilgiyi makine tarafindan erisilebilir formlarda tanimlama ve bigimlendirme

yiikiinden kurtararak daha verimli akilli sistemlerin gelistirilmesini saglar.
2.1.1 Ogrenim Tliskileri

Bir arastirmaci, diinyay1 gézlemledikten sonra gelecekteki gorevlerde performansini artirirsa
dgrenme icgiidiisiine sahip olur. Ogrenme, bir telefon numarasii yazmak kadar énemsiz bir
seyden Albert Einstein'in yeni bir evren teorisine ulagmasi kadar derin bir¢ok seye kadar
degisebilir. Bu boliimde, bir buzdag: gibi gériinen bir 6grenme problemine odaklanacagiz.
Yiizeyde sinirli goriinebilir, ancak derinlerde ¢cok daha fazlasina sahiptir. Mantiksal etmen

bilesenleri icin 6nermeler mantig1 ve birinci dereceden mantik ve deterministik etmenlerin
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cikarimsal bilesenleri icin Bayesian aglari gibi ¢esitli etmen bileseni temsil 6rnekleri gordiik.
Makine oOgrenimi arastirmacilari, bu gosterimler igin etkili 6grenme algoritmalari
gelistirmek icin ¢ok calistilar. Bu boliimde, bu algoritmalarin ¢ogunun temelini olusturan

faktorlii temsiller hakkinda konusacagiz [22].

Ornek yoluyla 6grenme, hem arastirma hem de endiistriyel uygulamalar acisindan biiyiik ilgi
gdrmiistiir. Ogrenme algoritmalari tipik olarak &zellik kombinasyonlari ve siiflandirilmis
siniflar arasindaki olasi iliskilerin genis bir uzayinda aramaya rehberlik etmek i¢in sezgisel
yontemler kullanir. Ogrenme gorevlerindeki nitelikler nominal (kategoriler) veya siirekli
(sayilar) olabilir. "Siirekli" terimi literatiirde gercek ve tamsay1 6z nitelikleri ifade etmek i¢in
kullanilir. Tipik olarak bir 6znitelik, dogrusal olarak siralanmis bir deger araligina sahip bir
Ozniteliktir. Cogu 6znitelik secim siireci tiim 6zniteliklerin nominal oldugunu varsayar. Bu
nedenle, stirekli degerlere sahip 6znitelikler, 6znitelik se¢ciminden 6nce ayriklagtirilmalidir.
Su anda bir dizi ayriklastirma algoritmasi mevcuttur, 6rnegin esit geniglikli araliklar, esit

frekansli araliklar gibi.
2.1.2 Simiflandirma

Kredi, banka gibi bir finans kurulusundan 6diing alinan ve genellikle taksitler halinde
faiziyle birlikte geri 6denen bir miktar paradir. Bankalar icin kredilerle ilgili riskleri dnceden
tahmin etmek, bir doktorun bir hastanin durumunu 6nceden teshis edebilmesi gibidir. Risk,
bir miisterinin temerriide diismesi ve kredinin tamamini geri 6dememesi olasiligidir. Bu,
bankanin kar elde edebilmesi ve miisterilerin mali kapasitelerini asan krediler nedeniyle

sikinttya diismemeleri i¢in yapilir.

Krediyi degerlendirirken (Hand 1998), bankalar riski kredi miktarina ve miisteri hakkindaki
bilgilere dayanarak hesaplar. Miisteri hakkindaki bilgiler, bir bireyin finansal kapasitesini
hesaplamada 6nemli olan gelir, tasarruf, teminat, meslek, yas ve ge¢mis finansal gegmis gibi
erisebilecegimiz verileri igerir. Bankalar miisteri verilerine ve geri 6demelerin veya geri
0dememelerin kaydedildigi ge¢mis kredi kayitlarina sahiptir. Buradaki amag, bagvurular i¢in
0zel verilerden miisteri Ozellikleri ve risk arasindaki iliski hakkinda genel kurallar
tiretmektir. Makine 6grenimi sistemi, ge¢mis verilerdeki ipuglarini kullanarak yeni bir
basvurunun riskini tahmin eder. Bu, bir doktorun hastanin ge¢mis tibbi kayitlarini kullanarak
hastanin durumunu teshis etmesine benzer. Makine 6grenimi sistemi, yeni bir bagvuruyu bir

may1n tarlasindan gecerken bir asker gibi degerlendirir.
17



Gegmis veriler lizerinde egitim yapildiktan sonra, 6grenilen siniflandirma kurallar1 asagidaki

bigimi alir.
IF income> 01 AND savings> 0> THEN low-risk ELSE high-risk

01 ve 02'nin karsilik gelen degerlerine boliiniir (bkz. Sekil 2.3). Bu, bir anahtar gibidir. Bir
anahtar, farkl kilitleri agmak i¢in kullanilabilir. Benzer sekilde, diskriminant fonksiyonu,
farkli siniflart ayirmak i¢in kullanilabilir. Bu tiir kurallarin ana kullanim alani tahminidir.
Gegmis verilere uyan kurallarla, gelecek ge¢cmise benziyorsa yeni vakalar i¢in dogru
tahminler yapilabilir. Yeni olgular i¢in dogru ongoriiler saglanabilir. Belirli gelir ve
tasarruflara sahip yeni bir bagvuru goz oniine alindiginda, bagvurunun diisiik veya yliksek
riskli olup olmadigini belirlemek kolaydir. Bazi durumlarda, X'in miisteri 6zellikleri ve Y'nin
diisiik risk ile yiiksek risk i¢in sirasiyla 0 veya 1 oldugu durumunda, 0/1 tipi bir kesin karar
yerine P (Y]X) gibi bir olasilik hesaplamak isteyebiliriz. Bu, belirli bir durumun gergeklesme

olasiligini daha kesin bir sekilde degerlendirmemizi saglar [23].
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Sekil 2.3: Modelin Egitim Siirecinde Kullanilan Ornek Veri Seti.

Her daire, bir veri drneginin izini siirer ve onu bir siifa yerlestirir. Basitlik agisindan, girdi

verisi olarak yalnizca iki misteri 6zelligi; yani gelir ve tasarruflar ve iki sinif, yani diisiik
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risk ("+") ve yiiksek risk ("-") kullanilmastir. iki tiirii birbirinden ayiran bir ayrim &rnegi de

verilmisgtir.

Miisterinin yiiksek riskli olma olasiligi, X'in x degeri i¢in P(Y = 1|X =x) = 0,8 ise, bir para
atip tura gelmesine benzer. Yiiksek riskli olma olasigi %80 iken, diisiikk riskli olma
olasilig1 %20 ‘dir. Firma daha sonra kar kaybetme olasiligina bagli olarak kredinin kabuliine

ya da reddine karar verir.

Oriintii tanimada makine dgreniminin bircok uygulamasi vardir. Gérsel karakter tanima,
gorintiilerden karakterlerin kodlarini taniyan bir tiir Oriintii tanimadir. Bu, alfabemizdeki
karakter sayis1 kadar sinifin oldugu bir 6rnektir. Zarfin tizerindeki posta kodunu veya bir
¢ekin tutarin1 okumak gibi el yazisi karakterleri iceren durumlar 6zellikle ilgi ¢ekicidir. El
yazist harfler farkli kisiler tarafindan farkli sekillerde yazilir: kiigiik ya da biiyiik, capraz,
titkenmez ya da kursun kalemle ya da ayni harflerin farkli kaliplariyla. Yazi1 bir insan icadidir
ancak hicbir sistem insan okumasi kadar dogru degildir. Tim "A" lar1 igeren ve "A"
olmayanlar1 hari¢ tutan resmi bir "A" tanimina sahip degiliz. Bu nedenle, "Aness" tanimini
Ogrendigimiz yazarlardan 6rnekler aliyoruz. Ancak, bir resmi "A" yapan 6zelligi tam olarak
bilemiyoruz; fakat farkli "A"larin paylastig1 bir ortak 6zelligin olduguna eminiz ve bu
ozelligi elde etmek istedigimiz sey de bu. Bir karakter goriintiisii, sadece rastgele noktalarin
bir araya gelmesi degil, ayn1 zamanda bir Ogrenme programinin algilayabilecegi

diizenliliklere sahip fir¢a darbelerinin bir kombinasyonudur. [23].

Metin okurken diger bir unsur da insan dilindeki fazlalik kullanimidir. Bir kelime bir harf
dizisidir ve bu dizideki harfler tek basina durmaz sadece dildeki kelimelerle sinirlandirilir.
Bu, baz1 harfler taninmasa bile kelimenin okunabilmesi gibi bir avantaja sahiptir. Dil,
kelimelerin ve ctimlelerin birbirleriyle karmagik etkilesimleri yoluyla anlam kazanir. Bu

etkilesimler, makine 6grenimi algoritmalari tarafindan 6grenilebilir ve modellenebilir.

Yiiz tanima durumunda girdi, bir goriintiidiir; sinif taninacak yiizdiir ve 6grenme programi
yiiz goriintiisii ile kimlik arasindaki iliskiyi 6grenmelidir. Bu problem, c¢ok sayida sinif,
bliylik girdi goriintiileri ve yiizlerin 3B olmasi ve goriintiilerin farkli duruslar ve 1s1kla 6nemli
Olciide degismesi nedeniyle karakter tanimadan daha zordur. Buna ek olarak bazi girdiler
gizlenebilir, 6rnegin gozliikler tarafindan gizlenen gozler ve kaslar veya sakallar tarafindan

gizlenen ¢ene.
Tibbi tanisinda, hastanin viicudunun bir hikayesini dinlersin ve bu hikayeyi hastaligin bir
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sifresi olarak ¢ozmeye calisirsin. Bazi testler hastaya uygulanmaz, dolayisiyla bu girdiler
eksiktir. Bu testler zaman alici, maliyetli ve hasta i¢in potansiyel olarak rahatsiz edicidir, bu
nedenle hasta bu testlerin degerli bilgiler saglayacagindan emin olmadik¢a yapilmamalidir.
T1bbi teshiste, bir makinenin kararinin yanlis olmasi, hastanin hayatini tehlikeye atabilir. Bu

nedenle, siniflandiricinin kararsiz oldugu durumlarda, insan uzmana danigsmak en iyisidir.

Konusma tanimada, girdiler isitseldir ve siniflar konusulabilen kelimelerdir. Bu gorev ¢ok
daha zordur ¢iinkii ayn1 kelime yas, cinsiyet ve telaffuz farkliliklar1 nedeniyle farkl telaffuz
edilebilir. Bir diger fark ise girdinin gecisli olmasidir. Kelimeler zaman i¢inde bir dizi fonem

olarak telaffuz edilir ve baz1 kelimeler digerlerinden daha uzundur.

Karakter tanimada oldugu gibi konugma tanimada da bir "dil modeli" olusturmak énemlidir
ve bir dil modeli olusturmanin en iyi yolu genis bir 6rnek veriden dgrenmektir. Makine
ogrenimi, dogal dil islemeye yeni bir soluk getiriyor. Ornegin anti-spam, spam yaraticilarmin
ve islemcilerinin spam ile basa ¢ikmak i¢in yeni ve daha iyi yollar gelistirerek daha iyi yollar
bulmaya c¢alistiklar: bir alandir. Bir baska ilging 6rnek de "trend konular1" belirlemek ve
reklam icerigini belirlemek i¢in bloglarin ve sosyal medya gonderilerinin analiz edilmesidir.
Manuel ¢eviri kurallarina dayali onlarca yillik arastirmalardan sonra, belki de en etkileyici
olan1 makine ¢evirisi gelmektedir. En umut verici yontemin, her iki dil i¢in bliyiik miktarda
metin ¢ifti saglamak ve programin bir metni digerine eslestiren kurallar1 otomatik olarak

bulmasini saglamak oldugu sonucuna varild.

Biyometrik fotograflar, insanlari tanimlamak ve kimliklerini dogrulamak i¢in insanin
fizyolojik ve davranigsal 6zelliklerini kullanan ve birden fazla yontemden gelen girdilerin
entegrasyonunu gerektiren bir teknolojidir. Fizyolojik 6zellikler arasinda yiizler, parmak
izleri, irisler ve avug igleri gibi goriintiiler yer alirken, davranigsal 6zellikler arasinda imzalar,
sesler, ylirliylis ve tus vuruslari gibi dinamik 6zellikler yer alir. Fotograflar, imzalar ve
sifreler gibi standart kimlik belirleme yontemlerinin aksine bir¢ok farkli (ilgisiz) girdinin
oldugu durumlarda, sahtecilik (kimlige biiriinme) daha zor olacak ve sistem daha dogru
olacak ve umulur ki kullanici i¢in daha az can sikici olacaktir. Makine 6grenimi hem bu
farkl1 formatlar i¢in ayr1 tanima amaciyla hem de bu farkli kaynaklarin giivenilirligini

dikkate alan genel bir kabul/red karar1 vermek i¢in bir arada kullanilir.

Verilerden elde edilen bilgilerle kurallarin 6grenilmesi, bilgi ¢ikarimini miimkiin kilar.

Kurallar basit¢e veriyi agiklayan modellerdir ve bu modeller incelenerek verinin altinda
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yatan siirecin bir aciklamasi elde edilebilir. Diyelim ki, disiik riskli ve yiiksek riskli
miisterileri ayiran kalibt 6grendikten sonra, diislik riskli miisterilerin kim oldugunu ve ne
yaptiklarini anlayabiliriz. Bu bilgi, 6rnegin reklamcilikta potansiyel diisiik riskli miisterileri
daha etkili bir sekilde hedeflemek i¢in kullanilabilir. Kurallar, verilerin daha basit
aciklamalarini iiretmek icin verilere uygulanabildiginden ve boylece depolama i¢in daha az
bellek ve isleme igin daha az hesaplama gerektirdiginden, 6grenmenin bir sikigtirma etkisi
de vardir. Toplama kurali bir kez bilindiginde, her sayr kombinasyonunun toplamini

hatirlamaya gerek kalmaz.

Makine 6greniminin bir diger uygulamasi, genel kurallara uymayan miikemmel 6rnekleri
belirleyen aykir1 deger tespitidir. Buradaki fikir, tipik o6rneklerin kolayca ifade edilebilecek
ozelliklere sahip oldugu, bu 6zelliklere sahip olmayan 6rneklerin ise tipik olmadigidir. Bu
gibi durumlarda, miimkiin oldugunca basit ve miimkiin oldugunca ¢ok sayida yaygin vakay1
kapsayan bir kural bulmak amaclanir. Dolandiricilik gibi dikkat gerektiren bir anormallik
olabilir veya daha 6nce gozlemlenmemis ancak gegerli olan yeni bir durum birer istisna

olarak karsimiza ¢ikar.
2.2 DERIN OGRENME (DEEP LEARNING)

Makine 6grenimi sistemleri, hem s1g hem de derin mimarilerde deneyim yoluyla 6grenme
ve gelisme yetenegine sahiptir. Makine 6grenimi siireci, karar verme icin faydali bilgileri
cikarmak amaciyla kullanilan ham verilerle baslar ve nihai hedef, makinelerin insanlar gibi

faydali bilgileri 6grenmesini saglamaktir [24].

Derin 6grenme, son yillarda biiyiik ilgi géren ve hizla gelisen bir makine 6grenimi alanidir.
Derin 6grenme, bircok gizli katmana (deep networks) sahip olan ve farkli soyutlama
seviyelerinde farkli 6zellikleri 6grenen bir mimaridir. Derin 6grenme algoritmalari, diisiik
seviyeli 0zellikler tarafindan belirlenen yiiksek seviyeli 6grenme 6zellikleri ile genellikle
coklu katmanlarda girdi dagiliminin bilinmeyen yapisindan yararlanarak {istiin bir temsil

bulmaya ¢alisir [25].

Geleneksel makine 6grenimi yontemleri, verileri dogada var oldugu sekliyle isledikleri
gercegiyle sinirhidir. Uzun yillardir, bir Oriintii tanima veya makine Ogrenimi sistemi
olusturmak, ham verileri (6rnegin, goriintii piksel degerleri gibi) uygun bir icsel temsile

dontistiiren ve 6zellik vektorleri ¢ikaran 6zenli bir uzmanlik ve titiz calisma gerektirmistir;
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bu 6zellik vektorii, daha sonra bir siniflandirict gibi 6grenme sistemi tarafindan kullanilarak
girdideki Oriintiileri tanimlamak veya siniflandirmak i¢in kullanilabilir. Derin 6grenme, ham
verilerin (goriintii verileri durumundaki pikseller) dnce 6zellikleri ¢gikarmadan veya 6zellik
vektorlerini tanimlamadan bir 6grenme algoritmasina sokulmasina izin verir. Derin 6grenme
algoritmalari, uygun bir set Ozellikleri 6grenme yetenegine sahiptir ve bu Ozellikleri
¢ikarmak i¢in manuel programlamadan ¢ok daha etkilidir. Ham verilerden 6zellik ¢ikarma
islemini tanimlamak igin bir dizi kural veya algoritma olusturmak yerine, derin 6grenme bu

ozellikleri 6grenme siireci sirasinda otomatik olarak gergeklestirir [26].

Derin 6grenmede problem, her bir kavramin digerinin {izerine inga edildigi bir kavramlar
hiyerarsisi olarak uygulanir. Modelin en alt katman1 problemin temel bir temsilini kodlarken,

daha tist katmanlar ise en alt katmanin {izerine daha karmasik kavramlar insa etmektedir.

Goriintli verisi saglandiginda, piksel yogunluk degerleri derin 6grenme sistemi tarafindan
giris olarak alinir. Ardindan, ¢oklu gizli katmanlar, giris goriintiisiinden 6zellikler ¢ikarir. Bu
gizli katmanlar, kendi aralarinda hiyerarsik bir yap1 olusturacak sekilde tasarlanmistir. Agin
en alt katman ilk olarak yalnizca kenar benzeri bolgeleri algilar. Bu kenar bolgeleri, koseleri
(kenarlarin kesistigi noktalar) ve konturlar1 (nesnelerin ¢evresi) tanimlamak i¢in kullanilir.
En st seviyede, acilar ve konturlar birlestirilir ve bir sonraki seviyede daha soyut "nesne
parcalarma" baglanir. Derin 6grenme, insan miihendislerinin miidahalesi olmadan,
verilerden asamali olarak 6grenen ve kendini gelistiren bir makine 6grenmesi teknigidir. Bu
teknik, goriintii isleme, dogal dil isleme, ses tanima ve makine ¢evirisi gibi bir¢ok alanda

devrim yaratmistir.
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Sekil 2.4: Makine Ogrenmesi ve Derin Ogrenme Karsilastiriimast.

"Derin katmanlar" terimi, girdi verilerinin giderek daha anlamli temsillerinin siirekli
Ogrenilmesini ifade eder. Modelin karmasikligi, verilerini modellemek i¢in kullandig:
katman sayisiyla dogru orantilidir. Giinlimiiziin derin 6grenmesinde, onlarca ila ylizlerce
ardisik temsil katmani genellikle egitim verilerinden otomatik olarak 6grenilir. Geleneksel
makine O6grenimi yaklasimlari, verileri basit bir sekilde temsil eder. Bu, verilerin
karmagikligini tam olarak anlamaya yetmeyebilir. Derin 6grenme yaklagimlari, verileri daha
karmasik bir sekilde temsil eder. Bu, verilerin karmasikligin1 daha iyi anlamalarina ve daha
dogru tahminler yapmalarina olanak tanir. Ancak, derin 6grenme yaklasimlari daha fazla veri
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ve hesaplama giicii gerektirir. Derin 6grenme, makine 6greniminin bir alt kiimesidir, ancak
verileri temsil etmek i¢in ¢ok katmanli bir yaklagim kullanir. Bu, verilerin karmagikligin

daha iyi anlamalarina ve daha dogru tahminler yapmalarina olanak tanir [27].

Makine Ogrenmesi

Agikga programlanmadan 6grenilebilen
algoritmalar

Derin Ogrenme

CNN, R-CNN, ANN gibi
kendi kendine 6grenme
yeteneklerine sahip sinir
aglar

Sekil 2.5: Yapay Zeka ve Alt Kiimelerini Olusturan Yapisali.

Derin 6grenme aglari, verileri daha karmasik bir sekilde temsil etmek i¢in alt modellerin
katmanlarin1 kullanir. Bu, verilerin karmasikligin1 daha iyi anlamalarina ve daha dogru
tahminler yapmalarina olanak tanir. Ancak, derin 6grenme aglart daha fazla veri ve
hesaplama giicii gerektirir. Bu, derin 6grenmenin ger¢ek diinyadaki uygulamalarda
kullanimin1 siirlayabilir. Derin 6grenme 1980'lerden beri var olmakla birlikte, yetersiz bilgi
islem altyapis1 (hem donanim hem de yazilim olarak) ve mevcut veri kiimelerinin ¢ok kiiciik
olmasi nedeniyle birkag yildir nispeten popiiler degildi. Son zamanlarda geleneksel sinir
aglarmin popiilaritesi azalirken, derinlik aglari konusma tanima ve bilgisayarla gérme

alanlarinda etkileyici sonuglar ortaya ¢ikarmistir [28].

Makine 6grenimi sistemleri, verileri temsil eden 6zelliklerden ne kadar iyi yararlanirsa, o
kadar basarili olurlar. Bu, ¢ilinkii 6zellikler, sistemlerin veri kiimesinin Oriintiilerini ve

iliskilerini anlamalarma yardimci olur. Ozellik (nesne iizerinde) ¢ikarma islemini makine
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Ogrenimi algoritmalar1 i¢in daha kullanigh hale getirmek ic¢in probleme dahil edilmesi
gereken yonler belirlenmeden daha iyi sonuglar elde edilemez. Bu nedenle arastirmacilar,
makine 6grenimi uzmanlariin faydali olan 6zellik setleri elde etmek i¢in alan uzmanlariyla
isbirligi yapilmasi gerektigini diistinmiislerdir. Biyolojik beyin, bir sorunun 6ziinii hizli bir
sekilde kavrayabilir ve bu bilgiyi etkili bir ¢6ziim gelistirmek i¢in kullanabilir. Bu, beyinin
bir sorunun karmasikligini azaltma ve ¢Oziimi basitlestirme konusundaki dogal
yeteneginden kaynaklanmaktadir. Beyin, sorunun onemli 6zelliklerini hizla belirler ve bu

bilgileri sorunu ¢6zmek icin kullanir.

Derin 0grenme, insan miihendisler tarafindan tasarlanmak yerine genellestirilmis bir
O0grenme siireciyle verilerden ozellikler 6grendigi icin dogruluk agisindan geleneksel

algoritmalardan daha iyi performans gosterir.

Derin aglar, bilgisayarla gérme alaninda carpici gelismeler gdstermis, makine g¢evirisini
onemli Olclide iyilestirmis ve insan konusmasini tanimaya yaklasan konugma tanima
yetenekleriyle etkili bir yapay zeka teknolojisi olarak odak noktasi haline gelmistir. Makine
Ogrenimi, diger disiplinlerden arastirmacilarin bile ilgisini ¢eken, cesitli alanlarda {istiin
dogruluk ve genellenebilirlik saglayan giiclii bir aractir. Bu, makine 6greniminin, tip, finans
ve Uretim gibi kritik karar verme gerektiren alanlarda 6nemli bir etki olusturma kapasitesine

isaret eder.

Derin 6grenmenin uzun ve zengin bir ge¢misi vardir ancak felsefi bakis agilarini yansitan
cesitli isimlerle popiilerligi azalmistir. Mevcut egitim verilerinin hacmi arttikca daha
kullanigl hale gelir. Derin 6grenme i¢in bilgi islem altyapisi (hem donanim hem de yazilim)
gelistikge derin 6grenme modelleri de zaman i¢inde evrim geg¢irmistir. Derin 6grenme,
zaman i¢inde giderek karmasiklasan uygulamalar1 yiliksek bir dogruluk derecesiyle

¢Ozmuistiir.
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Sekil 2.6: Ogrenme Modellerinin Ust Diizey Yapist.
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Ustteki sekil, 6grenme modelinin {ist diizey yapisidir. Bir boliimden digerine giden oklar, bir
onceki boliimiin sonraki bdliimleri anlamak i¢in 6n kosul niteliginde oldugunu

gostermektedir.

Beynin 6grenme mekanizmalarini taklit eden makine 6grenimi algoritmalari, 6grenmenin
temellerini anlamamiza yardimer olabilir. Bu, 6grenmenin nasil ¢alistigina dair yeni bilgiler
elde etmemize ve daha etkili 6grenme algoritmalar1 gelistirmemize olanak tanir. Sonug
olarak derin 6grenme, yapay sinir aglar1 (YSA) olarak bilinir hale gelmistir. Derin 6grenme
modelleri, biyolojik beynin yapisini ve isleyisini taklit eden makine sistemleridir. Bu
modeller, beyin islevlerini anlamamiza ve daha etkili makine 6grenimi algoritmalar
gelistirmemize yardimei olabilir. Ornegin, derin 6grenme modelleri, beyin gériintiileme
verilerini analiz etmek i¢in kullanilabilir. Bu, beyin hastaliklarinin teshis ve tedavisinde yeni
yollar agabilir. (Hinton ve Shallice, 1991), ancak derin 6grenme modelleri, biyolojik beynin
islevini taklit etmek icin tasarlanmis olsa da, genellikle tam olarak biyolojik islevi

yansitmazlar.

Derin 6grenmenin noral perspektifi, biyolojik beyinin akilli davranisin temelini olusturdugu
ve bu temeli yapay sistemlere aktararak insan benzeri zeka elde edebilecegimiz fikrine
dayanmaktadir. Bu fikir, biyolojik beynin nasil ¢alistigin1 anlamamiza ve bu bilgileri yapay
zeka sistemlerini gelistirmek igin kullanmamiza yardimer olmustur. Ornegin, derin grenme
modelleri, biyolojik beyinin gorsel isleme ve dil isleme gibi siireglerini taklit etmek i¢in
kullanilmaktadir. Bu modeller, goriintii tanima, dogal dil isleme ve makine cevirisi gibi
cesitli uygulamalarda kullanilmaktadir. Bunlar, beynin altinda yatan hesaplama ilkelerini
anlamak ve islevlerini kopyalamaktir. Insan beyninin ve zekasinin nasil ¢alistigina dair bilgi
edinmek, hem miihendisler hem de bilim insanlar1 i¢in degerlidir. Bu bilgi, yeni teknolojiler
gelistirmek, hastaliklar1 teshis etmek ve tedavi etmek ve diinyayr daha iyi anlamak i¢in
kullanilabilir. Insan beyninin ve zekasmin altinda yatan sirlar1 ¢dzmek, hem miihendislik
hem de bilimsel agidan heyecan verici bir hedeftir. Bu nedenle, makine 6grenimi modelleri,

bu sirlara 151k tutma potansiyeline sahip olduklari i¢in degerli bir aractir [29].

Derin 6grenme, biyolojik beyni taklit etmenin Gtesine gegerek, kendi kendine 6grenme ve
adaptasyon gibi yeni yeteneklere sahip hale geldi. Norobilimden ilham almasi gerekmeyen
makine 6grenimi, cercevelerine uygulanabilen ¢ok seviyeli bicimlendirici 6grenmenin daha

genel ilkesini ¢agristirir.
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ise Ug Tarihsel Dalgasindan ikisini Géstermektedir.

Derin 6grenme, biyolojik beynin yapisini ve isleyisini taklit etmeye c¢alisan basit dogrusal
modellerden dogmustur. Bu modeller, biyolojik beynin nasil 6grendigini ve akilli davranisi
nasil lirettigini anlamamiza yardimci olmustur. Ancak, bu modeller sinirliyd: ve karmasik
gorevleri yerine getirmekte zorlaniyordu. Norobilimciler, beyin hiicrelerinin nasil
birbirleriyle iletisim kurdugunu ve karmasik gorevleri nasil yerine getirdigini 6grendikge,
derin 6grenme modelleri de bu gorevleri yerine getirmeyi O6greniyor. Norobilimciler,
gelinciklerin beyinlerini, beynin isitmeyi isleyen bolgelerine gorsel sinyaller génderecek
sekilde yeniden diizenlediklerinde bu bolgelerde "gormeyi" Ogrenebileceklerini
kesfetmislerdir (Von Melchner vd., 2000). Bu, tek bir algoritmanin memeli beyni tarafindan
gerceklestirilen bircok farkli gorev igin kullanilabilecegini gdstermekteydi. Makine
Ogrenimi arastirmalari, biyolojik beynin noral aglari araciligiyla 6grenmesini taklit eden
derin 6grenme modellerinin ortaya ¢ikmasiyla birlikte daha biitiinlesik bir yapiya kavustu

[30].
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Sekil 2.8: Derin Aglarin Bes Yillik Verileri.

ImageNet biiylik Olgekli gorsel tanima yarismasini, katilmasina izin veren bir boyuta
ulastigindan beri, her yil, diisiik bir hata oraniyla tutarli bir sekilde kazanmaya devam
etmistir. Veriler Russakovsky et al. (2014b) ve He et al. (2015). Derin 6grenme, 2007 yilinda
insanlarin iistiin oldugu isitme ve gérme gibi algisal problemlerde umut verici sonuglarla 6n
plana ¢ikt1 ancak uzun zamandir makineler i¢in ince bir varlikti. Sonug¢ olarak bilgisayar
bilimcileri, bilgisayarlara fotograflardaki nesneleri bulmak, kelimeleri ve climleleri tanimak
ve ses, video gibi bliylik miktarda veri kullanarak belgeleri baska dillere ¢evirmek gibi
insanlar icin dogal ve sezgisel olan seyleri yapmay1 6gretmek i¢in biiyiik bilgi islem
giiciinden yararlanabilmektedirler. Bir bilgisayar bunu ilk kez yapabiliyordu [31]. Veri,
olasiliklarin denizidir. Deniz ne kadar derin olursa, olasiliklar da o kadar genis olur. Ornegin
bir komut dosyasi diizenlemek, spam olup olmadigini belirlemek veya bir miisterinin kredi

O0demeye istekli olup olmadigini belirlemek i¢in ses tanimay1 kullanmak gibi.
2.2.1 Derin (")grenmenin Cahisma Stili

Derin aglar bir dizi ¢ok seviyeli doniisiimle girdileri hedeflerle eslestirir ve bu ¢ok seviyeli
dontisiimler egitim Orneklerine maruz birakilarak 6grenilir. Girdiye bir seviye uygulayan
doniisiim, esasen bir say1 kiimesi olan seviyenin agirligi ile belirlenir. Bir katman, agirliklar
aracilifiyla gercekligi nasil yorumlayacagin belirler. Agirliklar ne kadar yiiksekse, katman
o kadar giiclii bir etki uygular. Bu, katmanin gercekligi nasil goérdiigiinii ve bu goriise dayali

olarak nasil kararlar verdigini etkiler. [32].

Derin 6grenme, bir yolculuktur. Yolculugun amaci, agin agirliklarini dogru degerlere
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dogrultmaktir. Bu yolculuk, binlerce parametre arasinda dogru yolu bulmak gibi zor bir is
olabilir. Ancak, dogru yoldan sapmadan ve dogru agirliklar1 bularak, derin 6grenme aglar
karmasik gorevleri yerine getirmeyi 6grenebilir. Bu durum 6zellikle bir parametrenin degeri

digerinin degerini etkilediginde gegerlidir [32].

Bir derin ag1 egitmek icin, agin hedefe ne kadar yakin oldugunu bilmek gerekir. Bu bilgi,
agin hedefe dogru ilerlemesini saglamak icin kullanilir. Kayip fonksiyonu, belirli bir durum
i¢in Ongoriilen ag ¢iktisi ile gergek hedef deger arasindaki farki hesaplar. Bu fark ne kadar
bliyiikse, agin o kadar yanildigr anlamina gelir. Agin yanildigim1 anlayarak, agirliklarini
giincelleyerek agin dogru ¢iktiyr iiretmesini saglayabiliriz. Bu, agin belirli bir 6rnegi ne
dl¢iide dgrendiginin degerlendirilmesini saglar. Ogrenme, agin hatalarii diizeltme siirecidir.
Bu siireg, agin agirliklarin giincelleyerek gergeklestirilir. Agirliklar, agin ¢iktisini etkileyen

parametrelerdir. Agirliklari giincelleyerek, agin ¢iktisin1 daha dogru hale getirebiliriz [33].

Girdiler Bias
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Sekil 2.9: Derin Ogrenme Noral Girdiler.

Daha giiclii bir model olusturmak i¢in birden fazla dogrusal olmayan katman ekleme genel
fikri, derin O0grenme olarak adlandirilmasa bile, her zaman sinir agi arastirmalarinin

arkasindaki itici gli¢ olmustur.

Derin 6grenmenin temellerini anlamak i¢in, tek katmanli dogrusal regresyondan baglayalim.
Bu model, derin 6grenmenin temelini olusturan kavramlari anlamamiza yardimci olacaktir.
Insanlar bu mimariyi 6grenmekte zorlandilar ve bu durum, o dénemde makinelerin smirlt

hesaplama giiciiyle birlesince, destek vektor makineleri (SVM'ler) gibi diger yontemlerin
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Orlintii tanima sahnesine hakim olmasina yol act1 [34].

Sinir aglarinin goriintii siniflandirma, segmentasyon ve Ozellik 6grenme gibi cesitli
uygulamalar i¢in tercih edilen yontem haline gelmesi yaklasik yirmi yili agkin siire iginde
bircok dikkate deger sonuclar ortaya ¢ikarmistir. Bu sonuglarin merkezinde SVM'lerden
farkli olarak &zellikleri 6grenme yetenedi vardir. Ozellikle goriintii siniflandirmada, giris
piksellerinin tek basina temsili ¢ogu uygulama i¢in makul degildi ve iyi bir goriintii

tanimlayici kiimesi bulunmaliydi.

Nihai derin 6grenme modeli hi¢ sliphesiz konusma tanima gibi gorevlerde dizi modelleme
i¢in tercih edilen tekrarlayan ag olarak tanimlanmaktadir [Werbos, 1974; Williams ve Zipser,

1989; Schmidhuber, 1992; Graves, 2008].

Makine 6grenimi, veri diinyasini kesfetmenin yeni bir yoludur. Bu kesfi miimkiin oldugunca
kolaylastirmak i¢in, makine 6grenimi yontemlerinin uygulanmasini kolaylastirmak gerekir.
Bu sekilde, giris verilerinden bagimsiz olarak 6zellik 6grenimi sonrasinda tiim geleneksel
makine 6grenimi yontemleri uygulanabilir olacaktir [35]. Ormegin, SVMler bir 6zellik
cikarma adimindan gecer. lyi 6zellikler size gii¢lii siniflandirma sonuglar1 verebilir ancak
eksik veya kotii ozellikler hicbir sey ifade etmeyecektir. Yakin bir gelecekte, derin
O0grenmenin benzersiz ve yenilik¢i sekillerde uygulandigini gorecegiz. Bu uygulamalar,
giinlik hayatimizin ¢esitli alanlarinda faydali olmalarmi saglamak icin gercekei
mekaniklerle birlestirilmis daha gizli zeka (oneriler ve ses tanima gibi) ¢esitliligine sahip

olacaktir [35].

Derin 6grenme aglari, bir yandan bir¢ok avantaj saglarken, diger yandan da bir¢ok sorun ve
zorluk yaratir. Bu sorunlar ve zorluklar, derin mimarilerin avantajlarindan daha agir
basmaktadir. Bu mimariyi genel kullanim i¢in egitmek ac1 verici derecede yavastir. Siirl
bilgi islem giicli nedeniyle derin 6grenme aglari, ¢ekirdek yontemi gibi diger yaklagimlardan
daha iyi performans goOstermistir. Hesaplama giiclinlin (6zellikle GPU'lar ve dagitik
hesaplama) muazzam artis1 ve biiyiik etiketli veri kiimelerine erisim, yeniden canlanmasinin
Oonlinii agmistir. Ancak bu alandaki biiylik ilerlemelere ragmen cok sayida serbest
parametreye sahip derin modelleri egitmek, karmasik ve uygunsuz bir optimizasyon
problemidir. Derin mimariler i¢in verimli egitim yontemleri olusturmaya yonelik ¢ok sayida

arastirma ¢alismasi yapilmistir [36].
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Sekil 2.10: Suppert Vektor Machine.
2.2.2 CNN (Evrisimli Sinir Aglar)

ConvNets veya CNN'ler olarak da bilinen Evrisimli Sinir Aglari, bir¢ok katmandan olusan
derin 6grenme teknikleridir. ConvNets, biyolojik gorsel korteksin nasil ¢alistigina dair bir
modeldir. Beyin, gorsel bilgiyi islemek i¢in kiiglik hiicre alanlarini kullanir. Bu hiicreler,
gorme alaninm belirli bolgelerine duyarlidir. Ornegin, bazi néronlar yalmzca belirli bir
yonde bir ¢izgi oldugunda ateslenir, bazi ndronlar ise dikey bir kenara ¢arptiginda ateslenir
ve digerleri yatay veya c¢apraz bir kenar goriindiigiinde ateslenir. ConvNets, beyin gibi bir
simiilasyondur. Beyin, belirli gorevleri yerine getirmek i¢in ndronlari gruplar halinde

kullanir. fikriConvNets de ayni1 sekilde ¢alisir. [37].

ConvNets, bilgisayarla gormenin gelecegini sekillendiriyor. Goriintiileri tanimak i¢in insan
beynini taklit ederek, kendi kendine giden arabalarin, robotlarin ve korlerin tedavisinin daha

giivenli ve etkili hale gelmesini sagliyor.

ConvNets, bir goriintiiyli, daha kii¢iik parcalara ayirarak ve bunlar1 daha sonra yeniden
birlestirerek anlamaya calisir. Bu siireg, list katmanlardan baglayarak ve alt katmanlara dogru
ilerleyerek gerceklesir. Ust katmanlar, goriintiiniin en temel 6zelliklerini 6grenirken, alt
katmanlar daha karmasik 6zellikleri 6grenir. Bununla birlikte, ¢cok katmanli mimarisi onu
hesaplama agisindan yogun hale getirir ve boyle bir ag1 biiyilik bir veri kiimesi iizerinde

egitmek giinler alir [38].
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CNN'in amaci, konvoliisyon yoluyla verilerdeki yiiksek dereceli 6zellikleri incelemektir.
Gortintiileri kullanarak nesne tanima konusunda 6zellikle uygundurlar ve stirekli olarak en
1yl goriintii siniflandirma yarigmalarini kazanmiglardir. BU sayede yiizler, insanlar, isaretler
ve platypus gibi gorsel verilerin farkli yonleri tespit edilebilir. CNN, metin analizini gorsel
karakter tanima ile ortiistiiriir ancak CNN mimarisi kelimeleri ayr1 metin birimleri olarak

analiz etmek i¢in de yararlidir. Ayrica ses analizi konusunda da etkilidir.

CNN'ler, goriintli tanimada insan seviyesinde veya daha iyi performans gostererek, derin
O0grenmenin gercek diinyadaki etkilerini gosterdi. Bu, insanlarin derin 6grenmenin giiciini
fark etmelerinin ana nedenlerinden biridir. Sekil 2.11'de gosterildigi gibi, CNN'ler ham
goriintii verilerinden konumla degismeyen ve (bir dereceye kadar) rotasyona dayali
ozellikler olusturmak icin uygundur. CNN; siiriiciisiiz arabalar, robotik, insansiz hava
araglari, korlerin bakimi ve daha bir¢ok alanda net uygulamalarla makine goriisii alanindaki

biiyiik ilerlemelerin arkasindadir.

CNN'ler, girdinin bir modelini olusturmak i¢in en iyisidir. Bu model, girdinin diizenini ve
ozelliklerini yansitir. Bu bilgi, girdiyi anlamlandirmak ve siniflandirmak i¢in kullanilabilir.
Goriintli ve ses verilerinin belirli bir yinelenen desen ve yan yana bir dizi girdi degeriyle
uzamsal olarak nasil iliskilendirildigi buna bir Ornektir. CNN'ler ayrica dogal dil
cevirisi/iiretimi ve duygu analizi gibi diger gorevler i¢in de kullanilmaktadir. Konvoliisyon,

daha saglam bir sinyal tabanli 6zellik uzay1 olusturmaya yardime1 olan giiclii bir kavramdir.

CNN, giris verilerini bir dizi katman araciligiyla sinif puanlarina dontistiiriir. Bu katmanlar,
girdinin 6zelliklerini ve kaliplarmi dgrenmek icin birlikte ¢aligir. Ilk katmanlar, goriintiiniin
temel 6zelliklerini 68renirken, sonraki katmanlar daha karmasik 6zellikleri 6grenir. Cikis
katmani, tiim bu bilgileri bir araya getirerek, goriintiiniin olast siniflarini tahmin eder. Sekil

2.12'de gosterilen katman modeline dayanmaktadir [39].
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Sekil 2.12: Ust Diizey Genel CNN Mimarisi.

Sekil 2.12°de 3 katman gosterilmistir. Bunlar:
a. Input yani Giris Katman
b. Ogrenme (Learning) Katmanlari

C. Output Cikis katmani

Giris katmani, genellikle goriintliniin uzamsal boyutu olan (genislik x yiikseklik) bigiminde
tic boyutlu girisi kabul etmektedir ve renk kanallarini temsil eden bir derinlige sahiptir. RGB
renk kanallar1 i¢in genellikle ii¢ katmanlidir.
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Ogrenme (learning) katmanlari ise ortak bir tekrar eden dizi modeline sahiptir.

a. Evrisim katmani

Dogrultulmus Dogrusal Birim (ReLU) aktivasyon fonksiyonunu diger literatiirle

eslestirmek i¢in buradaki diyagramda bir katman olarak ifade ediyoruz.
b. Havuzlama (pool layer)

Bu katmanlar bir goriintiideki ¢ok sayida 6zelligi tespit eder ve kademeli olarak {ist diizey
ozellikler olusturur. Geleneksel manuel miihendisligin aksine 6zelliklerin otomatik olarak

Ogrenildigi devam eden derin 6grenme konusunu dogrudan ele alir.

Son olarak, yiiksek dereceli 6zellikleri alan ve olasiliklar veya siif puanlari lireten bir
veya daha fazla tam bagli katmana sahip bir siniflandirma katmani vardir. Bu katmanlar,
bir Oonceki katmanin tlim noronlariyla iletisim halindedir. Bu, her néronun, bir dnceki
katmanin tim deneyimlerine erisebilecegi anlamina gelir. Bu katmanlardan elde edilen
cikti tipik olarak [b % N] boyutlarinda iki boyutlu bir ¢ikt1 {iretir. Burada b mini partideki

ornek sayisi ve N degerlendirmek istedigimiz siif sayisidir.

Bir evrigimsel sinir aginda, her seviyedeki durum uzamsal bir 1zgara yapisina gore
diizenlenir. Goriintiideki yerel o6zellikler, bir sonraki katmana aktarilir. Bu, her bir

ozelligin, bir 6nceki katmanin kiigiik bir pargasini temsil etmesi nedeniyledir [40].
2.2.2.1 Evrisim katmam (Convolution layer)

Konvoliisyon, iki bilgi kiimesinin nasil birlestirilecegine iliskin kurallar1 tanimlayan
matematiksel bir iglem olarak tanimlanir. Fizik ve matematikte 6nemli olan Fourier
dontisiimiinii, uzay/zaman ile frekans alani arasindaki kopriiyii tanimlamak igin kullanir.
Girdiyi alir, bir konvoliisyon ¢ekirdegi uygular ve ¢ikti olarak bir 6zellik haritas1 saglar
[41]. Konvoliisyonel katman, goriintiideki yerel 6zellikleri ¢ikarmak igin bir filtre kullanir.
Bu filtre, bir dnceki katmanin kiiclik bir bolgesine uygulanir ve bu bdlgenin 6zelliklerini
temsil eden bir cikti iiretir. Parametreler, goriintiideki yerel oOzellikleri tanimak icin
kullanilan bir dizi filtredir. Bu filtreler, goriintiideki benzerlikleri ve kaliplar1 tanimlamak
icin kullanilir. Bu bilgiler, goriintiiniin daha yiiksek seviyeli 6zelliklerini 6grenmek igin
kullanilir. Evrigimsel katmanin ana gorevi, giris goriintlisiinlin yerel bolgesinde bulunan ve
tiim veri kiimesi icin ortak olan 6zellikleri tespit etmek ve bunlarin gdriintimiinii bir 6zellik

haritasina
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eslemektir.

Alexnet

AlexNet, 2012 ILSVRC yarismasinda bir devrim yaratarak, goriintii tanima alaninda yeni
bir ¢1g1r agt1. AlexNet mimarisinin, bu devrimin temelini olusturdugu diisiiniilmektedir.Sekil
2.13(a), AlexNet mimarisinin yalnizca bir parcasidir. Orijinal mimaride, Sekil 2.13(a)'da
gosterilmeyen iki paralel islem yolu daha vardir. Bu yollar, AlexNet'in daha hizli ve daha
verimli ¢alismasii saglar. Iki GPU daha hizli bir 6grenme modeli olusturmak ve bellegi
paylasmak i¢in birlikte calistiginda iki boru hatt1 olusur. AlexNet, baslangicta 3 GB bellege
sahip bir GTX 580 GPU iizerinde egitildi. Ancak, ag biiyiidiik¢e, bu kapasite yetersiz kaldi.
Bunedenle ag iki GPU'ya boliinmiistiir. Sekil 2.13(b) iki GPU'ya boliinmiis orijinal mimariyi
gostermektedir. Ayrica bu sekil, bu boliimde tartisilan diger konvoliisyon sinir agi
mimarileriyle karsilagtirmayr kolaylastirmak i¢in GPU'larin neden oldugu degisiklikler

olmadan mimariyi gostermektedir.
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Sekil 2.13: AlexNet Mimarisi.

ReLU aktivasyonu her bir konvoliisyon seviyesini takip eder ve agik¢a gosterilmemistir.
Maksimum konsolidasyon katmanimin MP olarak etiketlendigine ve konvoliisyonel-ReLU
kombinasyon katmaninin sadece bir kismini takip ettigine dikkat ediniz. (b)'deki mimari
diyagram AlexNet, Krizhevsky, Sutskever ve Hinton tarafindan 2012 NIPS konferansinda
yayinlanan bir makalede tanitildi. Makalede, AlexNet'in, goriintii tanimada devrim

niteliginde bir basari elde ettigi gosterildi.
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Sekil 2.13(b)'de GPU'larin yalnizca bazi katmanlarda birbirine bagli oldugunu ve gercekte
inga edilen modelde Sekil 2.13 (a) ile (b) arasinda kiigiik bir fark oldugunu belirtmek gerekir.
Ozellikle GPU'ya béliinmiis mimaride, tiim katmanlar birbirine bagh degildir ve bu da daha
az agirhiga neden olur. Ara baglantilarin bazilarinin kaldirilmasi islemciler arasindaki
iletisim siiresini azaltarak verimlilige katkida bulunur. AlexNet 224 x 224 x 3 boyutunda bir
goriintii ile baslar ve ilk katmanda 11 x 11 x 3 boyutunda 96 filtre kullanir. Adim say1s1 4'tiir.
Sonug olarak, bu ilk katmanin boyutu 55 x 55 x 96 olur. ilk katman hesaplandiktan sonra
maksimum havuzlama katmani kullanilir. Bu katman, Sekil 2.13(a)'da 'MP' olarak
gosterilmistir. Sekil 2.13(a)'daki mimari, iki paralel boru hattin1 agikga gosteren Sekil
2.13(b)'nin basitlestirilmis bir versiyonudur. AlexNet, GPU'nun paralel islem yeteneklerini
en iist diizeye ¢ikarmak icin, ilk konvoliisyon katmaninin derinligini 96'dan 48'e diisiirmiistiir.
Ote yandan Sekil 2.13(a), GPU kullanimini gerektirmez, bu nedenle genisligi acik¢a 96
olarak ayarlanmistir. ReLU aktivasyon fonksiyonu her konvoliisyon seviyesinden sonra
uygulanir, ardindan yanit normalizasyonu ve maksimum havuzlama yapilir. Maksimum
havuzlama diyagramda belirtilmistir ancak higbir mimari blok tahsis edilmemistir. ReLU ve
yanit normallestirme katmanlari, diyagramda goriinmez bir sekilde calisir. Bu kisalik, sinir

mimarilerinin goriintii temsillerinde yaygindir.

Bu mimaride kullanilan tasarim tercihlerinin bir¢ogu daha sonraki mimarilerde
standartlastirilmistir. AlexNet, ReLU aktivasyon fonksiyonlari, veri biyiitme, GPU
kullanim1 ve dropout gibi bir¢ok yeni teknik ve kavramin benimsenmesine yol acarak,
konvoliisyonel sinir aglari alaninda devrim niteliginde bir basariya imza atti. Bu teknikler,
goriintii tanimanin dogrulugunu ve verimliligini 6nemli dl¢lide artirarak, goriintli tanimanin
gelecegini sekillendirdi. Dropout, cogu durumda ek bir giiglendirici oldugu i¢in giiniimiizde
neredeyse tiim mimari tiirlerinde yaygin olarak kullanilmaktadir. Yanit normalizasyonu,
konvoliisyonel sinir aglarinin (CNN) gelisiminde énemli bir rol oynadi, ancak daha sonra

daha verimli ve giiclii tekniklerle degistirildi [42][43].
Alexnet’i gelistirmek i¢in yapilan diizeltmenin nedenleri asagida siralanmistir:

a. Toplam 22.000'den fazla kategoriden yaklasik 15 milyon goriintii etiketi igeren biiyiik

etiketli goriintii veritabani (ImageNet) kullanilmistir.

b. Model, GTX 580 GPU'nun hizini kullanarak, yaklasik 6 giin boyunca yogun bir egitime
tabi tutuldu.
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ReLU (Rectified Linear Unit) basit ama gii¢lii bir aktivasyon fonksiyonu olan f (x) =
max(x, 0) kullamilmistir. ReLU, sigmoid ve tanh gibi geleneksel aktivasyon
fonksiyonlarindan farkli olarak, negatif degerlere sifir dondiiriir. Bu, ReLU'nun
hesaplamasini basitlestirir ve GPU'larda daha hizli bir sekilde yiiriitiilmesine olanak
tanir. Ayrica, ReLU'nun noéronlarin asir1 uyarlanmasini 6nleyerek modelin kararliligini
artirmasina yardimci olur.ReLU aktivasyon fonksiyonu kaybolan gradyan problemi gibi

sorunlarla karsilagsmaz[42].

AlexNet, goriintiilerdeki nesneleri tanimak i¢in, 5 konvoliisyonel katman, 3 havuzlama
katmani, 3 tam bagli katman ve 1000 softmax siniflandiricidan olusan, karmasik bir sinir ag1

mimarisidir.
ZFNet

ZFNet'in [44] bir varyant1 2013 ILSVRC yarismasint kazanmigtir. ZFNet, AlexNet'in
lizerine insa edilmis, dogrulugu artiran bir mimaridir. AlexNet'in bir nevi sliper kahramani
gibidir. Bu degisikliklerin ¢ogu hiperparametrelerin se¢imindeki farkliliklart igerir ve bu
nedenle ZFNet, temel diizeyde AlexNet'ten onemli 6l¢iide farkli degildir; AlexNet'ten
ZFNet'e yapilan bir degisiklik, orijinal 11 x 11 x 3 filtrenin 7 x 7 x 3 filtre olarak
degistirilmesidir. Buna ek olarak dért adim yerine iki adim kullaniyoruz. Ikinci katmanda 2.
adimda 5x5 filtre kullanir. AlexNet'te oldugu gibi, ayn1 boyutta maksimum konsantrasyon
filtrelerine sahip ii¢ maksimum konsantrasyon katmani vardir. Ancak maksimum
konsantrasyon katmanlarinin ilk ¢ifti birinci ve ikinci konvoliisyondan sonra gerceklestirilir
(ikinci ve tiglincii konvoliisyon yerine). Sonug olarak ii¢lincili katmanin uzamsal ayak izi, 27
x 27'den 13 x 13'e degisirken diger tiim uzamsal ayak izleri, AlexNet'e gore degismeden kalir
AlexNet ve ZFNet katmanlarinin boyutlar1 Tablo 2.1'de gosterilmektedir. ZFNet, AlexNet'in
konvoliisyonel katmanlarina daha fazla filtre ekleyerek, daha ayrintili 6zellikler 6grenmesini

saglamigtir.
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Tablo 2.1:

Kargilagtirmali AlexNet ve ZFNet Tablosu.

AlexNet ZfNet
Volume Operations 224 x224x3 224 x224x3
Conv 11 x 11 (stride 4) Conv 7 x 7 (stride 2), MP
Volume Operations 55x55x96 55x55x96
Conv 5 x 5, MP Conv 5 x 5 (stride 2), MP
Volume Operations 27x 27 x 256 13 x 13 x 256
Conv 3 x 3, MP Conv3x3
Volume Operations 13x 13 x 384 13x13x512
Conv 3 x 3, MP Conv3x3
Volume Operations 13x 13 x 384 13 x 13x 1024
Conv 3 x 3, MP Conv3x3
Volume Operations 13x 13 x 256 13x13x512
MP, fully connect MP, fully connect
FC6: Operations 4096 4096
Fully connect Fully connect
FC7: Operations 4096 4096
Fully connect Fully connect
FC8: Operations 1000 1000
softmax Softmax

AlexNet ve ZFNet, cogu katmanda ayni uzamsal ayak izlerine sahiptir. Ancak, son ii¢
konvoliisyon katmaninda, derinlikleri farklidir. Bu, ZFNet'in AlexNet'ten daha fazla ayrintili
ozellik 6grenebilmesine olanak tanir. Genel bir bakis agisiyla, ZFNet AlexNet'e benzer
prensipler kullanmaktadir ve ana avantaji AlexNet'in mimari parametrelerinin
degistirilmesinden gelmektedir. Bu mimari, ilk besteki hata oranini %15,4'ten %14,8'e
diistirmiis ve ayn1 yazarlar tarafindan genislik/derinlikte yapilan bir artis hatayr %11,1'e
indirmistir. AlexNet ve ZFNet arasindaki farklarin ¢ogu iyi tasarim sec¢imleri oldugundan,
derin 6grenme algoritmalarla ¢alisirken kii¢iik ayrintilarin ¢ok 6nemli oldugu gercegini
vurgulamaktadir. Bu nedenle, en iyi performansi elde etmek i¢in néral mimarilerle kapsamli
deneyler yapmak oOnemlidir. ZFNet'in mimarisi, daha fazla filtre ve daha fazla katman
ekleyerek, daha giiclii hale getirilmistir. Bu yeni mimari, 2013 yilinda ILSVRC yarismasinda,
Clarifai ad1 altinda sunulmustur. Bu sirket, ZFNet'in ilk yazari tarafindan kurulmustur.
Clarifai ve ZFNet arasindaki fark agin genisligi/derinligi ile ilgiliydi fakat bu farklarin kesin
ayrintilart meveut degildi. 2013 yilinda ILSVRC yarismasinda, ZFNet'in girisi, diger tiim
girisleri geride birakti ve birinci oldu. Detaylar ve mimarinin goérsel bir temsilini gérmek i¢in

[44] numaral1 kaynaga bagvurabilirsiniz.

VGGNet

VGG [45], artan ag derinligi agisindan biiyiiyen egilimi daha da vurgulamaktadir. Test edilen
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aglar, 11 ila 19 katman arasinda boyutlara sahip ¢esitli konfiglirasyonlarda tasarlanmistir ve
en iyi performans gosteren versiyon, 16'dan fazla katmana sahiptir. VGG, ISLVRC 2014'te
en iyl performans1 gostermis ancak yarismayr kazanamamistir.  Kazanan,
GoogLeNet, %7,3'liik hata oraninin aksine %6,7'lik bir hata oranina sahipken, VGG
gelecekteki mimariler i¢in kritik tasarim ilkelerini ortaya koyarak 6nemli bir referans noktasi

olusturmustur.

VGG'nin 6nemli yenilikleri filtre boyutunun kiigiiltiilmesi ve derinligin artirilmasidir. Daha
da 6nemlisi, filtre boyutu kiigiildiik¢e derinlik de artmaktadir. Kiigiik filtreler, goriintiiniin
yalnizca kiigiik bir alanin1 yakalayabilir. Bu nedenle, 1zgara derin degilse, kii¢iik filtreler
goriintiiniin tamamin1 anlayamaz. Omegin, 3x3 boyutundaki ii¢ ardisik konvoliisyonun
sonucu olan tek bir 6zellik, 7x7 boyutundaki bir girig bolgesini yakalar. 7x7 giris bolgesinin
gorsel Ozellikleri, dogrudan giris verileri lizerinde tek bir 7x7 filtre kullanilarak da
yakalanabilir. [lk durumda 3 x 3 x 3 = 27 parametre kullanilirken, ikinci durumda 7 x 7 x 1
= 49 parametre kullanilir. Bu nedenle, {i¢ ardisik konvoliisyon kullanildiginda parametrelerin
kapladig1 alan daha kiigiiktiir. Tek bir konvoliisyon, goriintiiniin yiizeyini gorebilir. Ancak,
tic ardisik konvoliisyon, goriintliniin derinliklerini ve karmasikliklarimi kesfedebilir. Bu

nedenle, 7x7 filtreli bir ag, kiiciik bolgelerin ince ayrintilarini gozden kagirabilir.

Derinlik arttikca, modeller daha karmasik ve diizensiz 6zellikler 6grenmeye baslar. Daha
derin aglar, daha fazla ReLU katmanmi nedeniyle daha fazla dogrusal olmayanliga ve
konvoliisyonlarin yinelemeli sentezini kullanarak katmanlarin derinligini artiran artan yap1
nedeniyle daha fazla diizenlilige sahip olacaktir. Derinlik ve filtre boyutu, bir agin parametre
sayis1 lizerinde zit etkilere sahiptir. Derinlik, parametre sayisin1 dogrusal olarak artirir, ancak
daha kiiciik filtre boyutlari, parametre sayisini kare olarak azaltir. Bu, daha derin ve daha
kiictik filtre boyutlarina sahip mimarilerin, daha az parametreye sahip olmasina neden olur.
Bu nedenle, filtre boyutu azaltilarak parametre sayisi 6nemli dl¢ilide azaltilabilir ve derinlik
artirilarak parametreler "tiiketilebilir". Derinligin artirilmast ayn1 zamanda daha fazla
dogrusal olmayan tetikleyicinin kullanilmasina olanak taniyarak modelin ayirt edici giiclinii
artirtr. VGG, kiigiik bolgelerin ince ayritilarini yakalamak ic¢in 3x3 ve 2x2 lik filtreleri

tercih eder.

Konvoliisyon 1. adimda gergeklestirilir ve 1 dolgu i¢in kullanilir. Yogunlastirma her zaman

uzamsal ayak izini sikistirir ancak 1 dolgulu 3x3 filtre kullanilarak ¢ikt1 hacminin uzamsal
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ayak izi korunur. VGG, 6nceki iki mimarinin aksine ortiismeyen havuzlama kullanir. Bu,
gOriintliniin uzamsal boyutunu azaltarak, modelin daha karmasik 6zelliklere odaklanmasini
saglar. VGG ayrica, her maksimum birlestirmeden sonra filtre sayisin1 genellikle iki kat
artirir. Bu, modelin daha fazla ayrint1 yakalamasina olanak tanir. Uzamsal ayak izindeki her
2 kat azalma i¢in derinligi her zaman 2 kat artiran bu tasarim ustaligi, katmanlar arasindaki
hesaplama yiikiiniin dengelenmesine olanak tanir ve ResNet gibi daha sonraki mimarilere

tasinir.

Derin mimarilerle ilgili bilinen bir sorun, artan derinligin baslangigta hassasiyeti ve
kararsizlig1 artirmasidir. Bu sorun, 6nce s1§ mimariyi egiterek ve ardindan daha fazla katman
eklemek igin 6n egitim vererek ¢oziiliir. On egitim katman basina degil, 11 katmandan olusan
alt kiimeler halinde yapilir; 6nce 11 katmandan olusan alt kiime egitilir. Egitilmis katmanlar,
mimarinin daha derin katmanlarina bir tiir "baslangic noktasi" saglar. VGG, ISLVRC
yarismasinda en iyi performans gosterenlerden biriydi ve ilk bes arasinda sadece %7,3'liik
bir hata elde etti, yine de yarismay1 kazanamadi, VGG'nin gesitli konfigiirasyonlar1 Tablo
2.2'de gosterilmistir. D stitunundaki mimari, yarismada diger mimarileri alt ederek birinciligi
gogiisledi. Maksimum konsantrasyonun her gergeklestirilisinde filtre sayisinin iki katina
¢iktigint unutmayim. Bu nedenle, maksimum konsantrasyon haznenin yiiksekligini ve
genisligini 2 kat azaltir, bu da derinlikte 2'lik bir artisla dengelenir. Bir 3 x 3 filtre ve 1 dolgu
ile bir konvoliisyon gerceklestirmek uzamsal ayak izini degistirmez. Dolayisiyla, Tablo
2.2'nin D siitunundaki farkli maksimum konsantrasyon seviyeleri arasindaki bolgedeki her

bir uzamsal boyutun boyutu (yani yiiksekligi ve genisligi) 224, 112, 56, 28 ve 14'tiir.

C3D64 terimi, konvoliisyonun 3%3 (ve muhtemelen 1x1) uzamsal boyuta sahip 64 filtre ile
gergeklestirildigi durumu ifade eder. Her katman, kendi 6zelliklerini yakalamak icin 6zel
olarak tasarlanmis filtrelere sahiptir. Filtreler, katmanin uzamsal boyutunu korumak i¢in
tasarlanmistir ve ReLU aktivasyonu kullanilarak islenir. M ve LRN, sirasiyla maksimum
rezervuar katmani ve yerel yanit normalizasyonunu temsil eden simgelerdir. S ve FC4096,
sirastyla yumusak maksimum katmani ve 4096 birimli tam bagli katmani temsil eden
simgelerdir. Filtre sayisi, son katman kiimesi hari¢, her MAX birlesmesinden sonra daima

artirtlir. Boylece, uzamsal ayak izindeki azalmaya genellikle derilikteki bir artis eslik eder.
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Name: A A-LRN B C D E |
# Layers 11 11 13 16 16 19 |
C3D64 C3D64 C3D64 C3D64 C3D64 C3D64 ||

LRN C3D64 C3D64 C3D64 C3D64 ||

| M M M M M M|
C3D128 || C3D128 || C3D128 [[ C3D128 || C3D128 || C3D128 ||

C3D128 || C3D128 || C3D128 || C3D128 ||

1 I M ] M [ M || M [ M || M |
C3D256 || C3D256 || C3D256 || C3D256 || C3D256 || C3D256 |

C3D256 || C3D256 || C3D256 | C3D256 || C3D256 || C3D256 ||

C1D256 || C3D256 || C3D256 ||

C3D256 ||

1 I M ] M [ M | M [ M || M |
C3D512 || C3D512 || C3D512 || C3D512 || C3D512 || C3D512 ||

C3D512 || C3D512 || C3D512 || C3D512 || C3D512 || C3D512 ||

C1D512 || C3D512 || C3D512 ||

C3D512 ||

I [ m [ M [ M [ M [ M [ M |
C3D512 || C3D512 | C3D512 J| C3D512 [[ C3D512 [[ C3D512 ||

C3D512 || C3D512 || C3D512 || C3D512 || C3D512 || C3D512 ||

CID512 || C3D512 || C3D512 ||

C3D512 ||

I [ » [ M [ M [ M [ M [ M |
I [ FC4096 [| FC4096 [ FC4096 [| FC4096 [[ FC4096 [[ FC4096 ||
I [ FC4096 || FC4096 [[ FC4096 || FC4096 || FC4096 || FC4096 ||
l [ FC1000 J| FC1000 [[ FC1000 ][ FC1000 [[ FC1000 [[ FC1000 ||
|| [ s T s [ s [ s T s [ 5 ]

Sekil 2.14: VGG'de Kullamlan Konfigiirasyonlar.

Son maksimum konsantrasyon, tam baglantili bir katmanin olusturulmasindan hemen 6nce
gerceklesir ve uzamsal ayak izi daha da azaltilarak 7'ye diisiiriiliir. ilk tam baglantili katman,
4096 ndéronun her birinin 7 x 7 x 512 nérondan gelen girdilerle baglandig: bir "dev beyin"
gibidir. Sinir aginin "bilgisi", bu baglantilarda kodlanmigtir. Parametreler ve aktivasyonlar
icin bellegin ¢ogunun nerede bulunduguna dair ilging bir alistirma [46] 'da sunulmustur.
Konvoliisyon sinir aginin ilk kismi, egitim sirasinda "bellek siirlayicis1" gorevi goriir. Bu,
ilk kismin en biiyiik uzamsal ayak izine sahip olmasindan kaynaklanmaktadir. Bu, ilk kismin
en fazla aktivasyonu ve gradyani depolamasi gerektigi anlamina gelir. Bu, egitim sirasinda
bellek kullanimini sinirlayabilir. Bu durum 6nemlidir ¢linkii mini y1ginin gerektirdigi bellek
mini y1§min boyutuna karsilik gelir. Ornegin, [46] bir goriintii icin yaklasik 93 MB
gerektigini gostermektedir. Dolayisiyla, 128 mini parti boyutuyla gereken toplam bellek,
yaklagik 12 GB'dir. ilk katman, biiyiik uzamsal ayak izi nedeniyle en biiyiik bellegi gerektirir
ancak seyrek baglant1 ve ylik dengeleme nedeniyle biiyiik bir parametre ayak izine sahip
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degildir. Konvoliisyon sinir aginin "beyin" kismi, son iki tam baglantili katmanda bulunur.
Genel olarak yogun baglantilar, sinir aginin parametre ayak izinin %9011 olusturmaktadir;
bu da GoogLeNet'in son katmanin parametre ayak izini azaltmak i¢in ¢aba sarf etmesi

acisindan 6nemlidir [45].

GoogLeNet

GoogLeNet ise 6nyiikleme mimarisi ad1 verilen yeni bir kavram énermektedir. Onyiikleme
mimarisi, bir sinir aginin "kokleri"dir. D1s kismi, geleneksel konvoliisyonel analiz aglarina
benzer ve goriintiiniin temel 6zelliklerini yakalar. Bu, i¢ kismin, daha karmasik 6zellikler
yakalamasina olanak tanir. Agin 6nemli kismi, bootstrap modiilii olarak adlandirilan orta

katmandir. Bir 6nytikleme birimi 6rnegi, Sekil 2.14(a)'da gdsterilmistir.

Giris modiilli, bir goriintiiniin "biitlinii" ve "pargalari"n1 ayirt etmek icin kullanilir. Bu,
gOriintliniin 6nemli bilgilerini farkli ayrint1 seviyelerinde yakalamasina olanak tanir. Biiyiik
bir filtre, sinirli varyasyonla genis bir alan iizerinde bilgi elde etmek i¢in kullanilabilirken,
kiictik bir filtre daha kii¢iik bir alan tizerinde ayrintili bilgi elde etmek i¢in kullanilabilir. Bir
¢Oziim, birkac kiigiik filtreyi birbirine baglamaktir, ancak bu, parametreleri ve derinligi bosa
harcar. Oysa daha genis bir desen yeterli olacaktir. Goriintiiniin her bir alan1 i¢in hangi ayrinti
diizeyinin uygun oldugunu belirlemek zordur. Bu nedenle, sinir agina goriintiileri farkl
ayrint1 diizeylerinde modelleme esnekligi vermek dnemlidir. Bu, farkli boyutlarda ii¢ filtreyi
paralel olarak yerlestiren bir bootstrap modiilii ile saglanir. Bootstrap modiilii, goriintiilerin

farkli "perspektiflerini" yakalamak i¢in ti¢ farkl: filtre (1 x 1, 3 x 3 ve 5 x 5) boyutu kullanir.

Ayni1 boyuttaki filtre dizisi, bir goriintiideki her seyi ayn1 sekilde "goriir". Bu, farkli 6lgekteki
nesneleri yakalamada verimsizdir. Bu nedenle, farkli boyutlarda filtreler kullanarak, bir
gorlintiiniin farkli bolgelerini farkl "perspektiflerden" gorebiliriz. Bu nedenle, bu mimariden
geemek i¢in ¢cok sayida yol secilebilir ve ortaya ¢ikan 6zellikler ¢cok farkli uzamsal alanlar
temsil edecektir. Ornegin, dort adet 3x3 filtreden ve ardindan yalmzca bir adet 1x1 filtreden
gecmek nispeten kiigiik bir uzamsal alan1 yakalayacaktir. Buna karsilik, ¢ok sayida 5x5

filtreden gecmek daha biiytlik bir uzamsal ayak izi ile sonuglanacaktir.
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Sekil 2.15: GooglLeNet'in Baglangig Modiilii.

Bu, farkli gizli 6zellikler tarafindan yakalanan sekillerin 6lgegindeki farkliliklarin sonraki
katmanlarda biiyiitiildiigii anlamina gelir. Son yillarda, toplu normalizasyon, ag yapisini

"sadelestirerek" orijinal mimarinin bazi sinirlamalarin1 ast1.

Bir gozlem, baslangic modiiliiniin farkli boyutlardaki ¢ok sayida baglam nedeniyle
hesaplama agisindan verimsiz olabilecegidir. 1 % 1 konvoliisyonu, 6zellik haritasinin
derinligini azaltmak icin bir "kisaltma" gorevi goriir. Bu, ag yapisini daha verimli hale getirir.
Ornegin, 1024 kanall1 bir 6zellik haritasin1 128 kanall1 bir dzellik haritasina kiigiiltmek igin,
1 x 1 konvoliisyonu 1024 filtre yerine yalnizca 128 filtre kullanir. Bu, ag yapisin1 6nemli
olgiide basitlestirir ve egitim siirecini hizlandirir. Ornegin, giris derinligini ilk olarak 256'dan
64'e diisiirmek i¢in 64 farkli 1x1 filtre kullanilabilir. Bu ilave 1x1 konvoliisyon, baslangi¢
modiiliinde tikaniklik modu olarak adlandirilir. Ik olarak 6zellik haritasmin derinligini
azaltarak (ucuz bir 1x1 konvoliisyon ile) Darbogaz (Bottleneck) konvoliisyonu
uygulandiktan sonra katmanin derinligi azaltilir, boylece daha biiyiik konvoliisyon nedeniyle
hesaplama verimliliginden tasarruf edilir. 1x1 konvoliisyon, daha biiytlik bir uzamsal filtre
uygulamadan 6nce denetlenen boyutta bir azalma olarak goriilebilir. Tikaniklik filtresinin
parametreleri geriye yayilma sirasinda 6grenildigi icin bu boyut azaltma kontrollii bir boyut
azaltmadir. Tikaniklik ayn1 zamanda yogunlagma katmanindan sonraki derinligin daha
kiiclik olmasina katkida bulunur. Tikaniklik katmani hilesi, verimliligi ve ¢ikt1 derinligini

artirmaya yardimc1 olmak i¢in diger baz1 mimarilerde de kullanilir.

45



GoogLeNet, ¢ikt1 katmani icin bir "ortalama" iglevi kullanir. Bu, ag yapisini daha basit ve
etkili hale getirir. Ornegin, 1024 filtreli bir son aktivasyon haritalar1 kiimesi i¢in, GoogLeNet
yalnizca tek bir deger iiretir. Bu deger, kiimedeki tlim aktivasyon haritalarinin ortalamasidir.
Bu, ag yapisii dnemli dlgiide basitlestirir ve egitim siirecini hizlandirir. Onemli bir gdzlem,
cogu parametrenin son evrisimsel katman ile ilk tam baglantili katman arasindaki baglantiyla
ilgili olmasidir. Bu tiir ayrintili baglantilar, yalnizca sinif etiketlerini tahmin etmesi gereken
uygulamalar i¢in gerekli degildir. Bu nedenle, bir ortalama yaklasimi kullanilir. Bununla
birlikte, ortalama birlesik temsilde uzamsal bilgi tamamen kayboldugundan, hangi
uygulamalarda kullanildigina dikkat edilmelidir; GoogLeNet'in 6nemli bir o6zelligi,
parametre sayisinin VGG'den ¢ok daha kompakt olmasidir. Birincisi biiyiikliik sirasina gore
daha az parametreye sahiptir. GoogLeNet'in basarisi, daha sonraki bir¢ok mimaride standart
hale gelen ortalama havuzlama ydnteminin kullanilmasina dayanmaktadir. Ote yandan

GoogleNet'in genel mimarisi, hesaplama agisindan ¢ok zahmetlidir.

GoogLeNet, farkli 6lgeklerdeki nesneleri "gorme" yetenegine sahiptir. Bu, 22 katmanh
Onyiikleme mimarisinin dogasinda bulunan uygun filtre boyutlarina dayanir. Bu baslangic
modiiliinlin izin verdigi cok taneli ayristirma esnekligi, performansinin anahtarlarindan
biridir. Parametre ayak izi de tam baglantili katmanlarin ortalama konsantrasyonla
degistirilmesiyle onemli Olclide azaltilmistir. Bu mimari 2014 ILSVRC yarismasini
kazanmis, VGG ise ikinci olmustur. GoogleNet, VGG'den daha iyi performans gosterir
ancak ikincisi, profesyonellerin bazen takdir ettigi basitlik agisindan bir avantaja sahiptir.
Her iki mimari de, konvoliisyonel sinir aglariin nasil ¢alistigini ve nasil tasarlanabilecegini
anlamamiza yardimci olan dénemli bilgiler sunmaktadir. TIlk mimari énemli arastirmalarin
odagi olmustur [47, 48] ve performansi artirmak i¢in bir¢ok degisiklik Onerilmistir.
Inception-v4, ResNet'ten ilham alarak, daha basit ve etkili bir yapiya sahip 75 seviyeli bir
mimariye doniistiiriildii. Bu mimari, ImageNet veri kiimesinde %3,08 hata oraniyla yeni bir

rekor kirdu.

ResNet yap1 mimarisi

ResNet[49], derin 6grenmeyi "gokyliziine firlatt1" ve insan seviyesinin dtesine ge¢menin
miimkiin oldugunu gosterdi. Ornegin, ResNet, %5-10'luk insan hata oranindan daha iyi
olan %3,6'lik bir hata oraniyla ILSVRC 2015'1 kazandi. Bu, derin 6grenmenin, insan
goziinden ayirt edilemeyecek kadar dogru goriintii tanima yapabildigini gosterdi. ResNet'in
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basarisi, derin 6grenmenin yapay zeka alanindaki en 6nemli gelismelerden biri olarak kabul

ediliyor.

Tablo 2.2: ImageNet'te, Konvoliisyonel Sinir Aglar1 (AlexNet,Inception,VGG-16,ResNet gibi)
Goriintii Tanimanin Yani Sira Diger Bir¢ok Alanda da Devrim Niteliginde Basarilar Elde Etme

Potansiyeli Oldugunu Gosteriyor.

Model Top-1 accuracy Top-5 accuracy

AlexNet

VGG-16 0.715 0.901
ResNet-152 0.870 0.943

ILSRV Top-5 Error on ImageNet

6.7
. :

38
2010 2011 2012 2013 2014 Human 2015

Sekil 2.16: 2010'dan Beri ImageNet Uzerinde ILSRV Ilk 5 Hatas1 Gosterilmektedir.

ResNet, daha once kullanilan diger mimarilerden neredeyse bir kat daha biiyiik olan 152
katman kullanir. Bu mimari, 2015 ILSVRC yarigsmasini kazanarak ilk 5'te %3,6'lik bir hata
elde etmis ve insan diizeyinde performansa sahip ilk siiflandirict olmustur. ResNet aglari,
derin 6grenmede bir "milyar dolarlik soruyu" cevapladi: 152 katmanli bir mimariyi egitmek
miimkiin mii? Cevap, evet. Ancak, bunun igin baz1 nemli yenilikler gereklidir. Ornegin,
ResNet aglari, kisa baglantilar ad1 verilen bir teknik kullanir. Bu teknik, agin derinligini

artirirken, ayni zamanda egitim siirecini de hizlandirir. Bu yenilikler sayesinde, ResNet
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aglari, 152 katmanli bir mimariyi egitmeyi basardi ve goriintii tanimada ¢i18ir agt.

Bu tiir derin aglarin egitilmesindeki temel zorluk, daha derin katmanlardaki gradyanlarin
blytlikliglinii artiran veya azaltan bir¢ok islev nedeniyle katmanlar arasindaki gradyan
akisinin engellenmesidir (Asagida “patlayan gradientler nedir?” bahsedilmistir). Ancak
mevcut aragtirmalar, derin aglardaki temel 6grenme sorunlarinin, 6zellikle de toplu
normallestirme kullanildiginda, bu sorunlardan kaynaklanmadigini gostermektedir.
Ogrenme siirecinin dogru bir sekilde yakinsamasini saglamak, yapay zeka arastirmalarinin
en 6nemli zorluklarindan biridir. Derin 6grenme aglarinda, karmasik kayip yiizeyleri, aglarin
yakinsamasini engelleyen bir "engel" olusturabilir. Ayrica bazi derin aglar, egitim ve test
hatalar1 arasinda biiylik bir farka sahip olsa da, bir¢ok derin ag hem egitim hem de test
verilerinde biiylik hatalara sahiptir. Bu, optimizasyonun yeterince sofistike olmadigi

anlamina gelir [49].

Hiyerarsik 6zellik mithendisligi, sinir ag1 tabanli 6grenmenin kutsal kasesidir ancak katmanl
uygulamasi, tiim goriintii kavramlarini ayni soyutlama seviyesini gerektirmeye zorlar. Bazi
kavramlar ylizeysel bir agda ogretilebilirken, digerleri ince taneli baglantilar gerektirir. Bir
sirk filini kare bir ¢erceve icinde diisiiniin. Fil, kare ¢ercevenin "gdlgesi" gibidir. Filin
karmasik ozelliklerini yakalamak icin, ag, golgeyi olusturan bircok katmani anlamalidir.
Kare ¢ercevenin 6zelliklerini yakalamak i¢in, ag yalnizca gdlgeyi anlamalidir. Cok derin bir
ag, s1g bir mimarinin 6grenebilecegi bir¢ok kavrami 6grenebilir ve bu aglar, yakinsama
hizinda s1g mimarilerden daha iyi olabilir. Yakinsama hizi, ag derinligi ile her zaman dogru
orantili degildir. Peki neden bir sinir agimin her bir 6zelligi 6grenmek i¢in ka¢ katman

kullanacagina kendinin karar vermesine izin vermiyorsunuz?

ResNet, katmanlar arasinda atlama baglantilar1 kullanarak, daha 6nceki katmanlardan gelen
bilgileri kullanarak, daha sonraki katmanlarin daha iyi bir is ¢ikarmasini saglar. Bu, 6zellik
miihendisliginin "bir biitiin olarak" degil, "parcalar halinde" yapilmasina olanak tanir. Uzun
stireli kisa stireli bellek aglar1 ve yinelemeli gecitli modiiller, siral1 verilerde benzer ilkeleri
kullanir ve uyarlanabilir gecitler kullanilarak durum béliimlerinin bir katmandan digerine

kopyalanmasina izin verir.

48



| 77 conv.e4, 2 |

X +
WEIGHT LAYER
*
Fix) RelU
WEIGHT LAYER :Dim \
Fix)+x + )€ )
’
RelU
(a) Artik Modiildeki Atlamali Baglantilar (b) ResNet'in Kismi Mimarisi

Sekil 2.17: Artik Modiilii ve ResNet'in 11k Birka¢ Katmani.

ResNet icin, var olmayan "portallar" her zaman tamamen agik kabul edilir. ResNet, ileri
beslemeli aglar1 "bir zincir'"den "bir aga" doniistiiriir. Bu, ileri beslemeli aglari "bir yonlii"
akisini "¢ift yonlii" bir akisa doniistiiriir. Ornegin, bir ResNet, bir resimdeki bir nesnenin
seklini tanimak i¢in, nesnenin kenarlarmi ve koselerini tanimak i¢in daha onceki
katmanlardan gelen bilgileri kullanabilir. Bu, daha sonraki katmanlarin nesnenin genel
seklini daha dogru bir sekilde tanimlamasina olanak tanir. R = 2 i¢in atlanmis bir baglanti
ornegi olan ResNet ¢ekirdek modiilii, Sekil 2.17(a)'da gosterilmistir. Geriye yayilma
algoritmasi artik atlama baglantilarin1 kullanarak gradyani geriye dogru yaymak i¢in bir
hiper yola sahip oldugundan, bdyle bir yaklagim verimli gradyan akisina izin verir.
Konvoliisyonel sinir aglari, lego gibi basit par¢alardan olusturulan karmasik yapilardir. Cogu
katman 1 adiml hassas yatakli filtreler kullanir, bdylece girdilerin uzamsal boyutu ve
derinligi bir katmandan digerine degismez.Bununla birlikte baz1 katmanlar, her bir uzamsal

boyutu iki kat azaltmak i¢in kademeli konvoliisyon kullanir. Ayn1 zamanda, derinligi iki kat
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azaltmak icin daha fazla filtre kullanilir. Bu durumlarda, baglantilar1 atlamak i¢in esdegerlik
fonksiyonu kullanilamaz. Bu nedenle, Atlama baglantilari, boyut uyumsuzlugunun
iistesinden gelmek i¢in dogrusal bir projeksiyon matrisi kullanabilir. Bu projeksiyon tablosu,
uzamsal yayilmay1 iki kat azaltmak i¢in adim 2 igin bir dizi 1 % 1 konvoliisyon islemi

tanimlar [50].

ResNet, "dalli" bir yaklagim kullanir. Bu, yalnizca ardisik katmanlar arasinda baglantilar
oldugu anlamina gelir. Ornegin, r = 2 kullanirsak, yalnizca ardisik tek katmanlar arasindaki
atlama baglantilar1 kullanilir. Bu, daha 6nceki katmanlardan gelen bilgilerin daha sonraki
katmanlara iletilmesini zorlastirabilir. ResNet'te, Sekil 2.17(a)'da gosterilen temel modiil
tekrarlanir, boylece minimum ileri hesaplama ile girisleri ¢ikislara yaymak icin atlama
baglantilari tekrar tekrar izlenebilir. Sekil 2.17(b), mimarinin ilk katmanlarindan bir 6rnegi
gostermektedir. Bu anlik goriintli, 34 katmanli mimarinin "temelini" gostermektedir. Bu
temel, daha sonraki katmanlarin daha iyi bir sekilde 6grenmesine izin verir. Sekil 2.17(b)'de,
atlama baglantilarinin ¢ogu stirekli ¢izgiler olarak goériinmektedir, bu da degismez filtre
hacmine sahip bir ID fonksiyonunun kullanimina karsilik gelmektedir. Bununla birlikte, baz1
katmanlarda uzamsal izi ve derinlik izini degistiren 2 adim vardir. Bu katmanlar, noktali
atlama baglantilartyla gosterilen bir projeksiyon tablosunun kullanilmasini gerektirir.
ResNet, "kiiclikten biiylige" bir yaklasim benimsedi. En kiiciik mimari bile, 6nceki en 1y1

yaklagimi geride birakti [50].

Atlama baglantilari, geriye yayilma algoritmasina "bir otoyol" saglar. Bu, algoritmanin daha
hizli ve daha verimli §grenmesine olanak tanir. Ornegin, bir resimdeki bir nesnenin seklini
tanimak i¢in, ResNet, nesnenin kenarlarmmi ve koselerini tanimak icin daha Onceki
katmanlardan gelen bilgileri kullanabilir. Bu, daha sonraki katmanlarin nesnenin genel
seklini daha dogru bir sekilde tanimlamasina olanak tanir. Dogrusal olmayan girdiler, "bir
atlama" yapabilir. Daha karmasik yapilara sahip diger girdiler, ilgili 6zellikleri ¢ikarmak igin
daha fazla baglantidan gegebilir. Dolayisiyla bu yaklasim, daha uzun yollarda 6grenmenin,
daha kisa yollarda, daha basit 6grenmeyi gelistirmek gibi oldugu artik 6§renme olarak da
adlandirilir. Bagka bir deyisle, bu yaklasim ozellikle goriintiiniin farkli yonleri farkli
karmagiklik seviyelerine sahip oldugunda uygundur ve [49]lin ¢aligmasi, daha derin
katmanlarin artik tepkilerinin genellikle nispeten kiigiik oldugu ve sabit bir derinligin dogru
ogrenmeyi engelledigi sezgisini dogrulamaktadir. Bu gibi durumlarda, kisa yollar engelsiz

gradyan akisi ile 5nemli miktarda 6grenmeye izin verdigi i¢in yakinsama genellikle bir sorun
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degildir. [50]'teki ilging bir gozlem, ResNet'in s1§ bir ag kiimesi gibi davranmasidir. Bu tiir
bir mimaride, "daha kisa yollar daha iyidir". Bu, atlama baglantilarinin, daha o6nceki
katmanlardan gelen bilgileri kullanarak, daha sonraki katmanlarin daha fazla dogrusal
olmayan girdileri siniflandirmasina olanak tanir. Daha kisa yollar, daha az karmasiktir ve bu
nedenle daha az hata yapma olasihig vardir. Ornegin, bir resimdeki bir nesnenin seklini
tanimak i¢in, ResNet, nesnenin kenarlarini ve koselerini tanimak icin daha 6nceki
katmanlardan gelen bilgileri kullanabilir. Bu, daha sonraki katmanlarin nesnenin genel
seklini daha dogru bir sekilde tanimlamasina olanak tanir. Derin 6grenme g6z ardi edilebilir
ve yalnizca kesinlikle gerekliyse bu gerceklesir. [50]'te ResNet mimarisi, paralel ardisik
diizende farkli yollar1 agik¢a gostererek resimsel olarak temsil edilmistir. Bu dagitim
diyagrami, ResNet'in neden kiime merkezli tasarim ilkelerine benzer oldugunun net bir
sekilde anlasilmasini saglar. Bu bakis agisinin bir sonucu, tahmin sirasinda egitilmis
ResNet'in belirli katmanlarinin kaldirilmasmin VGG gibi diger aglar kadar biiyiikk bir
dogruluk kaybina yol agmamasidir. Genisletilmis artik aglar {izerine yapilan bir ¢alisma [51]
okunarak daha fazla fikir edinilebilir. Bu ¢alisma, ¢ok derin yollarin ¢ogu kullanilmadigi igin
artik agin derinligini artirmanin her zaman yararli olmadigin1 gdstermektedir. Bypass

baglantilari alternatif yollar saglar ve ag genisligini dnemli dlgilide artirir.

[51]'un galismasi, toplam katman sayisini belirli bir esikle sinirlandirarak (6rnegin 150
yerine 50) ve her katmanda daha fazla filtre kullanarak daha iyi sonuglar elde edilebilecegini
gostermektedir. 50 degeri, pre-ResNet standartlar i¢in hala oldukga biiyiiktiir ancak son
kalintilar bunun ag deneylerinde kullanilan derinlige kiyasla daha diisiik oldugunu

belirtmektedir. Bu yontem, islemleri paralellestirmek i¢in de kullanighdir.
Xception mimarisi

Xception, "katmanlarini bolen" bir CNN mimarisidir. Bu, her katmanin, ¢iktisinda yalnizca
belirli bir 6zellik tiirtiyle ilgilenmesine olanak tanir. Bu, daha az karmasik ve daha verimli
bir mimariye yol acar. Bu mimariye Xception (Extreme Inception) denmesinin nedeni
aslinda Inception modelinden esinlenilmis olmasidir. Xception, "katmanlarini bdlerek ve
ardindan birlestirerek" calisan bir CNN mimarisidir. Bu, her katmanin, ¢iktisinda yalnizca
belirli bir 6zellik tiirtiyle ilgilenmesine olanak tanir. Bu, daha az karmasik ve daha verimli
bir mimariye yol acar. Ayrica, artik baglantilar, katmanlarin daha 6nceki katmanlardan gelen

bilgilere erismesine olanak taniyarak, daha derin mimarilerde bile daha iyi 6grenme saglar.
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Xception'in ImageNet iizerinde Inception V3'ten biraz daha iyi performans gosterdigi iddia
edilmistir. Tablo 2.1 ve Sekil 2.3, ImageNet {izerinde li¢ biiyik CNN mimarisinin
performansini karsilastirtyor. VGG-16, ResNet-152 ve Xception, sirasiyla %68.3, %76.2
ve %77.3 dogruluk elde etti. Bu sonuglar, Xception'in ImageNet iizerinde en iyi performans

gosteren CNN mimarisi oldugunu gosteriyor [57].

Veriye dayali isleme

Inanglarimiz, baskalarmm bakis acilarini duyma ve anlama yetenegimizle sekillenir.
Baskalarinin bize soyledikleri seyleri, kendi deneyimlerimizle birlestirerek ve yorumlayarak,
kendi inanglarimizi olusturuyoruz. Bu siireg, sdylenen seyin anlamini anlamamiza ve ona
gore bir yargiya varmamiza olanak tantyan sdylemin anlama 6zelliklerine baglidir. Nedeni
her zaman eksiktir. Miilkemmel derecede agik olmaya calisan metinler ve konusmalar
sasirtict bir sekilde okunamaz, ¢linkii ¢ok fazla baslik, aciklama, tanim ve yorumla

doludurlar.

Yazarlar ve konusmacilar, mesajlarini daha acgik hale getirmek i¢in bunlarin gogunu
sOylemeden birakmalidir. Bu gozlem o6zellikle temel varsayimlar i¢cin gecerlidir. Bu tiir
varsayimlar nadiren agikc¢a ifade edilir. Su ifadeye bir bakalim :Ann, Ocak aymda dogdu,
Fred ise aym yilin Aralik ayinda dogdu; bu nedenle Ann, Bill'den daha yaslidir ¢iinkii
dogdugu tarihten itibaren gegen zaman diliminde daha fazla yaslanmistir. Ancak, bir hikaye
anlaticisinin ¢ok cok uzak bir galakside zamanin dogrusal oldugunu sdyleyerek baslamasi
pek olas1 degildir. Bu daha derin ilkeler genellikle fark edilmez. Bunun bir nedeni, yazarin
veya konusmacinin bu ilkelerin tam olarak farkinda olmamasi olabilir; diger bir nedeni ise
genel ilkelerin hem gonderici hem de alici i¢in ortak kabul edilmesi ve dolayisiyla agikc¢a

ifade edilmesine gerek olmamasidir [58].

Peki durum bdyle ise ve olusturdugumuz varsayim dogru degilse ne olacak? Eger bir yazar
belirli varsayimlara dayanarak bir metin yazarsa, bu varsayimlari paylasmayan okuyuculara
ne olur? Okuyucular farkliliklar fark edip not ediyor mu yoksa metni anlasilmaz m1 buluyor?
Tipik bir sonu¢ yoktur. Bunun yerine, okuyucunun 6n bilgilerinden yararlanilir ve tutarli ve
baglantili bir yorum yaratilir, ancak bu yazarm aklindaki yorum degildir. Amaglanan mesaj,

okuyucunun 6nceki algilar1 ve inanglar1 tarafindan 6ziimsenecek ve carpitilacaktir [59].

Asimilasyon gerceklesmekte clinkii soylemi anlama, algilama ve c¢ikarimda bulunma

yorumlama siirecleridir ve yorumlama her zaman bir se¢cim meselesidir. ercih, alicinin
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onceden sahip oldugu bilgilere gore yapilir. Zamani kisaltmak i¢in, bu tartisma sadece
dinledigini anlama i¢in gelistirilecektir ancak ayni zamanda algilama ve ¢ikarim i¢in de
gecerlidir. SOylemsel anlamada se¢im; kelime, climle ve sdylem diizeyinde yapilir.
Sozciikler, onlar algiladigimizda ve anladigimizda bir anahtar acar. Bu anahtar, sézctiklerin
anlam diinyasina acilan kapidir. Bircok kelime anlamlidir yani birden fazla anlami ifade
etmek icin kullanilirlar. Ornegin, "¢izgi" kelimesi bir ddeme hatti, bir olta, bir kalem ¢izimi
vb. gibi bir¢ok farkli seye atifta bulunabilir. "Cizgi" kelimesi, zthnimizde bir ¢agrisim zinciri

baslatir [60].

Amagclanan anlami1 bulmak i¢in alicilar, dil bilgilerinin yani sira diinya bilgilerini de
kullanirlar. Ornegin, "nehir" gibi kelimeler ayn1 baglamda kullanildiginda, "misina ipi"
kelimesinin bir yorumunu olta ipi olarak tercih eder ve diger bir yorum olan "yazar kasa ipi"

yorumunu bastirirlar [60].

Ote yandan, "bakkal" ve "magaza" gibi kelimeler ikincisini desteklerken birincisini bastirir.
Bu durumda, kelimelerin anlami dinleyicinin 6n bilgisine baglhidir, 6érnegin "golde olta
kullanilir" veya "markette sik sik kuyruklar olur". Ardindan analizimizi diisiiniin. Bir
climledeki kelimeler, birbirleriyle olan iliskilerinde bir bulmaca gibidir. Bu bulmaca,
climlenin anlamini ortaya ¢ikarir. Ciimlelerin anlami, diinyayla olan iliskimizden dogar.
Kelime formlari, kelime sirasi, edatlar ve noktalama isaretleri kelimelerin nasil iliskili
oldugu hakkinda bilgi verir, ancak agsagidaki ciimle 6rneginde goriildiigii gibi bu bilgi yeterli
olabilir veya olmayabilir. Casus diirbiiniin arkasindaki adami siizdii. Diirbiiniin sahibi bir
casus mu yoksa bir ajan m1? Boyle bir sey sOylenebilir. Diinyanin nasil isledigine dair biraz
bilgiyle, bu soru yapisal olarak benzer bir 6nermeyle cabucak ¢oziiliir. Kus goézlemcisi
diirbiintiyle izledi. Baskalarimi gozetlemek istemeyen kus muhtemelen diirbiiniin sahibi

degildir. Yorumlanma seklini degistiren dil degil, kusun bilgisidir.

Konusmayi anlamak igin ciimlelerin birbiriyle iliskili olmasi gerekir. Ornegin, bes kitap rafin
iistiinde duruyorsa ve altinc1 kitap masanin kdsesinde duruyorsa, altinci kitabin diger bes
kitaba gore konumunu belirlemekte tereddiit etmeyiz. Burada s6z konusu olan bilgi ¢ok
soyuttur: yukari ve asag1 gibi uzamsal iligkilerin gegisliligi. A, B'nin iizerindeyse ve B, C'nin
lizerindeyse, A, C'nin iizerindeki her seyin de iizerindedir. A, C'nin iizerinden baktiginda,

C'nin altindaki her seyi gorebilir. A, C'nin tizerindeki her seye de ulasabilir [61].

Bu tiir ortiik baglayict ¢ikarimlar, okudugumuzda veya dinledigimizde yiiksek diizeyde
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gerceklesir ve bilgiye dayanir. Soylemin anlasilmasinda 6n bilginin gii¢lii ve dnemli rolii,
sOylemin alicilarinin da yazarlar ve konusmacilarla ayni sekilde sdyleme anlam katmasi gibi
0zel bir sonuca sahiptir. Alici, konusmacinin ya da yazarin aklinda ne olduguna dogrudan
erisemedigi icin, yorumu belirleyen alicinin bilgisidir. Bilgiler, birbirleriyle tutarliysa,
uyumlu bir melodi gibidir. Eger okuyucular ve dinleyiciler sdylemin anlamina biiytik dlciide
katkida bulunurlarsa, sdylemden ¢ikarilan mesajlar kaginilmaz olarak onlarin inandiklariyla

ortiisecektir. Inanglar, bir kez olustuktan sonra, yeni bilgilerle degistirilmesi zor olabilir.

Diinya'nin yuvarlak oldugunu sdyleyen otorite figiirii, cocugun zihninde bir kalip olusturur.
Bu kalip, ¢ocugun Diinya'nin sekli hakkindaki inang¢larini sekillendirebilir. Cocugun, otorite
figlirlinlin mesajina inanmasi daha olasidir. Biiylik olasilikla cocuk yetiskinin sdziine
inanacak ve diiz modeli kiiresel bir modelle degistirecektir. Joseph Nussbaum, Stella
Vosniadou ve digerleri tarafindan yapilan arastirmalar, ¢ocuklarin diinyay1 anlama bi¢iminin,
otorite figiirleri tarafindan saglanan bilgilerden daha karmasik oldugunu gosteriyor.

Goriiniiste basit olan bu dil, cocuklarin diiz diinya modellerine asimile edilmistir [62].

Bu durumda, asimilasyon mekanizmasmin calistigindan emin olmak ic¢in, ¢ocugun
kullanabilecegi secenekleri goz Oniinde bulundurun. Yetiskinler, diinyanin bir top gibi
oldugunu, yani yiizeyinin her yonden ayni sekilde uzadigini soyliiyorlar. "Yuvarlak" terimi
muglaktir ve hem daire (iki boyutlu 6zellik) hem de kiire (ii¢ boyutlu 6zellik) icin
kullanilabilir. Cagrilmak ne anlama geliyor? Cocuk diinyanin her yonde sonsuza kadar
uzandigina inanmiyorsa, diiz bir diinyanin bir yerlerde bir kenar1 olmalidir ve bu kenar bir
daire olabilir. Eger bir yetiskin diiz bir diinyanin yuvarlak oldugunu sdylerse, ¢ocuklar bunu
yargilayacaktir. Jason Lee, Andrew Johnson, Thomas Moher ve ben sik sik ¢ocuklardan
diinyay1 ¢izmelerini istedigimizde tereddiit etmeden bir daire ¢izdiklerini gozlemledik [63].
Dairenin tepesinin hangi yonii gosterdigi soruldugunda, bazi ¢ocuklar, diinyanin bir krep gibi
yukaridan goriindiigiinii varsayarak, kalemlerini ¢izime dik tutmus, kalemin ucu tavam
gostermistir. Bagka bir deyisle, eger dinleyici diinyanin diiz olduguna inaniyorsa, diinyanin
yuvarlak olduguna dair goriiniiste ¢eliskili olan nedenin aksini 6gretme giicii yoktur, ¢linkii

dinleyicinin 6nceki inanglari ¢ok fazla yorumlama giiciline sahiptir.

Yetiskinler nihayet ¢ocuklart anlayabiliyor mu? Eger elimizde bir kiire tutuyor ve bunun
Diinya oldugunu soyliiyorsak, Diinya'nin dairesel mi yoksa kiiresel mi oldugu sorusu

¢Oziilmelidir. Bununla birlikte, Vosniadou ve meslektaslari, bir cocugun gelisiminin farkl
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asamalarinda baska 6ziimsemelerin meydana geldigine dair kanitlar bulmustur. Diinyanin
kiiresel oldugunu kabul eden ¢ocuklar, diinyanin diiz oldugu fikrini siirdiirmek i¢in durumu
yanlis anlayabilirler [64]. Diinya hakkindaki kendi gézlemleri ve deneyimlerine dayanarak,
bazi ¢ocuklar, diinyanin yuvarlak ama i¢i bos olduguna, yarisinin toprakla dolu olduguna ve
tepesinde giinesin parladig1 bir delik bulunduguna inanmislardir. i¢i bos bir kiirede yasiyoruz
ve kiirenin alt yarisint dolduran diiz bir toprak yiizey iizerinde yliriiyoruz. "Diinyanin bir
kiire oldugu" iddiasi, "neredeyse diiz bir yiizeyde yasadigimiz" inanciyla tutarli olacak
sekilde carpitilarak, "diinyanin i¢i bos bir kiire oldugu" seklinde yorumlanmaktadir. Kisacasi,
yazmak ve konusmak yeni fikirleri iletmenin kolay yollar1 gibi goriinse de derinlemesine
analiz durumun bdyle olmadigini gostermektedir. Anlama, kelime, climle ve sdylem
diizeyinde ¢oklu yorumlayici se¢imleri icerir ve bu sec¢imler biiyiik 6l¢iide alicinin dnceki
inanglarina baghdir, bu nedenle konusmanin yorumlanmasi neredeyse kesinlikle bu
inanglarla tutarhidir. Yeni bilgiler kisinin mevcut algi ve inanglaria gore yorumlandigindan,
bu algt ve inanglart degistirme gilicii ¢ok azdir. Diinyamizi anlamlandirmak igin
kullandigimiz 6n kavramlar, ayn1 zamanda, yeni bilgilere kars1 dnyargilarimizi da olusturur.

Bu paradoks, mantiksal akil yiiriitmeyi 6grenmenin 6niindeki temel bir engeldir.

Atlama mimarilerin versiyonlu karsilagtirilmasi

ResNet mimarisi 6nerildiginden beri, performansi daha da artirmak icin ¢esitli varyasyonlar

onerilmistir.

Tablo 2.3: Cesitli ILSVRC Yarigmasinin En lyi Performans Gosteren Girislerindeki Katman

Sayisi.

Name Year Number of Layers Top-S error
- 2012 den 6nce <5 > %25
AlexNet 2012 8 % 15.4

Z{Net/Clarifai 2013 8/>8 %14.8 /% 11.1

VGG 2014 19 % 7.3
GoogleNet 2014 22 % 6.7
ResNet 2015 152 %3.6

Bunlardan ilki [53]'te 6nerilmistir. Baslangigta dnerilen Otoyol Ag1, [52] atlamali baglanti
kavramini getirmis ve daha kapsamli bir mimari olarak degerlendirilebilir. Bir otoyol aginda,

kimlik eslemesi yerine kapilar kullanilir, ancak kapali bir kap1 ¢ok fazla bilginin geg¢isine
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izin vermez. Bu durumlarda, gegit ag1 artik bir ag gibi davranmaz. Bununla birlikte, artik ag,
kapilarin her zaman tamamen agik oldugu bir ag ge¢idi aginin 6zel bir durumu olarak
gortlebilir. Otoyol aglar1t LSTM ve ResNet ile yakindan iligkilidir, ancak ResNet coklu
yollarla gradyan akislarini etkinlestirmeye odaklandigi i¢in goriintii tanima gorevlerinde
hala daha iyi performans gosteriyor gibi goriinmektedir. ResNet mimarisi, basit katman
bloklart kullanarak, atlama baglantilar1 arasinda bilgi aktarimini saglar. ResNext mimarisi

ise, baslangi¢ bloklar1 kullanarak, atlama baglantilar1 arasinda daha fazla bilgi aktarimini

miimkiin kilar [54].

Atlama baglantilar1 kullanmak yerine, her bir katman c¢ifti arasinda konvoliisyon
doniistimleri kullanilabilir [55]. DenseNet mimarisi, her katmanda 6nceki tiim katmanlardan
gelen bilginin birlestirilmesini saglar. Bu, agdaki bilgiyi daha verimli bir sekilde kullanmaya
ve daha iyi performans elde etmeye yardimci olur. Ornegin, bir DenseNet mimarisi 10
katmandan olusmussa, bu mimaride toplam 100 katman doniigiimii vardir. Bu, geleneksel
bir ileri beslemeli ag mimarisinde olmas1 gerekenden ¢ok daha fazla katman doniistimii
anlamma gelir. Bu, agdaki bilgiyi daha verimli bir sekilde kullanmaya ve daha iyi
performans elde etmeye yardimci olur. Boyle bir mimarinin amacinin, her katmanin bir
atlama baglantisina benzer sekilde yararli soyutlamalardan Ogrenmesine izin vermek

oldugunu unutmayin.

Bu durumda, atlanan baglantilar arasindaki bazi bloklar egitim sirasinda rastgele atilir, ancak
test sirasinda agin tamami kullanilir. Bu metodun, agr sikistirmak i¢in diigtimleri kaldirmak
yerine incelten Dropout'a benzedigini aklinizda bulundurun. Bununla birlikte, Dropout,
katman bagina diiglimleri kaldirmaktan biraz farkli bir motivasyona sahiptir, ¢iinkii ikincisi

ozelliklerin birlikte uyarlanmasini 6nlemek yerine gradyan akisini iyilestirmeye odaklanir.

Patlayan gradient

Kaybolan ve Patlayan gradyanlar, derin sinir aglarin egitimi sirasinda karsilasilan yaygin
sorunlardir. Kaybolan gradyan, geriye yayilma sirasinda hesaplanan gradyanlarin biiyiikligi
cok kiiciik oldugunda ortaya cikar ve agin parametrelerini etkili bir sekilde glincellemeyi
zorlastirir. Ote yandan, gradyanlarin biiyiikliigii ¢ok biiyiidiigiinde patlayan gradyanlar
meydana gelir ve agin kararsiz hale gelmesine ve zayif 6grenmesine neden olur. Her iki
sorun da agirliklarin uygun sekilde baslatilmasi ve toplu normallestirme gibi normallestirme

teknikleriyle hafifletilebilir.
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Sinir ag1 6grenimi ile ilgili kararlilik sorunlari nedeniyle sinir aglarinda baslatma c¢ok
onemlidir. Sinir aglar1 genellikle her katmanin aktivasyonunun zayifladig1 veya giiclendigi
kararlilik sorunlarina sahiptir. Bu olgu, agin derinligi ile {istel olarak iliskili oldugu igin
Ozellikle derin aglarda siddetlidir. Bu olguyu bir dereceye kadar diizeltmenin bir yolu 1yi bir

baslangi¢ noktas1 segmektir, boylece gradyan cesitli seviyelerde kararli olur.

Agirliklart baglatmak icin, agdaki tiim baglantilarin agirliklarini, ortalamasi sifir ve standart
sapmasi 102 olan kiigiik bir Gauss dagilimindan rastgele degerlerle baslatabiliriz. Bu, agdaki
tiim baglantilarin baslangicta hem pozitif hem de negatif kiiciik degerlere sahip olmasina

neden olacaktir [56].

Bu baglatma yontemi, her ndronun girdi sayisindan bagimsiz olarak ayn1 agirliklar kullanir.
Bu, belirli bir néronun girdi sayisina gére optimize edilmedigi anlamma gelir. Ornegin, bir
noronun sadece iki girdisi ve baska bir ndronun 100 girdisi varsa, ilk ndronun ¢iktisi, daha
fazla girdinin (daha biiyiik bir egim olarak goriinen) ek etkisi nedeniyle agirlikli ortalamaya
cok daha duyarli olacaktir. Genel olarak, ¢iktinin varyansinin girdi sayisi ile orantili oldugu

ve bu nedenle standart sapmanin girdi sayisinin karekokii ile orantili oldugu gosterilebilir.

NG N ¥, Oy, B

Sekil 2.18: Kaybolan ve Patlayan Gradyan Problemi Figiirii.

Bu dengeyi saglamak i¢in, her agirlik V1/r standart sapmali bir Gauss dagilimindan alinan
bir degerle baslatilir; burada r, o ndronun girdi sayisidir. Bias néronlari, ¢iktinin ortalamasini
sifira ayarlamak i¢in kullanilir. Bu nedenle, her zaman sifir agirlikla bagslatilirlar. Alternatif

olarak, agirhiklar 'de esit olarak dagitilmis degerlere baslatilabilir, [-1/Nr, 1/Nr].

Daha sofistike baslatma kurallar1 olarak, farkli seviyelerdeki diiglimlerin birbirleriyle
etkilesime girdigi ve ¢iktinin hassasiyetine katkida bulundugu ger¢egini dikkate alir; rin ve
Tour sirastyla belirli bir noronun girisi ve c¢ikisidir; Xavier initialization veya Glorot
initizilation olarak adlandirilan, 6nerilen bir baslatma kurali, standart sapmasi V2/(tin + Tour)
olan bir Gauss dagilimi kullanmaktir. Tiim agirliklar ayn1 degere baslatilirsa, her katmandaki

noronlar, her egitim dongiisii boyunca ayni1 miktarda degisecektir. Bu, ag modelinin yavas
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O0grenmesine neden olabilir. Bu da katmandaki néronlar tarafindan ayni Ozelliklerin
tiretilmesiyle sonuglanacaktir. Noronlar arasindaki farkliliklar, ag modelinin daha iyi

ogrenmesine yardimet olur. Bu farkliliklar, baslangigtan itibaren saglanmalidir [56].
2.3 IMAGE PROCESSING

Dijital goriintli isleme, Onerilen ¢oziimlerin gercek diinya verilerinde nasil performans
gosterdigini goérmek icin kapsamli deneysel calismalara ihtiya¢ duyar. Goriintii isleme
sistemleri, kabul edilebilir bir ¢6zlime ulagsmak icin genellikle birgok farkli yaklagimin test
edilmesini gerektirir. Bu, yaklasimlar1 hizli bir sekilde formiile etme ve prototip haline

getirme becerisinin, basarili bir sistem gelistirmenin anahtar1 oldugu anlamina gelir.

Gorlnti isleme, bir goriintiiniin igerigini ve yapisini ¢ikarmak veya degistirmek ig¢in dijital
bir bilgisayarin kullanildig1 bir alanidir. Bu, gériintiinlin boyutunu degistirmek, giiriiltiiyii
azaltmak, nesneleri tespit etmek veya goriintiiyii farkli bir sekilde gostermek icin

kullanilabilir. Goriintii isleme, birgok farkli uygulamada kullanilir, 6rnegin:
a. Fotograf diizenleme ve manipiilasyon

b. Yapay zeka ve makine 6grenimi

c. Tibbi goriintiileme

d. Robotik

e. Uzay arastirmalari

Goriintii isleme, dijital diinyadaki bilgilerin islenmesi ve anlagilmasi i¢in 6nemli bir aragtir.
Dijital bir bilgisayarin, dijital bir goriintiiyli islemesi islemine "dijital goriintii isleme" ad1

verilir [65].

Dijjital bir goriintii, insan algisinin temelini olusturan sonlu sayida pikselden olusur. Pikseller,
gorlintiiniin igerigini ve yapisini temsil eder. Bu bilgiler, nesneleri tespit etmek, giiriiltiiyii
azaltmak veya goriintiiyli farkli bir sekilde gostermek i¢in kullanilabilir. Bu nedenle, dijital
goriintiilerin nasil iglendigini ve yorumlandigini anlamak, ¢evremizdeki diinyay1 daha iyi
anlamamiza yardimci olabilir. Goriintilleme cihazlari, elektromanyetik spektrumun g¢ok
genis bir yelpazesini kapsar. Bu, bize insan goziiyle géremedigimiz seyleri gormemizi saglar.
Ornegin, gama kameralar1, kanser hiicrelerini tespit etmek igin kullanilir. Radyo teleskoplari,

uzak galaksileri gozlemlemek i¢in kullanilir. Bu cihazlar, ¢evremizdeki diinyayr daha iyi
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anlamamiza ve yeni kesifler yapmamiza yardimci olur.

Normalde insanlar tarafindan goriintiilenmeyen nesneler tarafindan iiretilen goriintiileri de
isleyebilir. Goriintiileme cihazlari, insan goziiniin géremedigi seyleri gormemize olanak tanir.
Bu, goriintii isleme i¢in genis bir uygulama yelpazesine yol agar. Ancak, Goriintii isleme,
goriintli analizi ve bilgisayarla gérme gibi alanlar, bir goriintiiden bilgi ¢ikarmak igin
birbirleriyle ortiisen ve i¢ ige gegmistir. Gorlintii isleme bazen girdisi ve ¢iktist goriintii olan
bir alan olarak tanimlanmasiyla ayirt edilir. Bu durumun kisitlayici ve biraz da yapay bir
kisitlama oldugunu diisiiniiyoruz. Ornegin, bu tamim altinda bir goriintiiniin ortalama
yogunlugunu hesaplamak gibi 6nemsiz bir gorev bile bir goriintii isleme gorevi olarak kabul
edilemez. Ote yandan, bilgisayarla gérme gibi baz1 alanlar, nihai hedefi gorsel verilere dayali
O0grenme, muhakeme ve eylemi miimkiin kilmak olan insan goriigiinii taklit etmek igin
bilgisayarlar1 kullanmaktadir. Goriintli isleme alani, bilgisayarlarin insan gdziiniin yaptig
gibi diinyay1 gormesini saglayan yapay zekadir. Al, pratik kullanima girme siirecinde olan
ve ilerlemenin beklenenden ¢ok daha yavas oldugu bir alandir. Goriintli analizi (goriintii

anlama olarak da bilinir), goriintii isleme ve bilgisayarla gorme arasinda kalan bir alandir.

O halde goriintii islemeden bilgisayarla gormeye net bir sinir yoktur. Bununla birlikte, bu
stireklilik baglaminda, ii¢ tiir bilgisayar islemeyi géz Oniinde bulundurmak yararli bir
ornektir: diislik seviye, orta seviye ve yiiksek seviye. Goriintii 6n isleme, giiriiltiiyli azaltmak,
kontrastr iyilestirmek ve goriintiiyii keskinlestirmek icin birincil islemleri igerir. Ornegin
keskinlik isleme, Diisiik seviyeli isleme, girdi ve ¢iktinin goriintii olmasiyla karakterize edilir.
Orta seviye goriintii isleme, segmentasyon (bir goriintiiyii bolgelere veya nesnelere ayirma),
nesne tanimlama (bir goriintliyli bilgisayar islemine uygun bir formata doniistiirme) ve tek
tek nesnelerin siiflandirilmasini (tanima) igerir. Ara isleme genellikle girdinin bir goriintii
olmasi ve ¢iktinin goriintiiden ¢ikarilan 6zellikler (6rnegin, kenarlar, konturlar, tek tek
nesnelerin kimlikleri) olmasiyla karakterize edilir. Gorilintiiniin anlamini ¢ikarmak igin
kullanilan st diizey isleme ise insan goriisliniin en karmasik yonlerini bile taklit edebilir.
Genellikle, tipik olarak insan goriisii ile iligkilendirilen bilissel islevlerin yerine

getirilmesiyle bilinir [66].

Yukaridakilerden, goriintii isleme ve goriintii analizinin bir goriintiideki tek tek alanlar1 veya
nesneleri tanimlama agisindan mantiksal olarak Ortiistiigli goriilebilir. Bu nedenle, bu

makaledeki dijital goriintli isleme, goriintiilerin girdi ve ¢ikt1 olarak islenmesinin yani sira,
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tek tek nesnelerin taninmasina kadar goriintiilerden 6zelliklerin ¢ikarilmasini igerir. Bu
kavramlart agikliga kavusturmak i¢in basit bir 6rnek olarak otomatik metin analizi alanini
ele alalim. Dijital goriintii isleme, metin iceren bir goriintiiniin anlamini ¢ikarmak igin
kullanilan bir dizi tekniktir. Bu teknikler, goriintliniin 6n islemesini, tek tek karakterlerin
ayristirtlmasini, karakterlerin tanimlanmasimi ve karakterlerin taninmasini igerir. Metin
iceren bir gorilintiiniin anlamini ¢ikarmak, goriintli analizi ve bilgisayarla gérme gibi diger
alanlarin da kapsamina girer. Dijital goriintii isleme, bu teknikleri kullanarak metin tanima,

goriintii isleme ve hatta gergek diinyay1 anlama gibi ¢esitli uygulamalarda kullanilmaktadir.

Gorlintliileme sistemleri nesneler tarafindan yayilan radyasyonu toplar ve goriintiiler.
Radyasyon parcacik akimlari, elektromanyetik dalgalar ve akustik dalgalardan olusur.
Klasik bilgisayarla gérmede, bir sahne veya 151k verildiginde bu sahne yakalanir ve analiz
edilir. Giinliik hayatta kullanilan optik sistemler, nesneleri gorsel olarak tanimlamak icin
tasarlanmigtir. Ancak bilimsel ve endiistriyel uygulamalarda kullanilan optik sistemler,
nesnelerin 6zelliklerini 6lgmek icin tasarlanmistir. Bu nedenle, bu sistemler, ilgilenilen
nesnenin Ozellikleri ile yayilan 151k arasinda niceliksel bir iliski kurmaya odaklanir. Boyle
bir ¢abanin amaci, diger parametrelerden toplanan ve yayilan 151¢in bozulmasini en aza

indirirken ilgilenilen nesnenin 6zelliklerini haritalamaktir.

Sekil 2.19°de gelen 1sinin ve nesneden kameraya yayilan 1smin ek siireglerden
etkilenebilecegini gdstermektedir. Bir nesnenin konumu, yayilan isinlarin kirilmasi
nedeniyle kayabilir. Gelen 1sinlarin ve sinkrotron radyasyonunun sagilmasi ve emilmesi
nedeniyle, radyasyon akisinin zayiflamasi nesnenin kendisinden degil ¢evreden kaynaklanir

ve bu da gozlemleri yaniltabilir.

Uygun bir ortamda, bu ek etkileri en aza indirmek ve alinan radyasyonun ilgilenilen nesnenin
ozellikleriyle dogrudan iliskili olmasi saglamak onemlidir. Aydinlatma veya ayarlardan
etkilenmese de en uygun radyasyon tiirli ve dalga boyu aralig1 segilebilir. Goriintii isleme
gorevinin karmagikligi, nicel goriintiileme siirecinin karmagsikligini belirler. Tek amag
nesnelerin dogru geometrik Olclimleri ise, aydinlatmay1 nesneler esit sekilde aydinlatilacak
ve arka plandan agik¢a ayirt edilebilecek sekilde ayarlamak yeterlidir. Bu durumda
ilgilenilen nesnenin 6zellikleri ile kameraya dogru yayilan radyasyon arasinda niceliksel bir

iliski kurulmasina gerek yoktur [67].
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Sekil 2.19: Nesneleri Goriintiilemek Amaciyla Radyasyon ve Madde Arasindaki Etkilesimin

Sematik Diyagramu.

Kameraya yayilan radyasyon ile nesnenin 6zellikleri arasindaki iliski, gelen 1s1nin sagilmast,
emilmesi ve kirilmasinin yani sira senkrotron radyasyonu tarafindan bozulabilir. Bununla
birlikte, bir nesnenin yogunluk, sicaklik, ylizey yonelimi veya kimyasal tiirlerin
konsantrasyonu gibi 6zellikleri 6l¢iilmek isteniyorsa, se¢ilen 6zellik ile yayilan radyasyon
arasindaki kesin iligkinin bilinmesi gerekir. Bir nesnenin rengini belirlemek, nicel

goriintlileme siirecinin en basit uygulamalarindan biridir.

Nicel goriintiileme, goriintiilerin 6zelliklerinin 6l¢iilmesine odaklanan bir goriintii isleme alt
alanidir. Birgok uygulamada, ilgilenilen parametre ile yayilan radyasyon arasindaki iligki o
kadar net degildir. Bu nedenle, ilgilenilen parametreyi yayilan radyasyondan ¢ikarmak i¢in
daha karmasik teknikler gerekli olabilir. Ornegin, bir nesnenin bilesimini belirlemek i¢in
yapilan bir nicel goriintiileme islemi, bir nesnenin boyutunu 6lgmek i¢in yapilan bir nicel
goriintiileme isleminden daha karmasiktir. Veyahut uydu goriintiilerinde kentsel alanlar,
ormanlar, nehirler, gdller ve tarim arazileri kolayca tanimlanabilir ancak bunlar1 hangi

ozelliklerine gore tanimlayabiliriz? En 6nemlisi, goriintiiler neden boyle goriiniiyor?

Benzer sekilde, tibbi arastirmalardaki goriintiilemede yaygin sorunlardan biri patolojik

anormalliklerin tespit edilmesidir. Patolojik bir anormalligi tanimlayan biyolojik
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parametreler ile goriintiideki goriiniimii arasindaki iliskinin 1yi anlagilmasi, glivenilir kararlar

almak i¢in gereklidir [67].

{c) (d)

Sekil 2.20: Baz1 Yaygin Gériintii Isleme Islemleri: (a) Orijinal Goriintii; (b) Artirilnus Kontrast; (c)
Goriintiideki Degisim Renk Tonu; (d) "Posterlestirilmis" (nicellestirilmis renkler); (e)
Bulaniklastirilnus; (f) Déndiiriilmiis Islem.
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Gorlintlilerin  sahnenin 3D unsurlari, aydmlatma, kamera optikleri ve sensorlerin
etkilesimiyle nasil olustugunu gérdiikten sonra, bircok bilgisayarla gérme uygulamasinin ilk
asamasina bakalim: Goriintiileri 6n isleme tabi tutan ve daha fazla analiz i¢in uygun bir
formata doniistiiren goriintii islemedir. Ornekler arasinda pozlama telafisi, renk dengesinin
ayarlanmasi, goriintii giiriiltiisiniin azaltilmasi, keskinligin iyilestirilmesi ve goriintiiniin
dondiiriilerek hizalanmasi yer alir (Sekil 2.20). Gortintii isleme, goriintiilerin analiz edilmesi,
yorumlanmasi1 ve anlasilmasi i¢in kullanilan bir dizi tekniktir. Bilgisayarla goérme,
goriintiilerden bilgi ¢ikarmak i¢in kullanilan bir dizi tekniktir. Goriintii isleme, bilgisayarla
goérmenin ayrilmaz bir parcasidir. Bilgisayarla gérme uygulamalarinin ¢ogu, goriintii isleme
asamasinin iyi bir sekilde tasarlanmasim1 gerektirir. Bu boliimde, piksel degerlerini bir

goriintiiden digerine esleyen standart goriintii isleme operatorleri incelenmektedir [68].

Gorlintii isleme genellikle elektrik miihendisligi boliimlerinde sinyal islemeye giris
dersinden ileri bir ders olarak 6gretilir (Oppenheim ve Schafer 1996; Oppenheim, Schafer
ve Buck 1999). Bu béliimde, en basit goriintii doniisiimii olan ve her piksel lizerinde komsu
piksellerden bagimsiz olarak c¢alisan doniistimle baslayacagiz. Bu tiir doniisiimler genellikle
nokta operatorleri veya nokta isleme olarak adlandirilir. Komsuluk (bdlge tabanli)
operatorler, yeni piksel degerinin, yalnizca birka¢ komsu giris degerine bagli oldugu
operatorlerdir. Bu boliimde, komsuluk operatdrlerinin temellerini inceleyecegiz. Bu tiir
ortamlarin ¢alismasini analiz etmek (ve bazen hizlandirmak) i¢in yararh bir ara¢ Fourier

doniistimudir.

En yakin komsu operatorleri, goriintii piramitleri ve dalgalar1 olusturmak i¢in kullanilabilir.
Bu, cesitli ¢oziintrliiklerdeki (6lgeklerdeki) goriintiileri analiz etmek ve belirli islemleri
hizlandirmak i¢in yararhidir. Global operatorlerin bir diger onemli sinifi, geometrik
dontisiimler olan rotasyonlar, makaslamalar ve perspektif deformasyonlaridir. Goriintii
iyilestirme, gorlintiilerin gorsel kalitesini ve faydaliligini artirmak i¢in kullanilan bir dizi
tekniktir. Bu teknikler, goriintiiniin giiriiltiisiinii azaltmak, keskinlestirmek, renklerini
tyilestirmek ve diger kusurlar1 gidermek i¢in kullanilabilir. Goriintii iyilestirme, goriintiiniin
ozelliklerine ve kullanilacag uygulamaya gore farkli sekillerde gergeklestirilebilir. Ornegin,
bir fotografin gorsel kalitesini artirmak i¢in kullanilan teknikler, bir tibbi goriintiiniin

ozelliklerini ¢ikarmak icin kullanilan tekniklerden farkli olabilir. Insan ve makine goriisiine
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uymast i¢in ¢esitli 6zellikler gelistirilmistir. Bir baska 6rnek olarak, medyan filtreleme

orijinal gorlintiiyli daha goriiniir hale getirmek i¢in nokta giiriiltiisiinii azaltir [69].

Genel matematiksel anlamda goriintii olusumu, bir girdi dagilimimi bir ¢iktt dagilimina
dontistiirme siireci olarak goriilebilir. Basit bir mercek, 15181n bir bolgedeki dagilimini bagka

bir bolgedeki dagilmaya doniistiiren bir "transformator” olarak goriilebilir.

INPUT DISTRIBUTION | SYSTEM S OUTPUT DISTRIBUTION O
" S()=0 "

L4

Sekil 2.21: Goriintiileme i¢in Bir Sistem Yaklasimi.

Goriintiileme, bir goriintlinlin nasil tiretildigini anlamanin bir yoludur. Bu yaklasimda,
goriintlileme siireci, girdi dagilimi iizerinde hareket eden bir operator olarak goriiliir. Bu
operatdr, goriintiiniin ¢iktisim1 iiretmek i¢in girdi dagilimindaki bilgiyi kullanir. Tibbi
ultrason goriintiileme, bir ultrason probunun, insan viicudunun i¢ organlarindan gelen
akustik yansimalar1 dlgerek ¢alisir. Bu yansimalar, bir bilgisayar tarafindan islenir ve gri
tonlamal1 yogunluk goriintiileri olarak gorsellestirilir. Bu doniigiim, girdi dagilimini
(ultrasonun o6l¢tiigii akustik yansima verileri) ¢ikti dagilimina (goriintiilenen yogunluk

goriintiileri) esler.

Gortintiileme, bir nesnenin veya siirecin 6zelliklerini bir goriintiilye dontistiirme stirecidir.
Sistem teorisi yaklasimi, goriintiileme siirecini, girdi dagilimindan ¢ikti dagilimima bir
dontisiim gergeklestiren bir sistem olarak goriir. Bu yaklagim, goriintiileme siirecinin nasil
calistigin1 anlamamiza ve goriintii kalitesini iyilestirmek icin nasil optimize edilebilecegini
anlamamiza yardimci olur [70]. Yukaridaki sekil bu olay1 géstermektedir. Bir goriintii isleme
sisteminin girdiyi ¢iktiya doniistiirme siireci bagka bir perspektiften de goriilebilir: Fourier
alan1 veya frekans alani. Fourier alaninda goriintii, farkli frekanslardaki harmonik
fonksiyonlarin {ist liste binmesinden olusur. Goriintii isleme sistemi, goriintiiniin uzamsal
frekans igerigini doniistiirerek calisir. Bu, goriintiiniin gériinlimiiniic ve o6zelliklerini
degistirebilir.

Gorlintli iglemedeki en temel islem, girig gorilintlisiindeki tek bir noktanin (yani pikselin)

degerini ¢ikis gorlintiisiindeki karsilik gelen noktaya (piksele) esleyen nokta doniisiimiidiir.
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Matematiksel anlamda, goriintii isleme sistemi, girdiyi ¢iktiya bire bir esleyen bir "anahtar"

olarak goriilebilir.

Goriintii islemede kullanilan en basit doniistimler, goriintiiler lizerinde temel matematiksel
veya mantiksal islemlerdir. Her biri iki gériintii IA ve IB arasinda veya bir goriintii ile sabit

bir deger C arasinda bir islem olarak gergeklestirilir:

loyrpyr = la + Ip (2.1)

loyrpur = Ia+ C (2.2)

3D Depth Image

3D Medical CT Image Scientific Image
( Rik Higham, UoE (2006))

Sekil 2.22: Farkl Piksel Bilgi Tiirleri.

Her iki durumda da, cikt1 goriintiisiindeki tek tek piksellerin (i,j) konum degerleri asagidaki

gibi eslenir:

IOUTPUT(i:j) = IA(i»j) + Ig(i,)) (2.3)

loyrpur = Ta(,j) + C (2.4)
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Islemi C x R boyutundaki bir gériintiiniin tamamu {izerine gerceklestirmek igin tiim goriintii
indisleri tizerinde yinelememiz yeterli olacaktir. (i,j) = {0 .... C-1,0 .....R-1} (N.B in
MATLAB piksel indisleri {1...C,1.....R})

En basit ancak ¢ok kullanigli goriintli diizeltme islemi nokta aritmetigidir. Cikis pikseli, bir
veya daha fazla giris pikseli tarafindan belirlenir. Esikleme, goriintii islemede yaygin olarak
kullanilan bir islemdir. Histogram isleme olarak da adlandirilan kontrast gelistirme igin
yogunluk doniisiimii baska bir isleme tiiriidiir. Dogrusal ve dogrusal olmayan filtreleme,
c¢ikis pikselinin giris pikselinin ¢ok yakinindaki piksellerin bir fonksiyonu oldugu ana isleme
tirleridir. Dogrusal bir sistem, giris sinyallerini birbirleriyle etkilesime sokmadan isleme
koyar. Bu, giris sinyallerinin toplaminin veya ¢arpiminin ¢iktiya karsilik gelmesi anlamina

gelir.
2.3.1 Gériintii Islemede Nokta Operatorleri

Gorlntl islemede, bir pikseldeki degerin, yalnizca komsu piksellerin degerlerine bagl
oldugu doniisiimler, nokta operatorleri olarak adlandirilir (ek olarak, kiiresel olarak
toplanmis bilgi ve parametreler olabilir). Goriintii islemede, noktasal islemler, gériintiiniin
her bir pikseli lizerinde bir veya daha fazla matematiksel islem gergeklestirir. Bu islemler,
gorlintiinlin  parlakligini, kontrastini(Sekil 2.22), renklerini veya diger 6zelliklerini

degistirebilir (Crane 1997).

Bu boliimde, goriintii islemede kullanilan en temel noktasal islemlerinden bazilarina kisa bir
bakis sunuluyor. Daha sonra goriintiilerdeki renklerin nasil yonlendirilebilecegi
aciklanmaktadir. Hesaplamali fotografcilik ve bilgisayar grafiklerinde, goriintiiniin farkli
parcalarini birlestirmek ve eslestirmek icin kullanilan teknikler tanitilmaktadir. Bu teknikler,
panoramik goriintii olusturma, 3D modelleme ve video montaj gibi uygulamalarda kullanilir.
Son olarak da goriintiiniin goriinlimiinii iyilestirmek icin ton degerlerini (parlaklik ve

kontrast) yonlendiren uygulama 6rnekleri sunulmustur.
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pin={ 000,000, 000)nax=(252,258,255)
pug=(076,087, 865 )ned=( 968,882, 832

pin={000,000,000)na 25%) pin={800,000,008)nax=({251 S4)
Bug=(084,0896,0871)ned={ 875,890, 835 Bug=(063,0872,0856)ned={ 052,865, 0821)

(c) (d)

(f)

Sekil 2.23: Yukarida, (a) Orijinal Goriintiiniin Yan1 Sira, (b) Artirilmuis Parlakligy, (c) Artirilmis
Kontrasti, (d) Gamasini ve (e) Histogramini, (f) Kismi Histogramini Degistiren Baz1 Yerel Goriintii

Isleme Islemleri Gosterilmektedir.
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) (d)

(a)

Sekil 2.24: Goriintii Verilerinin Gérsellestirilmesi: (a) Orijinal Gériintii; (b) Bir Goriintii Inceleme
Arac1 Kullanilarak Kirpilmis Kisim ve Tarama Cizgisi Cizimi; (c) Sayilar Izgarasi; (d) Yiizey

Cizimi. Sekil (c)-(d) i¢in Gériintii Once Gri Tonlamaya Déniistiiriilmiistiir.
2.3.2 Piksel isleme

Dijital bir goriintii ice aktarildiktan sonra, ilk 6n isleme adimi olarak iki tiir islem
gerceklestirilir:

a. Nokta Islemleri
b. Geometrik Islemler

Bu iki islem temel olarak piksellerin "ne" ve "nerede" oldugunu degistirir.

Nokta iglemi, tek bir pikselin gri 6lgek degerini yalnizca gri dlgek degerine gore veya bazi
durumlarda pikselin konumuna gore degistirir. Genel olarak, bu tiir islemler asagidaki gibi
ifade edilir.

‘v = Pun(Gun) (2.5)

P indeksi, nokta isleminin piksel konumuna bagimhiligini gosterir. Geometrik islem ise
yalnizca pikselin konumunu degistirir; X konumundaki piksel, yeni bir X’ konumuna taginir.

Iki koordinat arasindaki iliski geometrik esleme fonksiyonu tarafindan verilir.

X = M) (2.6)

Noktasal ve geometrik islemler birbirini tamamlayan islemlerdir. Goriintiilleme sensoriiniin
dogrusal olmayan ve tekdiize olmayan radyosensitivitesi ve goriintiileme sisteminin
geometrik bozulmalar1 gibi goriintli olusum siirecine zemin hazirlayan bozulmalarin
diizeltilmesinde etkilidirler. Goriintii aydinlatmasimin diizeltilmesi veya optimizasyonu,
diisiik akis veya tagma tespiti, kontrast gelistirme veya germe, goriintli ortalamasi alma,

aydinlatma homojensizliginin diizeltilmesi veya radyometrik kalibrasyon nokta islemleri ile
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gerceklestirilir. Geometrik islemler, goriintiiyii doniistiirmek icin iki ana adim kullanir. ilk
adim, goriintiiniin esleme fonksiyonunu bulmaktir (2.3). Ikinci adim, esleme fonksiyonunu
kullanarak pikselleri yeni konumlarina tasimaktir [71]. Bir goriintii geometrik bir dontisiimle
bozuldugunda, orijinal goriintiiniin pikselleri ile bozulmus goriintliniin pikselleri nadiren
ortliglir. Gortintiideki bazi pikseller, geometrik islemler nedeniyle orijinal konumlarinda

olmayabilir. Bu nedenle, bu piksellerin degerlerini komsu piksellerden hesaplamak gerekir.
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3. BULGULAR

3.1 SISTEMDE KULLANDIGIMIZ RESNET 50 VERIi MODELi YAZILIM
MIMARISI

3.1.1 Sistem Alt ve Ust Kiitiiphaneleri Tanimlamalari

Sistemimizde kullandigimiz kiitiiphaneler asagidaki gibidir.

Tablo 3.1: Kiitiiphane Parametreleri.

matplotlib.pyplot Veri Kiitiiphanesi

numpy as np Cok boyutlu dizileri ve matrisleri destekleyen kiitiiphane

PIL Goriintii isleme i¢in olusturulan Kiitiiphane

tensorflow as tf Google’in makine 6grenmesi i¢in kullandigi agik kaynak kodlu
kiitiiphanesi

Os Diger sistemler ile iletisim kurmay1 saglayan kiitiiphane

tensorflow import keras Keras Kkiitiiphanesi tensorflow {izerinde ¢alisan deep learning
kiitiiphanesi

keras import layers Fonksiyonel model olusturmak i¢in kullanilan kiitiiphane

keras.layers import Dense,Flatte |Dense yapist goriintii islemede katmanlar aras1 néron ya da digiim
n gegisi saglar.

keras.models import Sequential |Dense ve layer optimizasyonu i¢in kullanilir.

google.colab import drive Colab bolimiine eklenen drive kiitliphanemiz.
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3.1.2 DataSet Tanitma

Veritabani olarak olusturdugumuz nesneleri ¢cekmek i¢in sistemde kullandigimiz yordamlar.

Tablo 3.2: Veritaban1 Yordamlari.

lunzip -q Data set ziplenen lunzip -

verileri agmak igin | q '/content/gdrive/MyDrive/dataset/bakteri_fotolar.zip'
kullanilan yordam

Pathlib Veritaban1 yolu import pathlib
dataset_url Veritabani ¢ekilen dataset_url = "/content/bakteri_fotolar"
yordam
data_dir Gozlem yordam data_dir = pathlib.Path('/content/bakteri_fotolar')
print(data_dir) Gozlem yordamm content/bakteri/fotolar

yazdirmak igin
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3.1.3 View Modelimiz

Sistemde kullandigimiz viewler ve yordamlar.

Tablo 3.3: Gorlintii Parametreleri.

img_height Goriintii girdi i¢in olusturulan yiikseklik yordami
img_width Goriintii girdi i¢in olusturulan genislik yordami
batch_size Dinamik parti boyutlari i¢in kullanilan, parametre

giincellemesinin saglanmasi i¢in gerceklestigi aga
verilen alt Orneklerin sayisidir.  Yiginimizin

biyukligi.
train_ds Test verisi almak i¢in kullanilir.
validation_split Coklu siniflandirma yapmak igin kullanilan yapi.
Subset Tensorflowa veri yiliklemek i¢in kullaniltyor.
Seed Rastgele say1 liretmek i¢in kullandigimiz yordam
label_mode Int veya float tipli argiimanlar i¢in kullanilan
yordam.
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3.1.4 Resnet Yordamlari

Resnet olarak modellemek i¢in kullandigimiz yordamlarimiz.

Tablo 3.4: ResNet Element Yordamlari.

resnet_model Resnet Modelimizi belirlemek i¢in kullandigimiz
yap1

pretrained_model Onceden egitilmis modeller kullanmanin amaci, daha
yiksek dogruluk degerlerine sahip modeller
egitmektir.

include_top Agin tepesinde tam baglantili bir katman bulunup

bulunmayacag1 yordama.

input_shape Tam olarak 3 giris kanalina ve genislik ve ylikseklige
sahip olmali.

pooling="avg' include top False oldugunda o6zellik ¢ikarma igin
istege bagli havuzlama modu. avg, kiiresel ortalama
konsantrasyonun son konvoliisyon blogunun ¢iktisina
uygulandigi ve modelin ¢iktisinin bir 2D tensor
oldugu anlamina gelir.

weights='imagenet' Resnet50 Fonksiyon yordami

pretrained_model.layers pretrained_model katman yordamu.
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3.1.5 Goriintii Isleme i¢in Kullamlan Parametreler

Resnet Yapisini kullandigimiz derin 6grenme i¢in kullanilan parametreler:

° TrOM Boogie.C0lgy 1eport orive
i {
|

drive.mount{’/content/girive”)

Aedus alrasds madebed sb franbant fadntcnr +n shbeant $a farethly Asanmt  ral) Aetin o
Urive aiready mouated ot [(ONT2Nt/2arive; 1O attempt 1O TONCIDLY remount, (aii Grive mOunti /content/g

b I ® loanband ladasin® Lanca pasa
N ONLeNt/gorive , TOrce resoun

=True
il 40

Sekil 3.1: Dataset Import Ettigimiz Verisetimiz.

3.1.6 Listdizi Class Yapisi

[ ] import pathlib

dataset url = "/content/bakteri fotolar"
data _dir = pathlib.Path('/content/bakteri fotolar')

[ 1 print(data_dir)

/content/bakteri_fotolar

[ 1 'unzip -q '/content/gdrive/MyDrive/dataset/bakteri fotolar.zip'

Sekil 3.2: Data Veri Setimizden Cekilen Goriintiileri ve Olusturdugumuz Siniflar1 Cekmek i¢in

Kullandigimiz Yordamlarimiz.
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[ ] print(data_dir)
/content/bakteri fotolar
[ ] staphylococcus = list(data_dir.glob('staphylococcus/*"))

print(staphylococcus[@])
PIL.Image.open(str(staphylococcus[@e]))

Sekil 3.3: Bakteri Tiiriinii Cekmek I¢in Kullandigimiz Metod.
3.1.7 Keras Modeli Optimizasyonu

Image Dataset ¢ekmek i¢in kullanilan igin Keras Modeli:

[ ] val_ds=tf.keras.preprocessing.image _dataset_from_directory(
data dir,
validation split=0.2,
subset="validation",
seed=123,
label mode="categorical”,
image size=(img height,img width),
batch_size=batch size

Sekil 3.4: Olusturdugumuz Keras Modeli Metodu.
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3.1.8 Classname

Kullandigimiz sinifin goriintii islemesi i¢in kullanilan kod parcasi bakteri isimlerini bu

metodla ¢ekeriz.

|| class nemes=train ds.class names
print(class names)

T'ara=Tnmnar-ari Casunahartoar ' "Wiaheialla ay - ‘ crlartarta’ "Deo ac’ - arl rrict]
['Acetinobacteria’, 'Corynebacterium’, 'Klebsiella oxytoca’, 'Protecbacteria’, "Pseuodomonas’, staphylococcus’]

Sekil 3.5: Bakteri Tiirlerini Cekmek i¢in Kullandigimiz Metod.
3.1.9 Resnet Model Olusturma

Derin 6grenme i¢in kullandigimiz goriintii islemede Resnet 50 modeli:

[ 1 resnet_model=Sequential()

pretrained model= tf.keras.applications.ResNet5@(include_top=False,
input_shape=(18e,180,3),
pooling="avg',classes=6,
weights="imagenet")
tor layer in pretrained model.layers:
layer.trainable=False

resnet_model.add(pretrained_model)
resnet_model.add(Flatten())
resnet_model.add(Dense(512, activation='relu'))
resnet_model.add(Dense(6, activation="softmax"'))

[ ] resnet_model.summary()

Model: "sequential™

Sekil 3.6: Resnet-50 Metodu.
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3.1.10 Resnet Modelleme

Resnet model i¢in kullandigimiz ¢izim kod bloklar:

[ ]

[ ]

epochs=1@
history = resnet_model.fit(

train_ds,
validation data=val ds,
epochs=epochs

figl= plt.gct()

plt.
plt.
plt.
plt.
plt.
plt.
plt.
plt.
plt.

plot(history.history[ "accuracy'])
plot(history.history[ "val accuracy'])
axis(ymin=e.4, ymax=1)

grid()

title( 'Model Accuracy')
ylabel('Accuracy’)

xlabel('Epochs")

legend([ 'train’, ‘wvalidation'])
show()

Sekil 3.7: Resnet Kod Bloklari.

3.1.11 Goriintii Yakalama

Goriintiilerimizi yakalamak i¢in kullandigimiz kiitiiphane parga kodlart:

[ ]

import cv2

image=cv2.imread(str(staphylococcus[8]))

image resized=cv2.resize(image, (img height, img width))
image=np.expand dims(image resized, axis=8)
print(image.shape)

Sekil 3.8: Goriintii Yakalama Kodlari.
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4. GEREKSINIMLER

Donanim: Hesaplama agisindan yogun olduklar1 i¢cin ResNet modellerini egitmek

i¢in 1yi bir GPU'ya sahip bir bilgisayara ihtiyaciniz olacaktur.

Yazilim: ResNet'i uygulamak i¢in TensorFlow, PyTorch veya Caffe gibi bir derin

O0grenme ¢ergevesine ihtiyaciniz olacaktir.

Veri: ResNet egitme biiyiik miktarda veri gerektirir, bu nedenle ¢ézmeye c¢alistiginiz
gorev i¢in biiylik bir agiklamali veri kiimesine erismeniz gerekir (6rnegin, goriintii

siiflandirmasi i¢in ImageNet).

Teknik Beceriler: ResNet'i uygulamak i¢in derin 6grenme kavramlarini iyi anlamak

ve Python'da programlama deneyimi gereklidir.

Zaman: Derin sinir aglarini egitmek uzun zaman alabilir, bu nedenle gerekli zamani

ve hesaplama kaynaklarin1 ayirmaya hazir olmalisiniz.

Ag Mimarisi: ResNet, artik baglantilara sahip belirli bir sinir ag1 mimarisi tiiriidiir,
bu nedenle ag mimarisini gorevinizin gereksinimlerine gore tasarlamaniz ve

uygulamaniz gerekir.

Hiperparametre Ayarlama: ResNet'ten en 1yi sonuglari almak icin 6grenme orani,
yi1gin boyutu ve agirlik baglatma yontemi gibi ¢esitli hiperparametreleri ayarlamaniz

gerekir.

Diizenli hale getirme: Birakma veya agirlik azaltma gibi diizenli hale getirme
teknikleri, ResNet'te asir1 uyumu Onlemeye ve performansi artirmaya yardimci

olabilir.

Veri On Isleme: ResNet modelleri, en iyi performansi saglamak igin veri

normallestirme ve veri artirma gibi veri 6n isleme gerektirir.

Model Sec¢imi: Her biri farkli sayida katmana sahip ResNet-50, ResNet-101 ve
ResNet-152 dahil olmak iizere ¢esitli ResNet modelleri mevcuttur. Veri kiimenizin
boyutuna ve karmasikligmma bagli olarak goreviniz i¢in dogru modeli se¢gmeniz

gerekecektir.
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5. ARASTIRMAMIZDA KULLANDIGIMIZ YONTEMLER

Bakteriler, toprakta, denizde, ellerinizde ve bagirsaklarinizda olmak iizere hemen hemen her
yerde bulunabilen tek hiicreli organizmalardir. Insan viicudunda bircok bakteri tiirii
bulunmaktadir [72]. Bu makalede, insan goziinde bulunan ¢esitli bakteri tilirlerini inceledik.
Arastirmamiz, insan géziinde bulunan farkli bakteri tiirlerini tanimladi ve bu makalede hangi

kategoriye ait olduklarini aragtirdi.

Gozlerimizde yasayan tiim mikroorganizmalar1 igeren bakteriler dort cinse ayrilir. Bunlar
stafilokoklar, difteri, propionibakteriler ve streptokoklardir. Saglikli insanlarin gozlerinde,
okiiler yiizeyde de bulunan TT viriisiiniin oran1 %65'tir. G6zdeki bu mikroorganizmalar yasa,
irka, sosyal cevreye, yasanilan bolgeye, kullanilan kontakt lenslere ve hastalik durumuna

gore degisiklik gdstermektedir.[73]
Goz ile yapilmis ¢calismalarda elde edilen bazi bakterilerin isimleri sunlardir.

Staphyloccocus

I

Streptococcus

Corynebacterium

o o

Propionibacterium
Proteobacteria
Acetinobacteria

Firmicatus

o Q —H~ o

Cyanobacteria

Bacteriodetes

J.  Pseuodomonas

k. Klebsiella oxytoca

Kullandigimiz veri seti Image-net, Resnet-50 yapisini kullanarak buldugumuz sonuglari
aktarmaya calistik. Sistemimizde birbirinden farkli 6 adet bakteri tiirii kullandik. Bunlarin
bazilar1 gozlerimizin iginde yasamaktadir ve genellikle hastalik yapan bakterilerdir. Elde
ettigimiz bakteriler isimleri ve tiirleri internet iizerinden elde edilmistir ve Google’in

kullandig1 goriintii kaydetme alt yap1 tabaniyla data set olusturup i¢ine aktarilmistir.
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6. TARTISMA VE SONUCLAR

GoogLeNet'te, katmanin kendisinin birden fazla dala ayrildig1 ve toplanan veya birlestirilen
cikt1 iirettigi bir katman mimarisi buluyoruz. Toplama veya birlestirme ile biten katmanlar
gradyani esit parcalara boler ve geriye yayilma sirasinda gradyandan geger. He ve arkadaglari
tarafindan 6nerilen artik aglar veya ResNets, bir katmani iki dala bélme fikrini kullanan yeni
bir mimari olmakla biliniyor. Bir dal sinyale hi¢bir sey yapmazken diger dal sinyali normal
bir katman gibi islemektedir (He et al., 2015). Islenmemis veri veya artik, agdan gecen
orijinal sinyale "giiriiltii azaltic1 bir filtre olarak" eklenir. Bu, agdaki giiriiltiiyli azaltmaya
yardimci olur. Bu, agda bir dalin gradyani degistirmeden basit¢e yaydigi bir boliinme yaratir.

Bu da daha derin bir ag icinden gecen giiclii egimlerle 6grenir.

Yukarida gézde bulunan faydali ve patojen bakterilerden bazilari listelenmistir. Bu bakteri
tirlerini kullanarak doku tiiri yapisina dayali bir smiflandirma yaptik. Yaptigimiz
simiflandirma, gozdeki bakterilerin hangi tiire ait olduklarini bulmaktir. Bu g¢alismada
tiirlerini ve isimlerini belirlemek i¢in sistemimizde yaklasik 600 bakteri resmi kullanilmistir.
Bu sekilde gorsellerin boyutlarini eslestirmeye ¢alistik. Calismamizda 200 x 200'lik bir

goriintii 6lgegi kullanilmisgtir.

Dogrulama béliinmesini 0.2 olarak ayarladik ¢iinkii bu sayede %80’°ini egitim i¢in ayirmis
olduk, %20’sini ise dogrulamay1 kullanmak i¢in ayirmis bulunuyoruz. Batch size 1 32 olarak
belirledik. ilk basta egitim alt kiimesini olusturmamiz gerekiyordu. Alt kiimemizi

olusturduktan sonra aldigimiz ¢ikti asagidaki gibidir:
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| staphylococcus = list(data_dir.glob('staphylococcus/*"))
print(staphylococcus[@])
PIL.Image.open(str(staphylococcus[@]))

/content/bakteri fotolar/staphylococcus/staphaureus.jpg

-

Copyright © 2004 Dennis Kunkel Microscopy, Inc.

Sekil 6.1: Bakteri Siniflandirmamizdaki Veri Setinden Elde Ettigimiz Goriintiimiiz.
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resnet_model.summary()

Model: "seguential”

Layer (type) Qutput Shape Param #
resnets@ (Functional) (Mone, 2048) 23587712
flatten (Flatten) (None, 2048) )

Total params: 24,639,878
rainable params: 1,852,166
Mon-trainable params: 23,587,712

Sekil 6.2: Resnet-50 i¢in Sistemden Alinan Veri Degerleri.

Kullanilan artik ag§ modeline gore (Resnet 50) yaklagik 20-24 milyon aralifinda deger elde
edilmektedir. Bu ¢aligmanin amaci, Resnet 50'yi uygulayarak dongiisel hiz 6grenme, veri
biiyiitme ve transfer Ogrenme kullanarak Imagenet veri kiimesindeki bakteriyel

goriintlilerden gdzdeki bakterileri siniflandirmadaki performansini degerlendirmektir.

Bu ¢alismada yaklasik %83,33'liik bir dogruluk degeri elde edilmistir. Burada derin 6grenme
model yapisinin siiflandirma giiclinii dogrulayabilir ve kendi egitimimizi egitebilecegimizi
gosterebiliriz. ResNet Model siiflandirmamizla daha dogru ve tutarli olan resimler elde

etmeye calisilmistir.
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