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ABSTRACT

SIMULATION AND ANALYSIS OF
MULTI-PATH TRANSMISSION CONTROL PROTOCOL
FOR VANET

Due to the increase in development taking place at the present time in the
vehicular field, there is interest in integrating communication into vehicular systems.
VANETS allow for the exchange of information about coordinates between vehicles,
buildings and control centers that are part of the network.

In this networks are used to exchange information and communications some
specific protocols for transmission. This research studies the TCP protocol used in
transferring data with high reliability between vehicles over certain distances. We
will show what has been observed of certain problems and how to control them and
try to solve some of these problems using the multi-path TCP protocol.

In our work with the TCP protocol, we encountered interruptions in
communication, packet losses, and data crowding, which hindered the network and
exposed it to damage, or slowness. In order to avoid what happened, and in order to
keep pace with development and improve its work in an honorable manner, multi-
path TCP can be used. By making the use of the TCP protocol in newer ways to
increase the transmission paths by creating an increase in the paths and diverting the
transmission from using the usual TCP protocol and using the multi-path TCP
protocol. For this the latest simulation programs are used to make scenarios for all

cases.

Keywords: VANET, TCP, multipath TCP, ARQ.



KISA OZET

ARACSAL TASARSIZ AGLAR ICIN COK YOLLU ILETIM DENETIM
PROTOKOLU (MPTCP) BENZETIMI VE ANALIZI

Giliniimiizde ara¢ alaninda meydana gelen gelismenin artmasi nedeniyle,
iletisimin ara¢ sistemlerine entegre edilmesine ilgi duyulmaktadir. VANET'ler, agin
parcasi olan araclar, binalar ve kontrol merkezleri arasinda koordinatlarla ilgili bilgi
alisverisine olanak tanir.

Bu aglarda bilgi aligverisinde bulunmak ve iletim i¢in bazi 6zel protokoller
iletisim kurmak i¢in kullanilir. Bu arastirmada, belirli mesafelerde araglar arasinda
yiiksek giivenilirlikle veri aktariminda kullanilan TCP protokolii incelenmektedir.
Belirli sorunlarda nelerin gézlemlendigini ve bunlarin nasil kontrol edilecegini
gosterecegiz ve bu sorunlardan bazilarimi ¢ok yollu TCP protokoliinii kullanarak
¢cOozmeye calisacagiz.

TCP protokolii ile yaptigimiz ¢aligmalarda iletisimde kesintiler, paket kayiplari
ve veri yogunlugu ile karsilastik, bu durum ag1 sekteye ugratt1 ve hasara ya da
yavaglamaya maruz birakti. Yasananlarin dniine gecmek, gelisime ayak uydurmak ve
caligmalarini onurlu bir sekilde gelistirmek i¢in ¢ok yollu TCP kullanilabilir.
Yollarda bir artis yaratarak ve iletimi normal TCP protokoliinden ve ¢ok yollu TCP
protokoliinii kullanmaktan uzaklastirarak iletim yollarin1 artirmak icin TCP
protokoliiniin daha yeni yollarla kullanilmasini saglayarak. Bunun ig¢in tiim
durumlara yonelik senaryolar olusturmak amaciyla en son simiilasyon programlari

kullanilir.

Anahtar Kelimeler: VANET, TCP, MP TCP, ARQ.
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|. VEHICULAR AD HOC NETWORK (VANET)

VANETS has attracted the attention of users of vehicles (including drivers and
passengers) over the past few decades because to developments in transportation and
in communication networks between vehicles. Vehicles are used as mobile nodes in
VANET, a notable and specialized type of mobile ad hoc network (MANET), and
their movement is constrained to be on roads [1]. By establishing a dependable and
safe, or at the very least fail-safe, driving environment, this technology is expected to
transform how people view driving and will eventually offer customers a range of
uses. Nevertheless, it is more difficult than its parent MANET due to the transient
nature of cars and the wide range of human behavior when driving. The only goal of
VANET technology is to make the drivers and passengers' journeys safe, dependable,
and filled with entertainment. [2][3].

Figure 1.1. Vehicular ad hoc network.

VANET can be used for: those involving safety and those that do not. When
there's black ice in the roadway, for example, drivers need to be warned in advance
so they can prepare for potentially dangerous driving conditions. Non-safety
applications include, but are not limited to: traffic data systems (to give information

about short distance, local traffic and to give information from some distance away),



effortless toll payment, managing traffic, improved navigation, reducing highway
turbulence, coordinating cruise and maneuvers, and providing location-based

services [4].

Figure 1.2. Black ice on the streets.

The ETSI EN302637-2CAM standard in the EU and Society for Automotive
Engineers (SAE) standard SAE J2735 and related standards define what should be
transmitted by vehicles and the minimum requirements for the transmission, but do
not specify specifics about the physical, link or network layers of the communication
system being used. There are currently multiple competing standards for access.
ETSI has commonly referred to the superset of communication standards proposed
for VANETs and the standards they are required to fulfill by the acronym
Communication Architecture for Land Mobile phones (CALM).

The EU has defined messages: CAM (Cooperative Awareness Message),
Decentralized Environmental Notification Message (DENM), SPAT/MAP (Signal
Phase and Timing/Map), and IVI (In Vehicle Information) for the main messages of
the standard. Future applications can also use SAM (Service Announcement
Message) to exchange different services such as advertising cheap fuel or road tolls
[5].

Each vehicle can transmit important information about its location, direction of
travel and other mobility data to the network using a standard message type. These
are Cooperative awareness message (CAM) messages according to ETSI standard
and as Basic Safety Messages (BSM) in the SAE standard.



The road itself can update the vehicles about any road work, accidents etc. using
the DENM packets. SPAT/MAP packets give similar information, these however are
about routine traffic situations. SPAT concentrates on traffic light information while
MAP gives information about lanes at an intersection, where they go, how they link
and restrictions [6].

Currently the IEEE standard (802.11p) [7] and its update 802.11bd [8], as well
as LTE-V2X and its 5G update NR-V2X are proposed physical and link layer
protocols to implement transmission of messages such as CAM standard [9].

The present mobility information of the vehicle, such as the time, position,
speed, acceleration, and heading, is stored in CAMs. Additionally, vehicle control
information is stored in CAMSs, such as information about the vehicle length and
width, exterior lighting, information about vehicle movement including location,
velocity, acceleration, but also more detailed information about vehicle mechanics
such as the status of transmission, steering wheel, brakes, the transmission, steering
wheel angle and finally planning information for the vehicle about it past path,
predicted future motion, any events it is planning (such as a hard break) that may
affect other cars.

VANETS use this data to visualize the traffic ahead and optimize movement
patterns. It is important to note that the cooperative awareness built via beacon
information is practically applicable to all VANET applications and is not just used

for cooperative awareness applications (CAA).

SOCIETY OF AUTOMOTIVE ENGINEERS (SAE) AUTOMATION LEVELS
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may have the option to
control the vehicle.

driver must be ready to
take control of the
vehicle at all times
with notice.

Figure 1.3 Levels of Autonomy in Driving from NHTSA.



When the concepts of mobile ad hoc networks (MANETS) were first proposed,
they are applied to the realm of vehicles, the result is a (VANET). MANETS are
formed when a wireless network of mobile devices forms spontaneously [10].
Initially discussed and introduced [11] With the advent of VANETS in 2001, "car-to-
car as needed communication and networking" applications became possible. It was
demonstrated that VANETSs will support both vehicle-to-vehicle (V2V) and vehicle-
to-roadside (V2X) communications architectures for the purpose of delivering
navigational and other roadside services. When it comes to the infrastructure of ITS,
VANETSs play a vital role. Intelligent Transportation Systems is another name for a
VANET [12]. In Europe it is also common to refer to VANETSs as Cooperative-
Intelligent Transport Systems (C-1TS). As publicThey have developed into a more
extensive "Internet of vehicles,” [13]. This is predicted to develop into a "Internet of
autonomous vehicles"in the long run [14].

When first introduced VANETs were seen as having the same properties as
MANETS but since that time, they have grown into their own independent field of
research [15]. The name "VANET" has become very popular, perhaps eclipsing the
more descriptive and more general Inter-Vehicle Communication” (IVC). While
VANETs and MANETs are both ad hoc networks, VANETs will rely on
infrastructure to collect important information. Both cellular and non-cellular
standards exist for VANET use Road Side Units (RSU) but the cellular systems also
uses the cellular infrastructure. This is not common for a MANET. But the very high
mobility of vehicles makes the connections in the network fleeting and hard to track.

Even for the cellular standard, some of the data will flow between vehicles.
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Figure 1.4 V2V and V2I Communication [16].

Table 1.1. The roles of the involved entities are outlined

Structure Function

Vehicular Those tasked with this responsibility are responsible
for maintaining communication authority over other
cars, registration, and revocation.

OBU A piece of hardware installed in the car that
generates, transmits, receives, and processes beacon
signals. The local view is compressed and the
piggybacking settings are established as well.

RSU Static objects set up on the side of the road to act as
a link between vehicles and the officials and to
spread and collect information in places where
drivers can't see or where there are obstacles.

The Power to Regulate | Vehicle sign up with the registration authorities, and
and Cancel when they need to, the revocation authorities take
away the names of the vehicles.

In recent years, a fresh and cutting-edge model of communication has been

subjected to a growing amount of investigation and examination within the academic



research community. The networks of vehicles, roadside units and associated
networked entities such as pedestrians and traffic controllers that communicate with
each other in a distributed manner form a Vehicular Ad-hoc Network (VANET).
These are based on ad-hoc communication with mobile nodes represented by
automobiles [17].

A fully infrastructure-based coverage is not strictly required for VANET
communications. This is in part due to the localized nature of the traffic transmitted
and also due to the fact that vehicles are stable frameworks with their own power
source that can carry sophisticated hardware and establish their own networks. C2C
stands for "car-to-car" and refers to a network of cars that communicate with one
another. Both of these technologies require strategies to deal with bandwidth limits
because of the restricted channel capacity available. In addition, the physical security
of these networks is lacking, and they are susceptible to eavesdropping, spoofing,
and Denial of Service (DoS) assaults. Mobility in VANETSs has features that are
substantially distinct from those of MANETS, despite the commonalities that are
there. Not only is the topology more dynamic (it changes more quickly), but this is
not only owing to the fast speed of the cars, but also due to the conduct of the
drivers, which could be influenced by the content of the signals that it gets.

Mobile nodes in the VANET communicate using their On-Board Unit (OBU),
which establishes communication using one or more network access protocol. This
device enables the mobile nodes to exchange messages with one another in the form
of Vehicle-to-Vehicle communication (V2V) as well as exchange messages with a
roadside network infrastructure. OBUs are also connected to the internal
communication of the vehicle. Communication devices that are not on a vehicle and
are in the roadway infrastructure are referred to as Road Side Units (RSU). These
radios can have slightly different characteristics since their functionality is different.

Vehicle collision warning, security distance warning, driver assistance,
cooperative driving, and cooperative cruise control, road information dissemination,
internet access, map location, automatic parking, and driverless vehicles are just a
few examples of the many possible applications for these networks. These tools
actualize the "Vehicle-to-Infrastructure™ (V2I) concept. When some of the distributed
nodes go down, the RSUs are invaluable because they ensure that the driver will still



have a chance to receive all of the necessary data. Satellite communications to
provide backup links for use in the event of an ad hoc malfunction is the subject of
recent research [18] The quicker response time of emergency vehicles is just one way
that road safety is increased in this scenario. With the use of VANETS, drivers can
receive up-to-the-moment warnings about potential dangers on their route and in
their near vicinity [19] [20].

Additionally, by taking advantage of the effects of specialized unicast and
multicast communication protocols and algorithms [21], location specific
information such as the event that a dangerous situation created or a specific location
requires the rapid arrival of an emergency vehicle can be propagated. If, for instance,
vehicles engaged in accidents could quickly report the incident to emergency
authorities, prompt assistance might be planned. The information relayed to other
cars may prove useful; for example, platooning could save precious time and effort
by allowing emergency vehicles more room to maneuver. V2V communication
enables the creation of new applications, and reducing traffic congestion is a top
priority for many drivers. The goal of this article is to improve traffic flow in a
connected  vehicle environment that supports vehicle-to-infrastructure
communication. With the help of the proposed concept, the examined vehicular
network can control car trajectories to allow all vehicles to reach their destination
without causing traffic, cutting down on harmful Carbon Dioxide (CO2) emissions

and wasted time [22].
1.1.1. Overview on VANETS

VANETs enable communications and applications between vehicles and
between vehicles and infrastructure in an effort to enhance safety, traffic control, and
information services offered. Information is exchanged between moving vehicles in a
certain area (V2V) as well as between moving vehicles and stationary RSUs (V2I)
through a variety of time events. Using wireless communication technology, the ITS
aims to improve the effectiveness, safety, and peace of mind of overland
transportation. Different paradigms are currently available for wireless
communication between devices, such as cellular, ad-hoc, and wireless LAN. It is

obvious that the technology that is best suited for a certain application depends on



the network’s intended use, different applications have different requirements for
latency, throughput and other quality factors.

The communication styles we may encounter in these networks can be
categorized easily as (a) single-hop to nearby automobiles to notify them of an
incident and (b) multi-hop to pass on information or request a service. Additionally,
it is possible to classify the applications into two groups: (a) transportation-related
use cases (applications that improve driver and passenger safety), as well as (b)
convenience or personalized uses (applications that improve driver and passenger
comfort). To enable the car to acquire, process, and distribute information, it is
crucial to equip it with a variety of onboard sensors.

The IEEE 802.11p and its newer iteration 802.11bd protocols, commonly
known as Wireless Access in Vehicle Environments (WAVE), are used for vehicular
communication [23]. WAVE is a development for the IEEE 802.11 standard. It
intends to provide the requirements that are required to assure interoperability with
wireless nodes that are mobile of a network with quickly changing topology (i.e., a
collection of automobiles in an urban or sub-urban setting). WAVE's MAC layer is
the same as the Enhanced Distributed Channels Access (EDCA) QoS extension
found in IEEE 802.11e. As a result, VANET messages can be divided in Access
Categories (ACs), with AC3 having the highest priority, ACO having the lowest.
Each AC has its own packet queue within the MAC layer. Figure 1.4 depicts a typical
VANET setup where OBUs and RSUs can interact in a decentralized setting. The
selection of an adequate transmission channel [24], for a VANET is crucial, with
consideration given to the kind of data (emergency, security, platooning, etc.) as well
as the inter-node interference reduction. In addition to other technologies, Designated
Short Range Communications (DSRC) [25] has also been proposed.

Technologies have the potential to offer services that are both intelligent and
helpful. Smart infrastructures can be built out using simple applications include
autonomous toll collection, which will greatly reduce traffic congestion, time spent
in traffic, accidents, emissions and other harmful outcomes. This will allow for a

more environmentally friendly and socially just society.



Figure 1.5 VANET Scenario [26].

1.1.2. The Available Technological Choices

There are a wide variety of wireless technologies that might be used, in theory,
be utilized to supply broadband internet access (BWA) to vehicles. These are
discussed in passing farther down.

1.1.2.1. Mesh Networks

Wi-Fi has unquestionably brought about a revolution in wireless networking in
recent years, and it is currently utilized extensively both in commercial and
residential settings. Because of this, there is a sizable and well-established base of
Wi-Fi-enabled notebook computers, personal digital assistants (PDAs), and other
devices, Wi-Fi-enabled cell phones are expected to be on the market soon, as are
other new technologies. Basic Wi-Fi has a limited range, but WiFi network meshes,
which are an expansion of basic Wi-Fi networks made by wirelessly linking a
number of points with a shared backup connection, can be used to bring Wi-Fi to city
size sites. Mesh networks are an expansion of the basic Wi-Fi system created by
wireless connecting several access points and having a common backhaul

connection. These systems are able to provide connectivity over a vast region with a



pretty high bandwidth, and the vendors have claimed that they have a considerable
price as well as performance benefit compared to alternative alternatives [27].

Furthermore, Wi-Fi is an appropriate technology for both in-vehicle connectivity and
connection between vehicles and roadside infrastructure.
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Figure 1.6 Wireless Mesh Network [28].

1.1.2.2. WIiMAX

WIMAX, which stands for "worldwide interoperable for radio access,” is a
revolutionary technology built on the IEEE802.16 standard.. In regards to capacity as
well as range, it outperforms Wi-Fi, and as a result, it has the ability to provide a
superior experience for its users. WiMAX mesh is a tech that has been incorporated
into the draft version of the IEEE 802.16-2004 standard. Because of this, WiMAX
mesh is a technology that has the potential to supplant Wi-Fi mesh will be available
at a later date. In reality, several Wi-Fi net providers have already started creating
WIMAX net client premises equipment (CPE) in anticipation for the inevitable
transition from Wi-Fi meshes to WiMAX meshes [29][30].
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1.1.2.3. 3G/4G Networks

The third generation mobile network, also known as 3G, is a proven technology
that unquestionably has the potential to be utilized to give passengers in moving
vehicles access to the internet. The most recent iteration of the 3G standard is
capable of delivering download rates of up to 2 Mbps to stationary terminals but only
delivering 384 Kbit/s to devices that move slowly. It is reasonable to anticipate that
these data rates will rise in the not-too-distant future thanks to the implementation of
strategies including protocols for 3.5G high-speed downlink packet access (HSDPA)
and a variety of other performance enhancements. There is a possibility that a delay
in transmission, which is often referred to as latency, might be problematic for
certain applications. The round-trip delay of today's 3G systems is measured in the
hundreds of milliseconds, which might, in some instances, make the user's
experience less satisfying [27]. While most 4G networks are in the process of being
upgraded to 5G, 3G is likely to persist for some time further due to the existence of

legacy equipment and the high penetration and coverage of 3G frequencies.
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1.1.2.4. 5G Networks

The rollout of 5G has been relatively silent process, as demand for wireless
services and wireless bandwidth has continued to increase exponentially. Streaming
HD video on applications has become an expectation even outside the home, while
video conferencing applications have also required an increase in uplink bandwidth,
straining the link from the user to the base station. These types of applications benefit
from the increased bandwidth, modulation size and faster coding algorithms included
in 5G. Technologies such as channel bonding, increased use of MIMO at both the
base station and on newer cell phones were introduced with 4G but are further
developed with 5G.

During the rollout of 5G, cellular companies have expressed renewed interest in
V2V communications, using both the unlicensed spectrum allocated for V2V
communications in the 5GHz range and also using their own proprietary networks.
The work on a cellular vehicular network standard, C-V2X led initially to the
standard LTE-V2X and its newer standard 5G NR-V2X has also been announced.

5G wireless communications system run on an IP-based central network that is
organized utilizing methods used by packet-switched networks. Because of this, it is
feasible for information to be delivered with an extremely minimal amount of
latency. It offers the possibility of complete convergence throughout all services as
well as pervasive mobile access. In-vehicle communications (IVC) employing 5G
networks require the implementation of location-dependent services, particularly in
the areas of vehicle positioning including route planning. This is necessary to
guarantee that data and voice are effectively delivered despite the moving location of
the car.

To date there is very limited application of these technologies, since they would
require significant investment in road infrastructure to make much of the applications
feasible. However the interest from both consumers looking for safer cars that are
easier to drive and from service providers may lead to more implementations for the
future [8]. Integration of these services with other communications, particularly

visible light communications is also a topic of interest [31].

Table 1.2. 1G, 2G, 3G, 4G and 5G Networks and Their Differences.
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Features 1G 2G 3G 4G 5G

Introduced 1979 1991 2001 2010 2019

Technology AMPS, GSM WCDMA WiMAX MIMO
TACS LTE

Frequency 800- 1.8GHz 2GHz 1800MHz 24-47 GHz
900MHz

Net Speed Normal Narrow Broadband | Ultra Wireless

band Broadband | WWW

The Power to Voice calls | Voice Video calls, | Video calls, | HD video,

Regulate and calls, SMS | GPS, MMS | GPS, robots

Cancel mobile TV

1.1.2.5. Communications via a dedicated short range channel (DSRC)

The IEEE802.11p task force addresses wireless connectivity in vehicular
environments (WAVE) and is used to implement DSRC [32]. This is an RFID-
inspired wireless protocol with a finite range designed for low-latency, high-speed

connections between cars and between cars and roadside infrastructure. It uses the

5.9 GHz spectrum in the United States but the 5.8 GHz band in Japan and Europe.

Systems in the US & Europe are incompatible. Applications that improve road

safety, such as those that help drivers avoid collisions at intersections or provide

advance warning of oncoming emergency vehicles, have been the primary focus of

research in the United States, along with methods for better traffic management, such

as collaborative cruise control.
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Figure 1.8 IVC communications [33].

Table 1.3. Summarize 1VC-compatible technologies.

Features Susceptibility Placement

Wi-Fi Mesh Cost-effective equipment; High | There is no definitive set of
data rates (11 or 54 Mbit/s); norms and tools
IVC applications; 500-m range

WiIMAX Backhaul infrastructure There is no finalization of
connections; can traverse 30 specifications or hardware.
miles; data transfer rates of 10—
100 Mbit/s.

3G Coverage within one to three Due to delay, certain real-time
miles Expensive set-up and IVVC programs may not be
equipment. suitable for 384kbit/s traffic

switching at the MSC or SGSN.

4G 100 Mbit/s upstream and 20 There is no near-term
Mbit/s downstream for availability of necessary
applications that require equipment and standards.
multimedia and enhanced
safety.

DSRC IP video conferencing is There is a scarcity of devices

appropriate because dedicated
airwaves and 6-54 Mbit/s data
speed reduce interference.

that meet industry standards.
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1.2. VANET application

The advantages that future cars that are fitted with wireless sensors, aboard
gadgets, GPS or DGPS recipients, and network interfaces have a great chance to
realize intelligent transportation systems through the transmission and reception of
kinematic data via wirelessly enabled vehicles. On our highways, VANET will serve
as the foundation for cars to collect, analyze, and disseminate data for both safety
and non-safety uses. Several researchers, working in a variety of projects and
consortia, have compiled a comprehensive list and evaluation of prospective VANET
applications. These uses are typically divided into two categories: those concerned

with safety and those that aren't.
1.2.1. Safety-related VANET applications

Driver assistance, which includes cooperative collision prevention, road
navigating, and lane changing, alert information, which includes work zone as well
as speed limit alert information, and warning alert, which includes road challenge,
post-crash, and other dangerous traffic condition warning, are the three main
categories for related to security VANET applications. Eight (8) potential safety-
related applications have been gathered by the car safety communications consortium
[34]. Some of the security functions that may be included are pre-crash recognition,
curving velocity, lane-change, signal infraction, emergency digital brake light and
cooperative forward collision alert, stop sign movement, and left turn assistance.
Safety-related information produced by these apps often requires immediate
engagement due to the strict de-delay requirement. For instance, a notice message
will be sent to automobiles behind those involved in the accident as well as those
moving the opposite way in the case of an unusually forceful stop or collision.
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Key safety initiatives are the primary steps taken to reduce (or eliminate, where
feasible) the chance of persons being killed or wounded in crashes on our nation's
roadways. These measures may be broken down into two categories: preventative
safety measures and response safety measures. Accidents involving moving vehicles
at junctions, rear-end collisions, directly collisions, and sideways collisions are the
primary contributors to the annual toll of fatalities and injuries that are incurred as a
result of road traffic incidents across the globe [36][37][38].

Table 1.4 summarizes the use-case, medium for communication, a minimum
spread frequency, and suitable latency for each preventative measure (or traffic
warning system) needed for the successful implementation and installation of these
safety applications. Drivers may benefit from these active traffic safety-related apps
since they present them with possibly life-saving traffic information in real time.
With this data in hand, drivers can better navigate the road's ever-present fleet of
moving vehicles. The V2V protocol for communication and the V21 communication
system make this possible by allowing for the fast and reliable sharing of safety-

related kinematic information between cars and between vehicles and different road
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infrastructures. Traffic crashes and accidents may be anticipated using this data. This
kinematic data includes the position of the vehicle at the junction, its velocity,
acceleration, and the direction in which it is moving, all of which contribute to the
driver's perception of other vehicles on the road. Most of these time-sensitive, life-
saving, broadcast-oriented signals in vehicular communication also pertain to safety.
These communications need to reach far and wide throughout the network and arrive

at their destinations intact and quickly.

Table 1.4. Messages for V2V

Case Communication Transmission = Max
Frequency Delay
Intersection collision Periodic message 10 Hz <100 ms
warning broadcasting
Lane change assistance | Co-operation awareness 10 Hz < 100 ms
between vehicles
Overtaking vehicle Broadcast of overtaking 10 Hz <100 ms
warning state
Head on collision Broadcasting messages 10 Hz < 100 ms
warning
Co-operative forward Co-operation awareness 10 Hz <100 ms
collision warning between vehicles associated
to unicast
Emergency vehicle Periodic permanent 10 Hz <100 ms
warning message broadcasting
Co-operative merging | Co-operation awareness 10 Hz <100 ms
assistance between vehicles associated
to unicast
Collision risk warning | Time limited periodic 10 Hz < 100 ms

messages on event

1.2.2. Non-safety VANET apps

Comfort applications and commercial applications are two terms used to
describe VANET uses that are not directly related to security. The goal of these
applications is to improve traffic efficiency, traveler satisfaction, and the viability of
advertising and electronic toll collecting (ETC) systems. Among the features offered
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by these apps are forecasts and live traffic updates, as well as the ability to find the
nearest parking garages, gas stations, shopping centers, hotels, and fast food joints.
The proprietors of the aforementioned types of companies can have certain stationary
gateways installed in order to send advertisements for their enterprises to mobile
clients who are commuting in VANET-enabled automobiles. The most persuasive
argument against enabling comfort and commerical VANET apps is that they would
distract from and interfere with applications connected to safety; It will make
improving road safety and traffic flow pointless. Using separate physical network
channels for safety and non-safety applications is therefore a practical approach. or to
implement traffic prioritization in which safety-related messages are assigned higher
priority than non-safety-related messages. Either of these options would be effective

in solving the problem.

Table 1.5. Safety vs. non-safety messages.

Safety Application Non-safety Application
Traffic violation Infotainment

Curve speed warning Traffic and route optimization
Emergency vehicle warning Payment services

Left turn assist Point of Interest (Pol)

Stop sign assist

Co-operative forward collision
Lane change warning
Pre-crash sensing/warning
Emergency brake lights
Collision risk warning
Hazardous location notification
Control loss warning

1.3. High-speed vehicular wireless communication

Researchers [34][39] have proposed, suggested, and advised for use in VANET
connection a wide variety of high-speed wireless access standards and technologies
(see Table 1.5). These methods and standards have also been explored for usage. The

following is a list of some of the technologies and air interfaces protocols that are
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presently being evaluated for use in VANETSs. These technologies and protocols are

capable of providing high-speed communication in vehicle contexts.
1.3.1. Cellular technology — (2G, 2.5G:- -4G)

The technologies known as 2G and 2.5G offer dependable security and
extensive communication coverage, whilst the technologies known as 3G and 4G,
which are quickly becoming the dominant ones, offer vastly enhanced
communication capability and bandwidth [39]. In the US, Europe, and elsewhere,
fleet and telematics projects use various cellular technologies. and Japan.lt is feasible
that in the future VANETs might employ this technology as a communication basis;
however, the fact that it has a high latency rate, a high cost, and a restricted capacity

discourages this possibility.
1.3.2. IEEE 802.11p based standards

An update to the IEEE 802.11 family that has been recognized by both the
ASTM and the IEEE is being developed specifically to improve wireless
communication in a vehicle. An IEEE working group is developing air interface
protocols that will allow for communication between vehicles and the roadside at
speeds of up to 300 kilometers per hour and a range of 1 kilometer. A distance of one
thousand meters would be sufficient for these kinds of communications. Physical
layer (PHY) and MAC (medium access control) are both based on IEEE 802.11a.
Technology referred to as IEEE 802.11p is being aggressively promoted by the
automotive manufacturing industries located all over the world, particularly in the
United States of America through organizations such as VII and VSCC, in Japan
through the Advanced Safety Vehicle project (ASV), in Europe through C2C-CC,
and in Germany through SeVeCOM. When compared to the cost of deploying
cellular technology, it is anticipated that the projected cost of deploying IEEE
802.11p will be comparatively cheap because to the huge manufacturing quantities
involved. As a result, This emerging technology, referred to as WAVE, is superior
than mobile phone technologies while also being slightly more suited to virtual

autonomous networks (VANETS).
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Figure 1.10 Wireless communication technologies for vehicular networks [40].

Table 1.6. Comparison of high-speed wireless communication technologies for

vehicular networks.

Standards Wi-Fi 802.11p Infrared Cellular
Standard Body IEEE IEEE, ISO, ISO ETSI, 3GPP
ETSI
Channel BW 1-40MHz 10MHz, 20MHz | N/A (optical | 25MHz (GSM)
carrier) 60MHz (UMTYS)
Spectrum 800- 1.8GHz 2GHz 24-47 GHz
900MHz
Freq. bands 2.4GHz, 5.86-5.92GHz 835-1035 nm | 800MHz,
5.2GHz 900MHz,
1800MHz,
1900MHz
Communication | <100m <1000m <100m < 15km
Range (CALM IR)
Mobility Low High Medium High
Bit rate 6-54Mbps 3-27Mbps < 1Mbps/ < 2Mbps
< 2Mbps
Transmission 100mw 2W EIRP(EV) 12800W/Sr | 380mW (UMTS)
power for mobile 760mwW (US) pulse peak 2000mW (GSM)
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1.3.3. Joint Wireless Access Protocol

It has been said that the Technical Committee of the International
Standardization Organization (ISO-TC 204 WG16) is credited with taking the most
Important progress in unifying the several disparate wireless access protocols that are
now in use. The Continuous Air Interfaces for long and medium-range
communications (CALM M5) is the vehicular communication standard that emerged
as a result of the unification process [34]. Building on IEEE 802.11p and supporting
mobile phone technology, CALM M5 integrated a number of air interface protocol
and parameters that were tied to one another. It is anticipated that the combination of
these standards into a single, unified standard would result in enhanced vehicular
network performance. This enhancement will arise from enhanced packet

transmission and reception capacities, adaptability, and redundancy.

1.4. The Three Primary Communication Units in VANET

On Board Unit (OBU): This component may be found in cars; it consists of a
user interface, a main control unit, a particular interface for linking to a secondary
OBU, and memory for both writing and reading the data that has been gathered. It is
possible to link to a second OBU using this unit.

Application Unit (AU) - The AU is a piece of hardware that can be found within
the vehicle. This unit utilizes communication skills of the OBU in order to access the
approved apps that have been specified by the provider. It is a computer with the
potential for broad usage, it has the ability to ensure the safety of applications, and it
also has the capacity to offer an application that allows access to the internet. The
ability to physically situate both the AU and the OBU within the same component is
made possible by a critical element that involves the connecting of the AU and the
OBU through either a wireless or wired approach. Through the OBU, the AU is able
to interact with the network. The OBU is responsible for managing both the network
and mobility operations.

Road Side Unit (RSU) - This refers to a device that may be found positioned
along the side of roadways or at other specialized locations such as intersections,

highways, or parking lots. This device is utilized to offer a connection to the internet,
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resend messages between OBU, and advise of significant locations where more
vigilance is required. Alternately, they might draw the driver's attention to a
particular traffic situation (such as one that is indicated by a traffic sign, a hazardous

stretch, a weather station, etc.) [41].
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Figure 1.11 VANET technology three main components for communication [42].
1.4.1. Communication Across VANETS

VANET conduct their operations in the frequency bands designated for
dedicated short-range communications (DSRC) using wireless access for vehicular
environments (WAVE) as a guiding standard. The standard for wireless connectivity
in automobile contexts is very different from that of Wi-Fi. DSRC and WAVE
standards are going to become intelligent transportation systems (ITS) primary
method of access. IEEE802.11p and IEEE1609 are the protocols that are used to
represent DSRC and WAVE networks [41][43]. There are a lot of different
communication link types that may be used with VANET technology. The following
categories have been created for these communications according to the
information’s route:

Inside vehicular communication — Communication that takes place entirely
within a vehicle is referred to as “inside vehicular communication.” Data from the
many sensors on the car plus data on the state of the driver make up the bulk of the

information.
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Communication between vehicles (V2V) — My thoughts about the VANET
network is being communicated here. During this communication, individual nodes
(also known as vehicles) in the network engage in an immediate exchange of data
with one another. However, it is the VANET architecture's most important
communication method, and the driver receives the most data from it.. As a result of
the continuously shifting positions of all parties, this communication has the highest
potential to fail. The vehicle is able to assess the circumstances and determine that

they are hazardous. By use of this communication, it is able to transmit this warning

data to other vehicles that are situated in front of the hazardous area.

Figure 1.12 Communication between vehicles [44].

Vehicle to road infrastructure V2I - Is a communication that takes place
between the vehicle as well as a fixed point that is part of the network architecture.
The information may be road conditions but it could also related to weather or traffic

conditions.
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The Universal Transporter - When it comes to the development of the Internet
of Things (10T), V2X communication is of the utmost importance. In the event of an
accident, the odds of rescue for pedestrians may be increased if they are equipped
with particular transmitters (telephone, smart wristband used in healthcare, etc.)
connected to the Internet of Things. Similar to vehicle-to-vehicle (V2V)
communications, this would allow the vehicle to estimate the approaching velocity of

obstacles and take precautions against crashes.
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Figure 1.14 Vehicle to road infrastructure.

* V2C vehicle-to-cloud VANET — Vehicles are able to communicate with the
VANET cloud service by means of this connection. This function acts as a mediator
between the many different kinds of services that may be applied to automobiles.
The primary function of this service is to provide connectivity to a shared cloud for

on-board computer systems [46][47].
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Figure 1.15 Vehicle to VANET cloud.
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1.4.2. Other Types of Connected Vehicle Technology

When it comes to linked automobile technology, V2V, V2I, and V2X get the
most of the attention these days; nevertheless, there are innumerable additional
advancements that are either now in use or in the process of development, including
the following:

* Vehicle-to-Network (V2N) - communication between vehicles can take

place through wireless networks such as cellular because to this feature.

» Vehicle-to-Grid (V2G) - V2G technology is still in the process of being

developed, but it is based on the concept of utilising the batteries that are
found in electric vehicles and trucks as an energy source in the electrical

system depending on the real-time needs for electricity..
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« Brain-to-Vehicle (B2V) - Nissan has developed a technology known as B2V
(Brain to Vehicle), which aims to connect a driver's brain with their vehicle
but is not yet in use. This may allow even people with mobility difficulties
to drive safely on their own.

» Platooning is a system that would connect multiple trucks in a caravan to
decrease the amount of fuel used and the amount of carbon dioxide
emissions produced, improve safety through automated braking, and boost

productivity.

1.5. The Internet of Vehicles

Integration between humans, vehicles, things, and their environments is the
most important component of the network model. A network model of loV can be
seen in Figure 1.16, and it can also be broken down into its component parts [48]. In
the vocabulary of Internet of Vehicles, the term "human" refers to all of the
individuals who use loV services or apps. Humans include not just those persons
who are inside of cars, such as drivers and passengers, but also those people who are
in the surroundings of vehicles, such as pedestrians and cyclists. In the nomenclature
of Internet of Vehicles, the term "vehicle" refers to any and all vehicles that use or
offer Internet of Vehicles-related services or applications. In the vocabulary of 1oV,
the term "thing" refers to any component that is neither a human or a vehicle. Things
can be found either inside or outside of automobiles, like as on the AP or the road.
The term "environment” relates to the interaction of people, animals, and inanimate
objects. The individual model examines just one automobile in detail.

oV is able to deliver services which may be informational such as weather or
road conditions or may be more interactive, such as suggesting or requiring routes
through the area of interest. The interactions that occur between humans and the
environment, automobiles and the atmosphere, can be made more productive and
easier using the loV. The approach makes use of intra-vehicle networking to
facilitate communication between pedestrians and drivers, as well as between
passengers and objects inside the car. The goal of the loV is to provide a safer and

more positive experience of transportation.
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Figure 1.16 Network model of loV [48].

The Internet of Vehicles (IoV) [49] is an innovative approach that integrates the
Internet with the existing vehicular network in order to expand the latter's range of
practical applications. 1oV, like any other network, has an open and flexible layered
design that integrates the data from a variety of sensors to get a comprehensive view
of the traffic in each region. Transmission control protocol is a component of the
Internet. (TCP) [50] continues to be an important transport protocol because it
guarantees the reliable delivery of data between sites by utilizing techniques for end-
to-end congestion control, control of flow, and error control. The most important
function of a TCP connection is still known as congestion control, which modifies
the data transfer rate depending on the state of the network. However, in order to

ensure effective transmission between remote hosts, the congestion management
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method necessitates the utilization of a precise retransmission timeout (RTO)

mechanism [51].

1.6. Simulations

Simulations of VANETS utilizing a mix of Urban Mobility simulation [52] and
network simulation are required before the deployment of VANETs on public
roadways. When researching the performance of VANETS, free source simulators
like SUMO [53] (which simulates road traffic) are frequently paired with network
simulators like TETCOS NetSim [54] or NS-2[55]. Additional simulations are run in
order to represent communication channels in a way that is accurate to VANETSs and

takes into account the complexity of wireless networks [56].
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I[l. TRANSMISSION CONTROL PROTOCOL

2.1. Transmission Control Protocol (TCP) Layer-4

2.1.1. 7 Layers of the OSI Model

The Open Systems Interconnection (OSI) model is a layer server architectural
system in that each layer is specified according to a certain purpose to carry out. The
data is sent cooperatively from one of the layers to the next by each of these seven
levels, which all function together.

» The Upper Layers: It addresses application-related concerns and is almost
exclusively implemented in software. The highest level is the one that is
most directly accessible to the end user. At this layer, the relationship
between the the application layers is used to initiate communication
amongst end users. Communication can then go from one end user to the
next. It will continue to process all the way until it reaches the end user.

« The Lower Layers: These layers are in charge of actions that pertain to the
conveyance of data. Both software and hardware were used in the
implementation of the physical layer of a system and the data connection

layer.

Application
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" * To establish, manage, and terminate session
S ession = API, Sockets, WinSock H

-
- T ide reliabl st 5 deli
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= To move packets from source to destinaticn
N Etwor k = To provide internetworking
. © gurudd.com
: * To organize bits into frames
Hardware
f[_ Data LI n k * To provide hop-to-hop delivery
ower
Layers | = To transmit bits over a medium

PhVSical * To provide mechanical and electrical specifications
* Coax, Fiber, Wireless, Hubs, Repeaters

Figure I1.1 Network Layers Diagram [57].
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Table 11.1. 1SO layer function and protocols.

Layers name Functions Protocol

Layer 7 | Application To enable access to the|SMTP, HTTP, FTP,
resources of a network. POP3, SNMP

Layer 6 Presentation For the purpose of translating, | MPEG, ASCH, SSL,
encrypting, and compressing | TLS
data.

Layer 5 Session For the purpose of establishing, | NetBIOS, SAP
managing, and ending the
session

Layer 4 | Transport The transport layer moves data | TCP, UDP
from a single system to another
via the network layer.

Layer 3 Network For the purpose of providing | IPV5, IPV6, ICMP,
internetworking.  Transferring | IPSEC, ARP, MPLS.
data packets from their origin to
their intended destination.

Layer 2 Data Link The process of organizing data | RAPA, PPP, Frame
into frames. To give hop-to-hop | Relay, ATM, Fiber
distribution Cable, etc.

Layer 1 Physical The act of sending bits over a | RS232, 100BaseTX,
media. to offer detailed | ISDN, 11.

information on the mechanical

and electrical aspects

The network architecture is further subdivided into seven distinct levels by the

upper and bottom layers as shown below.
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2.1.2. Transport Layer

Despite its name, the Transportation layer (OSI Layer-4) is not responsible for
the actual transportation of data. Instead, it is the responsibility of this layer to ensure
the accurate and reliable transfer of data by checking to see that it reaches its
destination in the correct sequence and without any errors.

Transport layer links can be:

e Connection-oriented protocols necessitate the establishment of a connection
with predetermined and mutually accepted parameters prior to the
transmission of data.

e Connectionless - needs no connection before data is transmitted.

Connection oriented protocols can be thought of as making a pipe from the
transmitter to the receiver. All packets that are part of the flow must follow along this
pipe. The setup of the pipe is the stage of connection establishment. In this stage
connections are made. They need to be preserved for the length of the connection and
the connection must eventually be severed.

As they traverse the pipe, the data is split into smaller pieces called segments.
Each segment rides a packet, and each packet is given a sequence number. Even
though they traverse the same path, due to automatic resend requests, caching and
queueing differences it is possible for some packets to arrive out of sequence. Putting
packets back into their sequence so that the data can be correctly decoded is part of
the job of the connection oriented protocol.

As part of the error control, acknowledgement packets are transmitted for
successfully received data. Data may be retransmitted in the event that a segment is
lost, which ensures that delivery will take place.

Finally the connection oriented protocol seeks to reduce congestion. Flow
control reduces latency and ensures the fewest number of retransmissions across an
unreliable channel but to increase packet sizes when the channel is reliable so that
the overhead of the packet headers, footers, acknowledgement and other signaling is
as small as possible. This process of changing the data load of packets is also called

windowing.
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2.2. Transport Layer Protocols:

The goal of transport layer protocols is to fulfill the following services:

e To establish connections for applications which require connection-based
services and connectionless services for applications which do not require
assured service.

e Multiplexing and demultiplexing multiple flows originating from multiple
applications crossing the network from the same source or heading toward the
same destination node.

e Continue monitoring the health of the flow tracking acknowledgement
messages.

e Establish flow control by using slow start and congestion control to reduce
the traffic load of repeated packets due to packet loss and errors [58][59].

There are two main such protocols in most use today:

e Transmission Control Protocol (TCP) — connection-oriented
e User Datagram Protocol (UDP) - connectionless

User Datagram Protocol, often known as UDP. RFC 768 [60] has a description
of the UDP. It is a protocol that is developed to function in conjunction with the
Internet Protocol (IP) network-layer protocol. It provides the best datagram service to
an IP host, or End System. The following sequence of events provides a concise
summary of the fundamental workings of the UDP protocol [61][62].

UDP does not secure communications. Therefore, apps that need to protect their
interactions from listening in, manipulation, or signal forging must separately offer
security services by using additional protocol mechanisms [61].

TCP is a connection-oriented transport layer protocol. The main functionality of
the TCP/IP or the Internet protocol suite is provided by TCP and the OSI layer-3
protocol IP when they are used together. The OSI Layer 2 application that is above it
receives a consistent stream of bytes from TCP which is known as the application
layer. TCP not only offers a method that is based on affirmative acknowledgements,
Moreover, it offers a congestion avoidance-based system for slowing down data

transfers when the network is busy [58][63]. TCP is a tried-and-true transport layer
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protocol that offers a variety of capabilities like dependability, flow management,
and congestion control. We may say that TCP has stood the test of time. TCP is built
to be resilient in the face of a wide variety of network faults and to dynamically

adapt to the conditions of the network it is running on.
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Figure 11.2 The virtues of TCP vs. UDP [64]

The User Datagram Protocol, also known as UDP, is a transport protocol that
does not require a connection and is specified in RFC 768 [60].

UDRP is notable for its ease of implementation. It does not provide a three-way
handshake, flow control, or sequencing, and it does not acknowledge that data has
been received. UDP is fundamentally responsible for the transmission of the segment
but has no further interest in it.

Therefore, by its very nature, UDP is an unstable protocol, particularly when
contrasted with a connection-oriented protocol such as TCP. UDP, on the other hand,
has a lower rate of delay compared to TCP because of its lower overhead. Because of
this, UDP is the protocol of choice for applications that prioritize speed above
dependability. For instance, the Domain Name System (DNS) relies mostly on UDP
as its transport the protocol, but it also supports TCP.

UDP, much like TCP, does provide some level of error-checking by utilizing a
checksum. There are specific port numbers for certain applications, and UDP also
employs port numbers to identify amongst programs that are operating on the same
host [65].
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Table 11.2. Pros and Cons of TCP and UDP.

Parameters Transfer Control Protocol | User Datagram Protocol
(TCP) (UDP)
Definition Before transferring data, TCP | UDP transmits data to the

constructs a virtual circuit.

computer that is designated
as its destination without

first determining whether or

not the recipient is prepared

to receive it.

Connection type

Connection-oriented protocol

Connectionless Protocol

Speed Slow High
Header Size 20 bytes 6 bytes
Reliability Reliable Protocol Unreliable Protocol

Error recovery

TCP relies on the sequence
number and the ACK flag for

error recovery.

Due to the fact that UDP is
solely concerned with
speed, it does not support

€rror recovery.

Acknowledgment

It holds out until the data has
been acknowledged before
providing the option to
submit it again. packets that

have been lost.

It does not transmit the
corrupted frame nor does it
accept the

acknowledgement.
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Figure 11.3 User Datagram Protocol [66].

TCP is most commonly used over the internet as a whole, in part since many
firewalls block UDP traffic by default. TCP allows for packet retransmission and
error control. UDP is designed for streaming applications where erroneous data is
discarded.

It is known that traditional applications such as HTTP, POP, SMTP and FTP
use TCP [67]. From the newer generation of streaming platforms, Netflix and
Amazon Prime use TCP as well. Youtube and Zoom prefer to use UDP but will
default to TCP when a UDP link is not available.

2.3. Transmission Control Protocol (TCP)

TCP was first planned to fulfill both Network layer and Transport layer roles
when it was first specified in RFC 675 and initially created. When it became clear
that this was an inflexible approach, those roles were split apart: IP is now
responsible for providing services at the Network layer, while TCP is responsible for
providing services at the Transport layer. This distinction became official with the
release of TCP version 4, which was established in RFC 793.

Before a connection can be made using TCP, the transmitting and receiving
devices must come to an agreement on a set of parameters. This is necessary because
TCP is connection-oriented [65].

Since their adoption in the 1980s, Internet Protocol (IP), User Datagram
Protocol (UDP), and Transmission Control Protocol (TCP) have been widely used
and form the most used protocols of the internet [68][69][70]. The Internet and

current trends in communication are both making the problem harder and putting
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more restrictions on how to solve it. While the amount of traffic on the network has
increased with the large bandwidth available to users in mobile 5G networks and on
much faster wireline access networks, the Internet protocol stack is being piecewise
adapted and is getting older and less flexible [71]. TCP/IP versions will likely be the
main end-to-end communication protocols for 5G applications, but they will need to
collaborate with additional supporting technologies to achieve 5G's core

requirements.

Source Destination
computer computer
Application Application
TCP end-to-end communication
Transpon ‘— ----------------------------- —.- Transpon
Internetwork Internetwork Internetwork Internetwork
Link Link Link Link

('l |
Router | Router _f

Figure 11.4 TCP provides end to end communication [72].

5G networks provide eMBB, MTC, and URLLC services which have critical
requirements for availability, latency, throughput, and capacity[73][74]. Mission-
critical applications, such as remote surgery, automation in factories, and
autonomously connected vehicles, have unique communication requirements,
including reliability and low latency [75]. These two criteria are crucial in mission-
critical software. In times of medical emergency, networks must be able to handle the
high volume of data traffic expected from remote surgical operations [76]. Networks
must be able to handle the communication demands of remote surgery since the
slightest mistake might have catastrophic results. In terms of latency, jitter, and
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dependability, factory automation is an ideal use case that was formerly dependent
on hardwired connections but is now shifting to wireless and cellular networks for
reasons including more deployment flexibility, lower cost of maintenance, and
longer term dependability thanks to projects like time-sensitive networking [77]. Last
but not least, fully autonomous connected car communication [78]. It must have a
dependability rate of 99.999% to prevent misinterpretation of control
communications, low latency to allow data to arrive in time to enable real time
control of vehicles. Handover between network must also be robust to keep the
vehicle linked at all times with its neighboring vehicles and with the overall VANET

to improve overall performance.
2.3.1. Connection Establishment in TCP

A port is a virtual device that the computer software uses to differentiate
between different streams of user data leaving the connection. Both UDP and TCP
traffic is defined between a port on the transmitting computer and a port on the
receiving computer. For there to be any possible communication, the receiver, the
end of the link not initiating communication must be listening to a port. A passive
open refers to the process in which a server binds to and listens at a port in order to
make the port available for connections before a client can attempt in order to hook
up to the server. After the passive open has been created, a client has the ability to
create a connection by beginning the process of creating an active open by utilizing
the three-way (or three-step) handshake.
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Figure 11.5 Connection establishment in TCP [79].

The client wants to connect to the server. The client is responsible for carrying
out the active open by transmitting a SYN to the server. A value chosen at random is
assigned to the segment's sequence number by the client. Let this number be A.

In response, the server sends a message known as a SYN-ACK to the client.
The acknowledgement number is given a value that is one more than the sequence
number that was received, denoted by the notation A+1. The sequence number that
the server selects for the packet is a different random integer, denoted by the notation
B.

Once everything has been taken care of, the client will send an ACK message
back to the server. The acknowledgement transmitted will have the sequence number
which is written as A+1, and the acknowledgment number is written as B+1, which

IS one greater than the sequence number that was received.
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Source port number Destination port number
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Checksum Urgent pointer
Options/Padding

Figure 11.6 The SYN and ACK bits are both part of the header [80].

2.3.2. Standard TCP Congestion Control Algorithms

The RFC 5681 [67] document contains the TCP implementation best practices
that are currently in use. This reference paper outlines four conventional methods for
traffic congestion management that are right now in widespread use. Each of the
methods described in that document had, in point of fact, been developed years and
years before the accepted standard was ever made public [81][82]. The passage of
time has not diminished their utility in any way.

Since each TCP packet contains a header and footer and needs to be
acknowledged, larger packets are preferred to increase rate of transmission. However
a very large packet is more likely to have error bits in it. If there are too many errors,
the whole packet will not be correctly received and must be retransmitted. TCP
congestion control is actually the process of packet size control.

There are two ends to the TCP flow, the transmitter and receiver. In
communication there is always the problem that the transmitter decides how much
data to send and using which method to send it, but the receiver has the information
about whether this communication is successful. The transmitter must adapt based on
the results at the receiver. This is achieved by calculating the percentage of messages

that are acknowledged upon their return from the recipient. The rate of
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acknowledgements received by the receiver is what ultimately decides the maximum
data transfer rate that the sender is capable of.

The following provides an explanation of the following four algorithms which
make up the phases of TCP: slow start, congested avoidance, fast retransmit, and fast

recovery below.
2.3.2.1. Slow Start

Slow start is the mechanism by which the transmitter of the TCP link controls
the amount of data presented to the link. The congestion window is the maximum
number of packets that can be transmitted without receiving an ACK. The congestion
window is always a multiple of the maximum segment size (MSS). The MSS, also
called segment size, since it does not change in current implementations, is given in
the TCP header and is a property of the device which is forming the link, it does not
change for a fixed link.

The recipient sets the congestion window size to some small multiple of MSS
during the connection setup phase of a TCP connection, this can be 1, 2, 4 or 10.
Microsoft is said to set it initially to 2, while content delivery networks can set the
initial as high as 30 or 70 [83]. The receiver sends acknowledgements back to the
sender, which causes the congestion window to grow by at most one segment for
each acknowledgment that is sent back. Therefore, the sender is only able to deliver
the transmission window, which is essentially the minimum of the window of
congestion and the window that the receiver has stated they have available to them.
This continues until either a packet is lost or the window size reaches the maximum

allowed by the algorithm.
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Figure 11.7 Initial window size for CDNs in 2019 [83].

When there is not much traffic on the network and the response time is
satisfactory, Slow Start is not nearly as sluggish as its name suggests. This is because
if window size is one segment and a TCP segment is successfully sent and
acknowledged for the first time, the window size expands to accommodate two
segments. The window size is enlarged to accommodate a total of four segments
upon the completion of the effective transmission of both of these segments and
acknowledgements. Then there will be eight segments, and so on; from that point on,
as the window size will continue to increase until it reaches the maximum that the
receiver advertises or until congestion occurs.

This growth cannot continue forever as there is a maximum allowed size for
packets known as the slow start threshold. It is possible that the congestion window
may grow to be too big to be transmitted due to or for a packet to be lost. The sender
will experience a timeout after a certain number of missed packets. When anything
like this occurs, the sender enters a mode called congestion avoidance, which is

explained in the next section.
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Figure 11.8 TCP slow-start and congestion avoidance phase [84].

2.3.2.2. Congestion Avoidance

The Slow Start method is utilized when a TCP connection is beginning its phase
of data transfer for the first time. However, there is a possibility that the network will
be compelled to discard one or more packets at some time during the Slow Start
phase because of overload or congestion. In the event that this occurs, the Congestion
Avoidance protocol is utilized to decrease the transmission rate. However, in order to
restart the data transmission and ensure that it does not continue to move at a snail's
pace, the Congestion Avoidance and Slow Start protocols are employed in concert
with one another.

In the Congestion Avoidance method, the sender may get an implicit warning
that a network congestion scenario is happening if the retransmission timeout runs
out or if they receive multiple ACKs. The sender instantly changes the
communication window to one half of the current window size, but to at least two
segments. This is the minimum of the congested window and the receiver's claimed
window size. If a timeout showed that there was congestion, the congestion window
would be reset to one segment, which would immediately place the sender into Slow
Start mode. In the event that redundant ACKs pointed to congestion, both the Fast
Retransmit and Fast Recovery algorithms would be called into action (for more
information, see below).

During the process of Congestion Avoidance, the congestion window is
expanded whenever new data is received. However, Slow Start is only utilized up to

the point where congestion was initially occurring (which is around halfway). The
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new transmission window was documented before as taking place at this moment
midway through the race. Beyond this time, the congestion window will be enlarged
by one segment for each of the transmission window's segments that have been
recognized. This will take place beyond the halfway point. As a result of this
technique, the sender will be required to increase their transmission rate at a
significantly slower pace as they get closer to the place where congestion was

previously identified.
2.3.2.3. Fast Retransmit

When a sender receives a duplicate ACK, they do not know whether it is
because a portion of TCP was lost or simply because the segment was delayed and
received without an order at the receiver. This is because the sender does not know
which reason it is. If the receiver is able to reorder the segments, then the time it
takes for the receiver to provide the most recent anticipated acknowledgement should
not be too long. When a straightforward out of order situation is present, typically no
more than a few duplicate ACKSs should be received at most. If, on the other hand,
the sender receives more than two identical ACKSs, this is a strong sign that at least
one segment was lost. Because the receiver had the time to provide three duplicate
ACKs, the TCP sender will presume that sufficient time has passed for all segments
to be appropriately re-ordered. This will be determined by the fact that the receiver
had enough time to submit three duplicate ACKs.

When three or more duplicate ACKs arrive, the sender does not wait for a
retransmission timeout to expire before resending the segment (as indicated by the
location of the duplicate ACK in the bytes stream). Instead, the sender immediately
resends the segment. The initial description of this method, which is known as the
Fast Retransmit algorithm, may be found in RFC 5681 [67]. The Fast Recover

algorithm is the one that immediately follows the Fast Retransmit method
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Figure 11.9 The position of the duplicate ACK in the byte stream.

2.3.2.4. Fast Recovery

Due to the fact that the Fast Retransmit technique is implemented whenever a
TCP sender is presented with duplicate ACKs, the TCP sender is aware, whether
explicitly or not, that data is still being sent to the receiver. The reason for this is that
it is only possible to create repeated ACKs after a segment has been successfully
received. This is a strong signal that there may not be substantial network congestion,
and that the lost section was an unusual occurrence. Therefore, The recipient will
only move into the Overcrowding Avoidance mode rather than the Slow Start mode,
which would instantly slow down the flow of data. This is because the sender wants
to avoid congestion as much as possible.

When the sender commences transmission, it does so with a bigger window,
incrementing it as though it were in Congestion Avoidance mode. This is in contrast
to the Slow Start mode, which begins with a window of one segment. Because of
this, it is possible to achieve a greater throughput even when there is only mild
congestion [85].
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In order to provide a concise summary of this portion of the article,
Figure 11.10below illustrates what a typical TCP data transmission phase that makes
use of TCP congestion management may look like. Take note of the times in which
the window size increases exponentially, increases linearly, and then decreases. The
sender's reaction in each of these examples is depicted as a response to either implicit

or explicit messages it receives about the state of the network.
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Figure 11.10 TCP phases [86].

2.4. Other TCP Congestion Control Techniques

There have been a number of additional suggestions made and tests carried out
in relation to TCP in order to enhance its performance. In this part, we will only have
time to provide a cursory overview of two of the most recent studies that were

conducted by some of the most eminent scholars in the area.

2.4.1. Increasing TCP’s Initial Window Size

It is suggested in the experiment RFC 2414 that the initial window size of TCP
be increased from one segment to about four kilobytes. It is claimed that if this is
done, it will give superior performance in some circumstances since it will be able to

fill the "pipe" quicker.
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Figure 11.11 TCP Header [87].

2.4.2. Traffic Shaping

It is possible for the bursty character of data transmission to be alleviated if a
TCP sender, a router, or another intermediary device spaces TCP packets away from
one another. It is the intention of this change to have the effect of lowering periods of
congestion and eventual packet loss as well as the bursts of network traffic that are
decreased. The topic of traffic shaping has been widely researched in the last ten
years [88]. Two main ways to control traffic are to control the rate of traffic during
peak events so as not to overwhelm the system. Alternatively it is possible to
regularize the arrival of packets by spacing them out more evenly in time, a
technique known as packet pacing [89]. These techniques have been investigated
since the late 1990s, however the amount of bandwidth and types of internet
connections available to users, the range of applications with different bandwidth and
latency requirements has changed so much in the interim that these techniques can

frequently be revisited to re-assess their usefulness [90].
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2.4.3. E2E Protocols

To begin enhancing the quality of communications, the first step that must be
taken is to improve the methods of communication themselves. There are three
primary categories that have been established for newly developed communication
protocols.

Single-path protocols: To make use of a network to its maximum potential, it is
essential in every circumstance to employ an appropriate communication protocol
[92]. Because inefficient protocols restrict network capabilities, improving the
physical layer is as important as improving protocols.

Multipath protocols: Taking communication protocols one step further and
improving their capabilities throughout several flows rather than just a single flow is
another strategy that may be taken.

According to Qadir et al. [93] the future of the internet will naturally involve
several paths. The usage of multi-access connectivity is being driven in networking
by factors such as multihoming capabilities, path/interface/network diversity,
improvements in data center architecture, and wireless communications are among of
the topics that will be discussed. Having many connection choices allows for better
stability, network offloading, increased availability, and many other advantages.

Multicast protocols: characterize multicasting as a major possibility that will be
present in future networks using 5G as they focus on the growth of mobile multicast

apps. This is because multicasting is a protocol that uses multicasting. By
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transmitting the same duplicate of the information to a number of different receivers
at precisely the same moment in time, it is possible to achieve decreased latencies,
greater scalability, and network offloading. This technology will play a significant
role in a variety of 5G applications, including autonomous vehicles, assisted driving,
and other applications of a similar kind. Initiatives such as 5G-Xcast are one of the
primary targets of the European Union's Horizon 2020 research and innovation
program [94][95] to improve this technology's data throughput, latency, reliability,
and power consumption [96].
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I1l. MULTIPATH TCP

In recent years, portable technology and constant access to the internet have
emerged as critical components of modern life. Additionally, the shift in behavior of
internet users can be attributed to the proliferation of cellular networks and the rise in
popularity of wireless local area networks (Wi-Fi). The majority of people who use
the internet prefer to connect to it over wireless connections, mobile devices' built-in
Wi-Fi or cellular radios instead of more traditional wired networks (like Ethernet).
As new applications proliferate, such as real-time video streaming, there is an urgent
need to combine the strengths of Wi-Fi and cellular networks to meet rising demand
for data transfer rates and reliability. With the advent of 5G, the next generation of

the world's wireless network, come the following changes:
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Figure 111.1 Wireless networks such as Wi-Fi or cellular are used on mobile devices.
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Wireless Connections on Handheld and Mobile Devices In this day and age, the
Wi-Fi technology has become increasingly commonplace. Wi-Fi may now be found
on a broad variety of electronic gadgets and can serve a variety of purposes. Wi-Fi is
almost always pre-installed as the Internet connection of choice on portable
electronic devices like smartphones and tablets. In addition, there are persistent
efforts being made to advance Wi-Fi standards, and each of these standards (IEEE
802.11 a) will be ready for usage in commercial settings over the next several years.
This increases Wi-Fi speed from 11 Mbps with IEEE 11b to 300 megabits per second
in IEEE 802.11n or multi-Gap in IEEE 802.11ad. Wi-Fi Internet connections have
quicker throughput, shorter latency, and more dropped packets than cellular
connections. The mobile network has evolved from 3G to 4G/LTE, making this
common observation invalid. A 4G network's peak speed is 100 Mbps in high
mobility regions and 1 Gap in low mobility. Cellular network performance is

expected to increase in 5G mobile wireless networks.
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BTI A-BFT ATI CBAP or SP|CBAP or SP|*** | CBAP or SP o
ime

Figure 111.2 IEEE 802.11ad beacon interval structure [86].

In addition, the actual measurement supports this assertion, as shown in [97] in
which it is shown that cellular throughput is equivalent to that of Wi-Fi. So, the
primary difference between the two technologies is the coverage area each one offers
(i.e., cellular has wider coverage than Wi-Fi). Different paths have different weights

in our study, which reflects the variation in latency values along those paths.
3.1. Message TCP for Multiple Paths

In order to maximize the bandwidth that can be obtained via TCP for the
transport of huge volumes of data, the application layer hack known as Parallel TCP

has found extensive usage. Numerous attempts have been put on modeling Parallel
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TCP's behavior [98][99][100]. Multipathing has seen widespread use as a method for
enhancing both the performance and reliability of network channels. The Internet's
routing infrastructure is very redundant; yet, the existing underlying routing
protocols do not fully leverage the redundancy or any other pathways. To make
matters even worse, the direct way that is typically NOT the optimal option is the
one that is calculated by the underlying routing protocol. Internet users that connect
for non-specific reasons often complain that they seldom if ever see speeds even
close to the access capacity. Given the fast development of access technologies, the
existence of blockages inside the Internet that consumers cannot bypass is

particularly concerning [101].

@
-

Figure 111.3 Parallel TCP.

We provide an application-layer data transmission approach that uses multiple
overlay channels and multiple TCP connections per route. This improves data
transmission. To find all high-quality overlay paths, a route probing approach similar
to IEEE 802.5's path discovery protocol is used. A TCP connection is formed if
overlay nodes accepts a probe packet during path-discovery and path-pruning. It is
important to balance probing traffic with TCP connections on each channel. Route
independence is less important with TCP since connections over the same route
might increase throughput [102][103]. This is the case since it is shown by Parallel
TCP. We are the first to our knowledge to observe the degree to which end-to-end
throughput may be increased by rapidly establishing parallel TCP connections across
each of the overlay pathways of acceptable quality inside a pair of nodes. This is
notwithstanding the fact that many studies have been conducted on the issue of using
multiple pathways to increase throughput.

One of the most successful approaches for implementing concurrency is called
Multi-Path Transmission Control Protocol (MPTCP) [104]. According to the IETF,
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Multipath Transmission Control Protocol (MPTCP) is now a standard transport layer
protocol [105][106]. The MPTCP protocol garners interest from a wide variety of
device manufacturers and distributors. We have witnessed MPTCP implementations
on well-known mobile systems such as Android [107] and Apple iOSs [108] in
addition to actual deployments [109]. MPTCP will organically develop on top of
current networking infrastructures and applications without requiring any changes to
be made. During its functioning, MPTCP divides application traffic into many TCP
flows (also known as sub flows), each of which travels via a wireless network (for
example, Wi-Fi and cellular). In compared to traditional TCP, MPTCP on the other
end therefore aggregates the sub flows, which automatically enhances the availability
and fault tolerance. Most notably, it is anticipated that MPTCP would result in an
increase in the total throughput of the application simply due to its architecture.
However, the throughput gain does not always hold. In diverse wireless situations,
MPTCP may actually reduce the aggregate throughput. Real tests have shown that
there is a drawback, known as a negative aggregation benefit. In these experiments,
when compared to the greatest possible throughput of single-path TCP, the data rate
of MPTCP is often lower [97] demonstrating that the issue exists. If the cellphone is
aware of the situation, it must switch from the MPTCP protocol to TCP rather than
continuing to use MPTCP. As well as, the MPTCP/TCP switch is helpful for a
variety of other applications as well, such as sample usage scenarios. For instance,
the MPTCP-capable gadget will only use Wi-Fi and cellular if it can help it because
of the cost and the security concerns, respectively. As a result, A system that allows

on-demand adaptive transitioning from MPTCP and TCP would enhance MPTCP.

e B
e i

SYN + MP_CAPABLE
SYN, ACK + MP_CAPABLE .
Initial connection setup
ACK + MP_CAPABLE + ADD_ADDR

SYN + MP_JOIN
SYN, ACK + MP_JOIN
Additional subflow setup
ACK + MP_JOIN

Figure 111.4 MPTCP connection establishment with cellular and WiFi interfaces.
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(Multipath TCP/Internet Protocol Control Protocol) is a set of modifications to
TCP [110][67] that was developed by the IETF Multipath TCP/IP Congestion
Control Working Group to allow for the use of many paths between endpoints at the
same time. MPTCP was designed to do two things: boost throughput and make
networks more resistant to failure. One of the aims of MPTCP is more efficient use
of resources. The "Multipath Compatible™ (MP_CAPABLE) parameter in the SYN
segment is required for the connection's initiator to take use of the MPTCP
extensions. If the initiator selects this option, it means their system supports MPTCP.
After a connection has been developed, additional TCP flows or sub flows may be
added by using the "MPTCP Join" (MP_JOIN) parameter in the SYN segment. This
works for each available interface. It's possible to reach this goal. Once an MPTCP
connections has been properly made, both sides are able to exchange data via any of
the available sub flows. While MPTCP does a transparent split of user data among
the sub flows, sending and receiving at the same time might lead to connection-level
packet reordering. To handle such renumbering, a two-tiered sequence numbering
system is used. In order to properly sequence data at the receiving end, MPTCP uses
a 64-bit data sequence number that spans the duration of the MPTCP connection.
This is additionally to the traditional TCP sequence numbers used to guarantee
delivery in chronological order of individual sub flows [111]. MPTCP goes beyond
the capabilities of the normal TCP congestion control in order to guarantee fairness
on bottleneck lines that are shared by sub flows of an MPTCP flow and other TCP
flows [112]. If a bottleneck is shared by two or more of its sub flows, If you ran
standard TCP methods for managing congestion on their own, MPTCP connections
would get more than their fair amount of the available bandwidth. MPTCP uses a
congestion control that is related [113]. to fix this issue by doing this. This control
dynamically adjusts the overall roughness of the MPTCP connection by linking
greater function of each sub flow's congestion management. By redirecting traffic
away from more congested routes and onto routes with less congestion, connected

congestion management serves to enhance the effectiveness of resource utilization.

53



3.2. Overview of MPTCP Operation

MPTCP is an extension of the traditional TCP protocol that enables
communication to take place across multiple pathways (also known as routes), each
of which is established by a pair of IP addresses connecting two endpoints. MPTCP
was developed as a way to improve the efficiency of the traditional TCP protocol.
MPTCP operates in a manner that is analogous to that of TCP in that it establishes a
connection by employing a three-way handshake procedure that consists of utilizing
SYN, SYN/ACK, and ACK for the first sub flow (for example, through a Wi-Fi
network). In contrast to TCP, MPTCP's initial SYN message also includes an
MP_CAPABLE option and an authentication key. These are used, respectively, for
determining whether or not MPTCP capability has been established and for adding
further sub flows. In the event that the SYN receiver possesses the capability of
MPTCP, the response from the receiver is a SYN/ACK that includes the
MP_CAPABLE option and the key to its authentication. After that, the initiation of
the first sub flow is finished by transmitting an ACK packet containing the two keys.
This brings the total number of packets to three. When a mobile device has an
additional IP address, such as one linked with an cellular link, the MPTCP protocol
will initiate a fresh handshake for the subsequent sub flow in the connection. In
addition to the key, the SYN features an MP_JOIN option. In the event that the
handshake is completed without error, MPTCP will be able to identify the newly
created sub flow. After that, an additional ACK is transmitted in order to join the sub
flow to the MPTCP connection. As a consequence of this, the device is able to
successfully complete data transfers en route to a destination through both of the
available pathways at the same time. There are a few different support functioning
modes in MPTCP, each of which might choose a different method for the
transmission of data. Between the two ends of the connection, MPTCP has the ability
to employ either a subset or the complete number of accessible IP pairs. However,
the operating modes really need to be pre-configured in advance, and there is neither
any dynamic nor any flexibility involved in switching between them accordingly. In
the event that the SYN receiver possesses the capability of MPTCP, the response
from the receiver is a SYN/ACK that includes the MP_CAPABLE option.
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Figure 111.5 Topology.

3.2.1. MPTCP Structure

The Scheduler, the Path Manager, and the Congestion Controls are the three
primary components that make up the MPTCP program. These components are
represented in Figure 111.6. The next paragraphs will go into depth about each
individual module.

* Scheduler: An MPTCP connection will split the total amount of data that is to
be delivered on a sub flow once it has created and attached several sub flows to the
connection. The MPTCP Scheduler, which manages a scheduling algorithm, is in
charge of carrying out this responsibility. The default one chooses the sub flow from
several sub flows that has the shortest round-trip time (RTT), provided that there is
room sufficient for the congestion window size necessary to achieve data transfer.

* Manager of Paths: Traditional TCP requires no transport layer path
management since there's just one channel between two communication endpoints.
MPTCP requires the Path Administration module to manage its various paths. Each
path—similar to a sub flow—can be identified by its source and destination IP
addresses. The default MPTCP Path Manager adds sub flows only when requested.

* Congestion: MPTCP, which is quite similar to TCP, additionally makes use of
congestion management methods in order to prevent congestion. It is possible for
TCP's congestion control methods to be used via MPTCP. On the other hand, under

that scenario, every sub flow will operate as its own separate TCP flow. Because of
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this, the predicted level of performance can drop unexpectedly. As a result, the
MPTCP protocol includes a number of congestion controls, each of which decouples
the congested states of a specific subflow [114][115][116][117],. It has been
demonstrated beyond a reasonable doubt that the balia is more effective than the
others in [118].

MPTCP
Rabinitulsiuiiioie 1T T :
! Schedu_llng the amount . Managing MPTCP |
! of data in each subflow . subflows :
L ___ R T .
Scheduler Path Manager
~ 1
|
|
Subflow Subflow
Congestion Congestion
Control Control

k2 &

Figure 111.6 Software component in MPTCP [119].
3.2.2. Experiment Methodology

We do simulations based on the following setups since the server is configured
to have two physical interfaces, WiFi and cell, the client has an integrated Wi-Fi
interface, and in this setup there are three distinct cellular carriers' broadband devices
available to the client:

e One-Way TCP: The server will start using its main interface, whereas
the client will only use one of its multiple interfaces (either Wi-Fi or
cell). So, there are four different ways this situation could go: a single
path TCP connection over Wi-Fi or a single-path TCP connection over

cellular
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e Two-path MPTCP: The client turns on their cellular device in addition to
their Wi-Fi connection, while the server opens its principal interface. In
each setup, we carry out simulations of a variety of congestion
controllers in a back-to-back fashion, as detailed. In this situation, there
are a total of nine configurations since the client can choose between
three possible options of using Wi-Fi with one of three services
providers while the server's primary interface has three congestion

controller settings, and the server's secondary interface has three client

settings.

Figure I11.7 2-path MPTCP tests The 4-path MPTCP tests employ dashed line
pathways [120].

e Four-path MPTCP: As shown in Figure I11.7, We activate the server's
alternative interface, which communicates with a separate network. The
purpose of this is to facilitate comparisons. Furthermore, there's a total
of 9 potential configurations under these conditions.

Due to the fluctuating nature of Internet traffic, the client may receive
Hypertext Transfer Protocol (HTTP) files from the server of variable sizes. In order
to gauge something, we consider files with sizes of 8 KB, 64 KB, 512 KB, and 4 MB
to be tiny flows. However, there is no definitive way to differentiate between short
flows and large flows. We take into consideration files with sizes of 8 MB, 16 MB,
and 32 MB while simultaneously managing very large flows. For reasons relating to
speed, we also take into mind indefinite backlog file transfers, and in this instance,
the size of the files that are downloaded is 512 megabytes. Since the flow of traffic

through a network may have dependence and/or correlations throughout the course of
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time and from one scale of network to a different one, it is important to understand
these relationships.

Additionally, when compared to packet RTTs, cellular antennas' state
promotion delay is sometimes higher. This is because these antennas employ state
machines to allocate radio resources and regulate energy usage [121][122] which

may have a significant impact on our short flow throughput.
3.3. Path Management

MPTCP [123] carries out multi-homing and multipath transfer in the manner
depicted in Figure 111.8 Every single MPTCP connection is comprised of either one
or several TCP sub flows. A source IP address and a destination IP address, either of
the IPv4 or IPv6 kind, are used to describe each individual sub flow. Even the ability
to have IPv4 and IPv6 sub flows concurrently is supported by MPTCP. Each sub
flow gives the impression, on the wire, of being a standard TCP connection [124].
After then, middle machines in the network that are not aware of MPTCP can handle
a sub flow just like they would a TCP connection. The primary purpose of the
MPTCP protocol is to facilitate the sharing of network resources by the division of
payload data transmission into several different sub flows. The overall connection
throughput can then be optimized by utilizing different pathways inside the
underlying network in order to get the best possible results. This article provides a

comprehensive explanation of the MPTCP protocol sub flow concept [125][126].

Application
MPTCP
—_— Path Manager ———=<
Sub-Flow Sub-Flow
(TCP) (TCP)

Figure I11.8 The architecture of MPTCP [127].
Given two computers, known as Host A and Host B, the first step in

establishing an MPTCP connection is to create a standard TCP connection between
the two computers. Setting the MP CAPABLE TCP optionon each host indicates that
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MPTCP functionality is available in the network. In order to add further sub flows to
an already established MPTCP connection, the ADD ADDR [106] TCP option must
be used after the original connection (and consequently the first sub flow) has been
successfully formed. In the illustration shown in Figure 111.8, with two network
interfaces for each host. Eventually, it will be feasible to establish the following four
sub flows (using IP addresses Al and A2 for Host A and IP-addresses B1 and B2 for
Host B) using these IP addresses: 1. the original 1-B1, A1-B2, A2-B1, and A2-B2; 2.
the original A2-B1 and A2-B2; 3. There is a whole mesh of pathways available if all
conceivable sub flows are formed, which is helpful for setting up the Internet [126].
Decisions about the construction of paths (such as whether to employ the full mesh

or only a subset?)

[nitial
connection

HOST A address Ma’ress Bl HOST B
e O%r N0 g
O < > O
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Additional
subflows

Figure 111.9 An MPTCP connection establishment [128].

The path which is actually constructed will depend on the implementation. This
choice is determined by the path manager depending on how it is set in Linux
MPTCP [114] the most cutting-edge implementation of MPTCP currently available.
Currently, Linux MPTCP offers support for the following four route managers:

1) Default: This route manager is completely ineffective and accomplishes

nothing at all. It will not do any of those things; neither will it broadcast

changed IP addresses nor will it commence the establishment of new sub
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2)

3)

4)

flows. On the other hand, it is willing to tolerate the unactive generation of
new sub flows.

Full mesh: This path manager creates the whole mesh of sub flows, as may
be deduced from the name of the component.

Ndiffports: This particular route manager never makes use of any other IP
addresses beyond the one that is now assigned to it in order to construct its
pathways. Nevertheless, each route makes use of a unique set of source and
destination TCP ports. By simulating a number of alternative TCP
connections, this route manager is designed to get around intermediate
boxes that limit the available bandwidth.

Binder: This route manager makes use of loose source routing [129] in order
to distribute the packets that are associated with sub flows. Through the
utilization of packet relays, without modifying the code on end-user devices,

gateway aggregation may improve network performance.

A :I-I---.------ 1

Figure 111.10 Fully connected MPTCP [127].

3.4. Congestion Control

Congestion control is an additional vital protocol component that should not be

overlooked alongside route management. It is not only responsible for ensuring a fair

distribution of network resources, but also for ensuring a fair distribution of

resources over several paths in multi-path configurations [130][131]. When it comes

to MPTCP and multi-path transport use congestion management to adjust sub flow

transmission rates by changing their congestion windows. TCP-friendly Internets
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need following the three guidelines [113][132] of realistic multi-path congestion

control, which are as follows:

» According to the first rule ("Improve Throughput"), multi-path movements must
perform no worse than a single-path flow on the most favorable of the available
paths.

» The second rule ("Do no harm™) states that the total space used by a multi-path
flow must be no more than that used by a single-path flow using all of the same
resources. This assures that there will be little influence on other flows.

« Assuming the first two objectives have been met, the third rule ("Balance
Congestion™) states that a multiple paths flow should reroute as much traffic as

possible away from its busiest channels.

The first two rules ensure equality at a shared bottleneck, whereas the third rule
maximizes resource sharing [133]. If each multi-path flow prioritizes transmissions
on the least congested channel, network traffic may be redirected away from
congested areas. Because of this, both reliability and overall throughput are
enhanced. The strategy used to "couple” the congestion management loops of the
different subflows is what must be implemented for resource pooling to be effective.
Congestion control strategies may be sorted into two groups: uncoupled algorithms
(which handle each subflow separately and assume that its paths are independent)
and coupled algorithms (which share resources) [134][135] There are two algorithms
that are pertinent to this paper:

* Cubic [136] is the detached default method that Linux employs for both TCP
and MPTCP; hence, it is extensively used. On the other hand, this offers unfairly
burdens the multi-path flow with the constraints experienced by its numerous
subflows [23].

* OLIA [137] improves the LIA algorithm. OLIA and LIA use the New Reno
congestion control model with route coupling. Linux MPTCP's main coupled
algorithm is OLIA. The idea is to eliminate the inequitable impacts of uncoupled

congestion management on shared bottlenecks..
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3.5. Multi-path Transport Needs Based on Application Types

Web traffic that runs on top of fleeting TCP connections has historically been
the dominant form of data transfer over the Internet. For instance, Ciullo and
colleagues [138] discovered that nearly Over 90% of server TCP flows and ninety-
five of client TCP transactions had less than 10 packets. Traffic from video and
gaming sources is rapidly overtaking that from the web, which still makes up the vast
majority of all traffic. In light of current data, [139] for example, video streaming
accounts for more than 53 percent of the downstream traffic in North America.
According to projections [140] Internet video traffic is expected to rise at a CAGR
of twenty-nine percent in the coming years., while the amount of gaming traffic will
expand at a rate of 22%. Despite the fact that the aforementioned traffic classes are
unlike from one another in a great many ways, they all share a characteristic known
as sensitivity to latency. As a consequence of this, we will investigate multi-path
protocols in the context of this research by using video and gaming, and internet
traffic in order to establish whether or not these protocols are suitable for
applications that are particularly sensitive to latency. The remaining discussion of
this section will focus on the requirements of the applications, as well as provide an

overview of the fundamental qualities of the software.
3.5.1. Video Streaming

Video streaming has two main use cases: video on demand (VoD), which does
not air live and does not need minimal latency, and straight live video, which is
broadcast live. VoD dominates. VoD applications can modify transmission speed
since they comprehend the information. Video-on-demand (VoD) programming is
less affected by one-way delay modifications. than the quality of the experience
provided by direct live video. We will concentrate on direct live video because it is
more sensitive to delay than other types of video and because the goal of this study is
to determine whether or not multipath transport protocols may be employed for
applications that are time sensitive. There are two sub-categories that may be
distinguished within the direct live video: live broadcast of television, such as that
provided by BBC iPlayerl, and private video commedications, such as that provided

by Skype.2 Our primary focus has been on the second group, which consists of apps
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that are often interactive by their very nature and are, as a result, more sensitive to
latency. In spite of the fact that Skype is a proprietary platform and its
communication protocol is locked down (albeit this may change over time), we base
our evaluation on video traffic that is comparable to that of Skype. This is something
that we do for a variety of reasons. To begin, the program known as Skype has a
significant user base. At one time, Skype was responsible for about two percent of
the overall aggregate traffic in European networks, although it has since given way to
Zoom and other competitors as a platform. While Skype traffic has been reduced,
overall video traffic has increased significantly in the 2020s [141].
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Figure I11.11 Traffic statistics for the computer game World of Warcraft [142].

Secondly, notwithstanding the fact that UDP is the Skype preferred mode of
communication, TCP is still an option. This use case poses an interesting challenge
for our study into the creation of multi-path and trustworthy transports since it is
commonly required to use TCP by NATs and firewalls. In conclusion, modeling
Skype traffic is rather easy since it has been extensively examined, and various
researchers have recorded the characteristics of Skype traffic. As a consequence of
this study, modeling Skype traffic is possible. In accordance with [143] depending on
the state of the network, it may transmit at a rate of 5 frames per second, 30 frames

per second, or anything in between; similarly, the video bit rate can be anywhere
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from 30 Kbit/s to 950 Kbit/s. Requirements: There should be no more than 150 ms of
delay in one direction and the difference in delay between packets, known as jitter,
should be less than 30 milliseconds [144]. These are the latency criteria that must be
met for a pleasant user experience when live video communication is being

considered.
3.5.2. Gaming Traffic

It is common practice to divide online gaming into three distinct groups [145]
each of which is distinguished from the others by a distinct type of traffic, as
described in [146].

Muti-homed ™~ é g g Server
Cliemt 4

Base Station

(a) None-shared bottleneck

-
Muti-homed ~
Client

Station
e
TCP Client2 TCP Server2
(b) TCP background traffic competing for the same
subflow with MPTCP traffic
Figure 111.12 Experimental topology for traffic simulations based on real-world

conditions [147].
First-person shooter games, sometimes known as First-Person Shooter games

(FPS), are one of the classes. There are two other types of games, the second features

an avatar seen from a third-person perspective, such as in massively multiplayer
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online games (MMO) like Roblox and Minecraft. Finally there are pervasive
viewpoint games, such as in the genre of Real-Time Strategy games (RTS). These
exhibit different interfaces with the user and generally have different speed of frame
updates needed to keep players engaged. This means that each type of game has a
different data profile.

Because first-person shooter games can tolerate packet loss but are extremely
sensitive to latency, UDP is frequently used as their transport protocol. When
opposed to first-person shooter games, massively multiplayer online role-playing
games (MMOs) have a lower tolerance for data loss and a lower bandwidth need. As
a result, the transmission protocol for MMOs is typically a combination of TCP and
UDP. The TCP traffic of massively multiplayer online games is made up of
numerous thin TCP flows. The bulk of the data packets in a thin flow are much less
in size compared to the maximum transmission unit (MTU), which is the defining
characteristic of a thin flow. Figure 111.11 is an example of the traffic patterns that
may be seen while an MMO game is being played from both the perspective of the
server and the client. It is noteworthy to note that latency does not have a significant
impact on the outcome of real-time strategy games (RTS), which indicates that the
gameplay of RTS games clearly prioritizes strategy over the real-time features [148].
This study investigates whether or not there are any advantages to utilizing multiple
pathways at the transport layer to carry the traffic that is created by the massively
multiplayer online role-playing game Age of Conan. Considering the widespread
appeal of massively multiplayer This research looks at the possibility that there are
benefits to playing MMORPGs online because of their usage of TCP. Requirements:
The requirements for a fun gaming session are heavily dependent on both the genre
and the title of the game being played. However, if the latency is minimal, (defined
as being less than 60 milliseconds in [2]) and a minimal delay variation [149] are

also necessary components of a satisfying gaming experience.

3.5.3. Web Traffic

The size of websites can differ greatly based on the design and purpose. A

smaller website may be on the order of a 100 kB, while a larger website may be in
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the 1-10MB range and many very large websites require the download of over 1GB
of data. With the increase of videos imbedded inside websites, in the late 2010s and
early 2020s, the size of websites has grown exponentially. Further, the number of
servers contacted through loading any website has also increased exponentially,
making the tracking of web browsing traffic data more difficult. Websites in the
2020s often contain a mixture of text, video, and other service applications ranging
from interactive chatbots to games. The traffic is carrier on content distribution
networks (CDN) more so than on the original server. Original user content, which
accounts for the smaller websites has all but disappeared, since content generation
has moved to social media websites such as Facebook, Instagram and Tiktok or
professional websites such as LinkedIn or Blackboard. These websites are often data,
image and video intensive and feature advertising.

When a person accesses a website, the quality of their experience is strongly
correlated to the amount of time it takes for the page to completely download. In
many cases if the download does not finish sufficiently quickly users will click away.
Even though this may be the case, download time is still the most appropriate metric
to use when evaluating transports. In order to have a nice experience when surfing
the internet, the length of time it takes for a download to complete must be as quick

as is practically possible.
3.6. Application Workloads

The newest trend in Cloud workloads can be memory-intensive or disk-
intensive, these create distinct types of network traffic (e.g., packet sizes and
bandwidth consumption). In our tests, we employ the following for memory-
intensive tasks:

Micro benchmarks of information transfers in RAM's main memory

Network-intensive memory-to-memory data transfers are required for live VM
migration. Redis, a key-value store that operates in memory, used with the Yahoo
Cloud serving Benchmark (YCSB) to produce requests

Our tests with disk-intensive workloads make advantage of:

66



Micro benchmarks of rsync and File Transfer Protocol for Large Amounts of
Data Transfer Data processing in a distributed setting using Spark The specific setup

of each of these workload is described along with the experiments in sections 4 and 5

Figure 111.13 Architecture to support multiple communication paths [150].
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V. SIMULATION WORK AND RESULTS

4.1. Simulation

4.1.1. What Does Simulation Mean?

A model that simulates the functioning of an existing or planned system is
called a simulation. Simulations provide information for decision-making by
allowing users to try out alternative potential outcomes or modifications to the
process. Combining this with technology that enable virtual reality results in an
experience that is much more immersive.

Simulations may be used for a wide variety of purposes, including improving
safety, testing hypotheses, tuning performance, optimizing processes, and even
providing enjoyment in the form of video games. By using scientific modeling, users
are able to acquire insight into the impacts of particular situations and course of
action on the systems they are modeling.

When a genuine system is unavailable or too risky to evaluate, or when the
system remains in the design or concept phases, simulation is a useful alternative that

may be used instead.
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The information that is used to generate the simulation model is one of the most
important aspects of any simulation, and the procedures for validation and
verification of models are continuously being investigated and enhanced, in

particular with relation to computer simulation.
4.1.2. Why Do We Use It?

Process improvements, new policies, and expensive pieces of equipment may
all be tested in advance with the use of simulation. Engineers may use simulation to
evaluate the efficiency of a working system, anticipate the efficiency of a future
system, and evaluate the relative merits of various solutions and designs.

Instead of spending a lot of money to put hypotheses and adjustments to the test
in the actual world, simulation is employed instead. System cycle durations,
throughput under varying loads, resource utilization, bottlenecks and choking points,
storage requirements, workforce levels, scheduling efficacy, and control system

effectiveness are just some of the metrics that may be measured using simulation.

4.1.3. Network Simulation

Through the process of network simulation, various network components, such
as switches, routers, nodes, access points, connections, Internet Protocol (IP)
addresses, and so on, are modeled and their interactions are calculated. When a
system is simulated, it is run in a way that is identical to how the system would run in
the actual world. The following are some of simulation's advantages::

Since real-world implementations of complicated network topologies do not
exist, we must resort to simulation in order to gain insight into these systems,
generate design ideas, and study their responses using mathematical functions.

Since the final network is generated via simulation after monitoring its behavior
under various restrictions, we may save money by avoiding costly iterations of the
simulation process to arrive at an optimal design.

Preventing Catastrophes: Bad things may happen when you apply functions. By

seeing this function in a simulated environment, we can avoid it in the actual world.
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4.2. Network Simulator

The Network Simulator Version three (NS3) is a discrete event network
simulation that was designed and is originally used for the purposes of research,
development, and teaching. NS3 offers simulations of how packets data networks
function and operate, in addition to providing users with a platform on which they
may run simulation experiments.

The main purposes of the discrete-event network simulator Ns-3 are research
and instruction. Ns-3 is open-source software that is free to use, create, and study
under the terms of the GNU GPLv2 license. The ns-3 project aims to provide a
preferred, open simulation environment for networking research. It should be in line
with the simulation requirements of contemporary networking research and should

promote peer review, community participation, and software validation.
4.3. System Model and Design Details

The virtual lab environment consists of

1. Ubuntu 16.04 desktop.

2. NS-allinone-3.26 (a discrete-event network simulator)

3. NetAnime 3.107 (an offline animator based on the Qt toolkit. Used to
animate a previously executed simulation using an XML trace file generated
during a simulation)

4. Visualizer (Built-in tool comes with NS to visualize the simulation)

Using a Windows 10 host machine we installed VMware Workstation Player
(Which is a level-2 Hypervisor) 1

* VVMware Workstation Player

« Next we created a virtual machine to install Ubuntu 16.04 desktop using an
ISO downloaded from https://releases.ubuntu.com/16.04/

« After the typical initial Ubuntu setup we now have a Linux system ready to
install NS-3.

* Opening aterminal (Ctrl+Alt+T)

1. NS-3.26 prerequisites installation:
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We will apply the next commands to install the required packages

which are needed to install NS-3.

[ sudo apt update (Updates the package information from all configured

sources)

(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
[1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
[1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install

-y g+t

-y python3

-y cmake

-y python3-dev

-y pkg-config

-y sglite3

-y python3-setuptools
-y git

—y qtbase5-dev

-y gtchooser

-y gt5-gmake

-y gtbase5-dev-tools
-y qt5-default

-y girl.2-goocanvas-2.0
-y python3-gi

~y python3-gi-cairo

-y python3-pygraphviz
-y girl.2-gtk-3.0

-y ipython3

-y python-pygraphviz
-y python-kiwi

-y python-pygoocanvas
-y libgoocanvas-dev
-y ipython

-y openmpi-bin

-y openmpi-common
-y openmpi-doc

-y libopenmpi-dev
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(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
[1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
[1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install
(1 sudo apt install
[J sudo apt install
(1 sudo apt install
(1 sudo apt install

(1 sudo apt install

[J sudo apt install

-y autoconf
—Yy CVs
-y bzr
—y unrar
-y gdb
-y valgrind
-y uncrustify
-y doxygen
-y graphviz
-y imagemagick
-y texlive
-y texlive-extra-utils
-y texlive-latex-extra
-y texlive-font-utils
-y dvipng
-y latexmk
-y python3-sphinx
-y dia
-y gsl-bin
-y libgsl-dev
-y libgsl-dbg
-y tcpdump
-y sqlite
-y libsglite3-dev
-y libxml2
-y libxml2-dev
-y libc6-dev libc6-dev-i386 libclang-dev llvm-dev

automake python3-pip python3 —m

(Her we are installing more than one package per step, we can apply this

to the above commands and combine all the steps within one command)

[J sudo apt install
(1 sudo apt install

-y python-pip
-y cxxfilt
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(1 sudo apt install —y libgtk-3-dev
(1 sudo apt install —y vtun Ixc uml-utilities
) sudo apt install —y libxmI2 libxml2-dev libboost-all-dev
(1 sudo apt install —y mercurial
(1 sudo apt install —y castxml
(1 sudo apt install —y p7zip-full
[J sudo apt install —y libgcrypt20-dev
2. Download ns-allinone-3.26 tar ball from
https://www.nsnam.org/releases/ns-3-26/download/
(1 This will download ns-allinone-3.26.tar.bz2
(1 Extracting the files will give us the ns-allinone-3.26 folder
[1 Within this folder we will execute the following commands in a
Terminal Window (We can open a Terminal by Right-clicking and choosing
Open Terminal here). (These commands will build NS3)
+ ./build.py --enable-examples --enable-tests
 cd ns-3.26 (To enter /ns-3.26 folder)

« after this step we should see the following

e Modules built:

e antenna aodv applications

e bridge buildings config-store

* core csma csma-layout

* dsdv dsr energy

* fd-net-device flow-monitor internet

* internet-apps lr-wpan lte

* mesh mobility mpi

* netanim (no Python) network nix-vector-
routing

e olsr openflow (no Python) point-to-point

point-to-point-layout

spectrum
test (no Python)
uan

wave

Modules not built

propagation

stats
topology-read
virtual-net-device

wifi
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tap-bridge
traffic-control
visualizer

wimax

(see ns-3 tutorial for explanation):



e brite click

* ./waf --run hello-simulator

* Jwaf

+ .Jwaf clean

o .Jwaf --run first --vis (Runs the 1st tutorial with Visualizer (--viz

option) to make sure everything is working as intended)

4.3.1. Coding the TCP Protocol

Now we can create our own code, which consists of 3 moving points (cars), and

we use the TCP protocol, and | will break down the code and explain it in detail

Finclude " applications —module. h"
Finclude core-module . h"
Finclude " internet-module. h"
Finclude mobility-module.h"
Finclude " network-module . h""

Finclude - wifFi-module. h"
Finclude " ssid.h"

Finclude - yvans - wifi-helper.h-
FinclLude netanim-module . h"

We will add the headers shown above these are the standard stuff Like
NETANIME header so we can generate the xml trace files, yans-wifi-helper header

so we can add wireless devices to our simulation and so on.

int
main{(int argc, char *=argwvl[])
i
uint32 t paylLoadSize
std: :string dataRate

std: :string tcpVariant il g tTecpNewReno ;
std: :string phyRate = -

double simulationTime = =

bool pcapTracing = TfTalse;
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Here we will define globally the Transport layer payload size in bytes,
Application layer data rate. The TCP variant type, Physical layer bitrate, Simulation

time in seconds and PCAP Tracing is enabled or not.

CommandLine cmd;

cmd. Addvalue ("pa ize", "Payload size in bytes", payloadSize);

cmd. Addvalue at , "A

cmd. AddValue ("tcy use: ahoe, Reno pNewRe CpWestwood pWest Plus ", tcpVariant);

cmd.AddValue ("pl

cmd. Addvalue ("simula in s , simulationTime);
cmd.AddValue ("pcap", ble PCAP Tracing", pcapTracing);

cmd.Parse (argc, argv);

And these are the Command line argument parser setup that will be used in our
code

Config::SetDefault ("
Config::SetDefault (

We will not allow fragmentation and (RTS (Request to send) and CTS (Clear to

Send) flow control signals)

Config::SetDefault ("ns3 ket::SegmentSize", UintegerValue (payloadSize));

WifiMacHelper wifiMac;
WifiHelper wifiHelper;
wifiHelper.SetStandard (WIFI PHY STANDARD 806211n 5GHZ);

Here we will setup the Wi-Fi options for out devices and what Wi-Fi standard

the nodes will use.

NodeContainer networkNodes;
networkNodes.Create (-);

Ptr<Node> apwifiNode = networkNodes.Get (0);
Ptr<Node> staWifiNodel = networkNodes.Get (

= ) ;
Ptr<Node> staWifiNode2 = networkNodes.Get () ;

Adding nodes (devices) to our network.
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YansWifiPhyHelper wifiPhy = YansWifiPhyHelper::Default ();
wifiPhy. Setchannel (wifiChannel.Create ());

wifiPhy.Set y DoubleValue ( ));
wifiPhy.Set r DoubleValue ( ));
wifiPhy.Set er ", UintegerValue (1));
wifiPhy.Set 5ain”, DoubleValue (0));

wifiPhy.Set 2in", DoubleValue (0));

wifiPhy.Set Noi ", DoubleValue (10));
wifiPhy.Set aMode hold", DoubleValue (-79));
wifiPhy.Set 1 z ] DoubleValue
wifiPhy. SetErrorRateModeL (" 3 L")
wifiHelper.SetRemoteStationManager ( 3::ConstantRateWifiManager
: , StrlngVaLue (phyRate)

Adding the Setup Physical Layer parameters of our wifi interfaces, tx/rx power,

antenna gains, noise and so on.

Ssid ssid = Ssid
wifiMac.SetType ( : ApW
d", SSLdValue (ssid));

NetDeviceContainer apDevice;
apDevice = wifiHelper.Install (wifiPhy, wifiMac, apWifiNode) ;

; 551dVaLue (ssid)) ;]

NetDeviceContainer staDevicesl, staDevices2;
staDevicesl = wifiHelper.Install (wifiPhy, wifiMac, staWifiNodel);
staDevices?2 wifiHelper.Install (wifiPhy, wifiMac, staWifiNode2);

Now adding the stations
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MobilityHelper mobility;
Ptr<ListPositionAllocator> positionAlloc = CreateObject<ListPositionAllocator> ();
positionAlloc->Add (Vector ( )
positionAlloc->Add (Vector (1.0,
mobility.SetPositionAllocator ("ns3::Gri
DoubleValue ( ),

DoubleValue (
DoubleValue (
th", UintegerValue

e", StringValue (
mobility.SetMobilityModel (' 1d bilityModel",
"Bounds", RectangleValue (Rectangle (- , -100,
mobility.Install (staWifiNodel);
mobility.Install (staW1f1Node2)
mobility.SetMobilityModel ("n ConstantPositionMobilit
mobility.Install (apWifiNode);

Using the mobilityhelper we are adding the coordinates to our wireless ap and
stations using the random walk ns3 module

As we know we are having a wireless nodes logically these nodes are not
stationary thus we need to add coordinates to where these nodes are and how they
move, so using the mobilityhelper we will add these coordinates to the wireless ap

and the stations using the random walk ns3 module

InternetStackHelper stack;

stack.Install (networkNodes) ;
Ipv4AddressHelper address,

address.SetBase (' | .1.€ E
Ipv4InterfaceContalner apInterface;
apInterface = address.Assign (apDevice);
Ipvd4InterfaceContainer stalInterfTace;
staInterface = address.Assign (staDevicesl);
staInterface address.Assign (staDevices2);

Using internetstackhelper we will give the subnet mask and the IP addresses to

our devices.

On0ffHelper serverl ("ns3:: e /", (InetSocketAddress (apInterface.GetAddress (
serverl.SetAttribute ("P , UlntegerValue (payloadSize));

serverl.SetAttribute ("OnTime", StringValue ("n 1tRando ia 11"));
serverl.SetAttribute ("C ", StringValue (' dom =0]"))
serverl.SetAttribute ("DataRate", DataRateValue (DataRate (dataRate)));
ApplicationContainer serverAppl = serverl.Install (staWifiNodel);

On0ffHelper server2 ("ns3:: Factory", (InetSocketAddress (apInterface.GetAddress (0)
server2.SetAttribute ("P , UintegerValue (payloadSize));

server2.SetAttribute ("OnTime", StringValue ("n t=1]1"));
server2.SetAttribute ("C StringValue ("ns3::C antRandomVariable tant=01"))
server2.SetAttribute ("Dz =", DataRateValue (

ApplicationContainer serverAppZ = server2.Install (stawifiNode2);
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Now adding TCP/UDP Transmitter to our stations.

Simulator::Stop (Seconds (simulationTime + 1));
Simulator::Run ();
Simulator::Destroy ();

double averageThroughput = ((sink->GetTotalRx() * &) / ( * simulationTime));
if (averageThroughput < 59)
{

NS LOG ERROR ("Obtained throughput is not in the expected boundaries!");
exit (1);
}
std::cout << "\nAverage throughtput: " << averageThroughput << " Mbit/s" << std::endl;
return 0;

Now we are starting the simulation.

4.3.2. Results for TCP code

t
b2 !
- |
60 50 100 150 200
| i | i
Zoom: |1.000 || Speed: 1.000 |: Time: 0.000000 s Snapshot Shell Simulate (F3)
P> Advanced

Figure IV.2 The picture shows the creation of three points.
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Figure I1V.3 Transmission exchange between moving points.
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Figure IV.4 Continuity of transmission and movement of points.
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Figure IV.5 Move the point away from the point of transmission.

™S @ sura@sura-virtual-machine; ~/ns-allinone-3.26/ns-3.26

[2619/2631] Linking bu

292.987 Mbit/s
53,5808 Mbit/s
51.9322 Mbit/s
56.8781 Mbit/s
49.577 Mbit/s
46.9862 Mbit/s
45.3376 Mbit/s
51.2256 Mbit/s
46.633 Mbit/s
51.6966 Mbit/s
36.8589 Mbit/s
41.687 Mbit/s
54,5229 Mbit/s
32.5018 Mbit/s
46.8685 Mbit/s
57.2314 Mbit/s
.7507 Mbit/s
.9322 Mbit/s
.465 Mbit/s
.6253 Mbit/s
.2816 Mbit/s
.216 Mbit/s
.8704 Mbit/s
47.9283 Mbit/s
51.4611 Mbit/s
52.521 Mbit/s
49.1059 Mbit/s
52.521 Mbit/s
56.407 Mbit/s

[
]

[T

UJ‘-\IO\LJJ”'\J:-WI\JI—‘"
L
®r wr ws o ws o me mr we wa o ws

CD‘-JO\U’\-JJH—WI\JHHKO
L

mwmwmun

(%]
wmwowmwn v oW wowmowmn
sr wr we ms o ww o me we ws ws

1.
1.
1.
1.
1.
1.
1.
1.
1.
2

2.
2.
2.
2.
2.
2.
2.
2.
2.
3

3.
3.
3.
3.
3.
3
3.
3.
3.

o
w

Average throughtput: 56.6897 Mbit/s
sura@sura-virtual-machine:~/ns-allinon

Figure 1V.6 Size of transmission, the time of transmission, and the transmission rate.
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Figure IV.7 Changes after the node moves away from the transmitter.

4.3.3. Coding MPTCP protocol

For the MultiPath-TCP simulations a custom built NS3 version is used which is
found at https://github.com/mkheirkhah

These builds are customized to implement MP-TCP which is not supported in

vanilla version of NS3 by default, then we will customize the codes provided with

these builds to demonstrate our intended simulations.

o https://github.com/mkheirkhah/mptcp

git clone https://github.com/mkheirkhah/mptcp.git (To download the

costume built NS3 which supports MP-TCP (Multipath-TCP
Implementation))

within the root of mptcp we issue the following command
CXXFLAGS="-Wall" ./waf configure build (To build this version)
then
Jwaf --run "mptcp” to run the simulation for this MP-TCP
Implementation before our code customization to make sure everything

is in order.

Then | created another code for MPTCP
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using namespace ns3;
using namespace std;
NS LOG COMPONENT_DEFINE ("EcmpExample");

int
main (int argc, char *argv[])
{
uint32_t ecmpMode = 3;
uint32_t socket = 1;

LogComponentEnable("Ipv4GlobalRouting", LOG DEBUG);
LogComponentEnable("Ipv4GlobalRouting"”, LOG_ERROR);
LogComponentEnable("EcmpExample", LOG_ALL);

switch (ecmpMode)

case 0:
break;

case 1:
Config::SetDefault ("ns3::Ipv4GlobalRouting::EcmpMode", StringValue ("ECMP_RANDOM"));
break;

case 2:
Config::SetDefault ("ns3::Ipv4GlobalRouting::EcmpMode", StringValue ("ECMP HASH"));
break;

case 3:
Config::SetDefault ("ns3::Ipv4GlobalRouting::EcmpMode", StringValue ("ECMP RoundRobin"));
break;

default:
NS_FATAL_ERROR ("Illegal command value for EcmpMode: " << ecmpMode);
break;

Number of cases and so determine the path of the transmitter

NS LOG _INFO ("Create nodes.");
NodeContainer c;
c.Create (4);

NodeContainer n0nl
NodeContainer n0On2

NodeContainer (c.Get (0), c.Get (1));
NodeContainer (c.Get (0), c.Get (2));

NodeContainer nln3 = NodeContainer (c.Get (1), c.Get (3));
NodeContainer n2n3 NodeContainer (c.Get (2), c.Get (3));

Create four nodes

//int x = 0;
int y = 0;
for (uint32_t i = 0; i < c.GetN(); i++)
{
Ptr<ConstantPositionMobilityModel> loc = CreateObject<ConstantPositionMobilityModel>();
c.Get(1i)->AggregatelObject(loc);

if (i == 0)
loc->SetPosition(Vector(1l, 5, 0));
else if (i == 1 || 1 == 2 )
{
y += 2;

loc->SetPosition(Vector (10, vy, 0));

else if (i == 3)
loc->SetPosition(Vector(23, 5, 0));

Give a location for each nodes
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NS LOG INFO ("Create channels.");

PointToPointHelper p2pl;

p2pl.SetDeviceAttribute ("DataRate", StringValue ("10Mbps"));
p2pl.SetChannelAttribute ("Delay", StringValue ("3ms"));

PointToPointHelper p2p2;

p2p2.SetDeviceAttribute ("DataRate", StringValue ("10Mbps"));
p2p2.SetChannelAttribute ("Delay", StringValue ("1ms"));

Create communication channels and determine the amount of data transmitted
in each channel

NetDeviceContainer d0dl = p2pl.Install (nOnl);
NetDeviceContainer d0d2 p2p2.Install (nOn2);

NetDeviceContainer dld3 = p2pl.Install (nln3);
NetDeviceContainer d2d3 p2p2.Install (n2n3);

Determine each node connected with any other node

NS LOG_INFO ("Assign IP Addresses.");
Ipv4AddressHelper ipv4;

ipv4.SetBase ("10.0.1.0", "255.255.255.0");
ipv4.Assign (dOdl);

ipv4.SetBase ("10.0.2.0", "255.255.255.0");
ipv4.Assign (d0d2);

ipv4.SetBase ("10.1.3.0", "255.255.255.0");
ipv4.Assign (dld3);
ipv4.SetBase ("10.2.3.0", "255.255.255.0");
ipv4.Assign (d2d3);

Give an address to each node by distributing the IP
NS _LOG_INFO ("Create Applications.");

uintl6_t port = 1500;
BulkSendHelper source("ns3::TcpSocketFactory", InetSocketAddress(Ipv4Address("10.2.3.3"), port));
ApplicationContainer sourceApps;
for (uint32_t i = 0; i < 2; i++)
sourceApps.Add(source.Install(c.Get(0)));
sourceApps.Start(Seconds(0.0));
sourceApps.Stop(Seconds(3.0));
PacketSinkHelper sink("ns3::TcpSocketFactory", InetSocketAddress(Ipv4Address::GetAny(), port));

ApplicationContainer sinkApps = sink.Install(c.Get(3));
}
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AnimationInterface anim("mptcpfa");
anim.SetMaxPktsPerTraceFile(100000000);

for (uint32_t i = 1;
anim.UpdateNodeColor(c.Get(i), 0O,

i< 4;

i++)

anim.EnablePacketMetadata(true);

NS LOG INFO ("Run Simulation.");
Simulator::Run ();

Simulator::Destroy ();
NS_LOG_INFO("Simulation is ended!");

}

Complete the code and run it

4.3.4, Results for MPTCP code

128,

0);

NetAnim

Animator Stats = Packets

IP-MAC

: O simTime

Node:0

1P:10.0.1.1
MAC:00:00:00:00:00:01
Other Node:1

Other IP:10.0.1.2

Otfher MAC:00:00:00:00:00:02
Info:

Node:2

1P:10.0.2.2
MAC:00:00:00:00:00:04
Other Node:0

Other IP:10.0.2.1

Othef MAC:00:00:00:00:00:03
Info:

-Font Size \¥ |

Node:0

1P:10.0.2.1
MAC:00:00:00:00:00:03
Other Node:2

Other IP:10.0.2.2

Otfher MAC:00:00:00:00:00:04
Info:

Node:2

1P:10.2.3.1
MAC:00:00:00:00:00:07

Other Node:3

Other [P:10.2.3.2

O%her MAC:00:00:00:00:00:08
Info:

Nodes 0:1:2

Node:1

1P:10.0.1.2
MAC:00:00:00:00:00:02
Other Node:0

Other IP:10.0.1.1

Other MAC:00:00:00:00:00:01
Info:

Node:3

1P:10.1.3.2
MAC:00:00:00:00:00:06
Other Node:1

Other IP:10.1.3.1

Ogher MAC:00:00:00:00:00:05
Info:

Node:1

1P:10.1.3.1
MAC:00:00:00:00:00:05
Other Node:3

Other IP:10.1.3.2

Other MAC:00:00:00:00:00:06
Info:

Node:3

1P:10.2.3.2
MAC:00:00:00:00:00:08
Other Node:2

Other IP:10.2.3.1

Oi’her MAC:00:00:00:00:00:07
Info:

Figure 1V.8 Information about each node in the code (4 nodes).
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Figure 1V.12 Information about packages between nodes.

8

After the success of the code using four points, we increase the points and tracks
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NS LOG INFO ("Create

NodeContainer
c.Create (8);

NodeContainer
NodeContainer
NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

c;

n@nl
n@n2
nOn3
nOn4

nlnS
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n4n5
n4n6

n5n7
nén7

nodes.");

NodeContainer
NodeContainer
NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NodeContainer
NodeContainer

NS _LOG_INFO ("Create channels.");

PointToPointHelper

p2p;

Get
Get
Get
Get

(c.
(c.
(c.
(c.

Get
Get

(c.
(c.

Get
Get

(c.
(c.

Get
Get

(c.
(c.

Get
Get

(c.
(c.

Get
Get

(c.
(c.

(0),
(0),
(0),
(0),

O 0060

.Get
.Get
.Get
.Get

c.Get
c.Get

.Get
.Get

c.Get
c.Get

(g}

(@]

.Get
.Get

.Get
.Get

p2p.SetDeviceAttribute ("DataRate", StringValue ("1GMbps"));
p2p.SetChannelAttribute ("Delay", StringValue ("1lms"));

NetDeviceContainer
NetDeviceContainer
NetDeviceContainer
NetDeviceContainer

NetDeviceContainer
NetDeviceContainer

NetDeviceContainer
NetDeviceContainer

NetDeviceContainer
NetDeviceContainer

NetDeviceContainer
NetDeviceContainer

NetDeviceContainer
NetDeviceContainer

dodl
dod2
dod3
dod4

dld5
dld6

d2d5
d2d6

d3d5
d3d6

d4d5
d4dé

d5d7
deéd?

p2p.
p2p.
p2p.
p2p.

p2p.
p2p.

p2p.
p2p.

p2p.
p2p.

p2p.
p2p.

p2p.
p2p.

Install
Install
Install
Install

Install
Install

Install
Install

Install
Install

Install
Install

Install
Install
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(nOnl);
(nOn2);
(n@n3);
(nbn4d);

(nln5);
(nln6);

(n2n5);
(n2n6) ;

(n3n5);
(n3n6) ;

(ndn5);
(n4n6) ;

(n5n7);
(n6bn7);



NS LOG INFO ("Assign IP Addresses.");
Ipvd4AddressHelper ipv4d;

ipv4.SetBase ("10.0.1.0", "255.255.255.0"):
ipv4.Assign (dedl);

ipv4.SetBase ("10.0.2.0", "255.255.255.0");
ipv4.Assign (dod2);

ipv4.SetBase ("10.0.3.0", "255.255.255.0");
ipv4.Assign (dod3);

ipv4.SetBase ("10.0.4.0", "255.255.255.0");
ipv4.Assign (dod4);

ipv4.5etBase ("10.1.5.0", "255.255.255.0");
ipvd.Assign (d1ld5);
ipv4.SetBase ("10.1.6.0", "255.255.255.0");
ipvd.Assign (d1ldeé) ;

ipv4.SetBase ("10.2.5.0", "255.255.255.0");
ipv4.Assign (d2d5);
ipv4.SetBase ("10.2.6.0", "255.255.255.0");
ipv4.Assign (d2d6);

ipv4.SetBase("10.3.5.0", "255.255.255.0");
ipv4.Assign(d3d5);
ipv4.5etBase("10.3.6.0", "255.255.255.0");
ipvd.Assign(d3d6) ;

ipv4.SetBase("10.4.5.0", "255.255.255.0");
ipvd.Assign(d4d5);
ipv4.SetBase("10.4.6.0", "255.255.255.0");
ipv4.Assign(d4de) ;

ipv4.SetBase("10.5.7.0", "255.255.255.0");
ipv4.Assign(d5d7);
ipv4.SetBase("10.6.7.0", "255.255.255.0");
ipv4.Assign(d6ed7);

Animator | Stats Packets
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Figure 1V.13 Information about each node in the code (8 nodes).

88



Animator, Stats Packets

O & P pausen 65535 fast e | slow  Simtime l ¥ Uoes|0 . Nodesze1 | P MAC T

» v

-

Asp

o

mﬁgy‘{o = .2 N )
,0‘ SS;,O A=Q ‘
o

Figure IV.14 Increase the number of points and transmitter tracks.
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Figure IV.15 Send packages using the four track.
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Figure 1V.16 The transmission of the package through the nodes to reach the desired

node.
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Figure IVV.17 Increase the possibility of choosing more than one path in order to

increase the number of possible paths.
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V. CONCLUSION AND RECOMMENDATIONS

5.1. Conclusion

The ever-increasing volume of traffic that moves through the Internet, in
addition to the ultimate objective of providing an even better experience to its
customers, necessitates the need for ever-increasing enhancements to the manner in
which data is sent from one end host to the next. The Multipath Transmission
Control Protocol (TCP) makes an effort to address this by using the accessible
multiple pathways in the most effective manner possible. Users gain from Multipath
TCP because it is able to pool the resources among various channels, thus enhancing
the transmission's throughput capacity. This is an advantage for users. It also makes
it possible to have improved resilience against connection failures by allowing traffic
to be rerouted from one path to another in the event that one of the paths becomes
unavailable. Nevertheless, making effective use of these many connections continues
to be a difficulty for Multipath TCP. We have used the simulation program to create
an environment that describes traffic for a group of vehicles on certain roads that
transmit information about roads, accidents, or congestion between them using the
TSP protocol, and about the problems that have been found in terms of loss of
communication or congestion in data transfer. We note in the results of the thesis in
The first code that used the TSP protocol was the first problem that we encountered
when moving and moving away, the vehicle loses contact due to the distance, and it
IS not possible to increase the transmission range by increasing the energy in the
emitter in each vehicle in terms of the exaggerated material cost

1- To find a solution to the problems of interruption of transmission, packet

loss, or slow reception, we created another environment to create the
MPTCP protocol by creating two nodes that contain two separate tracks for
transmission. In this case, it is possible to transfer information using one or
both tracks , and .This makes the transmission more reliable and protected
from interruption or packet loss, as if one of the two paths has stopped
working due to congestion or any other malfunction, information can be

received from the other track.
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2- The process of developing TCP to MPTCP by using a number of additional
paths using a code by creating a number of nodes (vehicles) as found in the
results. Two nodes appear between which there are two tracks for
transmission, each track is configured to transfer data accurately

3- In order to obtain a greater number of tracks, the top of the increase is the
number of nodes in the code and transmission channels to obtain a greater
possibility of choosing more reliable and less congested tracks, simulating
the increase in the number of vehicles in the streets, which makes the

transmission of information faster and for wider distances.

5.2. Recommendations

The accomplishment of this endeavor might serve as a solid foundation and
point of reference for what lies ahead. In addition to this, the usage of apps in
wireless communications technology may become more widespread as a result. The
following are some ideas that may be considered for enhancing the functionality of
this system in order to make it more useful in the years to come:

1- We can work on the code in a more advanced way to make the transmission
channels work more efficiently, and that is a procession of the development
of what is happening in ns3.

2- Reduce the delay time on each path in the network.

3- Increase the tracks by increasing the number of points represented by the
vehicle.

4- The possibility of making each vehicle a new transmission point to

strengthen the signal.
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