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Bu calismada amag, banka miisterilerinin bekleme siirelerinin tahmini i¢in yapay sinir
aglar1 yonteminin kullaniminin arastirilmasidir. Bu amag¢ dogrultusunda yapay sinir
aglar genel hatlariyla tanitilmis olup, yapilari incelenmistir. Yapay sinir aglarinin temel
o0grenme kurallart agiklanmis, bir banka subesinde toplanan veriler kullanilarak subeye
gelen miisterilerin tahmini bekleme siirelerinin elde edilmesinde yapay sinir aglarinin

uygulamasi gergeklestirilmistir.
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The aim in this study is to explore the use of artificial neural networks for the estimation
of bank customer waiting time. For this purpose, artificial neural networks were
introduced in general terms, and their structures were investigated. Basic learning rules
of artificial neural networks were explained and they were applied for the estimation of

a bank’s customers’ waiting times by using the data obtained from the bank.
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1. GIRIS

1.1. Yapay Sinir Aglar:

Yapay Sinir Aglar1 (YSA), beynin fizyolojisinden yararlanilarak olusturulan bilgi
isleme modelleridir. Yapay sinir aglari, basit biyolojik sinir sisteminin ¢aligma seklini
simiile etmek i¢in tasarlanan programlardir (Yurtoglu 2005). Ayrica, yapay sinir aglari
icin genel bir tanim vermek gerekirse; “Yapay sinir aglari, en kisa ve basit bir sekilde,
bir Ornek kiimesi yardimiyla parametrelerin uyarlanabilmesini saglayacak bir
matematiksel formiil i¢in yazilan bilgisayar programi” olarak tanimlanabilir (Ers6z vd.

2008).

Literatiirde yiizden fazla yapay sinir ag1 modeli vardir. Baz1 bilim adamlari, beynin
gliclii diistinme, hatirlama ve problem c¢ozme yeteneklerini bilgisayara aktarmaya
calismislardir. Bazi arastirmacilar ise, beynin fonksiyonlarini kismen yerine getiren

model olusturma konusunda ¢aligmalarda bulunmuslardir.

Yapay sinir aglarinin 6grenme Ozelligi, arastirmacilarin dikkatini ¢eken en Onemli
Ozelliklerden birisidir. Ciinkii herhangi bir olay hakkinda girdi ve c¢iktilar arasindaki
iliskiyi, dogrusal olsun veya olmasin, elde bulunan mevcut 6rneklerden 6grenerek daha
once hi¢ goriilmemis olaylari, onceki oOrneklerden cagrisim yaparak ilgili olaya
coziimler tiretebilme 6zelligi yapay sinir aglarindaki zeki davranisin da temelini teskil

eder.

1943 yilinda bir norobiyolojist olan Warren McCulloch ve bir istatistik¢i olan Walter
Pitts, “Sinir Aktivitesindeki Diislincelere Ait Bir Mantiksal Hesap” baslikli bir makale
ile ilk dijital bilgisayarlara 151k tutmustur. John Von Neumann bu makaleyi, “elektronik
beyinler” i¢in bir kopya olarak goérmiistiir. Yapay zeka alanindaki arastirmacilar
icerisinde istisnai bir yeri olan Marvin Minsky, bu makaleden aldig1 ilhamla

makroskobik zeka fikrini ortaya atmis ve uzman sistemlerin dogmasina neden olmustur.



Bronx Yiiksek Bilim Okulu’'ndan Frank Rosenblatt, goziin hesaplamalar ile
ilgilenmistir. Bu bilim adamlari, 6grenmenin ve zekanin herhangi bir 6zelliginin
simiilasyonunda bilgisayarlarin aktif olarak nasil kullanilabilecegini, 1956 yilinda

diizenlemis olduklar1 ilk yapay zeka konferansinda tartismislardir.

1959°da, Stanford tniversitesinden Bernard Widrow, basit noron benzeri elemanlara
dayanan ve “ADALINE” (Adaptive Linear Neuron) olarak adlandirilan bir adaptif
lineer eleman gelistirmistir. ADALINE ve iki tabakali bicimi olan “MADALINE”
(Multiple Adaline); ses tanima, karakter tanima, hava tahmini ve adaptif kontrol gibi
cok cesitli uygulamalar i¢in kullanilmistir. Daha sonralart ADALINE, ayrik bir ¢ikis
yerine siirekli bir ¢ikis liretmek i¢in gelistirilmistir. Widrow, telefon hatlar1 tizerindeki
ekolar1 elimine etmeye yarayan adaptif filtreleri gelistirmede, adaptif lineer eleman
algoritmasin1 kullanmistir. Bununla ilk defa yapay sinir aglari, gercek bir probleme

uygulanmustir.

Helsinki Teknik Universitesi’nden Teuvo Kohonen, 1970’lerin ilk yillarinda adaptif
O0grenme ve birlesik hafizalar {lizerine temel calismalar yapmis ve bu caligmalar ile

danigsmansiz 6grenme metotlarinin gelismesine 151k tutmustur.

Minsky ve Papert’in Perseptron isimli kitaplarinda, yapay sinir aglarinin temel olarak
ilgi ¢ekici konular olmadigini belirtmeleri, birgok arastirmacinin bu alanda ¢alismaktan
vazgegmelerine sebebiyet vermistir. YSA konusunda ¢aligmaya devam eden Grossberg,
yapay sinir aglar1 modellerini yapilandirmak i¢in noérolojik verinin kullanilmasi, alg1 ve
hafiza icin yapay sinir aglar1 tabanli mekanizmalarin Onerilmesi, belirgin esitliklerle

biitlinlesen bir sinaptik model i¢in, iligskilendirici bir kural tizerinde ¢aligmistir.

1982 yilinda ilgi ¢eken bir baska gelisme, molekiiler biyolojiden beyin kuramciligina
gecis yapan bir model, Caltech fizik¢isi Hopfield tarafindan sunulmustur. Kendi adiyla
anilan bir ag yapist mevcuttur ve birgok alana uygulanmistir. 1987 yilinda yapilan ilk

yapay sinir aglari sempozyumundan sonra, yapay sinir aglar1 uygulamalar



yayginlagmistir. Gliniimiizde, yapay sinir aglari ile ilgili aragtirmalar yapan ¢ok sayida

bilim adami ve aragtirma gruplar1 vardir (Aksungur 2009).

Bu calismada yapay sinir aglarinin tahmin 06zelligi, bir banka miisterisinin giin,
bekleyen kisi sayisi, kartli veya kartsiz olma, bireysel ya da sirket miisterisi olma

durumlarina gore ne kadar siire bekleyeceginin 6ngoriilmesinde kullanilmistir.



2. KURAMSAL TEMELLER

2.1. Yapay Sinir Aglarimin Genel Ozellikleri

Cok degisik amaglar icin ¢ok sayida sinir ag1 gelistirilmistir. Yapisi, caligmasi ve islem
prensibi bakimindan farklilik gostermekle birlikte bazi Ozellikleri ortaktir. Genel
anlamda YSA tiimiiyle birbirine baglantili pek ¢ok sayida sinyal ya da bilgi isleme

birimlerinden olusmus bir hesaplama sistemidir ve asagidaki 6zelliklere sahiptir.

a. Paralel calisma: Yapay sinir aglarinda tiim islem elemanlar1 es zamanl ¢alistiklar

i¢in ¢ok hizli ¢ikt1 iiretirler.

b. Dogrusal olmama: YSA’nin temel islem elemani olan hiicre dogrusal degildir.
Dolayisiyla hiicrelerin birlesmesinden meydana gelen YSA da dogrusal degildir ve bu
Ozellik tiim aga yayilmis durumdadir. Bu 6zelligi ile YSA, dogrusal olmayan karmasik

problemlere ¢6ziim getirmektedir.

c. Genelleme: YSA, ilgilendigi problemi o6grendikten sonra egitim sirasinda
karsilagsmadig1 test Ornekleri ig¢in de belirtilen tepkiyi iiretme kabiliyetine sahiptir.
Ornegin, karakter tanima amaciyla egitilmis bir YSA, bozuk karakter girislerinde de
dogru karakteri verir. Egitilmis bir aga girisin sadece bir kismi verilse bile, ag hafizadan
bu girise en yakinini segerek tam bir giris verisi aliyormus gibi kabul eder ve buna
uygun bir c¢ikis degeri {iiretir. Veri YSA’ya, eksik, bozuk veya daha Once hig
karsilasmadigr sekilde verilse bile, ag kabul edilebilir en uygun ¢ikisi iiretecektir. Bu

ozellik agin genellestirme 6zelligidir (Yildiz 2006).

Yapay sinir aglarinin hesaplama ve bilgi isleme giiciinii, paralel dagilmis yapisindan,
Ogrenebilme ve genelleme yeteneginden aldigi sdylenebilir. Genelleme, egitim ya da

O0grenme siirecinde karsilasilmayan girisler i¢in de yapay sinir aginin uygun tepkileri



iiretmesi olarak tanimlanir. Bu iistiin 6zellikleri, yapay sinir aginin karmasik problemleri

¢cozebilme yetenegini gosterir (Ergezer 2003).

d. Ogrenme: Yapay sinir aglar1 insan zekasi gibi orneklerle egitilirler. Egitme
algoritmalar1 YSA’nin ayrilmaz bir pargasidir. Egitme algoritmasi eldeki problemin
Ozelligine gore 6grenme kuralint YSA’na nasil adapte edecegimizi belirtir. Aglar ne
kadar cok ornekle egitilirse problem iizerindeki teshisi o kadar dogru olur (Kagar
Durmus ve Meri¢ 2005). Olaylar1 6grenerek benzer olaylar karsisinda benzer kararlar
vermeye caligirlar. Boylelikle kendisine gosterilen orneklerden genellemeler yaparak

daha 6nce gormedigi ornekler hakkinda bilgiler iiretebilirler.

e. Bilginin saklanmasi: YSA’larda bilgi agin baglantilarinda saklanmaktadir. Diger

programlarda ise bir veri tabaninda ya da programin igerisinde gémiilii olarak bulunur.

f. Hata toleransi: YSA’lar, ¢ok sayida islemci elemanlarin baglantisinin paralel
dagilmis oldugu bir yapiya sahiptir ve agin sahip oldugu bilgi, agdaki tiim baglantilara
dagilmistir. Giris verisinde bulunabilecek herhangi bir giiriiltii, biitiin agirliklar iizerine
dagitildigindan dolay1, giiriiltii etkisi tolere edilebilir. Giriglerde eksik bir bilgi sistemin
tamaminin c¢alismasini engellemez. Geleneksel yontemlere gore hatayir tolere etme

yetenekleri daha fazladir.

g. Uyarlanabilirlik: YSA agirliklari, uygulanan probleme gore degistirilir. Yani, belirli
bir problemi ¢ézmek amaciyla egitilen YSA, problemdeki degisimlere gore tekrar
egitilebilir. Degisimler devamli ise ger¢ek zamanda da egitime devam edilebilir. Bu
ozelligi ile YSA, uyarlamali 6rnek tanima, isaret isleme, sistem tanimlama ve denetim

gibi alanlarda etkin olarak kullanilir.

h. Kendi iliskisini olusturma: Yapay sinir aglar1 verilere gore kendi iligkilerini kendisi

olusturabilir. Biinyesinde sabit bir denklem igermez.



i. Sinirsiz sayida degisken ve parametre kullanimi: Yapay sinir aglar1 sinirsiz sayida
degisken ve parametre ile caligabilir. Bu sayede ¢ok basarili tahmin ve genel ¢ozlimler

uretebilmektedir.

j. Algillamaya yonelik olaylarda kullamlabilirlik: Yapay sinir aglart daha ¢ok
algilamaya doniik bilgileri islemede kullanilirlar. Bilgiye dayali islemlerde genellikle
uzman sistemler kullanilir. Bazi durumlarda bu iki sistem birlestirilerek daha basarili
sonuglar iireten bir sistem elde edilebilir. Sekil 2.1°’de uzman sistemler ile yapay sinir

aglarinin karsilastirilmasi yapilmistir.

Karakteristik Uzman Sistemler | Yapay Sinir Aglan
Yaklasun Sembolik Sayisal
Nedensellik Mantiksal Iliskisel
Operasyon Mekanik Biyolojik, dogaya uygun
Aciklama Miimkiin Miimkiin degil
Islem Swrali Paralel
Sistem Kapali Kendi kendine ayarlanabilir
Dogrulama ve
Yavas Hizh
onaylama
Neyle siirtiliir? Bilgi / Tecriibe ile | Verilerile
Tamir1 Zor Kolay

Sekil 2.1. Uzman Sistemler ile YSA’larin Karsilagtirilmasi

k. Dereceli bozulma: Hatalara karsi toleransli olduklari i¢in sistemin bozulmasi da
dereceli olur. Yani klasik programlarda sistemde bir hata var ise sistem tamamen
calisamaz duruma geger, yorum yapamayacagi i¢in kismi de olsa bilgi liretemez. Fakat

YSA’lar eldeki verilerle, saglam olan hiicrelerle bilgi tiretmeye calisirlar (Yildiz 2006).



I. Niimerik bilgi ile calisma: Yapay sinir aglar1 sadece niimerik bilgi ile calisirlar.
Sembolik ifadeler ile gdsterilen bilgilerin niimerik gosterime ¢evrilmeleri gerekmektedir

(Oztemel 2003).

Biyolojik sinir aglarin sinir hiicrelerinden olugmasi gibi, yapay sinir aglar1 da yapay
sinir hiicrelerinden meydana gelmektedir. Yapay sinir hiicreleri ayrica diiglim (node),
birim (unit) veya islemci eleman (processing unit) olarak da adlandirilmaktadir. Bir
yapay sinir ag1, birbiriyle baglantili ¢ok sayida yapay sinir hiicresinden meydana
gelmektedir. Sekil 2.2°de biyolojik sinir ag1 ve yapay sinir aginin karsilastirmasi

yapilmistir. Yapay sinir hiicreleri biyolojik sinir hiicrelerinin basit bir modelidir.

Biyolojik Sinir Agi Yapay Sinir Agi

Sinir Sistemi Sinirsel Hesaplama Sistemi

o islemci Eleman (Yapay Sinir Hiicresi,
Sinir Hucresi (N&ron)

Dugum)
_ Islemci elemanlar arasindaki baglanti
Sinaps
agirliklan
Dendrit Toplama Fonksiyonu
Hucre Govdesi Aktivasyon Fonksiyonu
Akson Islemci Eleman c¢iktisi

Sekil 2.2. Biyolojik Sinir Ag1 ve Yapay Sinir Agmin Karsilagtirilmasi

Yapay sinir aglarinin i¢cinde bulunan tiim sinir hiicreleri bir veya birden fazla girdi
alirlar ve tek bir ¢ikti verirler. Bu ¢ikti yapay sinir aginin disina verilen bir ¢ikti
olabilecegi gibi bagka bir yapay sinir hiicresine girdi olarak da verilebilir. Yapay sinir

hiicresinin yapis1 Sekil 2.3°de gosterilmektedir.

Bir yapay sinir hiicresi genel olarak bes temel bilesenden olusmaktadir.



e Girdiler
o Agirliklar
e Toplama fonksiyonu

e Aktivasyon fonksiyonu

o Cikt1

Girdi 1

Girdi 2 Agirhk 1

Agirhk 2

Cikn

Aktivasyon
_h.,

Fonksiyonu

Toplama
Fonksiyonu

Agirhk N

GirdiN

Sekil 2.3. Yapay Sinir Hiicresinin Yapist

2.2. Yapay Sinir Aglarimn Yapisi

2.2.1. Girdiler

Girdiler, bir yapay sinir hiicresine gelen bilgilerdir. Bu bilgiler dis ortamlardan ya da
diger sinir hiicrelerinden gelebilir. Dis ortamlardan gelen bilgiler, agin 6grenmesi

istenen Ornekler tarafindan belirlenmektedir.



Basit bir yapay noron yapisinda ilk adim girdi degerlerinin agirliklandirilmasidir. Bir
noron genellikle es anli olarak bir¢ok sayida girdi alir. Her girdinin kendi nispi agirligi
vardir. Baz1 girdiler digerlerine gore daha onemli hale gelebilirler ve nispi agirlik
degerleri daha yiiksek olur. Boylelikle islem elemanlarinin bir sinirsel tepki tiretmesi
isleminde daha fazla etkili olurlar, yani agirliklar girdinin baglant1 giiciiniin bir

Olctistdiir (Ekinci vd. 2008).

2.2.2. Agirhklar

Agirliklar, gelen bilgilerin hiicre {izerindeki etkisini belirleyen degerlerdir. Bilgiler,
baglantilar iizerindeki agirliklar iizerinden hiicreye girmekte ve agirliklar yapay sinirde
girdi olarak kullanilacak degerlerin goreceli kuvvetini (matematiksel katsayisini)
gostermektedirler. Yapay sinir ag1 i¢inde girdilerin hiicreler arasinda iletimini saglayan
tim baglantilarin farkli agirlik degerleri bulunur. Bdylelikle agirliklar her islemci
elemanin her girdisi iizerinde etki yapmis olur. Agirliklar degisken veya sabit degerler

olabilirler.
2.2.3. Toplama fonksiyonu

Toplama fonksiyonu, hiicreye gelen net girdiyi hesaplayan fonksiyondur ve genellikle

giriglerin kendi agirliklartyla ¢arpiminin toplama;

5= xw,

Biciminde ifade edilir.

Toplama fonksiyonunda genelde agirlikli toplam kullanilir. Agirlikli toplam, ndron
girdilerinin sinaptik baglantilar iizerindeki agirliklari ile ¢arpilarak bulunur (Burmaoglu
2009). Yapay sinir agmin yapisina gore toplama fonksiyonu, maksimum, minimum,

carpim veya cesitli normalizasyon islemlerinden birisi olarak da ifade edilebilir. Bir
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problem icin en uygun toplama fonksiyonu ¢esidini bulmak ic¢in herhangi bir formiil
yoktur. Toplama fonksiyonu genellikle deneme yanilma yoluyla bulunmaktadir. Ayrica
bir yapay sinir agindaki biitiin islemci elemanlarin ayni toplama fonksiyonuna sahip
olmasi gibi bir zorunluluk da yoktur. Bazen ayni yapay sinir agi igindeki islemci
elemanlarin bazilar1 ayni toplama fonksiyonunu, digerleri ise baska fonksiyonlari

kullanabilirler. Bu tamamen tasarimcinin kendi kararina baglidir.

2.2.4. Aktivasyon fonksiyonu

Aktivasyon fonksiyonu, toplama fonksiyonundan gelen girdiyi isleyerek yapay sinir
hiicresinin ¢ikisin1 belirler. Transfer fonksiyonu olarak da adlandirilan aktivasyon
fonksiyonu c¢esitli tiplerde ve genellikle dogrusal olmayan bir fonksiyondur. Dogrusal
fonksiyonlarin tercih edilmemesinin nedeni, dogrusal fonksiyonlarda girdi ile ¢iktinin
dogru orantili olmasidir. Bu durum ilk yapay sinir aglart denemelerinin basarisizlikla

sonu¢lanmasinin temel nedenidir.

Uygun aktivasyon fonksiyonunun se¢imi tasarimcinin farkli fonksiyonlar1 denemeleri
sonucunda belirlenmektedir. Ancak c¢ok katmanli perceptron gibi bazi modeller
aktivasyon fonksiyonunun, tlirevi alinabilir bir fonksiyon olmasini sart kosmaktadir.
Ayrica fonksiyonun secimi, yapay sinir agmin verilerine ve neyi Ogrenmesinin
istendigine de baghdir. Aktivasyon fonksiyonu olarak en ¢ok kullanilanlar sigmoid

fonksiyon ve hiperbolik tanjant fonksiyonlaridir.

Aktivasyon fonksiyonu, toplama fonksiyonundan gelen girdiyi doniistiirerek istenilen
degerler arasinda smirlandirmaktadir. Bu degerler kullanilan aktivasyon fonksiyonun
tipine gore genellikle [0,1] veya [-1,1] arasindadir. Bu deger aktivasyonun
fonksiyonunun, dolayisiyla yapay sinir hiicresinin ¢ikt1 degeri olarak ya dis ortama ya

da girdi olarak bagka bir yapay sinir hiicresine iletilmektedir.

Aktivasyon fonksiyonu islemi oncesinde, sisteme tekdiize (uniform) dagilmis bir rassal

hata eklenebilmektedir. Bu rastsal hatanin kaynagi ve biiyiikliigii sistemin 6grenme
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siirecinde belirlenir ve sebebi, insan beyninin islevinin, i¢inde bulundugu ortamin
kosullarindan etkilenmesidir. Ornegin ortamimn soguk/sicak olmasindan insan beyni
etkilenmektedir. Bu nedenle yapay sinir aglar literatiiriinde rastsal hata ekleme islemi
“sicaklik (temperature)” olarak da adlandirilmaktadir. Ancak giliniimiizde rastsal hata
islevi tam olarak kullanilmamakta ve hala bir arastirma siireci i¢inde bulunmaktadir.
Ayrica bazi yapay sinir aglarinda, aktivasyon fonksiyonunun ¢iktis1 {izerinde bagka
islemler, 6l¢eklendirme ve sinirlandirma yapilabilmektedir. Yapay sinir hiicrelerinde

yaygin olarak kullanilan cesitli aktivasyon fonksiyonlari agagida verilmistir.
2.2.4.a. Dogrusal aktivasyon fonksiyonu

Dogrusal problemlerin ¢oziimiinde kullanilan bu fonksiyon, gelen net girdileri dogrudan

hiicre ¢ikisi olarak vermektedir. Matematiksel olarak
F(s)=s

Seklinde tanimlanmaktadir. Sekilsel gosterimi ise; Sekil 2.4’ de goriildiigi gibidir.

Sekil 2.4. Dogrusal Aktivasyon Fonksiyonu’nun Sekilsel Gosterimi
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2.2.4.b. Adim fonksiyonu

Gelen net girdi degerinin belirlenen bir esik degerinin altinda ya da iistiinde olmasina
gore hiicrenin ¢iktis1 1 veya 0 degerlerini almaktadir. Adim fonksiyonunun sekilsel

gosterimi Sekil 2.5’de goruldiigii gibidir.

Sekil 2.5. Adim Fonksiyonu’nun Sekilsel Gosterimi

2.2.4.c. Sigmoid aktivasyon fonksiyonu

Sigmoid aktivasyon fonksiyonu, tiirevi alinabilir, siirekli ve dogrusal olmayan bir
fonksiyon olmasi nedeniyle uygulamada en ¢ok kullanilan aktivasyon fonksiyonudur.
Bu fonksiyon, net girdinin her degeri i¢in O ile 1 arasinda bir deger iiretmektedir ve

formiilii su sekildedir.

Sigmoid fonksiyonun sekilsel gosterimi Sekil 2.6’da goriildiigl gibidir.
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Sekil 2.6. Sigmoid Aktivasyon Fonksiyonu’nun Sekilsel Gosterimi
2.2.4.d. Hiperbolik tanjant fonksiyonu

Hiperbolik tanjant fonksiyonu, gelen net girdinin tanjant fonksiyonundan gecirilmesi ile
hesaplanmaktadir ve sigmoid aktivasyon fonksiyonunun farkli bir ¢esididir. Sigmoid
aktivasyon fonksiyonunda cikt1 O ile 1 arasinda bir deger alirken, hiperbolik tanjant

fonksiyonunda ¢ikt1 -1 ile 1 arasindadir ve su sekilde hesaplanir.

Bu fonksiyonun sekilsel gosterimi Sekil 2.7°de goriildiigi gibidir.

—

Sekil 2.7. Hiperbolik Tanjant Fonksiyonu’nun Sekilsel Gosterimi
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2.2.5. Hiicrenin ciktis1

Aktivasyon fonksiyonu tarafindan belirlenen cikti degeridir. Bu deger ya baska bir
yapay sinir hiicresine girdi olarak ya da dis ortama gonderilmektedir. Bir islemci

elemanin birden fazla girdisi olmasina ragmen tek bir ¢iktis1 olmaktadir.

Yapay sinir aglarin1 bir kez daha kisaca anlatacak olursak; Yapay sinir hiicreleri bir
araya gelerek yapay sinir agin1 meydana getirmektedir. Yapay sinir hiicrelerinin bir
araya gelmesi rastgele degildir. Yapay sinir hiicrelerinin genellikle birbiriyle baglantili 3
katman halinde ve her katman iginde birbirine paralel olacak sekilde bir araya gelerek
ag1 olusturduklar1 goriiliir. Bu 3 katman, girdi katmani (input layer), ara katman (hidden
layer) ve cikti katmani (output layer) olarak adlandirilir. Girdi katmani, dis ortamdan
bilgileri alarak ara katmanlara iletmekle gorevlidir. Bazi yapay sinir aglarinda bu
katmanda herhangi bir bilgi isleme olmamaktadir. Ara katman, girdi katmanindan gelen
bilgileri isleyerek c¢iktt katmanina iletmekle gorevlidir. Gizli katman olarak da
adlandirilan ara katman birden fazla olabilmektedir. Ara katmanlar ¢cok sayida yapay
sinir hiicresi icermektedirler ve bu hiicreler yapay sinir ag1 i¢indeki diger hiicrelerle
baglantilidirlar. Ciktt katmani, ara katmandan gelen islenmis bilgileri dis ortama

aktarmakla gorevlidir. Yapay sinir ag1 mimarisi Sekil 2.8’de gosterildigi gibidir.

girdi degerleri

girdi katmam

__________________________

cikti katmam

okt degerleri

Sekil 2.8. Tipik 3 Katmanli ileri Beslemeli Yapay Sinir Ag1 Mimarisi
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2.3. Yapay Sinir Aglarimin Egitimi ve Testi

Yapay sinir aglarinda islemci elemanlar arasindaki baglantilarin agirlik degerlerinin

degistirilmesi islemine “agin egitilmesi” denilmektedir.

Baslangicta rastgele atanan bu agirhk degerleri, aga gosterilen Orneklerle
degistirilmektedir. Amag, aga gosterilen Ornekler i¢in dogru ¢iktilar iiretecek agirlik
degerlerinin belirlenmesidir. Yapay sinir aginin egitilmesinde kullanilan girdi ve ¢ikti

ciftlerinden olusan verilerin tiimiine “egitim seti” ad1 verilmektedir.

Yapay sinir aglarinin egitim siireci, belli kurallar ¢er¢evesinde olmaktadir. Bu kurallara
o0grenme kurallar1 adi verilmektedir. Agirliklarin degistirilmesi 6grenme kurallarina
gore yapilir. Yapay sinir aginda agirliklarin dogru degerlere ulagsmasi, drneklerin temsil
ettigi problem konusunda agin genellemeler yapabilme yetenegine kavugmasi demektir.
Genelleme, yapay sinir aginin egitiminde kullanilmamis, ancak ayni evrenden gelen
girdi-¢iktt Orneklerini dogru simiflandirabilme yetenegi olarak tanimlanir. Agin bu

genellestirme 6zelligine kavusmasi islemine “agin 6grenmesi” denilir.

Yapay sinir aglarinda 6grenme iki agsamada gergeklesir. Birinci asamada aga gosterilen
ornek icin agin iiretecegi ¢ikti belirlenir. Bu ¢ikt1 degerinin dogruluk derecesine gore,
ikinci asamada agin baglantilarinin sahip oldugu agirliklar degistirilmektedir. Agin
ciktisinin belirlenmesi ve agirliklarin degistirilmesi 6grenme kuralina bagl olarak farkl

sekillerde olmaktadir.

Bir yapay sinir aginmn egitiminin tamamlanmasmin ardindan, agin G&grenip
O0grenmedigini (performansini) Olgmek i¢in denemeler yapilarak agin test edilmesi
gerekmektedir. Bir ag1 test etmek i¢in agin egitimi sirasinda gérmedigi, yani veri
setinden test amagli olarak ayrilan drnekler kullanilir ve bu 6rnekler “test seti” adin1 alir.
Test isleminde agin agirlik degerleri degistirilmemektedir. Ornekler aga gosterilmekte
ve ag egitimi sirasinda belirlenen agirlik degerlerini kullanarak daha 6nce gérmedigi bu

ornekler i¢in ciktilar iiretmektedir. Elde edilen c¢iktilarin dogruluk dereceleri agin
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ogrenmesi hakkinda bilgi vermektedir. Sonu¢ ne kadar iyi olursa egitimin performansi

da o kadar iyi demektir.

Egitim ve test setleriyle ilgili temel sorun, yeterli egitim ve test verisi miktarinin ne
olmas1 gerektigidir. Sinirsiz sayida veri bulunabilmesi durumunda, yapay sinir agi

miimkiin oldugunca ¢ok veriyle egitilmelidir.

Egitim verisinin yeterli olup olmadig1 konusunda emin olmanin yolu, egitim verisinin
miktarinin arttirilarak, bunun agin performansinda bir degisiklik yaratip yaratmadigina
bakmaktir. Ancak bunun miimkiin olmadig1 durumlarda yapay sinir aginin egitim ve test
verileri iizerindeki performansinin yakin olmasi da verilerin yeterli olduguna iliskin bir
gosterge olarak kabul edilebilir. Bununla birlikte egitim setinin igermesi gereken veri
miktar1 degisik yapay sinir modellerine ve 6zellikle problemin gdsterdigi karmasikliga

gore farklilik gostermektedir (Bas 2006).

2.3.1. Yapay sinir hiicresinin ¢alismasina bir 6rnek

X Wiy

X: w fx)| |-y
W

X3

Sekil 2.9. Yapar Sinir Hiicresi
Ornegimizde;
X, =09, X,=14, X,=206 ve w, =02, w,=04, w, =006

olsun.
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Bu durumda sigmoid olarak belirlemis oldugumuz aktivasyon fonksiyonuna girecek

deger:
Zz 09x02+1.4x04+2.6x0.6=23

olacaktir. Hiicremizin iirettigi sonug olan y ise:

olur (Yildiz 2006).
2.4. Yapay Sinir Aglarimin Simiflandirilmasi

Her bir sinir hiicresi arasindaki baglantilarin yapis1 agin yapisim belirler. Istenilen
hedefe ulagsmak icin baglantilarin nasil degistirilecegi, 6grenme algoritmasi tarafindan
belirlenir. Kullanilan bir 6grenme kuralina gore, hatay: sifira indirecek sekilde agin
agirliklar1 degistirilir. Yapay sinir aglar1 yapilarina ve 6grenme algoritmalarina gore

siiflandirilirlar.
2.4.1. Yapay sinir aglarimin yapilarina gore simflandiriimasi

Yapay sinir aglari, yapilarma gore, ileri beslemeli (feedforward) ve geri beslemeli
(feedback) aglar olmak iizere iki sekilde simiflandirilirlar. Bir ¢ok yapay sinir agi
bulunmakla birlikte, en ¢ok kullanilan sinir ag1 yapisi, Ileri Beslemeli Geri Yayilimli

yapay sinir ag1 olarak bilinendir (Erdem ve Uzun 2005).
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2.4.1.a. leri beslemeli aglar

Ileri beslemeli bir agda islemci elemanlar (IE), genellikle katmanlara ayrilmislardir. Her
bir katmandaki hiicreler sadece bir &nceki katmamn hiicrelerince beslenir. ileri
beslemeli YSA’da, hiicreler katmanlar seklinde diizenlenir ve bir katmandaki hiicrelerin
cikislar1 bir sonraki katmana agirliklar tizerinden giris olarak verilir. Girig katman1 dis
ortamdan aldig1 bilgileri hi¢bir degisiklige ugratmadan orta (gizli) katmandaki hiicrelere
iletir. Bilgi, orta ve ¢ikis katmaninda isleyerek ag c¢ikist belirlenir (Kaya ve Engin 2005).
Isaretler, giris katmanindan ¢ikis katmania dogru tek yonlii baglantilarla iletilir. IE’ler
bir katmandan diger bir katmana baglanti kurarlarken, ayni katman igerisinde
baglantilar1 bulunmaz. Sekil 2.10°da ileri beslemeli ag i¢in blok diyagram gosterilmistir.
Ileri beslemeli aglara drnek olarak Cok Katmanli Algilayict (Multi Layer Perceptron —
MLP) ve Dogrusal Vektor Parcalama (Linear Vector Quantization — LVQ) aglar

verilebilir.

o [ ) 0

Sekil 2.10. leri Beslemeli Ag i¢in Blok Diyagram

2.4.1.b. Geri beslemeli aglar

Sekil 2.11°de bir geri beslemeli ag goriilmektedir. Bu ¢esit sinir aglariin dinamik
hafizalar1 vardir ve bir andaki ¢ikis, hem o andaki hem de onceki girisleri yansitir.
Bundan dolayi, 6zellikle tahmin uygulamalarinda kullanilirlar. Bu aglar c¢esitli tipteki
problemlerin tahmininde olduk¢a basar1 saglamislardir. Bu aglara ornek olarak
Hopfield, Diizenleyici Harita (Self Organizing Map — SOM), Elman ve Jordan aglar

verilebilir.
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Sekil 2.11. Geri Beslemeli Ag i¢in Blok Diyagram

2.5. Yapay Sinir Aglarimin Ogrenme Algoritmalarina Gore Simflandirilmasi

Genel olarak i{i¢ 0grenme metodundan ve bunlarin uygulandigi degisik O0grenme

kurallarindan soz edilebilir. Bu 6grenme kurallar1 su sekilde agiklanmaktadir:

2.5.1. Damismanh 68renme (Supervised learning)

Bu tip 6grenmede, yapay sinir aglarina 6rnek olarak bir dogru cikis verilir. Istenilen ve
gercek cikt1 arasindaki farka (hataya) gore IE’ler arasi baglantilarin agirliklari en uygun
cikist elde etmek igin sonradan diizenlenebilir. Bu sebeple danismanli 6grenme
algoritmasimin bir “Ogretmene” veya ‘“danigsmana” ihtiyact vardir. Widrow-Hoff
tarafindan gelistirilen delta kurali ve Rumelhart ve McClelland tarafindan gelistirilen
genellestirilmis delta kurali veya geri yayilim (back propagation) algoritmasi,
danigmanli 6grenme algoritmalarina 6rnek olarak verilebilir. Danigsmanli 6grenmenin

sekilsel gosterimi Sekil 2.12°de goriildiigi gibidir.



20

p(d¥)

Sekil 2.12. Danismanli Ogrenme Yapisi

2.5.2. Damismansiz 6grenme (Unsupervised learning)

Girige verilen Ornekten elde edilen ¢ikis bilgisine gore ag, simiflandirma kurallarim
kendi kendine geligtirmektedir. Bu §grenme algoritmalarinda, istenilen ¢ikis degerinin
bilinmesine gerek yoktur. Ogrenme siiresince sadece giris bilgileri verilir. A§ daha
sonra baglanti agirliklarini, aym ozellikleri gosteren desenler (patterns) olusturmak
lizere ayarlar. Grossberg tarafindan gelistirilen Adaptif Rezonans Teorisi (Adaptive
Resonance Theory — ART) veya Kohonen tarafindan gelistirilen SOM 6grenme kurali,
danigsmansiz 6grenmeye Ornek olarak verilebilir. Danigsmansiz 6grenme yapist Sekil

2.13’de oldugu gibidir.

- Sl [
g o
3T

Sekil 2.13. Danismansiz Ogrenme Yapisi
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2.5.3. Takviyeli 6grenme (Reinforcement learning)

Bu 6grenme kurali danigsmanli 6grenmeye yakin bir metottur. Denetimsiz 6grenme
algoritmasi, istenilen ¢ikigin bilinmesine gerek duymaz. Hedef ¢iktiyr vermek icin bir
“Ogretmen” yerine, burada yapay sinir agina bir ¢ikis verilmemekte fakat elde edilen
cikisin, verilen girise karsilik iyiligini degerlendiren bir kriter kullanilmaktadir.
Optimizasyon problemlerini ¢6zmek i¢in Hinton ve Sejnowski’nin gelistirdigi
Boltzmann kurali veya genetik algoritmalar, takviyeli &grenmeye Ornek olarak

verilebilirler. Takviyeli 6grenme yapisi Sekil 2.14’°de oldugu gibidir.

Yapa
G o Gerpel sy
S m— e
htad
Kritik | EKritik Takviys
l;mﬂg[ i;aret fearsti
Ureteci §

Sekil 2.14. Takviyeli Ogrenme Yapisi

2.6. Cok Katmanh Algilayicilar ve Ogrenme Algoritmalari

Cok katmanli algilayicilar, bir¢ok 6gretme algoritmasi kullanilarak egitilebilirler.

2.6.1. Cok katmanh algilayicilar (MLP)

Cok katmanh bir algilayici (perceptron) sinir ag1 modeli, Sekil 2.15’de gosterilmistir.
Bu ag modeli 6zellikle miihendislik uygulamalarinda en ¢ok kullanilan sinir ag1 modeli
olmustur. Bir MLP modeli, bir giris, bir veya daha fazla ara ve bir de ¢ikis katmanindan
olusur. Bir katmandaki biitiin islem elemanlar1 bir iist katmandaki biitiin islem

elemanlarina baghidir. Bilgi akisi ileri dogru olup geri besleme yoktur.
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Bunun i¢in ileri beslemeli sinir ag1 modeli olarak adlandirilir. Giris katmaninda
herhangi bir bilgi isleme yapilmaz. Buradaki islem elemani sayisi, tamamen uygulanan
problemin giris sayisina baglidir. Ara katman sayis1 ve ara katmanlardaki islem elemani
sayist ise, deneme-yanilma yolu ile bulunur. Cikis katmanindaki eleman sayis1 ise yine

uygulanan probleme dayanilarak belirlenir.

Buhmnnha‘tam Clkl :
yagma yémd
4 4 4

(ger)
Gizh Tabak:
(birden daha )
fazla olabilr}
<j é(}mg Tabakamb Cikesg
hesaplama

I-l :2 xlm yom (im-)

N

Sekil 2.15. Geri Yayilim Cok Katmanli Algilayici Yapisi

Dogrusal olmayan problemlerin ¢dziimlenmesinde giris katmami ile ¢ikis katmani
arasinda ilave katman(lar) yer aldig1 i¢in a§ mimarisi ¢ok katmanli olmaktadir. Sinir
aglarinin mimarisinde gizli katman sayisinin belirlenmesi olduk¢a 6nemlidir. Giris ve
¢ikis katmanlarinin olusturulmasindan farkli olarak ag mimarisi gergeklestirilirken gizli
katman sayis1 hakkinda 6n bilgi olmadan isleme baslanir. Birkag¢ gizli noéronu olan ag
karmagik Orilintiileri ayirt edememektedir ¢iinkii sadece dogrusal kestirim
yapabilmektedir. Bunun yani sira, gizli ndron sayisinin fazla olmasi agin genellestirme
yapmasini engellemektedir. Gizli katman sayisinin artirilmast durumunda agin egitimi

i¢in gecen siire artmaktadir (Giiler ve Ubeyli 2006).
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Ayn1 zamanda diiglim noktas1 ve aralarindaki baglanti sayisi arttikga YSA’nin 6grenme
kapasitesi artmakta, fakat egitim zamani da artmaktadir (Atik 2006). MLP aglarinda,
aga bir Oornek gosterilir ve 6rnek neticesinde nasil bir sonug iiretecegi de bildirilir
(danmismanli 6grenme). Ornekler giris katmanina uygulanir, ara katmanlarda islenir ve
cikis katmanindan da ¢ikislar elde edilir. Kullanilan egitme algoritmasina gore, agin
cikist ile arzu edilen ¢ikis arasindaki hata geriye dogru yayilarak, hata minimuma

diistinceye kadar agin agirliklart degistirilir.

fleri beslemeli aglar, en genel anlamiyla giris uzayiyla ¢ikis uzay: arasinda statik

haritalama yapar. Bir andaki ¢ikis, sadece o andaki girigin bir fonksiyonudur.

2.6.2. Geri yayilim algoritmasi

Giris, ¢ikis ve en az bir tane gizli katman olmak iizere li¢ katmandan olugsmaktadir. Her
katmandaki diigiimler, kendisinden bir 6nceki ve sonraki katmandaki tiim diigiimlere
baghidirlar. Geri yayilim algoritmasina ayn1 zamanda Cok Katmanli Algilayict (CKA)
da denilmektedir. Geri yayilim algoritmasi yapist Sekil 2.16°da goriildiigii gibidir.

1l 8 o) - : Girg Katmant

Sekil 2.16. Geri Yayilim Algoritmas1 Mimarisi
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Girig katmani dis diinyadan gelen girdileri (X, X»,..., X,) alarak ara katmana gonderir.
Bu katmanda bilgi isleme olmaz. Gelen her bilgi geldigi gibi bir sonraki katmana gider.
Birden fazla girdi gelebilir. Her proses elemaninin sadece bir tane girdisi ve bir tane
ciktist vardir. Bu ¢ikti bir sonraki katmanda bulunan biitiin proses elemanlarina
gonderilir. Yani giris katmanindaki her proses elemani bir sonraki katmanda bulunan

proses elemanlarinin hepsine baglidir.

Gizli katman giris katmanindan gelen bilgileri isleyerek bir sonraki katmana gonderir.
Bir geri yayilim algoritmasi aginda birden fazla proses elemani olabilir. Ara katmandaki

her proses elemani bir sonraki katmandaki biitiin proses elemanlarina baghdir.

Cikt1 katmani ara katmandan gelen bilgileri isleyerek aga giris katmanindan verilen
girdilere karsilik agin irettigi ¢iktilart (O, O, ..., On) belirleyerek dis diinyaya
gonderir. Her proses elemani bir dnceki katmanda bulunan biitiin proses elemanlarina
baglhdir. Her proses elemaninin sadece bir tane ¢iktis1 vardir. CKA aginda bilgiler girdi
katmanindan aga sunulur ve ara katmanlardan gecerek c¢ikti katmanina gider ve aga

sunulan girdilere karsilik agin cevabi dis diinyaya iletilir (Oztemel 2003).

CKA ag1 veyahut geri yayilim algoritmasinda en c¢ok kullanilan 6greticili 6grenme
algoritmasidir (6gretmenli 6grenme stratejisi) (Hamzagelebi ve Kutay 2004). CKA
agmin dgrenme kurali en kiiciik kareler yontemine dayali Delta Ogrenme Kuralinin
genellestirilmis halidir. O nedenle 6grenme kuralina Genellestirilmis Delta Kurali da
denmektedir. Agin 6grenebilmesi icin egitim seti adi verilen ve orneklerden olusan bir
sete ihtiya¢ vardir. Bu set i¢inde her bir 6rnek i¢in agin hem girdiler hem de o girdiler
icin agin iiretmesi gereken ciktilar belirlenmistir. Genellestirilmis “Delta Kural1” iki

sathadan olusur.

1- Satha-ileri dogru hesaplama: Agin ¢iktisini hesaplama sathasidir.

2-Satha-geriye dogru hesaplama: Agirliklar1 degistirme sathasidir.
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Proses elemanlarini birbirine baglayan agirlik degerlerinin ve esik deger iinitesinin
agirlhiklarinin baslangic degerlerinin atanmasi yapilir. Baslangicta genellikle rastgele
degerler atanir. Genel olarak agirliklar belirli araliklarla atanmaktadir. Bu aralik eger
biiylik tutulursa agin yerel ¢oziimler arasinda siirekli dolastigi kiigiik olmast durumunda

ise 6grenmenin geg gergeklestigi gorilmiistiir.

Baslangic degeri kadar 6grenme ve momentum katsayilarinin belirlenmesi de agin
ogrenme performansi ile yakindan ilgilidir. Ogrenme katsayisi agirliklarin degisim
miktarin1 belirlemektedir. Eger biiylik degerler segilirse o zaman yerel ¢oziimler
arasinda agin dolagmasi ve osilasyon yasamasi s6z konusu olmaktadir. Kiiclik degerler
secilmesi ise 0grenme zamanini artirmaktadir. Tecriibeler genellikle 0.2-0.4 arasindaki
degerlerin kullanildigini gostermektedir. Fakat bu tamamen ilgili probleme baghdir. Bu
degerler iyidir demek de dogru olmaz. Bazi uygulamalarda 6grenme katsayisinin 0.6

degerini aldig1 zaman en bagarili sonuglar1 verdigi goriilmektedir.

Benzer sekilde momentum katsayisi da 6grenmenin performansinm etkiler. Bu 6zellikle
yerel ¢oziimlere takilan aglarin bir sigrama ile daha iyi sonuglar bulmasini saglamak
amact ile oOnerilmistir. Bu degerin kiiciik olmasi yerel coziimlerden kurtulmayi
zorlastirabilir. Cok biiyiik degerler ise tek bir ¢oziime ulasmada sorunlar yasanabilir
(Oztemel 2003). Momentum degeri 0 ile 1 arasindadir (Bayimdir ve Sesveren 2008).
Tecriibeler bu degerin 0.6-0.8 arasinda secilmesinin uygun olacagini gostermektedir.
Fakat bu da kesin denilemez. Problemin niteligine gore kullanicinin belirlenmesinde
fayda vardir. Daha kiigiik degerler ile basarili sonug¢larin alindigini gosteren 6rnekleri

gormek de miimkiindjir.

CKA modelinde agin egitilmesi kadar gereginden fazla egitilmemesi de Onemlidir.
Ciinkii egitilmek istenen bir ag problem uzayina ¢éziim iiretecek agirliklar bulduktan
sonra egitime devam edilirse bu agin agirliklarinda daha fazla degisikliklere neden olur.
Boylece en iyi ¢Ozlim lreten bir ag tekrar daha performansi diisiik aglara veya
ogrenemeyen aglara doniisebilir. O nedenle agin egitiminin ne zaman durdurulmasi

gerektigi konusunda da karar vermek gerekmektedir. Bu da agin basarisini ve
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performansini etkilemektedir. Pratikte, genel olarak iki tiirli durdurma kriteri
kullanilmaktadir. Hatanin belirli degerin altina diismesi halinde egitimi durdurma, agin

belirli bir iterasyon sayisin1 tamamlamasi sonucu egitimi durdurma (Oztemel 2003).

Geri yayilim algoritmasinin ¢aligma sekli Sekil 2.17°de gorildiigi gibidir.
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Sekil 2.17. Cok Katmanli Algilayicinin Geri Yayilim Akis Semasi
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Geri yayilim algoritmasi ¢ok yaygin olarak kullanilmasina ragmen yoOntemin

uygulamadaki basaris1 ve giivenilirligi i¢in bazi ayrintilara dikkat etmek gerekmektedir.

Aga uygulanan ilk degerlere ve egitim devir sayisina bagl olarak egitim siireci yiizlerce
ya da milyonlarca devir siirebilir. Bu konuda kesin bir say1 yoktur. Burada kullanicinin
tecriibesi, ag1 uygun tasarlamasi ve parametreleri uygun se¢mesi belirleyici olur. Bir
GYA agmin yapisi, egitim siiresi boyunca N parametreli bir ag i¢in N+1 boyutlu bir
uzayda, N degiskenli bir yiizey ilizerinde gezen bir noktanin, hatayr en aza indiren
noktayr aramasini gerektirmektedir. Agin iginde yapilan tiirev islemlerinin sonucuna
gore bazi durumlar i¢in egitim islemi ¢cok uzun siirebilmektedir. Bu durumu engellemek
icin sisteme 7 Ogrenme katsayisi, p momentum terimi ve her bir hiicre i¢in bir esik

degeri (bias) ilave edilir.

wo i (N+D=w, (N)— .?7}?_9_5

pg.k

@, (D) + (AW, (N)

Yukaridaki denklemde;
w  :agirhk degeri,
P, q : hiicre numarasi,

: katman sayisi,
: devir sayaci,
: 0grenme katsayisi,

: geriye yayilacak hata terimi,

: momentum,

®(I) :agin buldugu sonugtur.

Aga eklenen esik (bias) elemani agin 6grenme hizin1 genelde olumlu yonde etkiler.



29

Momentum degeri ise egitim siirecinin yOniiniin korunmasini saglar. Bunun ig¢in
agirliklarin giincellenmesi sirasinda onceki agirlik degisimiyle orantili olarak bir

momentum degeri ilave edilir.

Ogrenme katsayis1 pozitif bir deger olmak zorundadir. Eger 2’den biiyiik secilirse agin
kararsizligima neden olur. 1°’den biiylik se¢ildiginde ise agin ¢Oziime ulagsmasi yerine
sabit bir aralikta salmim yapmasina neden olabilir. Ogrenme katsayisi igin uygun
degerler (0,1) araligindadir. Bu aralikta segilecek katsayinin biiyiikliigiiyle 6grenme

adim aralig1 dogru orantilidir.

Sigmoid fonksiyonu kullanan bir agda artan agirlik degerleri sigmoid fonksiyonunun

tiirevinin ¢ok kiiciik degerli bolgelerde islem yapmasina neden olur.

Geriye yayilan hata terimi tlirevle orantili oldugundan bu durumda yeterli egitim

gergeklestirilemez.

Agin Yerel Minimum Noktasina Takilmasi

Zayif Yerel Aranan Global

Minimum

. Minimum Noktasi

X g
Guglu Yerel
Minimum

Sekil 2.18. Hata Degerlerinin Seyri
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Geriye yayilim algoritmasinin en biiyiik zaafi, tiirev islemleri sirasinda yerel minimum
noktasinda takilmast ve bu noktayr en iyi ¢oziim zannetmesidir. Bu durum “agin
ezberlemesi” olarak da adlandirilir. Toplam hata degerinin kabul edilebilir oldugu
durumlarda bulunan noktanin yerel ya da bolgesel minimum noktasi olmas1 herhangi bir
sorun yaratmayabilir ancak heniiz toplam hata degeri kabul edilemez bir noktada iken

agin egitimi kesilirse agin liretecegi sonuglar hatali olacaktir.

2.6.2.a. Baslangic degerlerinin belirlenmesi

Proses elemanlarini birbirine baglayan agirlik degerlerinin ve esik deger iinitesinin
agirliklarinin baslangic degerlerinin atanmasi yapilir. Baslangigta genellikle rastgele

degerler atanir. Genel olarak agirliklar belirli araliklarla atanmaktadir.

Ogrenme katsayis1 agirliklarn degisim miktarini belirlemektedir. Eger biiyiik degerler
secilirse o zaman yerel ¢ozlimler arasinda agin dolagsmasi ve osilasyon yasamasi s6z

konusu olmaktadir. Kiigiik degerler secilmesi ise 6grenme zamanini artirmaktadir.

Benzer sekilde momentum katsayisi da 6grenmenin performansin etkiler. Bu 6zellikle
yerel ¢oziimlere takilan aglarin bir sigrama ile daha iyi sonuglar bulmasini saglamak

amaci ile Onerilmistir.

2.6.2.b. Agin boyutlar: ve yapisi

Cok katmanli bir yapiya sahip olan geriye yayilimli yapay sinir aglarinda sadece giris,
ara ve c¢ikis katmanindan olusan toplam 3 katmanlik bir a§ her zaman yeterli
olmayabilir. Katman sayis1 ve her katmandaki hiicre sayis1 yine kullanicin verecegi bir
karardir. Giris ve ¢ikis katmanlarindaki diigiim sayis1 problemin yapisiyla ilgilidir. Giris
verilerinin eleman sayisi1 (ka¢ degisik girdinin oldugu bireysel, sirket, kartli, kartsiz gibi)
giris katmaninin diigiim sayisin1 ve beklenen sonug da ¢ikis katmaninin diigiim sayisini
belirler. Gizli katmandaki diigiim sayis1 ise kullanicinin tecriibesine baglidir. Fazladan

konulacak her bir diiglim agin yavaglamasina neden olur.
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2.6.2.c. Egitim verilerinin se¢ilmesi ve ag icin uyarlanmasi

Elde bulunan tiim verileri agin egitiminde kullanmak dogru bir yontem degildir.

Genellikle eldeki verilerin %70’1 egitim, %20’si onaylama ve %10 u test i¢in kullanilir.

Egitimde kullanilacak olan verilerin problem uzaymi dogru temsil etmesi de cok
onemlidir. A, ¢coziilmeye calisilan problemle ilgisi goreceli olarak az verilerle egitmek

agin basar1 oranini ciddi sekilde diisiirecektir (Yildiz 2006).

2.7. Yapay Sinir Aglarinda Ogrenme Kurallar

Yapay sinir aglarinin mimarisi kadar agin egitilmesinde yani agin 6grenmesinde
kullanilacak yontem de ¢ok onemlidir. Genel olarak ifade etmek gerekirse YSA’lar da
bir bebegin beyninin 6grenmesi gibi deneme yanilmayla, hata yapa yapa 6grenir. Egitim
sirasindaki amag bulunmasi gereken dogru sonuglara en yakin ¢iktiy1 tiretebilmektir. Bu
sebeple ag verilen girdilere gore kendi mimarisine de uygun olarak iglem yaptiktan
sonra bir ¢ikt1 iiretir. Cikt1 ile hedef degerler arasindaki fark hatadir. Ag bu hatay1 kabul
edilebilir sinirlara arasina indirebilmek i¢in islemi tekrarlar. Egitim setinin ag i¢inde bir
kez islemden gegirilmesine devir (epoch) denir. Devir sayisinin ¢ok olmasi agin

O0grenme silirecinde 6nemli bir etkendir.

Fakat devir sayisiin yliksek secilmesi de performansi diisiiren bir etkendir. Bu durumda
agin mimarisi, aktivasyon fonksiyonu, 6grenme yontemi ve devir sayist secilitken

optimizasyonun iyi bir sekilde yapilmasi gerekir.

En bilinen ve en yaygin olarak kullanilan 6grenme kurallar1 sunlardir:
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2.7.1. Hebb kurali (1949)

Diger 6grenme kurallarinin da temelini olusturan bu kurala gore, bir sinir hiicresi diger
bir hiicreden bilgi alirsa ve eger her ikisi de matematiksel olarak ayni isareti tasiyorsa
yani aktif ise bu iki hiicre arasindaki baglanti kuvvetlendirilmelidir. Tersi durumda ise

zayiflatilmalidir.

2.7.2. Hopfield kurah (1982)

Bu kural Hebb kuralina benzemektedir. Digerinden farkli olarak YSA elemanlarinin
baglantilarinin ne kadar kuvvetlendirilmesi ya da zayiflatilmasi gerektigini de belirler.
Eger beklenen ¢iktilarin ve girdilerin her ikisi de aktif/pasif ise 6grenme katsayisi kadar

agirlik degerlerini de kuvvetlendirir/zayiflatir.

Agirliklarin kuvvetlendirilmesi ya da zayiflatilmasi 6grenme katsayist yardimiyla
gerceklestirilir. Bu katsay1 genellikle O ile 1 arasinda kullanici tarafindan belirlenen

sabit bir pozitif degerdir.

2.7.3. Delta kurah

Bu kurala gore hedef ¢ikt1 ile elde edilen ¢ikti arasindaki farki azaltmak igin YSA
elemanlarimin baglantilarinin agirlik degerleri stirekli yeniden hesaplanir. Amag¢ hedef
cikt1 ile elde edilen ¢ikt1 arasindaki hata karelerinin ortalamasini en aza indirebilmektir.
Hatalar en son katmandan geriye dogru ardisik iki katman arasindaki baglanti
agirliklarina dagitilir. Bu isleme hatanin geriye dagitilmasi anlaminda geri besleme

islemi denir.
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2.7.4. Kohonen kurah (1998)

Bu kural biyolojik sinir hiicrelerinin 6grenme kurallarindan esinlenerek olusturulmustur.
Bu kuralda sinir hiicreleri agirliklar1 degistirmek i¢in birbirleri ile yarisirlar. En biiyilik
ciktiy1 Ureten hiicre kazanan hiicre olur ve baglanti agirliklarint degistirir. Kazan hiicre

yakinindaki hiicrelere gore daha kuvvetli hale gelmektedir.

Bu kuralda bir hedef degerler dizisi olmasina gerek yoktur. Bu nedenle kendi kendine

yani 6gretmensiz olarak egitimini tamamlar.

2.8. Yapay Sinir Aglarinda Ogrenme Stratejileri

2.8.1. Ogretmenli egitim

Ogretmenli egitimde, verilen giris degerlerine karsilik gelen hedef ¢ikt1 degerleri vardir.
Agin gorevi verilen degerlere gore hedef ¢iktiyr liretebilmektir. Agin ¢iktilar sanki bir
Ogretmen varmigcasina hedef degerlerle kiyaslanir ve kabul edilebilir degerler arasinda
olup olmadigina gore egitime devam edilir. Hedef degerler ile elde edilen degerler
arasindaki farkin yani hatanin karelerinin ortalamasi en kiiciik olacak sekilde agirliklar

stirekli olarak glincellenir ve islemlere devam edilir.

Bu yontemde aga hedef ¢iktilar ile elde edilen verilerin arasindaki farkin verilebilecegi
gibi aga sadece sonucun dogru mu yoksa yanlis mi oldugu da sdylenebilir. Ikinci
yontem destekleyicili 6grenme olarak da adlandirilir. Delta Kurali, Genellestirilmis
Delta Kurali, Rastsal Ogrenme Kurali, Takviyeli Ogrenme Kurali égretmenli egitimin

kurallarindan bazilaridir.
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2.8.2. Ogretmensiz egitim

Bu tip egitimde hedef ¢ikti degerleri yoktur. Aga sadece giris degerleri verilir.
Orneklerdeki parametreler arasindaki iliskileri agin kendi kendine dgrenmesi beklenir.

Daha ¢ok siniflandirma problemlerinde kullanilan bir egitim yontemidir.

Smiflandirma isleminde hedef miimkiin oldugunca farkli sayida smiflandirma
yapabilmektir. Daha sonra kullanicinin elde edilen simiflarin ne anlama geldigini

kendisinin yapmasi gerekir.

Signal Hebbian Ogrenme Kural1 ve Diferansiyel Hebbian Ogrenme Kurali 6gretmensiz

egitim kurallarina 6rnek olarak verilebilir.

2.8.3. Karma egitim

Yukarida bahsedilen yontemlerin birkagini birlikte kullanarak yapilan egitim iglemidir.
Yani ag, kismen Ogretmenli kismen de Ogretmensiz olarak Ogrenme islemini
gerceklestirir. Radyal tabanli YSA’lar ve olasilik tabanli aglar bunlara 6rnek verilebilir.

Ogrenme algoritmalar1 ve kullanim alanlar1 Cizelge 2.1."de goriildiigii gibidir.
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Cizelge 2.1. Ogrenme Algoritmalar1 ve Kullanim Alanlar1 Tablosu

Ogrenme Ogrenme | Agn Mimarisi | Ogrenme Algoritmasi | Kullamldig Yerler
Yontemi Kurah
Perseptron Oriintii tanima
Hata Tek ya da cok o .
Geriye Yayilim Tahmin
Diizeltme | katmanl _ g
Adaline ve Madaline Kontrol
Boltzmann | Geri Dontislit | Boltzmann 6grenmesi Oriintii simflandirma
. . . Cok katmanl . o Veri analizi
Ogretmenli | Hebbian | = | Lineer diskriminant .
iler1 beslemeli Oriintii simflandirma
. Vektor kuantalama Veri sikistirma
Rekabetli _
_ Ogrenmesi Smuflandirma
Rekabetli _
_ Ortintii simflandirma
ART ag1 ART Haritalamasi
Smiflandirma
Hata Cok katmanl o .
o | Sammon projeksiyonu | Veri analizi
Diizeltme | ileri beslemeli
[leri beslemeli | Principal Component Verl analizi
. rekabetci Analizi Veri sikistirma
Hebbian —
3 Associative Memory o
) _ Hopfield Az ) _ Associative Memory
Ogretmensiz Ogrenmesl
. ) Smiflandirma
Rekabetli Vektor Kuantalamas: _
Veri sikistirma
Rekabetli Smiflandirma
Kohonen SOM | Kohonen SOM o
Veri analizi
ART ag1 ARTI, ART2 Smiflandirma
Smuflandirma
Hata .
Orintii tamma
Diizeltme Radyal Tabanli .
Karma Radyal Tabanl | Fonksiyon yaklasimi
ve Ogrenme .
_ Tahmin
Rekabetli
Kontrol
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2.9. Diger Yapay Sinir Aglar

1. LVQ (Learning Vector Quantization)
Hopfield ag1
Elman ve Jordan Aglari

Kohonen Ag1

A T

ART (Adaptive Resonance Theory) ag1

2.10. Bir YSA Modellemesinde Dikkat Edilecek Hususlar

Bir problemi yapay sinir ag1 kullanarak ¢ozmek istedigimizde asagidaki siireci

uygulamamiz gerekir. Yapay sinir agmin c¢alisma prensibi Sekil 2.19°da gorildiigi

gibidir.
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Veri Topla

'

Egitim ve Test Verilerini
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|
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'
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v
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Sekil 2.19. YSA Modellemesi Akis Semast
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1. Agin egitiminde ve testinde kullanilacak olan veriler toplanir. Ka¢ degiskenin girdi
ve kaginin ¢ikti olacagina karar verilmelidir. Boylece giris ve ¢ikis katmaninda kagar
hiicre olacagi da belirlenmis olur.

2. Toplanan veriler problemin tiirline verilere de bagl olarak egitim ve test igin
ayristirilir. Belirli bir oran olmamasina ragmen veriler genellikle %70, %20 ve %10 luk
paketlere ayrilir. Eger veri dizisinde sira dnemli degilse ayristirma rastgele yapilirsa
yani drnekler veri setinin her yerinden alinirsa egitim daha basarili olur.

3. Problemin tiirline gore agin yapisina karar verilir.

4. Problemin tiirline gére 6grenme yontemi segilir.

5. Agauygulanacak ilk degerler verilir.

6. Veriler aga verilecek sekilde uyarlanir ve agin giris katmanina uygulanr.

7. Egitime baglanir, hatay1 en aza indirmek i¢in agirliklar siirekli gozden gegirilir.

8. Hata kabul edilebilir sinirlar arasina girdiginde egitim durdurulur ve ag test edilir.
Ayristirilan verinin ilk paketi ile egitim gergeklestirildikten sonra elde edilen agirliklar
ile ikinci paket veri aga uygulanir. Eger ikinci egitimden (onaylama - validation) sonra

agirliklardaki degisimler ihmal edilebilir diizeyde ise ag test edilmeye hazir demektir.
Bu asamadan sonra, sonuglar tatmin edici ise agimiz kullanima hazir demektir.
Eger testlerde kabul edilebilir sonuglar1 elde edemediysek:

Egitim i¢in daha fazla ve daha uygun veriler toplanarak aga uygulanabilir,
Egitim ve test i¢in ayrilan veriler yeniden diizenlenebilir,
Agin yapis1 degistirilebilir ya da baska bir model YSA kullanilabilir,

Ogrenme algoritmas1 degistirilebilir,

A O

Baslangic¢ degerleri yenilenerek ag yeniden egitilebilir (Yildiz 2006).
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2.11. Yapay Sinir Aglarinin Avantajlar

YSA'larl, makine 6grenmesi gerc¢eklestirebilirler. Yapay sinir aglariin temel islevi
bilgisayarin 6grenmesini saglamaktir. Olaylar1 6grenerek benzer olaylar karsisinda

mantikli kararlar verebilirler.

Bilgi isleme yontemleri geleneksel programlamadan farkhdir. Bu nedenle

geleneksel programlamanin getirdigi bir ¢ok olumsuzluk ortadan kaldirilabilir.

Bilgiler agin tamaminda saklanir. Geleneksel programlamada oldugu gibi, bilgiler
veri tabanlar1 ya da dosyalarda belli bir diizende tutulmaz, agin tamamina yayilarak
degerler ile Olgiilen ag baglantilarinda saklanmaktadir. Hiicrelerden bazilarinin islevini

yitirmesi, anlaml1 bilginin kaybolmasina neden olmaz.

Ornekleri kullanarak dgrenirler. YSA'nin grenebilmesi i¢in drneklerin belirlenmesi,
bu oOrneklerin aga gosterilerek istenilen ¢iktilara gore agin egitilmesi gerekmektedir.
Agm basarisi, secilen Ornekler ile dogru orantilidir, aga olay biitlin yonleri ile

gosterilemezse ag yanlis ¢iktilar iiretebilir.

Daha o6nce goriilmemis ornekler hakkinda bilgi iiretebilirler. YSA'lar1 egitimleri
sirasinda kendilerine verilen drneklerden genellemeler ¢ikarirlar ve bu genellemeler ile

yeni drnekler hakkinda bilgi tiretebilirler.

Algllamaya yonelik olaylarda kullamilabilirler. YSA'larinin en basarili olduklari

alanlar, algilamaya yonelik uygulama alanlaridir. Bu alanlarda basarilar1 kanitlanmistir.

Oriintii (pattern) iliskilendirme ve simflandirma yapabilirler. YSA'lar1 kendilerine
ornekler halinde verilen oriintiileri kendisi veya digerleri ile iligkilendirebilir. Ayrica
kendisine verilen orneklerin kiimelenmesi ile, bir sonraki verinin hangi kiimeye dahil

olacagina karar verilmesi konusunda kullanilabilirler.
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Oriintii tamamlama yapabilirler. Aga cksik bilgileri iceren oriintiiler verildiginde

eksik bilgilerin tamamlanmasi konusunda basarilidirlar.

Kendi kendine 6grenebilme ve organize etme yetenekleri vardir. YSA'lar1 online

olarak 6grenebilirler ve kendi kendilerini egitebilirler.

Eksik bilgi ile cahsabilmektedirler. Geleneksel sistemlerin aksine YSA'lari
egitildikten sonra veriler eksik bilgi icerse dahi, ¢ikti iiretebilirler. Bu durum bir

performans kayb1 yaratmaz, performans kaybi eksik bilginin 6nemine baglidir.

Burada bilgilerin 6nem dereceleri egitim sirasinda 6grenilir.

Hata toleransina sahiptirler. YSA'larinin, eksik bilgilerle c¢alisabilmeleri ve bazi

hiicreleri bozulsa dahi ¢aligabilmeleri, onlar1 hatalara karsi toleransh yapar.

Dereceli bozulma (Graceful degradation) gosterirler. Bir ag, zaman igerisinde yavas
ve goreceli bir bozulmaya ugrar. Aglar, problemin ortaya c¢iktigi anda hemen

bozulmazlar.

Dagitik bellege sahiptirler. YSA'larinda bilgi, aga dagilmis bir sekilde tutulur.
Hiicrelerin baglant1 ve agirlik dereceleri, agin bilgisini gosterir. Bu nedenle tek bir
baglantinin kendi basina anlami yoktur. Yukarida ¢ok temel bazi avantajlardan

bahsedilmekle beraber, YSA'larinin daha pek ¢ok avantaji vardir.

2.12. Yapay Sinir Aglarinin Dezavantajlar

YSA'larinin, pek ¢ok avantajinin yaninda bazi dezavantajlart da vardir. Belli bash

dezavantajlari;
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Donanim bagimhdir. YSA'larinin en 6nemli sorunu donanim bagimli olmalaridir.
YSA'larinin en 6nemli 6zellikleri ve varolus nedenlerinden birisi olan paralel islem

yapabilme yetenegi, paralel ¢alisan iglemciler ile performans gosterir.

Uygun ag yapisinin belirlenmesinde belli bir kural yoktur. YSA'larinda probleme
uygun ag yapisinin belirlenmesi i¢in gelistirilmis bir kural yoktur. Uygun ag yapisi

deneyim ve deneme yanilma yolu ile belirlenmektedir.

Agin parametre degerlerinin belirlenmesinde belli bir kural yoktur. YSA'larinda
O0grenme katsayisi, hiicre sayisi, katman sayist gibi parametrelerin belirlenmesinde
belirli bir kural yoktur. Bu degerlerin belirlenmesi i¢in belirli bir standart olmamakla

birlikte, her problem i¢in farkli bir yaklagim s6z konusu olabilmektedir.

Ogrenilecek problemin aga gosterimi 6nemli bir problemdir. YSA'lar1 niimerik
bilgiler ile calisabilmektedirler. Problemler YSA'larina tanitilmadan once niimerik
degerlere cevrilmek zorundadirlar. Burada belirlenecek gosterim mekanizmasi, agin

performansin1 dogrudan etkileyecektir. Bu da kullanicinin yetenegine baglhidir.

Agin egitiminin ne zaman bitirilmesi gerektigine iliskin belli bir yontem yoktur.
Agin ornekler tlizerindeki hatasinin belirli bir degerin altina indirilmesi, egitimin
tamamlandig1 anlamina gelmektedir. Burada optimum neticeler veren bir mekanizma

heniiz yoktur ve YSA’lar1 ile ilgili aragtirmalarin 6nemli bir kolunu olusturmaktadir.

Agin davramislar: aciklanamamaktadir. Bu sorun YSA'larinin en 6nemli sorunudur.
YSA’lart bir probleme ¢ozlim {irettigi zaman, bunun neden ve nasil olduguna iligkin bir
ipucu vermez. Bu durum aga olan giiveni azaltici bir unsurdur. YSA ve geleneksel

algoritmalarin karsilastirilmasi Cizelge 2.2.’de goriildiigii gibidir.
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Cizelge 2.2. Geleneksel Algoritmalar ile YSA'lar1

Geleneksel Algoritmalar Yapay Sinir Aglar
» Cikislar; koyulan kurallara, girislerin | Ogrenme esnasinda giris ¢ikis bilgileri
uygulanmasi ile elde edilir. verilerek, kurallar koyulur.

# Hesaplama: merkezi, es zamanli ve > Hesaplama; toplu, es zamansiz ve

arcdhsildir. dgrenmeden sonra paraleldir.

» Bellek paketlenmis ve hazir bilgi » Bellek ayrilnus, ve aga yayilmistir.
depolanmistir. Dabhilidir.

» Hata t6lerans: yoktur. » Hata tolerans: vardir.

» Nisbeten hizhdr. # Yavas ve donanima bagimhdir,

» Bilgiler ve algoritmalar kesindir. » Deneyimden yararlanir.

2.13. YSA'larmmin Kullamldig1 Alanlar

Yapay sinir aglar1 baslica; Siniflandirma, Modelleme ve Tahmin uygulamalar1 olmak
tizere, pek ¢ok alanda kullanilmaktadir. Basarili uygulamalar incelendiginde,
YSA'larinin ¢ok boyutlu, giiriiltiilii, karmasik, kesin olmayan, eksik, kusurlu, hata
olasilig1 yiiksek sensor verilerinin olmasit ve problemi ¢dzmek i¢in matematiksel
modelin ve algoritmalarin bulunmadigi, sadece oOrneklerin var oldugu durumlarda
yaygin olarak kullanildiklar1 goriilmektedir. Bu amagla gelistirilmis aglar genellikle su

fonksiyonlar1 gerceklestirmektedirler:

e Muhtemel fonksiyon kestirimleri

e Siniflandirma

e Iliskilendirme veya oriintii eslestirme
e Zaman serileri analizleri

e Sinyal filtreleme

e Veri sikistirma

e  Oriintii tamima

e Dogrusal olmayan sinyal isleme
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e Dogrusal olmayan sistem modelleme
e Optimizasyon

e Kontrol

YSA'lar1 pek cok sektdrde degisik uygulama alanlari bulmustur. Bunlardan bazilar;

Bankacihik: Kredi uygulamalar1 gelistirilmesi, miisteri analizi ve kredi miiracaat

degerlendirilmesi, biitge yatirim tahminleri vs.

Savunma: Silah yonlendirme, hedef se¢me, radar, sensor sonar sistemleri, sinyal

isleme, goriintii igleme vs.

Elektronik: Kod siras1 6ngoriisii, ¢ip bozulma analizi, non-lineer modelleme vs.

Uretim: Uretim islem kontrolii, iiriin dizayni, makine yipranmalarinin tespiti,

dayaniklilik analizi, kalite kontrolii, is ¢izelgeleri hazirlanmasi vs.

Dil: S6zciik tanima, yazi ve konusma ¢evrimi, dil terciime vs.

Telekomiinikasyon: Goriinti ve data karsilastirma, filtreleme, eko ve giiriiltii
soniimlendirilmesi, ses ve goriintii isleme, trafik yogunlugunun kontrolii ve anahtarlama

VS.

Giivenlik: Parmak izi tanima, kredi kart1 hileleri saptama, retina tarama, yliz eslestirme

VS.

Gorildiigii gibi YSA'lar1 gilinliik hayatimizda farkinda olmadigimiz pek cok alanda
kullanilmaktadir. Giin gegtikce uygulama alanlar genislemekte ve geligmektedir (Vural

2008).
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3. MATERYAL ve YONTEM

Onceki boliimlerde g¢alisma prensipleri anlatilan yapay sinir aglarinmn, bir banka
subesine gelen miisterinin bekleyecegi siireyi tahmin etmek {izere, giin, bekleyen kisi
sayist, bilet tiirli (bireysel, sirket), kart (O=kartsiz, 1=kartli) degiskenlerini géz oniinde

bulundurarak nasil kullanildig1 bu béliimde anlatilmaya calisilmistir. Bu amagla;

1. 1lk olarak gerekli veriler bir bankadan almmustir.

2. Agin topolojik yapist belirlenmistir. (girdi, ara katman, ¢ikt1 katmani)

3. Agirliklarin baglangi¢ degerleri sistem tarafindan rastgele atanir daha sonra ag
uygun degerleri 6grenme sirasinda kendisi belirler.

4. Ag egitimi i¢in verilerden egitim seti, dogrulama seti, test seti segilir.

Agin Ogrenmeye basglamast icin uygulanan Ogrenme kuralina goére agirliklar
degistirilerek verilerden (girdi / ¢ikt1 degerleri) belirli diizenege gore gosterilir ve agin

cikt1 degerleri hesaplanir.

Gergeklesen ¢ikti degeri agin tdrettigi ¢ikti degeri karsilastirilir ve agin hata degeri

hesaplanur.

Geri yayilimli 6grenme yontemi ile iretilen hatanin azalmasi igin agirliklarin

degistirilmesi yapilir.

Cizelge 3.1. Bankadan Alinan Veriler

Giin Bilet Tiirii Kart Arklgi;il g:)lr{ll;yen Bekleme Siiresi
Carsamba Bireysel 0 0 0
Carsamba Bireysel 0 0 0
Carsamba Bireysel 1 0 0
Carsamba Bireysel 0 0 4
Carsamba Bireysel 1 0 1
Carsamba Bireysel 1 2 1
Carsamba Bireysel 0 0 1




45

Cizelge 3.1. (devam)

Giin Bilet Tiirii Kart Arkli?;il g:}l,(llseiyen Bekleme Siiresi
Carsamba Bireysel 1 0 3
Carsamba Bireysel 1 10 4
Carsamba Bireysel 1 10 3
Carsamba Bireysel 0 5 9
Carsamba Bireysel 0 4 7
Carsamba Bireysel 0 3 5
Carsamba Bireysel 1 2 0
Carsamba Bireysel 1 2 0
Carsamba Bireysel 0 3 4
Carsamba Bireysel 1 2 1
Carsamba Bireysel 0 1 1
Carsamba Bireysel 1 3 2
Carsamba Bireysel 0 1 2
Carsamba Bireysel 1 2 0
Carsamba Bireysel 0 2 2
Carsamba Bireysel 1 4 1
Carsamba Bireysel 1 5 0
Carsamba Bireysel 0 0 0
Carsamba Bireysel 1 0 0

Sah Bireysel 1 5 3

Sah Bireysel 1 4 0

Sah Bireysel 0 4 4

Sah Bireysel 0 3 4

Sah Bireysel 0 0 0

Sah Bireysel 1 2 0

Sah Bireysel 0 0 3

Sah Bireysel 1 0 0

Sah Bireysel 0 0 0

Sah Bireysel 0 0 0

Sah Bireysel 0 0 0

Sah Bireysel 1 2 0

Sah Bireysel 1 2 0

Sah Bireysel 0 0 0

Sah Bireysel 0 0 0

Sah Bireysel 0 0 1

Sah Bireysel 1 1 0

Sah Bireysel 1 1 0

Sah Bireysel 1 1 1

Sah Bireysel 1 0 0

Sah Bireysel 0 0 0




Cizelge 3.1. (devam)
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Giin Bilet Tiirii Kart Arkli?;il g:}l,(llseiyen Bekleme Siiresi
Sah Bireysel 1 3 1
Sah Bireysel 1 5 1
Sah Bireysel 1 6 1
Pazartesi Bireysel 1 1 2
Pazartesi Bireysel 0 2 3
Pazartesi Bireysel 1 2 1
Pazartesi Bireysel 1 9 6
Pazartesi Bireysel 1 9 0
Pazartesi Bireysel 1 9 2
Pazartesi Bireysel 1 10 0
Pazartesi Bireysel 0 4 9
Pazartesi Bireysel 1 5 2
Pazartesi Bireysel 0 2 16
Pazartesi Bireysel 0 1 5
Pazartesi Bireysel 0 1 0
Pazartesi Bireysel 1 3 1
Pazartesi Bireysel 0 1 6
Pazartesi Bireysel 0 0 0
Pazartesi Bireysel 1 5 0
Pazartesi Bireysel 0 3 6
Pazartesi Bireysel 1 3 0
Pazartesi Bireysel 0 2 8
Pazartesi Bireysel 1 5 2
Cuma Bireysel 0 11 25
Cuma Bireysel 1 11 0
Cuma Bireysel 1 12
Cuma Bireysel 0 13 25
Cuma Bireysel 1 12 5
Cuma Bireysel 1 10 3
Cuma Bireysel 0 9 18
Cuma Bireysel 0 8 11
Cuma Bireysel 0 7 11
Cuma Bireysel 1 4
Cuma Bireysel 0 2
Cuma Bireysel 1 1
Cuma Bireysel 1 10 0
Cuma Bireysel 0 10
Cuma Bireysel 0 10
Cuma Bireysel 1 0
Cuma Bireysel 0 16 25




47

Cizelge 3.1. (devam)
Giin Bilet Tiirii Kart Arkli;l;il g:}l,(llselyen Bekleme Siiresi
Cuma Bireysel 1 16 5
Cuma Bireysel 1 14 2
Cuma Bireysel 1 11 0
Cuma Bireysel 1 13 4
Cuma Bireysel 1 15 3
Cuma Bireysel 1 13 3
Cuma Bireysel 1 13 4
Pazartesi Bireysel 0 5 5
Pazartesi Bireysel 1 7 1
Pazartesi Bireysel 1 2 0
Pazartesi Bireysel 0 9 5
Pazartesi Bireysel 0 5 6
Pazartesi Bireysel 1 6 1
Pazartesi Bireysel 1 4 3
Pazartesi Bireysel 1 4 4
Pazartesi Bireysel 0 1 2
Pazartesi Bireysel 0 2 0
Pazartesi Bireysel 1 2 0
Pazartesi Bireysel 1 2 2
Pazartesi Bireysel 0 0 0
Pazartesi Bireysel 0 0 0
Pazartesi Bireysel 0 1 1
Pazartesi Bireysel 0 2 2
Pazartesi Bireysel 1 4 0
Pazartesi Bireysel 1 3 2
Pazartesi Bireysel 1 8 4
Pazartesi Bireysel 0 8 4
Pazartesi Bireysel 0 4 4
Pazartesi Bireysel 1 4 1
Pazartesi Bireysel 1 3 0
Pazartesi Bireysel 0 0 0
Pazartesi Bireysel 1 1 2
Pazartesi Bireysel 1 10 0

Cuma Bireysel 1 7 2

Cuma Bireysel 1 4 3

Cuma Bireysel 0 4 7

Cuma Bireysel 0 4 8

Cuma Bireysel 0 4 4

Cuma Bireysel 0 6 5

Cuma Bireysel 0 5 3
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Cizelge 3.1. (devam)

Giin Bilet Tiirii Kart Arkli?;il g:}l,(llseiyen Bekleme Siiresi
Cuma Bireysel 1 4 4
Cuma Bireysel 0 2 3
Cuma Bireysel 1 1 0
Cuma Bireysel 1 3 1
Cuma Bireysel 0 0 1
Cuma Bireysel 1 0 0
Cuma Bireysel 0 0 0
Cuma Bireysel 1 0 1
Cuma Bireysel 0 0 1
Cuma Bireysel 1 2 0
Cuma Bireysel 1 1 1
Cuma Bireysel 0 0 0
Cuma Bireysel 1 3 1
Cuma Bireysel 0 1 2
Cuma Bireysel 0 0 2
Cuma Bireysel 0 0 0

Persembe Bireysel 0 3 6
Persembe Bireysel 0 2 7
Persembe Bireysel 0 1 2
Persembe Bireysel 0 4 3
Persembe Bireysel 0 0 4
Persembe Bireysel 1 0 1
Persembe Bireysel 1 7 4
Persembe Bireysel 0 7 12
Persembe Bireysel 1 6 2
Persembe Bireysel 1 5 0
Persembe Bireysel 1 5 2
Persembe Bireysel 1 5 1
Persembe Bireysel 0 5 6
Persembe Bireysel 1 0 1
Persembe Bireysel 0 0 0
Persembe Bireysel 1 2 1
Persembe Bireysel 1 3 2
Persembe Bireysel 0 8 2
Persembe Bireysel 0 12 2
Persembe Bireysel 0 9 3
Persembe Bireysel 1 1 4
Persembe Bireysel 1 1 1
Persembe Bireysel 1 5 0
Persembe Bireysel 1 0 1




Cizelge 3.1. (devam)
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Giin Bilet Tiirii Kart Arkli;l;il g:}l,(llselyen Bekleme Siiresi
Persembe Bireysel 1 0 1
Persembe Bireysel 1 0 0

Cuma Bireysel 1 1 3
Cuma Bireysel 0 0 4
Cuma Bireysel 1 5 7
Cuma Bireysel 1 3 4
Cuma Bireysel 0 1 11
Cuma Bireysel 1 0 0
Cuma Bireysel 0 4 1
Cuma Bireysel 0 1 4
Cuma Bireysel 1 1 0
Cuma Bireysel 0 0 0
Cuma Bireysel 0 1 2
Cuma Bireysel 1 9 3
Cuma Bireysel 0 10 16
Cuma Bireysel 0 4 22
Cuma Bireysel 0 24
Cuma Bireysel 1 2
Cuma Bireysel 1 12 7
Cuma Bireysel 1 11 7
Cuma Bireysel 0 8
Cuma Bireysel 0 4
Pazartesi Sirket 1 28 43
Pazartesi Sirket 1 27 43
Pazartesi Sirket 1 28 40
Pazartesi Sirket 0 27 41
Pazartesi Sirket 1 26 39
Pazartesi Sirket 1 4 30

Sah Sirket 1 20 1

Sah Sirket 1 22 0

Sah Sirket 1 24 3

Sah Sirket 1 26 5

Sah Sirket 1 25 4

Sah Sirket 1 20 22

Sah Sirket 1 23 1

Sah Sirket 0 22 8

Sah Sirket 0 16 26

Sah Sirket 1 13 6

Sah Sirket 1 4

Sah Sirket 0 24
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Cizelge 3.1. (devam)
Giin Bilet Tiirii Kart Arkli;l;il g:}l,(llselyen Bekleme Siiresi
Sah Sirket 0 8 24
Sah Sirket 1 8 0
Sah Sirket 0 9 17
Sah Sirket 1 10 0
Sah Sirket 1 11 0
Sah Sirket 1 10 0
Sah Sirket 1 0 0
Sah Sirket 0 0 0
Sah Sirket 1 0 0
Sah Sirket 1 0 0
Sah Sirket 1 1 0
Sah Sirket 1 0 2
Sah Sirket 1 0 0
Sah Sirket 1 1 0
Sah Sirket 1 0 0
Sah Sirket 1 0 0
Sah Sirket 1 1 4
Sah Sirket 1 0 5
Sah Sirket 1 0 0
Sah Sirket 1 0 0
Sah Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 1 0
Carsamba Sirket 1 0 1
Carsamba Sirket 1 0 0
Carsamba Sirket 1 1 0
Carsamba Sirket 1 0 1
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 1 0 0
Carsamba Sirket 0 0 0
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Cizelge 3.1. (devam)

Giin Bilet Tiirii Kart Arkli;l;il g:}l,(llselyen Bekleme Siiresi
Carsamba Sirket 1 1 1
Carsamba Sirket 0 0 3
Carsamba Sirket 1 0 0

Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 0 0
Cuma Sirket 1 1 2
Cuma Sirket 1 0 3
Cuma Sirket 1 0 3
Cuma Sirket 1 0 0
Cuma Sirket 1 0 2
Cuma Sirket 0 1 0
Cuma Sirket 1 4 5
Cuma Sirket 1 3 6
Cuma Sirket 1 2 1
Cuma Sirket 1 1 2
Cuma Sirket 1 2 0
Cuma Sirket 0 2 23
Cuma Sirket 1 1 2
Cuma Sirket 1 0 0
Persembe Sirket 1 1 0
Persembe Sirket 1 0 1
Persembe Sirket 1 0 0
Persembe Sirket 1 0 0
Persembe Sirket 1 0 0
Persembe Sirket 1 0 0
Persembe Sirket 1 0 0
Persembe Sirket 1 0 4
Persembe Sirket 1 1 0
Persembe Sirket 1 0 2
Persembe Sirket 1 0 0
Persembe Sirket 1 1 0
Persembe Sirket 0 0 1
Persembe Sirket 1 0 0
Persembe Sirket 1 1 0
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Cizelge 3.1.°de goriildiigii gibi uygulamada kullanilmak iizere 286 tane veri
toplanmistir. Kullanilan program Alyuda Neurolntelligence, agin 6grenme algoritmasi
ise danigmanli 6grenmedir. Agin egitimi i¢in girdi katmaninda 4 girdi eleman1 vardir.

Bunlar;

Giin (Pazartesi, Sali, Carsamba, Persembe, Cuma)
Bilet Tiirii (Bireysel, Sirket)

Kart (0, 1)

Arkada Bekleyen Kisi Sayis1’dir.

W o=

Ay belirli glinlerinden veriler alinmistir. Bilet tiirii bireysel ve sirket olarak ayrilmistir
clinkii verilerin alindig1 banka sisteminde bireysel miisteriler ve sirket miisteriler kendi
Ayrica miisteriler kartli ve kartsiz olarak da ayrilmaktadir. Sisteme dahil olan miisteri
eger kart1 ile sira almigsa sistem otomatik olarak bu miisteriye Oncelik tanimaktadir.
Arkada bekleyen kisi sayisi ise; miisteri hizmet aldigi sirada arkada bekleyen kisi
sayisini gostermektedir. Cikti katmaninda ise bekleme siiresi vardir. Gizli katman
sayisin1 sistem deneyerek en uygun olan dizaym bulmaktadir. ilk olarak Alyuda

Neurolntelligence programina verilerimizi aktardik. Veri dizisi Sekil 3.1°de verilmistir.
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File Miew Data Metwork Queny Options Help

W+ bl Tpanalze - 5 - [ | gl Preprocess - | B2 Design B2 o + | B Train - 6 Test 3% | 9% Query &

o9 = Bhow row numbers;| (T + H

Column #5

(5) Column #1 |(c2) Column #2 |(c2) Colurnn #3 [() Calumn #4 (1) Column #5 » | Data has been imparted from file "tez excel xls"
Data analysis results:
— - S columns and 287 rows analysed
TRN [Carsamba Bireyssl 0 0 0 5 columns and 286 rows accepted For neural netwark training
TRN [Carsamba Bireysel 1} 1} a 3 categorical columns:
Column #1

TRN |Carsamba E!reysel 1 i} a Colomn #2

TRM [Carsamba Bireysel 0 0 4 Calumn 3

YLD |Carsamba Bireysel 1 a 1 2 numeric columns:

TRH |Carsamba Bireysel 1 2 1 Column #4
=il b " f Column #5

TST |Carsamba Bireysel 0 0 1 Output calumn:

TRN [Carsamba Bireysel 1 0 3 Column #5

TRN [Carsamba Bireyssl 1 in 4 Ilj’tUWS d\tstabled thod
| ata partition method:

T5T |Carsamba E!reysel 1 10 3 random

TRM |Carsamba Bireysel 0 5 El Data partition results:

TRM |Carsamba Bireysel 0 4 7 195 records to Training set {69,23%)

" 44 records to Yalidation set {15, 38%)

IRN [Cargamba Bireysel 0 3 s 44 records to Test set {15,38%)
YLD [Carsamba Bireysel 1 2 [1} Data anomalies:

YLD [Carsamba Bireysel 1 H 1} 2 wrong type values

TRN [Carsamba Bireysel a 3 4 13 numeric outliers

TRN [Carsamba Bireysel 1 2 1

T5T |Carsamba Bireysel 0 1 1

TRM [Carsamba Bireysel 1 3 2

TRN [Carsamba Bireysel a 1 z

TRN |Carsamba Bireysel 1 z a

TRN [Carsamba Bireysel i} z z

TRM [Carsamba Bireysel 1 4 1

TRN [Carsamba Bireysel 1 5 a

TRN |Carsamba Bireysel i} i} a

T5T [Carsamba Bireysel 1 0 1}

YLD |Sah Bireysel 1 5 3

TR [Sal Bireysel 1 4 a

YLD |5ah Bireysel 0 4 4

Sekil 3.1. Veri Dizisi

Sistem tarafindan 198 kayit egitim seti, 44 kayit dogrulama seti, 44 kayit ise test seti

olarak secilmistir.

[ Show network image . [ | p* Y .|

I _[architecture [# of weights [Fitness TrainError [validation Error [Test Error AIC [icor + [Automatic architectur search complete

3 [e-12-1] 121 0,489954 1,415749 2057133 7,04101 eog,aTeex3  mg (1] architecture selected for training
Hidden layers activation Function: Logistic

4 [B-7-1] 21 0,532023 1406079  2,149202 1,879518 T90,181583 08 Gyt parsmetere:

5 [84-1] 41 0,481597 1,661356 2,032961 2,076425 -816,210439 0,8 | Column #5

& [F10-1] 101 0,531555 1,364912 2,190264 1,881273 -735,82746 0,5 E"t?' fr"“;ﬂ'"l E_Umff’%ﬂ;ﬁ'ﬁs

ctivation Funetion: Logistic

7 sl a1 0,516324 1,862575 2,100475 1,936767 716762226 0,7 | syarch parameters:

8 |B51] 51 0,482262 1,569353 1,918854 2,073562 -809,307811 0,7 | Search Methad: Heuristic search

9 [a-6-1] 61 0,5154006 1,509945 1,97184 1,940217 -765,640454 0,5 = | Fitness criteria: Inverse Test error

- : hurnber of retrains: 1

Hidden units range:
Layer 1: from 1k 20, search accuracy 2
9 network architectures verffiad

ost etk m—— e [8-7-1] architecture had the best fitness
werified architectures:
o 4 [8-1-1] Fitriess: 0,428006
Architecturs [6-7-1] [8-20-1] Fitness: 0,493089
#of Weights 71 [8-12-1] fitness: 0,489954
[8-7-L] fitness: 0,532023
Fitness 0,53202% [8-4-1] Fitniess: 0,481557
Train Error 1,406079 [5-10-1] fitness: 0,531555
validation Errar | 2,149202 Eggﬂ E[Eness: 3‘3é§§§Z
-5-1] fitriess: 0,
Test Error 1,875618 [5-6-1] Fitress: 0,515406
aIC 790, 18158
= Correlation 0,843947
H R-squared 0,711361
3 Stop Reasan Al ikerations de
3
Ed
Parameter |value
Input activation F2 | Logistic
Output name Column #5
Output error F Sum-of-squares
Cutput activation FX | Logistic i i
o 50 W00 150 200 2S00 300 350 400 450 SO0
Hterations L

Sekil 3.2. Sistem Mimarisi
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Sekil 3.3 de goriildiigii gibi sistem i¢in en uygun yap1 8-7-1"dir.

Automatic architeckure search complete
[&-4-1] architecture selected For training
Hidden lavers activation Funckion: Lagistic

Qukput parameters:
Column #5
Errar Function: Sum-of-squares
Ackivation Function: Logiskic
Search parameters:

Search Method: Heuriskic search
Fitness criteria: Inverse Test errar

Mumber of retrains: 1
Hidden units range:

Laver 1; from 1 to 20, search accuracy 2

9 nebwork architectures verified

[8-7-1] architecture had the best fitness

verified architectures:

[8-1-1] fitness: 0,428006
[8-20-1] fitness: 0,493089
[8-12-1] fitness: 0,459954
[8-7-1] Fitness%
[&-4-1] Fitness: 0,

[8-10-1] fitness: 0,531555
[&-8-1] fitness: 0,516324
[8-5-1] fitness: 0,482262
[8-8-1] fitmess: 0,515406

Sekil 3.3. Dizayn Raporu

Sistemde gerekli degisiklikler yapildiktan sonra egitime gegilmistir.

segenekleri Sekil 3.4°deki gibidir.

Sistem egitim
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Network Training Options “ e - E

Training | advanced |

— Training algoritbm
" Cuick Propagation
{ Conjugate Gradient Descent
{7 Cuasi-Mewkon

N {7 Limited Memory Quasi-Mewtan

{ Levenberg-Marquardt

{+ nline Back Propagation:

{ Batch Back Propagation

— Training algorithm's parameters

ik propagation coefficient [0.,100]: |1,75

Learning rate [0..100]: IDJI
Mornentum [0,, 100]: IIIIJI

[~ Adjust learning rate and mormentum each iteration

[~ Use Local minima avoidance For Levenberg-Marquardt

— Stop training conditions
[~ By errar value
Error bype: & Average & Max

{* AF: ||:|,?8
" MsE: ||:|,|31
[ CCR:|94,999999

Track om set: € Training § Yalidation

[~ By errar change

[¥ Metwork MSE: ||:|,|:u:u:u:u:u:|1
Tterations: |10 =

[T Dataset errar: ||:|,|:u:u:u:u:u:|1
Iterations: (10 =

v Ev iterations: 500 =i

Defaults |

(a4 I Zancel |

Sekil 3.4. Sistem Egitim Segenekleri
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4. ARASTIRMA BULGULARI ve TARTISMA

Egitim algoritmas1 geri yayilimli ve 500 iterasyona kadar sistemi egitmesi yoniinde

secilmistir. Ogrenme katsay1si, momentum katsayisi ve dgrenme algoritmasi gibi sistem

parametrelerini degistirilerek en iyi sonucu bulmak ic¢in denemeler yapilmistir. Sekil

4.1’de girmis oldugumuz veriler sistem tarafindan [-1...1] araliginda degerler

verilmistir. Bu degerleri kullanmasi sistemin aktivasyon fonksiyonu olarak hiperbolik

tanjant fonksiyonunu kullandigini1 géstermektedir.

Calumn #2

Column #3 Colurnn #1: Carsamba [Colurn #1: Sal |Column #1: Pazartesi |Column #£1: Cuma |Column #1: Pergembe |Column £2 (Column #3 [Colurn #4 | Column #5

Column #4 1 -1 -
Column #5

Parameter Walug
Column type  input
Format cakegarical
Scaling range  [-1..1]
Encoded into |5 columns

arsamba
Sah
Pazartesi - |

1
1
-1
| Cakegories
1
1
1

1

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

-1
-1
-1
-1
-1
-0,857143
-1
-1
-0,285714
-0,285714
-0,642857
-0,714286
-0,785714
-0,857143
-0,857143
-0,785714
-0,857143
-0,928571
-0,785714
-0,926571
-0,857143
-0,857143
-0,714286
-0,642857
-1
-1
-0,642857
-0,714286
-0,714286
-0,785714
-1
-0,857143
-1

1}
1}
1}
0,093023
0,023256
0,023256
0,023256
0,069767
0,093023
0,069767
0,209302
0,162791
0,116279
1}
1}
0,093023
0,023256
0,023256
0,046512
0,046512
1}
0,046512
0,023256
1}
1}
1}
0065767
1}
0,093023
0,093023
1}
1}
0,069767

Sekil 4.1. Siitunlarin Kodlanmis Halleri

Denedigimiz parametre degerlerinin (momentum katsayisi, 6grenme katsayisi, 6grenme

algoritmasi) vermis oldugu hata degerleri asagidaki gibidir:
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Training

Validation

Absolute error:

1,750514

2,297819

Metwaork error;

0,004366

0

Error improvement:

0,000001

Iteration:

501

Training speed, iterjsec:

6.26,249991

Architecture:

[8-7-1]

Training algaorithim:

Online Back Propagation

Training stop reason:

All iterations done

Sekil 4.3. Egitim Grafigi Parametreleri

Goriildiigii gibi egitimde mutlak hata 1,75051, dogrulama setinde ise mutlak hata

2,2978 olarak bulunmustur.

Hata gelisimi 0.000001, 501 iterasyon, yapis1 8-7-1, egitim algoritmasi geri yayilimli ve

son veriye kadar hepsi uygulanmis egitim durdurulmustur.

Actualvs. Output Table

Bl 2 [[en]in 757 AL | trputs | adivatons { Acks s, GUME | Scatter Plok | Recponiss Graph | Confusion Matit: | Erver Dapendence |
|ron [target |outpat  |ae |aee | =+l p@Epe 1&ja;x-aus.!m
RN Z 0 071547 0712547 >0 @ =
RMOF 0 nzeave. 0297el 10D Actual vs Outod
RN 4 & 0,712547 3,287453 |32,186321
RMOS 1 02936 0700239 70,0238
RM 61 (0,33473.|0,GEBZET  36,526633 |
RN 10 3 0,605006 230001 |79,E00018
RM11 a LPRIAR TR 35, CTARA
RN 1z 7 113048 5806255 |34,089%S
RN 13§ 0,983209 4,011791 30,235811
RN 140 03373 0,373 100
RMOIS 0 03TE 0,373 100
RN 16 = [0,985208 |3,011791 75,294754 |
“RMN 17 1 033473, 0685269  36,E26833 ”
RN O1E 1 079MS3 0209541 20954101 £
RN 20 |2 0,792459  1,209541 30,477051 <
RN Z2 2 0831487 |,118513 35525649 i
RN 231037008 0,620999 32,099839 K
RN 24 W U, 4uabey U 46y =10
“RN |25 0 0,712547  |0,712547 |[+~100
RN 78 0 0,237443 |0,237443 |=100
RN 29 |4 10,513102 | 3,489698 |37,24745 |
RN 3L 0 03739 0,339 10
RM FZ 0 0Z2N0F 0ZEO0r 100
“RM (33 Kl N 373309 (2 AAIANT 37 TRATIE vd
O
Target  [Ouput  |AE orz
Mear:(4,055556 |3,820602 | 2,28677 “4L41414141,75073 (|
StdDevi|7, 862570 6,522783  2,086730  40257I145D,26101 T T + = 7: e = o g ek T T
wirejn NoWR nmMow? nr11eR ks 40 30 30 100 20 -40 60 180 200 220 240 260 280
Maxi43 39,473.52 23670633 10000000000 LA ROy horeer
: [t — Oulpit = Seledied targel_© Selecied oipd |
Trrrelation: 11,A3NNG7
R-squared: 0,557426 4]

Sekil 4.4. Gergek Cikt1 Degerleri ile Sistem Cikt1 Degerleri



Giin
Pazartesi
Pazartesi
Pazartesi
Pazartesi
Sali

Sali

Sali

Sali
Carsamba
Carsamba
Carsamba
Carsamba
Persembe
Persembe
Persembe
Persembe
Cuma
Cuma
Cuma
Cuma

Bilet
Tiri
Bireysel
Bireysel
Sirket
Sirket
Bireysel
Bireysel
Sirket
Sirket
Bireysel
Bireysel
Sirket
Sirket
Bireysel
Bireysel
Sirket
Sirket
Bireysel
Bireysel
Sirket
Sirket

Sekil 4.5. Sonug Tablosu

Sekil 4.5°de goriildiigii gibi girdiler manuel olarak sisteme girilmistir ve yogun olan

giinlerde bekleme siiresinin fazla olacag ¢iktilarda goriilmiistiir.

Online Back Propagation, Conjugate Gradient Descent, Quasi-Newton, Levenberg-
Marquardt olmak {izere dort tane 6grenme algoritmasi 6grenme katsayisi ve momentum
katsayisi degistirilerek denenmistir. Ogrenme katsayisini 0.2-0.4 arasinda ve momentum

katsayisini da 0.6-0.8 arasinda alinip sonuglar karsilastirilmistir.

Kart

O A 0 0O 0 A 0O 0 A OO A OO0 ~ 0O
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Arkada Bekleyen Kisi
Sayisi
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

Bekleme
Siresi
14,73645
2,698126
13,19148
32,94325
0,993812
0,542115
1,090035
3,721586
2,294521
0,839092
2,27552
11,72044
4,024446
1,132181
3,833963
18,84205
15,26818
2,477059
13,45361
32,87384

Ogrenme algoritmalarina gore sistem ¢iktilar1 Sekil 4.6’da goriildiigii gibidir.



Ogrenme Algoritmas::
Conpugate Gradient Descent
Conugate Gradient Descent
Conpgate Gradent Dascent
Conpugate Gradient Descent
Conpugate Gradient Descent
Conjugate Gradient Dascent
Conpgate Gradent Dascent
Conpugate Gradient Descent
Conpugate Gradient Descent
Conjugate Gradient Descent
Conpgate Graden! Descent
Conpugate Gradent Descent
Quasi-MNewton
Quasi-Newton
Quasi-Hewtan
Guasi-Newton
Cuasi-Mewton
Quasi-Mewton
Guasi-Newton
Guasi-Newton
Quasi-Mewton
Quasi-Mewton
Quasi-Newton
Quasi-Hewtan
Levanbeng-Marquardt
Levenberg-Marquardt
Levenberg-Marquardt
Levenbeng-Marquardt
Levanbeng-Marquardt
Levenbeng-Marquardt
Levenbeng-Marquardt
Levenbeng-Marquardt
Levanberg-Marquardt
Levenberg-Marquardt
Levenberg-Marquardt
Levenberg-Marquardt

Online Back Propagation
Online Back Propagation
Online Back Propagatian
Online Back Propagatian
Online Back Propagation
Online Back Propagation
Unline Back Propagatian
Online Back Propagation
Online Back Propagation
Online Back Propagation
Online Back Propagatian
Online Back Propagation

Sekil 4.6. Ogrenme Algoritmalarina Gore Sistem Ciktilart

0.2
0.3
0.4
02
02
02
0.3
03
03
04
04
04
02
03
04
02
02
02
03
0.3
03
04
04
04
0.2
03
04
0.2
02
02
03
03
0.3
04
04
04
0.2
0.3
04
0.2
0.2
0.2
03
03
0.3
04
0.4
04

01
01
0.1
0.6
0.7
08
0.6
0.7
0.8
0.8
0.7
0.8
0.1
01
0.1
0.4
0.7
08
06
07
08
0.6
07
0.8
0.1
0.1
0.1
0.8
07
0.8
08
07
04
06
0.7
08
0.1
0.1
0.1
06
0.7
0.8
0.6
0.7
08
0.6
a7
08
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1,3074
1404
1.3623
1,3315
1.4151
1,363
1.3412
1.3656
1,4049
1.3306
14039
1.4068
1,4236
1,3608
14048
1.5461
1422
14467
1488
1.3898
1.6533
1,4662
13973
1.5803
12 6296
16,756
25401
3 6408
2.0683
1,965
31705
23,3508
2.0487
1,9906
21638
15,3598
1.9639
1.8627
1,646
1,8685
11743
11702
1,7454
1.7266
1,668
1.7629
1,7646
1,7448

Ofrenme Katsayis: Momentum Katsayisi: Ogrenmede Setinde Toplam Hata: Dogrulamada Setinde Toplam Hata:

23855
2,09
28247
1267

2 5987
28894
276548
23843
2763
26284
23359
22048
33022
36691
24362
2239
36434
2 4489
27704
3,328
20015
2947
2209
27406
125314
16,7112
33075
37344
27986
1,069
33832
23 5479
2754
24644
3,0475
15,3551
21894
20823
207
21378
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5. SONUC

Gunliik hayatta gerceklestirilen bir¢ok eylemde, kuyrukta bekleme sorunu ile
karsilagilmaktadir. Banka islemi, call center gibi miisterinin sirketlerle iliskilerinde hep
bir bekleme zorunlulugu ortaya c¢ikmaktadir. Hizmet almak i¢in herhangi bir servis
sistemini tercih eden miisterinin, ortalama bekleme siiresini bilmeden beklemeleri

sikayetlere sebep olmaktadir.

Ornegin miisteri islem zamanmi beklemek yerine ¢ok fazla yigilma oldugu giinlerde
hizmet alanim1 terk ederek diger islemleriyle ilgilenmeyi tercih etmektedir. Daha
sonrasinda hizmet alanina geri dondiigiinde sirast ge¢mis olmaktadir veya yeniden
beklemek durumunda kalmaktadir. Her iki durumda miisteri sikayetine sebebiyet

vermektedir.

Banka gibi servis sistemlerinde miisterilerin islemlerini tamamlamadan sistemden

ayrilmalar1 genel olarak kuyruktaki yigilmalara baglidir.

Uygulama yeri olarak sec¢ilen banka subesinde gelen miisterinin ortalama ne kadar
bekleyecegini tahmin eden bir sistem kurularak; miisteri bekleyecegi siireden haberdar
olarak bekleyecek veya baska isi varsa o siire igerisinde bagka isleri ile ilgilenmesi

mumkin olacaktir.

Uygulamada Alyuda Neurolntelligence programi kullanilmistir. Bankadan 286 tane veri
toplanmustir. Verilerin alindig1 bankada miisteriler bireysel ve sirket miisterileri olarak
ikiye ayrilmakta ayrica bireysel ve sirket miisterileri de kendi aralarinda karth ve kartsiz
miisteriler olarak ayrilmaktadir. Sira almak i¢in gelen miisteriye eger kartli miisteri ise
sistem tarafindan oncelik taninmaktadir. Kartsiz miisteri kartli miisteriler bitene kadar
sistemde beklemektedir. Ayrica bankada giinlere gore de yogunluk yasanmaktadir.
Ornegin alman verilere bakildiginda genel itibariyle pazartesi ve cuma giinleri yogunluk

yasanmaktadir ve alinan verilerde sirket miisterilerinin bireysel miisterilere gore islem
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siirelerinin daha fazla oldugu goriilmektedir. Uygulamada pazartesi, sali, ¢arsamba,
persembe, cuma, kartli, kartsiz, arkada bekleyen kisi sayis1 girdi elemam olarak
belirlenmistir. Agin mimari yapist program tarafindan denenerek 8 girdi eleman1 7 ara
katman 1 tanede ¢ikti elemani olarak belirlenmistir. Uygulamada kullandigimiz ag
yapist ¢ok katmanli algilayicidir. Ogrenme egitme algoritmasi olarak genelde geri
yayilim algoritmasi tercih edilir. Agda 286 tane verinin 198 tanesi egitim seti, 44 tanesi
dogrulama seti ve 44 tanesi de test seti olarak otomatik olarak ayrilmistir. Uygulamada
kullandigimiz tiim veriler program tarafindan (1..-1) arasinda numaralandirilmistir. 500
iterasyona kadar sistem egitilmistir. Egitim sonucunda programin G&grenip
ogrenmedigini test etmek igin maniiel olarak birkag deneme yapilmistir. Ornegin
pazartesi giinii bireysel ve kartsiz sira alan bir miisteri ve oniinde bekleyen 10 kisi varsa
14,7 dakika bekleyecektir veya yine bireysel ve kartli sira alan bir miisteri Oniinde
bekleyen kisi sayis1 10 ise bekleme siiresi 2,6 dakika olacaktir. Sirket miisterisi i¢in de
bir deneme yapacak olursak, pazartesi giinii sirket ve kartl sira alan bir miisteri 6niinde
bekleyen kisi sayis1 10 ise 13,19 dakika beklerken kartsiz sira alan sirket miisterisi 32
dakika bekleyecektir. Goriildiigii gibi kartsiz sira alan miisteriler kartli miisterilere gore
daha fazla siire beklemektedirler. Ayn1 sekilde sirket miisterilerinin bireysel miisterilere
gore daha fazla islemleri oldugundan da fazla siire bekledikleri goriilmektedir. Bu

sonuclar alinan veriler ile karsilastirildiginda anlamli sonug tirettigi goriilmektedir.

Bu sistem ile elimizdeki verilerle kuyrukta bekleme siiresi tahmin edilmeye
calisilmigtir. Sistem, kuyrukta bekleme sorunu olan tiim kurumlarda bekleme siiresi

tahmininde kullanilabilir.
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