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OZET

YUKSEK LISANS TEZI
YAPAY ZEKA YONTEMLERI iLE ARAC PLAKA TANIMA SiSTEMIi
Kerim Kiirsat CEVIK

Selcuk Universitesi Fen Bilimleri Enstitiisii
Elektronik ve Bilgisayar Sistemleri Egitimi Anabilim Dal

Danmisman: Yrd. Dog. Dr. Hasan Erding KOCER
2010, 75 Sayfa

Jiiri
Yrd. Do¢. Dr. Adem Alpaslan ALTUN
Yrd. Dog. Dr. I:!asan Erdin¢ KOCER
Yrd. Do¢. Dr. Omer Kaan BAYKAN

Giliniimiizde teknolojideki hizli gelisme insan hayatin1 biiyiik o6l¢iide
kolaylastirmaktadir. Ozellikle giivenlik alaninda teknolojinin kullanim orani her gecen
giin artmaktadir. Son yillarda trafikte seyreden ara¢ sayisinin artmasiyla trafik
denetlemesi yapan personel ihtiyaci artmaktadir. Bu ihtiyaci azaltmak amaciyla
bilgisayar kontrollii otomatik denetleme sistemleri gelistirilmektedir. Bu sistemlerden
bir tanesi de otomatik ara¢ plaka tanima sistemleridir. Bu sayede araglarin belirleyici
ozelligi olan plakalar bir kamera yardimiyla bilgisayarli sisteme iletilmekte ve plaka
taninmaktadir. Bu tanima iglemi c¢esitli yontemler kullanilarak gergeklestirilir. Arag
plakas1 goriintii isleme algoritmalar1 kullanilarak taninmaktadir. Bu ¢aligmada, insan
giicinden tasarruf saglamak ve giivenligi artirmak amaciyla goriintii isleme
algoritmalar1 ve yapay sinir aglari ile plaka tanima sistemi gergeklestirilmistir.

Bu tezde gergeklestirilen plaka tanima sistemi bir kamera yardimiyla goriintiiyii
alip sisteme bagli bilgisayara iletmekte, alinan ara¢ goriintiisii icersinde yer alan plaka
bolgesi tespit edilmekte, plaka icersindeki karakterler ayristirilip taninmaktadir. Plaka
bolgesinin tespiti asamasinda kenar bulma algoritmast kullanilmistir. Karakterlerin
ayristirilmasi isleminde blob coloring yontemi uygulanmistir. Ayristirilan karakterler
ileri beslemeli geri donisiimlii ¢ok katmanli perseptron sinir agi kullanilarak
taninmistir.

Gergeklestirilen motorlu araglar icin plaka tanima sistemi trafik denetleme, gise
otomasyonu ve denetimli saha giris kontrolii (hastane, askeri tesis vb.) uygulamalarinda
kullanilabilir.

Bu tez calismasinda 259 ara¢ goriintiisii kullanilarak plaka tanima islemi
gerceklestirilmistir. Plaka yerinin tespitinde 259 ara¢ goriintiisii igerisinden 255’inde
plaka bdlgesi dogru olarak tespit edilmistir. Plaka bolgesi tespitinde basari oran1 %98,45
olarak elde edilmistir. Dogru tespit edilen bu 255 plakanin karakterlerine ayrilmasi
isleminde 3 plakanin karakterlerinin yanlis tespit edildigi gozlenmistir. Karakterlere



ayirma isleminde %98,82 basar1 elde edilmistir. Bu goriintiilerden elde edilen plaka
bolgesinde yer alan karakterler harf ve rakam olarak ayristirilmistir. Ayristirma islemi
sonunda 1222 adet rakam, 597 adet harf elde edilmistir. Elde edilen rakamlardan 200
tanesi yapay sinir aginin egitim asamasinda, kalan 1022 adet rakam bilgisi test
asamasinda kullanilmistir. 597 adet harften ise 250 tanesi yapay sinir aginin egitim
asamasinda, kalan 347 adedi ise test asamasinda kullanilmistir. Rakamlarin test edilmesi
sonucunda 22 adet rakamin dogru siniflandirilmadigi, kalan 1000 adet rakamin dogru
simiflandirildigi goézlemlenmistir. Dolayisiyla rakam i¢in genel dogru smiflandirma
orant %97,84 olmustur. Harflerin test edilmesi sonucunda 3 adet harfin yanlis
siiflandirildigi, kalan 344 adet harfin dogru simiflandirildigi gézlenmistir. Dolayisiyla
harfler i¢in genel dogru siniflandirma orani %99,13 olmustur. Genel anlamda 259 arag
goriintiisiinden 247 adedinin plakasi tam ve dogru olarak taninmistir. Dolayisiyla genel
basar1 oran1 95,36 olmustur.

Anahtar Kelimeler: Arag plaka tanima, goriintii isleme, karakter tanima, yapay
sinir aglari
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The fast development in today's technology make human being life easier.
Especially usage rates of technology in security feild is growing up day by day. In
recent years, the necessity of personal working in traffic control is increasing because of
inceasing of vehicle number. For this purpose, computer based automatic control
systems are being developed. One of these systems is automatic vehicle plate
recognition system. In these systems, the image of the plate which recognize the
vehicles are taken by camera and this image send to computerized system and then the
plate is identified. This identification can be implemented by using different methods.
The vehicle plate can be identified by applying the images processing algorithms. In
this work, for saving human force and increasing the security, the vehicle plate
recognition system is developed by using image processing algorithms and artificial
neural networks.

The vehicle plate recognition system carried out in this thesis is transfers the
vehicle pictures taken from the camera to the computer, then the plate region is
determined by using image processing algorithms, then the characters placing in the
plate are located and reconized. In determination of the plate region, the edge detection
operators are used. The blob coloring method is applied for seperation of the characters.
These seperated characters are classified by using feed forward back propagated multi
layered perceptron neural networks.

The implemented vehicle plate recognition system can be used in traffic control,
toll automations and controlled area entry (hospital, car-parking etc.) applications.



In this thesis study, 259 vehicle pictures is used in plate recognition system. In
determination of the plate region, 255 of 259 vehicle pictures are determined correct.
The success rate of determination of the plate region is 98,45 percent. In localization of
the characters stage, 3 of 255 plate image is mislocalized. The success rate of the
localization of the characters is 98,82 percent. The characters which determined form
the plates, are categorized as letters and numbers. After this process, 1222 number and
597 letter is obtained. 200 of these numbers are used in training process of artificial
neural networks and the rest (1022 numbers) is used in testing phase. 250 of the
obtained letters are applied in training phase of the neural networks and the rest (347
letters) is used for testing the system performance. As a result of the testing processes,
22 of the numbers are misclassified and 3 of the letters are misclassified. Therefore, the
correct classification rate for the numbers is 97,84 percent, the correct classification rate
for the letters is 99,13 percent. In general, 247 of 259 vehicle pictures are classified
correctly. Consequently, the overall success rate for this application is 95,36 percent.

Keywords: Vehicle plate recognition, image processing, character recognition,
artificial neural networks
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1. GIRIS

Son ¢eyrek yilizyilda ara¢ sayisinin artmasi ve trafikte olusan sorunlar, otomatik
ara¢ tanima ve trafik akis kontrolii sistemlerine duyulan ihtiyaci arttirmistir. Bu ihtiyact
karsilamaya yonelik ¢aligmalar temel olarak araglarin bir noktadan gecerken
tanimlanmasi, aracin konumunun belirlenmesi ve bu veriler kullanarak trafik

denetiminin daha iyi yapilmasina hizmet etmektedir.

Gliniimiizde trafik denetimi ic¢in, radyo frekanslarini kullanan radarlar,
mikrodalga detektorleri, yolun altina yerlestirilen tiipler ve loop (dongii) detektorleri
bulunmaktadir. Radar detektorii arag hizin1 6lgmek i¢in, mikrodalga detektori belli bir
noktadan ara¢ gecisini algilamak i¢in, yine yol altindaki tiipler ve loop (dongii)
detektorleri arag sayisint ya da uzunlugunu olgmek icin kullanilir. Bu sistemlerde,
denetimin saglanacagi yolun giris ve ¢ikislarina yukarida bahsedilen detektorlerin
yerlestirilmesi gerekmektedir. Ancak bu donanimlarin kurulumu ve algilayicilarin
fazlahigi bu sistemleri pahali hale getirmektedir. Bununla beraber, bu sistemlerin

isletimi de zordur (Setchell 1997).

Bilgisayar tabanl sistemler, detektor kullanan sistemlere gore ¢cok daha etkin bir
¢ozlim sunmaktadir. Trafik akisinin gozlemlenecegi noktaya bir kamera diizeneginin
kurulmasi yeterli olmaktadir. Bu sistemlerin kurulumu kolay ve ucuz, verdigi bilgiler

daha ayrintili olmaktadir.

Bununla birlikte, bilgisayar tabanli ara¢ plaka tanima sistemleri yeni gelistirilen
sistemlerdir. Genel olarak arag¢ plakasi tanima islemi iki temel adimda gergeklestirilir;
plaka yer tespiti ve plaka iizerindeki karakterlerin taninmasi. Calismalarda plaka yeri
bulma isleminde goriintii isleme rutinlerinden yararlanilmistir. Plaka tanimanin ikinci
asamas! olan karakter tammma isleminde ise genelde iic ydntem kullanilir: Ornek
eslestirme (template matching) (Collomosse ve Oliver 2001; Chanson ve Roberts 2001),
karakteristik tabanli tamima ve yapay sinir aglaridir (Setchell 1997; Draghici 1997,
Fahmy 1993; Auty ve ark. 1995).

Bu caligsmada Tiirkiye'de trafikte seyreden sivil araglarin plakasinin taninmasi

hedeflenmektedir. Bu plakalarin genel 6zelligi; beyaz zemin iizerine siyah



karakterlerden olusmasi, ilk iki karakterde sehir kodunu belirten rakamlarin olmasi ve
ondan sonra gelen karakterlerin rastgele harf ve rakam dizisinden olugmasidir. Bu
amagla yolda seyreden sivil aracin goriintiisii kamera yardimiyla alinip, goriintii isleme
algoritmalariyla plakanin yeri tespit edilerek, plakada yer alan karakterlerin yapay sinir
aglari ile taninmasi iglemleri gerceklestirilmistir. Sistemi gergeklestiren yazilim C#.Net

programlama dili kullanilarak kodlanmistir.

Sistem kameradan alinan renkli arag gOriintlislinii  gri  seviyeye
doniistiirmektedir. Bu goriintiiye kenar bulma algoritmalart uygulanarak plakanin
resimden ayrigtirilmast gergeklestirilmistir. Elde edilen goriintii 220x50 boyutundadir.
Bu plaka goriintiisiiniin iyilestirilmesi amaciyla goriintiiye kontrast genisletme ve
ortanca deger filtresi uygulanmigtir. Giiriiltiilerden arindirilan plaka goriintiisiine blob
coloring algoritmasi uygulanmis ve plakada yer alan harf ve rakamlarin ayrigtirilmast
saglanmistir. Karakterlerin plaka goriintiisii igerisindeki konumuna gore harf ve rakam
olarak veritabanina alinmistir. Bu goriintiiler ortalama mutlak sapma formiilii ile
sayisallagtirilmistir. Bu sayisal bilgiler harf ve rakam icin tasarlanan iki farkli yapay
sinir aginda egitilmistir.

Bu tez caligmasi giris, kaynak arastirmasi, materyal ve metot, teorik esaslar,
plaka tanima sistemi ve sonuglar ve Oneriler olmak iizere alt1 boliim ve kaynaklardan

olusmaktadir.

Birinci boliim, giris bolimi olup konunun genel tanimi yapilmis, ¢alismanin

amaci ve onemi lizerinde durulmustur.

Ikinci béliimde bu alanda yapilmis dnceki galismalar hakkinda literatiir bilgisi

verilmis, bu ¢aligmalarin 6zellikleri belirtilmistir.

Ucgiincii béliimde tez ¢alismasinda kullanilan materyal ve metotlar verilmistir.

Dordiincii boliimde oriintii tanima ile ilgili teorik esaslardan bahsedilmis, yapay

sinir aglariin 6zellikleri, yapis1 ve algoritmalart anlatilmistir.



Besinci boliimde uygulamasi yapilan ara¢ plaka tanima sistemi agama agama

anlatilmistir. Uygulama ile ilgili resimler, sekiller ve tablolar bu boliimde sunulmustur.

Altinc1 boliimde tez ¢alismasinin sonuglar1 lizerine genel bir degerlendirme

yapilmistir. Ayrica ¢alisma ile ilgili 6neriler de bu bdliimde yer almaktadir.

Tez caligmasinin sonunda yararlanilan kaynaklar verilmistir.



2. KAYNAK ARASTIRMASI

Son yillarda ara¢ sayisinin artmasi ve trafikte olusan sorunlar, otomatik arag
tanima ve trafik akisinin kontrolii lizerine ¢alismalar yapilmasini gerektirmistir. Bu
amaca yonelik ¢aligmalar yapilmis ve degisik yaklagimlar denenmistir. Caligmalar temel
olarak giivenlik ihtiyacinin giderilmesin yonelik olarak, araclari 6zel bir noktadan
gecerken tanimlamak, aracin konumunu belirlemek ve buna gore trafik denetimi

saglamaya yoneliktir.

Otomatik Ara¢ Tanima konusunda ilk gelisme optik tarayici sistemlerin
kullanilmasiyla 1960’larda ABD’de ger¢eklesmistir (Hauslen 1977). Daha sonraki
yillarda mikro elektronikteki gelismeler ¢alismalart yogunlastirmis, induktif dongii,
radyo frekanslari, kizilotesi ve mikrodalga sistemleri ara¢ goézetleme ve trafik

kontroliinde kullanilmustir.

Arag¢ tanima teknolojisinin yol iicretlendirilmesi i¢in denenmesi ilk olarak Hong
Kong’da 1983-1985 tarihleri arasinda uygulanmustir. Once goniillii bir ara¢ grubu
elektronik plakalarla donatilmistir. Sonra bu plakalara sahip araglar yoldan gectiginde
araglarin fotograflar1 kapali devre TV ile alinmis ve kontrol merkezine iletilmistir
(Dawson 1986). Ara¢ Tanima Sistemine yonelik caligmalar 6zellikle Avrupa ve
Japonya’da devam etmektedir. “Prometheus” denen dokuz yiiz milyon dolarlik alti
iilkeyi kapsayan bir proje hayata gecirilmistir. Bu program araclar takip, elektronik
ceza kesme, plaka tanima ve ara¢ tanimay1 igermektedir. Bununla giivenligi, verimi ve
konforu arttirmak, ekonomik c¢oziimler iiretmek, kirliligi azaltmak amaclanmaktadir
(Gillan 1988). Japonya’da da Prometheus’ a benzer bir program yapilmistir. Programda
yapay zekaya daha ¢ok onem verilmis, otomatik sofor denenmistir. Hollanda ve
Norveg’te de elektronik {icret toplamaya yonelik ara¢ tanima sistemleri kurulmustur

(Stoelhurst ve Zandbergen 1990).

Halihazirda ara¢ tanima sistemlerinde kullanilan dort temel yontem vardir;
* Optik ve kizil6tesi sistemler
» Induktif dongii sistemleri
*Radyo frekanslar1 ve mikrodalga sistemleri

* Yiizey akustik dalga (Surface Acoustic Wave- SAW) sistemler



Arag plakast tanima, ara¢ tanima ve gdzetleme icin kullanilan tekniklerden
biridir. Bu teknikte aracin plakasinin yeri bulunur sonra bu plaka bilgisi ASCII

karakterlere ¢evrilir.

1980°de Elsydel Ltd. sirketi giselerde kullanilmak iizere bir ara¢ plakasi tanima
sistemi gelistirmistir. Optik sensdrle algilanan aracin 6nden CCD kamera ile plakasinin
resmi yakalanmis, sonra ara¢ plakasindaki karakterler desifre edilmistir. Sistem

Fransa’da otoyollarda 1988°de test edilmistir (Setchell 1997).

“Computer Recognition Stsytems Ltd.” sirketi 1989’da syntax forcing
algoritmasi kullandig1 bir ara¢ plaka tanima sistemi gelistirmistir. Algoritmasi hakkinda
bilgi verilmeyen sistemin basarisinin % 93 oldugu agiklanmistir (Williams ve ark.
1989).

1990’larda Newcastle-Upon-Tyne Universitesinin gelistirdigi plaka tanima
sisteminde aracin gectigini algilayan tetikleme iinitesi ve bu tetiklemeyle resim
yakalayan kamera tinitesi bulunmaktaydi. Plakanin yeri, plaka zemini ve karakterlerin
renk farkindan yararlanilarak bulunmustur. Yeri tespit edilen plakadaki karakterler

etiketleme algoritmasi ile ayristirllmis ve yapay sinir aglart kullanilarak taninmistir

(Fahmy 1993).

1995’de “CSIRO ve Telstra Corporation” isbirligi ile gelistirilen trafik
denetleme sistemi bir ara¢ plakasi tanima modiilii ve ara¢ tespit modiiliinden
olusmaktaydi. Sistem yiiksek kaliteli resimlerden araglarin plakasimi bulup kontrol
merkezine gondermekteydi. Merkez araclarin hizim1 6lgmekteydi ve soforlerin yolda
gecirdikleri siireyi hesaplamaktaydi. Yapay sinir aglari, sistemde hem plakanin yerinin
tespiti hem de karakter tanimada kullanilmaktaydi. Plakalarin %90 basariyla tanindig
rapor edilmistir (Auty ve ark. 1995).

Bristol Universitesi biinyesinde bulunan arastirma merkezi “The Advanced
Computing Research Centre” trafik denetleme, trafik gozetleme ve plaka tanima
sistemleri gelistirmistir. Universiteden E. L. Dagless ve arkadaslari plaka yerini bulmak
i¢in ¢izgi metodunu gelistirmiglerdir. Metot da, gorilintiiden yatay cizgiler alinmis ve bu

cizgiler lizerindeki histogramdan yararlanmistir. Histogramdaki degisimlerden karakter



olabilecek yerler saptanmis ve karakterler ayn1 yontemle ayristirilmigtir (Barroso ve ark.
1997). Ayni iiniversiteden C. John Setchell trafik denetleme amaciyla yaptigi ¢alismada,
plaka yerini bulmada bu yontemi kullanmis karakterleri tanimay1 yapay sinir aglariyla

gerceklestirmistir (Setchell 1997).

Avustralya' daki Edith Cowan Universitesi dgretim iiyeleri tarafindan yapilan
caligmada plaka yeri tespitinde kenar belirleme algoritmalar1 kullanmiglar ve

karakterlerin belirlenmesi asamasi i¢in yapay sinir aglarindan yararlanmislardir (Gendy

ve ark. 1997).

Tayland'da 1998 yilinda yapilan bir ¢caligmada da yapay sinir aglar1 kullanarak
plaka yeri tespitinden %84, karakter belirlemede ise %80 oraninda basar1 elde edilmistir

(Sirithinaphong ve Chamnongthai 1998).

Ogrenme tabanli plaka tanima sistemi kavramiin basaris1 goriilmiis ve 2000'li
yillarda yaygin olarak bilimsel calismalarda kullanilmaya baglamistir. Kim ve
arkadaglar1 6grenme tabanli plaka tanima sistemi ¢aligmalarinda araba tespitinde %90,
plaka tepitinde %88 ve karakter tespitinde %85 oraninda basar1 elde etmislerdir (Kim ve

ark. 2000).

Cin arag plaka sistemi i¢cin Changsha Universitesi'nde yapilan ¢alismada resim
icerisinden kesilen plakalarin karakterlerinin taninmasi i¢in yontemler denenmistir. Cin
plaka sisteminin 6zellikleri belirlenmis ve bu 6zellikler kullanilarak yapay sinir agi ile

ogrenme tabanli bir uygulama yapilmistir (Wei ve ark. 2001).

2003 yilinda Tayvan Uluslararas1 Chiao-Tung Universitesinde yapilan ¢alismada
plaka yeri tespitinde plaka zemini ve karakterlerin renklerinden yararlanilmistir.
Karakter tanima isleminde ise Template Matching denilen birebir karsilastirma iglemi

kullanilmigtir (Wang ve Lee 2003).

Arac plakalarmin tespitinde yapay zekanin bir dali olan bulanik mantik
kullanilarak %95 basar1 elde edilen caligma 2004 yilinda Shyang-Lih Chang ve
arkadaglar tarafindan gergeklestirilmistir (Chang ve ark. 2004).



Leonard Hamey ve Colin Priest 2005 yilinda Avustralya plaka sistemi i¢in
gelistirdikleri algoritma ile Avustralya plakalarmin renk ve sekil 0Ozelliklerinin
farkliligim1  kullanarak plaka yeri tespitinde basarili sonuglar eclde etmislerdir.
Kullandiklar algoritmada resim igerisindeki plaka aday bolgeleri teker teker karakterler
okununcaya kadar kontrol edilmektedir ve bu sistem i¢in bir handikap olusturmaktadir

(Hamey ve Priest 2005).

Suudi Arabistan plakalari i¢cin King Fahd University of Petroleum & Minerals
Universitesi'nde yapilan ¢alismada plaka yeri tespiti i¢in kenar kose belirleme tabanli
algoritmalardan yararlanilmig, karakter tanima islemleri ic¢in ise bulanik mantik
algoritmalar1 kullanilmistir. Caligma sonucunda Suudi Arabistan arag plakalari i¢in %94

basari elde edilmistir (Sayed ve Sarfraz 2005).

Plaka yeri tespitinde koselerin etkisi ¢cok dnemli yer kaplamaktadir. Plakanin en
belirgin 6zelliklerinden biri olan kenar ve koselerinin bulunmasi yontemi ile oldukca
yiiksek oranlarda basar1 elde edilmistir. College of Traffic and Communications
Southern China University of Technology bolimiinde yapilan kdse tabanli plaka yeri

tespiti ¢caligmalarinda %95 basari elde edilmistir (Qin ve ark. 2006).

Cin 'de yapilan bir diger calismada ise Novel Metodu kullanilarak goriintii
icerisindeki plaka aday bolgelerine based projection algoritmasi uygulanmistir. Calisma

sonucunda plaka yeri tespiti %88 basari elde edilmistir ( Chen ve ark. 2007).

Shandong Normal Universitesi'nde yapilan bir diger caliymada plaka yeri
tespitinde hough algoritmasi kullanilmistir. Ayrica karakter tanima islemi de template
match yontemi ile veritabanindaki ornekler kullanilarak yapilmistir. Sistem 15sn de
veritabanindaki kayitli veriler ile bulunan plakay1 kontrol edebilmektedir (Yang ve ark.
2007).

Dalian Denizcilik Universitesi Bilgi Miihendisligi'nde yapilan ¢alismada
karakterlerin smiflandiriimasinda bilgi tabanli 6grenme metodu kullanilmistir. Onceden
belirlenmis karakter 6zellikleri bilgi tabanina yiiklenmis ve siniflandirma sirasinda yeni
veriler bu bilgiler ile kiyaslanmistir. Calisma sonucunda karakterlerin taninmasinda

%94 basari elde edilmistir (Gao ve ark. 2007).



2008 yilinda Hindistan'da yapilan ¢aligmada plaka yerinin tespitinde morfoloji
algoritmalar1 kullanilmis ve Hindistan'da kullanilan plaka tiirlerinin tespitinde %96
basar1 elde edilmistir (Babu ve Nallaperumal 2008). Ayni1 yil Beijing Teknoloji
Enstitiisii'nde yapilan plaka tanima sisteminde novel metodu kullanilarak plaka yerinin
tespiti icin %98 basar1 orani elde edilmistir (Tan ve Chen 2008). Yine ayni yil Ying ve
Nannan yaptiklar1 ¢caligmada karakterlerin siniflandirilmasinda kendilerinin trettikleri
"uyumlu algoritma" y1 kullanmislar ve bu yontem ile %92 oraninda karakter tanima

basarisi elde etmislerdir (Ying ve Nannan 2008).

Shahrood Teknoloji Universitesi'nde plaka yerinin tespiti icin yazilarn fazlalig
ve renk farkliliklarr kullanilmistir. Bu yontem ile Iran plakasina sahip araglarin plaka

siiflandirmas1 yapilmaya calisilmis ve %92 oraninda bir basar1 elde edilmistir

(Ahmadyfard ve Abolghasemi 2008)

Kuzey Cin Universitesi'nde plaka yerinin tespitinde piksel 6zellikleri olan RGB
degerlerinden yararlanilmistir. RGB degerlerinin dagilimma gore plaka tespiti
yapilmaya ¢alisilmis ve %76 oraninda bir basar1 elde edilmistir (Wei ve Yanping 2009).
Aym yil Cincinnati Universitesi'nde yapilan baska bir ¢aligmada ise karakter tanima
tizerinde durulmus ve karakterlerin siniflandirilmasi i¢in birebir karsilastirma deniler
"Template Matching" yontemi kullanilmistir. Bu yontem ile %96 oraninda ¢in plaka
karakterlerinin taninmasi saglanmistir (Quan ve ark. 2009). 2009 yilinda yapilan bagka
bir caligmada ise plaka yeri tespitinde 6znitelik ¢cikarim yonteminden faydalanilmistir.
Bu yontem ile plakanin belirgin 6zellikleri resim tlizerinde arastirilarak en uygun plaka
alan1 belirlenmistir. Sistemin basarim orami %93,1 olarak belirtilmistir (Chen ve ark.
2009).

Plaka tanima sistemleri son yillarda iilkemizde de oldukca ihtiya¢ duyulan

sistemler arasina girmistir. Ulkemizde bu alanda son yillarda yapilan ¢alismalar;

Mustafa Kemal Universitesi'nde yapilan plaka tanima sisteminde YSA
kullanilarak plaka yerinin tespiti ve karakterlerin taninmasi islemleri yapilmistir. Sistem
plaka yeri tespitinde %88,6, karakterlerin taninmasinda %76,8 oraninda basari elde
etmistir (Celik 2003).



2006 yilinda gergeklestirilen bir diger calismada, plaka bolgesi cikartilirken,
kenar belirleme, lekeleme algoritmalar1 kullanilmistir. Ayristirma boliimiinde, lekeleme,
filtreleme ve bazi morfolojik algoritmalar kullanilmaktadir. Plaka karakterlerinin
taninmasi i¢in istatiksel temelli sablon eslestirme kullanilmistir. Sistem genel olarak
%91,2 basar1 oranina sahiptir (Ozbay 2006).

Plaka tanima sistemleri yayginlastikca sadece bilgisayarda calisan degil; gomiilii
sistem olarak adlandirilan Mikrobilgisayarlar (FPGA vb.) i¢in yazilan versiyonlar1 da
ctkmistir.  Hacettepe Universitesi'nde yagilan bir gomiilii sistem plaka tanima
uygulamasinda plaka yeri tespitinde kenar belirleme algoritmalar1 ve karakter tanima
islemlerinde ise egitim tabanli yapay sinir aglar1 kullanilmistir. Gomiilii sistemin basar1

orani %87 olarak belirtilmistir (Caner 2006).

Ankara Universitesi'nde yapilan calismada plaka yerinin tespitinde plaka zemin
rengi ve plaka karakterlerinin renginden yararlanilmistir. Karakterlerin ayristirilmasinda
siitun toplam vektorii (stv) kullanilarak, resimdeki imza bdlgesi arastirilmistir.
Ayristirilan karakterler, ileri beslemeli, egitim igin geri yaymim algoritmasi kullanilan
yapay sinir agt (YSA) ile taminmuglardir. Plakanin bulunmasi, karakterlerin
ayristirilmasi, harf ve rakamlarin ayr1 ayr1 taninmasi ile ilgili basar1 oranlar1 kullanilan
degisik yontem ve mimarilere gore verilmistir. Calisma icerisinde sistemin genel basari

orani yer almamaktadir (Camasircioglu 2007).

2008 yilinda yapilan bir uygulamada tasit plakalarinin yerlerinin bulunabilmesi
icin yeniden boyutlandirma, gri seviyeye indirgeme, Histogram esitlemesi,
Thresholding, Smearing algoritmalarindan olusan karma bir sistem tasarlanmig ve bu
algoritmalar morfolojik filtreleme yontemleri ile birbirlerini tamamlayacak sekilde
entegre edilmislerdir. Plakanin okunmasi isleminde ise morfolojik filtrelemeler, sablon
eslestirme ve timevarimsal 6grenme yontemleri kullanilmistir. Uygulamanin basarim

orant %92,5 olarak gosterilmistir (Yalim 2008).

Atilim Universitesi'nde yapilan plaka tanima sisteminde ise yapay sinir aglari
veya karmasik matematiksel islemler yerine insan gozi ile karakterin nasil
algilandigina dikkat edilmistir. Plaka gortntiisii ikili sisteme ¢evrilmis ve sonra dikey

ve vyatay dogrultularda taranarak karakterlerin simirlar1 bulunmustur. Bulunan
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karakterler soldan saga, sagdan sola, yukaridan asagiya, asagidan yukari taranarak her
bir karakter i¢in Ozellik siniflar1 olusturulmustur. Daha Onceden karakterler igin
hazirlanmis olan Ozellik simmiflar1  veritabani ile karakterin = Ozellik  sinifi
karsilastirilmistir.  Karakterin -~ diger karakterlere benzeme oranmi  kullaniciya
gosterilmistir. Calisma karakter tanima isleminde %388,9 basari orani elde etmistir

(Kayhan 2009).
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3. MATERYAL VE METOT

Bu tez c¢alismasinda bilgisayar kontrolli ara¢ plaka tanima sistemi
gerceklestirilmigtir. Sistem bir kamera ve bir bilgisayardan olusmaktadir. Sistemde
kullanilan kamera 640x480 piksel ¢oziiniirliige sahip, renkli CCD kameradir. Kullanilan
bilgisayar ise Intel Core 2 Dou P8700 islemci, 4GB RAM' bulunan ve Windows 7

isletim sistemine sahiptir.

Gergeklestirilen ara¢ plaka tamima sistemi bes asamadan olusmaktadir. ilk
asamada kamera yardimiyla ara¢ goriintiisii bilgisayara aktarilir. Aktarilan goriintii
icerisinde yer alan plaka bolgesi ¢esitli goriintii isleme algoritmalar1 kullanilarak tespit
edilir. Daha sonra plaka goriintiisii giirtiltiilerden arindirilmak amaciyla filtrelerden
gecirilir. lyilestirilmis plaka goriintiisii icerisindeki karakterler (harf ve rakamlar)
ayristiritlir. Ayristirilan karakterler sayisal hale doniistiiriiliip yapay sinir aglan ile

siiflandirilir. Boylece tanima gergeklesmis olur (Sekil 3.1).

K Plaka Goriintii Karakterlerin YSAile
amera ——> Bilgesinin lyilestirme Aynistirilmas1 [——>) Tamma
Tespiti

Sekil 3.1. Arag plaka tanima sistemi blok semasi

Plakanin yerinin tespiti i¢in canny kenar bulma operatorii kullanilmis ve siyah ve
beyaz renk gecislerinin en yogun oldugu bolge plaka bolgesi olarak tayin edilmistir. Bu
islen sonucunda 220x50 piksel boyutunda plaka resmi elde edilmistir.

Isik ve kontrast farkliliklar1 gibi tanimayr olumsuz etkileyebilecek faktorleri
ortadan kaldirmak amaciyla plaka goriintiisiine kontrast genisletme ve ortanca deger

filtreleri uygulanmistir.

Iyilestirilmis plaka goriintiisiine Blob coloring algoritmas1 uygulanarak birbirine
degmeyen siyah bolgeler smiflandirilmis ve karakterlerin yerleri tespit edilmistir. Bu
karakterler harf ve rakam olarak plaka bolgesindeki konumuna gore ayristirilarak 28x35

boyutunda rakam, 30x40 boyutunda harf goriintiileri olarak belirlenmistir.
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Tanima asamasinda yapay zeka yontemlerinden olan yapay sinir aglari (YSA)
kullanilmistir. Harf ve rakamlar farkli boyutlarda sayisallagtirilmistir. Bu islem
sonucunda elde edilen harf ve rakam verileri iki farkli YSA'da egitilmistir. Test
asamasinda gelen goriintiiden elde edilen harf ve rakam bilgileri egitilen YSA'ya

verilerek siniflandirma yapilmis ve plaka bilgisi elde edilmistir.
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4. TEORIK ESASLAR

4.1. Oriintii Tanima

Oriintii, ilgilenilen varliklar ile ilgili gozlenebilir veya &lgiilebilir bilgilere
verilen addir. Gergek diinyadaki bu oriintiiler, genellikle ilgilenilen verilerin nicel

tanimlama sekilleridir.

Oriintii tanuma, insanlarin cesitli ses, goriintii ve benzeri tim oriintiilerin
bigimsel sekillerinden ¢ikardiklar: dilsel sekillendirmedir. Aslinda, orinti tanmima
bilimin, mihendisligin ve ginlik hayatin genis bir alanindaki etkinlikleri
kapsamaktadir. Oriintii tamma uygulamalarin: insanlarn yasantisinda da gérebiliriz:
hava degisimin algilanmasi, binlerce c¢igek, bitki, hayvan tiriini tamimlama, Kitap
okuma, yiiz ve ses tamima gibi bulanik sinirlara sahip birgok etkinlikte oriintii tanima
kullanilir. Sekil 4.1’ de gorildiigii gibi aymi sinifa ait olan kare veya dikdortgen

ortintiiler, ait olduklar1 siif icerisinde diizenli olarak kiimelenmislerdir (Tirkoglu

2003).

Oriintit Tanima

Sekil 4.1. Ayni sinifa ait Sriintiilerin siniflandiriimasi

Oriintii tanima olayim su sekilde irdeleyebiliriz: Aralarinda ortak dzellik bulunan
ve aralarinda bir iliski kurulabilen karmasik isaret 6rneklerini veya nesneleri bazi tespit
edilmis ozellikler veya karakterler vasitasi ile tanimlama veya siniflandirmadir. Bu
baglamda, oriintii tantmanin en 6nemli amaglari; bilinmeyen oriinti siniflarina belirli bir
sekil vermek ve bilinen bir simifa ait olan oriintiiyii teshis etmektir. Sekil 4.2 de

karakterlerden olusan oriintiiler ve bu oriintiileri tanima islemi goriilmektedir.
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i Hopfield neural network usage Exempl =1CIx]

Patterns in NN

[ Create Newal Network (100 Newrons) |

| Add pattein to Neuwal network |

I Run network dynamics I
Properties of Neural Network

Size of Neural Network: 100
Numbes of patterns: 3
Cusrent value of Energy:.  -5542

Current State of NN

Sekil 4.2. Karakter Oriintiisii

Oriintii tamma tekniklerinin uygulamalar1 bircok miihendislik, tip, askeri ve
bilim alanina agiktir. Bunlardan bazilari; goriintii tanima, ses tanima, EEG siniflama,
DTMF haberlesme isaretlerini tanima ve radar hedef siniflama, biyomedikal kontrol,
veri madenciligi verilebilir. Oriintii tanima olarak bilinen bu uygulamalar, makine
ogrenmesi, oriintic simiflandirma, ayrim analizi ve nitelik tahmini gibi isimlerle de
anilmaktadir (Bal 2006).

4.1.1. Oriintii tamima kavrami

Oriintii tamima kavrami Sekil 4.3 de goriildiigii gibi {ic énemli asamadan

olusmaktadir (Tiirkoglu 2003).

1. Isaret / Goriintii Isleme: On islem asamasidir. Isaret veya goriintiiniin filtre
edildigi, cesitli doniisiim ve gdsterim teknikleri ile islendigi, bilesenlerine ayrildig: veya

modellendigi kisimdir.

2. Ozellik Cikarma: Isaret ve goriintiiniin veri boyutunun indirgendigi ve
tanimlayict anahtar 6zelliklerinin tespit edildigi ve ayni1 zamanda normalizasyona tabii

tutuldugu agamadir. Sistemin basariminda en etkili rolii oynar.
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3. Smiflandirma: Cikarilan 6zellik kiimesinin indirgendigi ve formiile edildigi

tanimlayici karar agamasidir.

Isaret / Gérintit
Isleme

Ozellik Cikarma

Sekil 4.3. Oriintii tanima kavrami ve asamalar1

4.1.2. Oriintii tamima sistemleri

Oriintii tanima sistemleri gdzlenen veya dlgiilen verileri tanimlanmasinda birgok
uygulamanin merkezinde yer alir. Sekil 4.4 de yaygin olarak kullanilan genel anlamda
orlintli tanima sistemi verilmistir. Algilayicilar, herhangi bir anda miimkiin olan birgok
dogal durumlardan biri olabilen bazi fiziksel islemleri dlgerler. Sekil 4.4 deki blok
diyagramin en Oonemli gorevlerinden biride, elde edilen Glgiimlerin hepsinden olusan
giris uzayindan daha az boyutta 6zellik ¢ikartmaktir. Sonunda, siniflandiricinin rolii

ortlintliyli 6zelliklerine gore kategorize ederek uygun siniflara kaydetmektir.

Girig Uz Cring Uzayi.:
Dogal Durumlar Karar Smiflan

o Ok |
— ) Alglayiclar — (ke e Sunflandiriet :'l>

Sekil 4.4. Yaygin olarak kullanilan 6riintii tanima sistemi

Mevut oriintii tanima sistemleri li¢ ana grup altinda toplanmaktadir:
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4.1.2.1. istatistiksel 6riintii tanima

Istatistiksel oriintii tanima yontemin de, siniflama algoritmalar istatistiksel
analiz iizerine kurulmustur. Ayni sinifa ait oriintiiler, istatistiksel olarak tanimlanan

benzer karakteristiklere sahiptirler.

Bu yontemde, 6zellik olarak nitelendirilen karakteristik Slgtimler giris Oriintii
orneklerinden ¢ikarilir. Her Oriinti bir 0zellik vektorii ile tanimlanir. Genelde
siiflandiriciyr olusturan karar ve smiflandirma yontemleri {izerinde 6nemle durulur.
Siniflandirict tasarimi, Olglimler ve olasiliklar gibi islenebilir oriintii  bilgilerini
birlestirmeyi esas alir. Boylece simiflama, giris veri uzaymin olasilik yogunluk

fonksiyonlariin tahmini {izerine kurulu bir istatistiksel yapidir.

Sekil 4.5. Bayes karar teorisi

Istatistiksel &riintii tanima Sekil 4.5 de goriilen Bayes Karar Teorisi iizerine kurulmus

olup, uzun bir gegmise sahiptirler.
4.1.2.2. Yapisal oriintii tanima
Yapisal (geometriksel, kural dizilim) Oriintii tanima yaklagimin da, verilen bir

orlintli, sekilsel yapidan temel karakteristik tanimlanmaya indirgenir. Cogu zaman,

orlintiilerden ¢ikarilan bilgi yalnizca 6zellikler kiimesinin sayisal degerlerinden degildir.
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Ozelliklerin birbirine baglanmasi veya aralarmdaki karsilikli iligki, tanimlamay1 ve
smiflandirmay1 kolaylastiran Onemli yapisal bilgiye sahiptir. Bir baska deyisle
Oriintliniin islenmemis halinden elde edilen tanimlayici bigimsel sentaks veya bunlarin
sentezinden ¢ikarilan gramer ile tanimlama gerceklesir. Ornegin, driintiiniin kdse sayis1,

kenar agilar1 vb.

Genel olarak yapisal yontemde daha basit alt oOriintiiler karigik Oriintiilerin
hiyerarsik tanimlamalarini formiile eder. Yapisal yontemde her oriintii, bilesenlerinin bir

kompozisyonu olarak ele almir. Sekil 4.6 da bir yapisal Oriintii tanima sistemi

goriilmektedir.
ortnti sniglem o Ozellik veiliglyy yapisal analiz —»
cikarma

h

———>| iligki se¢me yapisal ¢ikarim

oriintit drmeklen

Sekil 4.6. Yapisal oriintii tanima sistemi

Yapisal Orilintli tanima yonteminde ¢esitli birimler arasindaki iliski ¢ok biiyiik
Onem tasir ve gergek tanimada kullanilan baz1 sekilsel notasyonlar tarafindan belirtilir.
Ornegin, ekrandaki bir masay1 tanima, “kdselerinden esit uzunlukta bacaklar tarafindan
desteklenen yatay bir dikdortgen yiizey” gibi yapisal tanimlamayir temel alarak
gerceklestirilebilir.

Bu yontemde, ¢evre uzunlugu, alan, agirlik merkezi, eylemsizlik momenti ve
Fourier tanimlayicilart gibi genel o6zellikleri kullanir. Sekil 4.7’ de gorildigi gibi
otoregresif model, poligonsal yaklasgim ve zincir kodlar1 yapisal Orilintii tanima

yontemine 6rnek olarak verilebilir.
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Sekil 4.7. Yapisal oriintii tanima yontemleri

4.1.2.3. Akill1 oriintii tanima

Oriintii tamima sistemi, daha &nceden 6grendiklerini tutabilecek bir hafizaya
sahip, ¢ikarim, genelleme ve belirli bir hata toleransi ile karar verebilme yeteneklerini
icermekte ise bu sistem akilli orlintli tanima sistemi olarak degerlendirilir. Sekil 4.8’de
boyle akilli ve Ogrenebilen makineleri gerceklestirmeye yonelik Oriintii tanima

yaklagimi verilmistir.

Oriintiller Tanimlama
*  Ozellik Cikarma Simiflandimma >

i f

y

Egitim ve Ogrenme

Sekil 4.8. Akilli 6riintii tanima sistemi

Akilli oOriintii tanmima yaklasimlari, 6grenme tabanli olup, karar asamasinda
geemis tecriibelerinden sonug iiretmektedirler. Giiniimiizde, 6grenmeli Oriintii tanima
algoritmalar1 Sekil 4.9 daki yapay sinir ag merkezli olarak gelismektedir ve bu
dogrultuda calismalar yogunluktadir. YSA yaklasimlar istatistik yaklasima karsi

belirleyici olarak ifade edilebilir. Ciinkii 6grenme algoritmalar1 Oriintii siniflarinin
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istatistiksel oOzellikleri hakkinda higbir sey kullanmamaktadir. Bununla birlikte,
istatistiksel ve YSA oriintii tanima yaklasimlar1 sekil ve amag olarak ¢ok benzer olup,
hatta YSA 'nin geleneksel istatistiksel Oriintii tanimanin bir uzantisi olarak ifade edilen

gorislerde bulunmaktadir.

Gizli Katman

Cikis Katmani

Evet| Hayir Evet| Hayir Evet] Hayir

Sekil 4.9. Yapay sinir ag1 sistemi

4.1.3. Oriintii tanima sisteminin bilesenleri

Tipik bir 6riintli tanima sistemi, Sekil 4.10°da goriilmektedir. Sistem, egitim ve
tanima olmak iizere iki evreden olusur. Sistemin en 6nemli elemanlar1; 6zellik ¢ikarma
(niteleme), veri tabani olusturma ve simiflandirma (esleme) bilesenleridir. Egitim ve
tanima evrelerindeki algilayicilar ve Ozellik ¢ikarma elemanlar1 degisik olabilir. Alt

boliimlerde her elemanin islevi, daha ayrintili olarak tartisilacaktir (Tiirkoglu 2003).
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Sekil 4.10. Oriintii tamima sisteminin bilesenleri

4.1.3.1. Onislem

Algilayicilar vasitasiyla, bilgisayara sayisal olarak alinmis olan Oriintli, daha
basit bir sekle getirmek igin bir dizi 6nislem siirecinden gegirilir Ornegin alinan driintii
bir nesne goriintiisii ise; o nesnenin Ozelliginin bulunmasi i¢in ¢esitli asamalardan

gecirilir. Bunlar;

4.1.3.2. Giiriilti azaltma

Bir goriintiide giiriilti demek goriintiilerde genelde ani inisler ve c¢ikiglar
demektir, bunlarda ytiksek frekans bilesenlerine denk gelir. Eger biz gorlintiimiizii bir
frekans filtresinden gecirip yiiksek frekanslara izin vermezsek dogal olarak bir

giiriiltiiniin etkisini azaltmis oluruz (Bogazigi 2010).

4.1.3.3. Giiriiltii yummusatma

Gergcek uzayda imge yumusatma yontemi, bir pikselin ¢evre piksellere gore

ortalamasini almaktadir (Bogazigi 2010).
4.1.3.4. Esikleme
Sayisal bir goriintiiniin esikleme islemine tutulmasindaki amag, nesne

oOrlintlistiniin 6zelliklerini belirlemede kolaylik saglamaktir. Esikleme islemiyle, goriintii

iki renkle ifade edilebilir bicime getirilir. Goriintiiyii esikleme iglemine tabi tutmadan
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once bir esik degeri saptanir. Esik degerinden daha yiliksek gri seviye degerine sahip
olan piksellere “1” degeri, daha kiigiik degerlere sahip olan piksellere ise “0” deger
atamasi yapilarak goriintli daha basit bir bigime (siyah-beyaz) getirilmis olur. Sekil
4.11°’de bir gorlntiiniin, esikleme isleminden oOnceki ve sonraki durumu

gosterilmektedir.

Sekil 4.11. Esikleme isleminden gegirilmis resim

4.1.3.5. Bolge ayirma (regoin spitting)

Bolge ayirmanin temel prensibi sudur; ilk 6nce goriintli bir biitiin olarak ele
alinir. Sonra goriintiiye bakilir. Eger biitlin parcalart uyumluysa algoritma sonra erer.
Eger uyumsuzsa bolge 4 ana parcaya ayrilir ve her biri i¢in algoritma devam eder. Bu
islem daha fazla boliinme olmayana kadar devam eder. Bu bir bdl ve fethet, taktigidir.
Olabilecek en kotli sonu¢ en kiiciik piksele kadar her seyin boliinmesidir. Bu tiir

sonuglar1 engellemek i¢in her béliinmeden sonra komsulara bakilir (Bogazigi 2010).

4.1.3.6. Bolge biiyiimesi (regoin growth)

Bolge biiyiimesi, bdlge ayirmanin tam tersi yoldan giden bir algoritmadir.
Baslangi¢ degerleri olarak kiiciik bolgeler birlestirilir. Herhangi bir baslangi¢c tohum
(seed) nokta bulunarak bu yapilir. Bolgenin biiylimesi durunca su an herhangi bir

bolgeye dahil olmamis noktalar secgilerek isleme devam edilir (Bogazigi 2010).
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4.1.3.7. Optik akis

Eger zaman i¢inde bir dizi imge alirsak ve eger ortamda hareket eden cisimler
varsa, goriintii ve hareket eden cisim hakkinda faydali bilgiler toplanabilir. Ornegin
hareket eden bir gok cismi, degisik zamanlarda ¢ekilmis fotograflar incelenerek hangi
pikselin cisme, hangisinin hareket etmeyen uzaya ait oldugu anlasilabilir. Eger
hareketleri diizgiin inceleyebilirsek su sorulara cevap verebiliriz (Bogazi¢i 2010).

e Kag tane hareket eden cisim var?

e Hangi yonlere hareket ediyorlar?

e Diizgiin yoksa belirli bir fonksiyona gore mi hareket ediyorlar?
e Ne kadar hizlilar?

Bir goriintli dizisinden, optik akis diye bir fonksiyon hesaplariz. Her piksel i¢in
V= (u,v) bulunur ki bu fonksiyon sayesinde su degerler hesaplanir. Piksel resimde ne

kadar hizli hareket etmektedir. Piksel hangi hizda hareket etmektedir (Bogazi¢i 2010).

4.1.3.8. Kenar ¢cikarma

Kenar ¢ikarmadaki amag, goriintiiniin i¢erdigi bilgiyi degerlendirip, gereksiz ve
tanima islemlerinde zaman kaybettiren bilgiyi eleyerek yeterli diizeye indirgemektir.
Kenar ¢ikarma, goriintii islemenin en temel konularindan biridir. Goriintii analizinde ve
siniflandirilmasinda ¢ok degerli bilgiler tasidigindan, ilgi ¢eken bir arastirma alani

olmustur.

Bir kenar ¢ikarma yonteminin basarisini degerlendirmede kenar noktasinin
tanimi ¢ok Onemli yer tutar. Goriintlideki bir nesnenin kenari, nesnenin yiizey
yogunlugundaki degisimi ile ilgilidir. Kenar, farkli aydinlik degerlerindeki iki homojen
alan arasindaki sinir olarak tanimlanabilir. Bu tanim, kenarin goriintiideki aydinlik
seviyesinin yerel degisimi seklinde de diisiinlilmesini saglar. Kenar c¢ikaricilarinin
etkinligi, homojen alan noktalarindan ger¢cek kenar noktalarini ayirt etme yetenegine

baglidir.

Kenar ¢ikarma, robotik nesne Oriintiisii tanimada ¢ok onemli rol oynar. Bunu su

sekilde aciklayabiliriz. Insan gérme sistemi, nesneleri tanima siireci i¢inde nesnenin dis
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cizgilerini izleyerek bir goz gezdirilir. Bu yaklasimi yapay gorme sistemlerine
uyarladigimizda, sayet nesnenin sinirlar1 bagarilt bir sekilde izlenirse nesne tanimada
cok daha 1yi sonuglar alinabilir. Boylece tanima olayinda kenar ¢ikarma onemli bir rol
oynar. Cogu goriintiiler somut nesneleri icermez ve bu goriintiileri anlamak onlarin
yapisal oOzelliklerine baglhdir. Yapisal ozelliklerin ¢ikarimi ise kenar c¢ikarma ile

ilgilidir. Kenarlari ¢ikarilmis bir resim Sekil 4.12° de goriilmektedir.

Sekil 4.12. Kenarlar1 ¢ikartilmig oriintiilerden olusan resim

4.1.3.9. Ozellik ¢ikarma

Ozellik ¢ikarma oriintii tanimanmn en énemli kismi olup, bir anlamda 6riintii
tanima sisteminin basariminda anahtar rolii oynar. Oriintii siiflar1 arasinda ayrimi
gerceklestirmek i¢in Oriintli 6zelliklerinin ¢ikarilmasi gerekir. Giinlimiizde, ¢ok basarili
sonuglar veren Oriintii siniflandirict tiirleri mevcut olup, smniflandiricinin da dogrudan
basarimini etkileyen ozellik ¢ikarimi iizerine calismalar odaklanmustir. Ozellik

¢ikarmanin ana sebepleri:

1) Olgiim veya oriintii uzaymdan daha kii¢iik boyuta doniismeyi saglamaktir. Bu
simiflandiricinin kiiclik hatalar ile egitimi ve karar agamasinin daha kisa siirede
gerceklesmesi demektir.

2) Boyut olarak daha diisiik olan 6zellik uzayini siniflandiricinin daha az parametre ile
ogrenmesini miimkiin hale getirecektir. Bunun yarar1 Oriintii uzay: ile karar uzayi

arasindaki doniisiim asamasinin daha kisa stirede gergeklesmesidir.
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3) Duragan olmayan zaman serilerinde oldugu gibi karmasik oriintiilerin tanimlayici
karakteristiklerini bulabilmek icin 6zellik ¢ikarimi sarttir. Boylece karar agsamasinin
giivenirliligi artacaktir.

4) Oriintii siniflandirma sisteminin, sistem ici veya disindaki kontrolsiiz girisimlerden
etkilenmemesini saglayacak bir 6zellik c¢ikarimi kararlt bir yapimin olusmasinda
etken olacaktir. Bu tiir kararli 6zellikler, siniflandiricinin genelleme ve ayrisim

yeteneginin yiiksek olmasinda énemlidirler.

4.2. Yapay Sinir Aglari

Yapay Sinir Aglari, insan beyninin isleyisini taklit ederek yeni sistem
olusturulmaya calisilan yaklagimlardir. Beynimizdeki biyolojik sinir hiicrelerinin yapisi
temel alinarak YSA yapisi olusturulur. YSA’nda aynen beynimizde oldugu gibi
o6grenme ve Ogrenilen bilgilere gore karar verme mekanizmalar1 bulunur (Elmas 2003,

Oztemel 2003, Sagiroglu ve ark. 2003, Allahverdi 2002).

YSA alaninda yapilan ilk ¢alismalar McCulloch ve Pitts tarafindan yapilmistir
(McCulloch ve Pitts 1943). Bu arastirmacilarin yayinladigi “Sinir Aktivitesindeki
Diisiincelere Ait Bir Mantiksal Hesap” baglikli makalede YSA konusunda ilk adim
atilmustir. ilerleyen zamanlarda Hebb (1949), Rosenblatt (1958), Widrow ve Hoff
(1960), Hopfield (1982), Kohonen (1982), Rumelhart ve ark. (1986) ve daha birgok

arastirmaci farklt YSA 6grenme algoritmalar gelistirmislerdir.

Yapay Sinir Aglari, birbirine hiyerarsik olarak bagli ve paralel olarak ¢alisabilen
yapay hiicrelerden (ndron) meydana gelmektedir. Temel olarak bir YSA’nin gorevi,
kendisine gosterilen giris setine karsilik bir c¢ikis seti belirlemektir. Bunu
gerceklestirebilmek igin ag, ilgili problemin o6rnekleri ile egitilerek (6grenme), o
problemle ilgili istenenleri ¢ozebilme yetenegine kavusturulur. Literatiirde bir¢cok
O0grenme algoritmasi ve sinir ag1 modeli mevcuttur. Bu algoritmalar ve modeller bu

boliimde ayrintili olarak anlatilacaktir.
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4.2.1. YSA'nin genel ozellikleri

YSA’nin karakteristik 6zellikleri uygulanan ag modeline gore degisebilmektedir.
Bu degisik ag modelleri ilerleyen kisimlarda anlatilacaktir. Genel karakteristik

ozellikler sunlardir (Oztemel 2003, Sagiroglu ve ark. 2003, Allahverdi 2002):

- YSA o6grenme gergeklestiririler. Olaylar1 6grenerek benzer olaylar karsisinda
benzer kararlar vermeye calisirlar.

- Bilgi geleneksel yontemlere gore farkli bicimde saklanir. Bilgi agmn
baglantilarinin degerleri ile Olgiilmekte ve baglantilarda saklanmaktadir. Bir
veritaban1 yoktur.

- Gorilmemis ornekler hakkinda bilgi iiretebilirler. A§ kendisine gosterilen
orneklerden genellemeler yaparak gormedigi Ornekler hakkinda bilgiler
tiretebilirler.

- Gorlintli tanima ve siniflandirma yapabilirler. Kendisine 6rnekler halinde verilen
goriintiileri isleyerek 6grenme yapar ve daha sonra gelen bir 6rnegin hangi sinifa
dahil olduguna karar verebilir.

- Kendi kendine organize olma yetenekleri vardir. Ornekler ile kendisine
gosterilen durumlara adapte olup yeni olaylari siirekli olarak 6grenebilmektedir.

- Eksik bilgi ile calisabilir. YSA egitildikten sonra eksik bilgiler ile ¢alisabilir ve
gelen yeni 6rneklerde eksik bilgi olmamasina ragmen sonug tiretebilir.

- Hata toleransina sahiptir. Eksik bilgilerle ¢alisabilmesi hatalara kars1 toleransl
olmasini saglar.

- Dagitik bellege sahiptirler. YSA’nda bilgi aga yayilmis durumdadir. Hiicrelerin
birbirleri ile baglantilarinin degerleri agin bilgisini gosterir.

- Sadece sayisal bilgi ile calisirlar. Sembolik ifadeler ile gosterilen bilgilerin

sayisal bilgilere ¢cevrilmesi gerekir.

4.2.2. YSA'nin dezavantajlari

YSA’nin birgok Onemli dezavantaji vardir (Sagiroglu ve ark. 2003, Haykin
1999). Bunlar:
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Probleme uygun ag yapisinin belirlenmesi zor bir stirectir. Genellikle ag yapisi
belirlenirken deneme-yanilma metodu kullanilir. Bu da bazen ¢ok uzun zaman
almaktadir. Eger problem i¢in uygun ag yapisi belirlenemezse, ¢oziimii olan bir
problemin ¢dziilememesi veya performansi diisiik ¢oziimlerin elde edilmesi s6z
konusu olmaktadir. Ayni zamanda bu durum bulunan ¢éziimiin en dogru ¢6ziim
oldugunun garantisini de vermez.

Baz1 aglarda agin parametre degerlerinin (6rnegin 6grenme katsayisi, hiicre
sayist v.b.) belirlenmesinde bir kural olmamasi, ¢dziimlere ulasmada sorun
olusturur. Bu degerler kullanicinin tecriibesine baglidir ve her problem igin
farkli etkenlere dikkat etmek gerekir.

Problemin aga gosterimi ¢ok dnemli bir etkendir. YSA sadece sayisal bilgilerle
calisir ve problemin sayisal degerlere cevrilmesi gerekmektedir. Bu da
kullanicinin ~ becerisine baghdir. Uygun bir gosterim mekanizmasinin
kurulmamis olmasi problemin ¢éziimiinii engelleyebilir.

Agin egitiminin ne zaman bitirilecegine dair kesin kurallar yoktur. Egitimde hata
toleransinin belli bir degerin altina inmesi egitimin tamamlanmasi icin yeterli
goriilmektedir.  Fakat neticede en iyi Ogrenmenin  gerceklestigi

sOylenememektedir.

4.2.3. YSA'nin temel yapisi

YSA sinir hiicrelerinin bir araya gelmesiyle olusurlar. Tabi bu islem rastgele

olarak yapilmamaktadir. Genelde hiicreler, 3 katman halindedir ve her katman iginde

paralel halde ag1 olustururlar. Bu katmanlar;

Giris Katmani: Bu katmandaki hiicreler giris bilgilerini gizli katmana
ulastirmakla gorevlidir.

Gizli Katman: Giris katmanindan gelen bilgiler islenerek c¢ikis katmanina
gonderilir. Bir agda problemin durumuna gore, birden fazla gizli katman
olabilmektedir.

Cikis Katmani: Bu katmandaki hiicreler gizli katmandan gelen bilgiyi ¢ikis

katmanina génderirler. Uretilen ¢ikislar problemin ¢dziimiinii igermektedir.
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Gizli katman sayistmin ve hiicre sayisinin belirlenmesi: YSA’nin tasarimi
sirasinda agdaki katman sayisina ve katmanlardaki hiicre sayisina dogru bir sekilde
karar vermek sistemin performansi agisindan olduk¢a 6nemlidir. Bir¢ok problemde iki
veya ii¢ katmanl bir ag istenen sonuglar iiretebilmektedir (Haykin 1999). Katmanlar,
hiicrelerin ayni dogrultu iizerinde bir araya gelmeleriyle olugsmaktadir. Katmanlarin
farkli sekilde birbirleriyle baglanmalari ile farkli ag yapilari olugsmaktadir. Giris ve ¢ikis
katmanlarinin sayis1 da, problemin yapisina gore degismektedir (Freeman ve Skapura
1991).

Agin bir diger yapisal 6zelligi ise her bir katmandaki hiicre sayisidir. Gizli
katmandaki hiicre sayisinin tespitinde de genellikle deneme-yanilma yontemi kullanilir.
Bunun i¢in takip edilecek yontem, baslangictaki rasgele olarak belirlenen hiicre sayisini
istenilen performansa ulasincaya kadar arttirmak veya tersi sekilde istenen performansin
altina inmeden azaltmaktir. Gizli katmanda kullanilacak hiicre sayis1 ne kadar az olursa
egitim islemi de o kadar kisa stirmektedir. Cilinkii hesaplama adim sayis1 kisalmaktadir.
Ayn1 zamanda hiicre sayisinin az olmasi sinir aginin “genelleme” yetenegini arttirirken,
gereginden fazla olmasi agin verileri ezberlemesine neden olmaktadir. Bununla birlikte
hiicre sayisinin gereginden az olmasi, agin giris verilerini 6grenememesi gibi bir sorun

olusturmasina neden olabilir.

Gizli katman hiicre sayisinin belirlenmesinde kullanilan bir diger yontem ise
tecriibeye dayali (heuristic) arama yontemidir. Tecriibeye dayali arama yonteminde
arama dogrulugu, son arama adiminda denenen mimari ile bir dnceki arasindaki arama
kriteri ile belirlenir (Breiman 1994). Bununla birlikte agin genel hata oranina bakilarak
da ag yapist belirlenmesi islemi gerceklesebilmektedir. Agdaki gizli katman sayisi
arttikca agirlik sayis1 da artacagindan dolay1 ag yapist karmasik bir hale gelecektir. Bu
yontemde, her bir modelin en uygun olabilirlik fonksiyonunu bulunur. Olabilirlik
fonksiyonunun degeri en kiiclik olan model, en uygun model olarak se¢ilmektedir

(Schwarz 1978).

Yapilan son ¢alismalarda (Dodd 1990, Kitano 1990, Happel 1992, Nan ve ark.
2003, Boers ve Kuiper 1992) sinir ag1 yapisinin belirlenmesinde genetik algoritmalarin
oldukca etkili oldugu goriilmiistiir. Genetik algoritmalarin optimizasyon problemlerinde

ne denli iyi performans verdikleri bilinmektedir. Olasiliksal karakterleri ve coklu
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miimkiin ¢6ziimleri arastirma gibi 6zelliklere sahip olan GA’larin sinir aginin yapisinin

belirlenmesinde ¢ok iyi performans verecegi beklenmektedir.

4.2.4. Yapay sinir ag1 hiicresi

Temel bir yapay sinir ag1 hiicresi biyolojik sinir hiicresine gore ¢ok daha basit
bir yapiya sahiptir. En temel néron modeli Sekil 4.13’de goriilmektedir. Yapay sinir ag1
hiicresinde temel olarak dis ortamdan ya da diger noronlardan alinan veriler yani
girisler, agirliklar, toplama fonksiyonu, aktivasyon fonksiyonu ve ¢ikislar
bulunmaktadir. Dig ortamdan alinan veri agirliklar araciligiyla nérona baglanir ve bu
agirliklar ilgili girisin etkisini belirler. Toplam fonksiyonu ise net girisi hesaplar, net
girig, girislerle bu girislerle ilgili agirliklarin ¢arpimiin bir sonucudur. Aktivasyon
fonksiyonu islem siiresince net ¢ikisini hesaplar ve bu islem ayni zamanda néron
cikisint verir. Genelde aktivasyon fonksiyonu dogrusal olmayan (nonlineer) bir

fonksiyondur (Haykin 1999).

Giris Hiicre Cikis

X @—2» ¥
I

Sekil 4.13. Temel yapay sinir ag1 hiicresi

A 4
—
<

Burada b bir sabittir, bias veya aktivasyon fonksiyonunun esik degeri olarak
adlandirilir. Néronun matematiksel modeli soyledir.

Cikas,

y=f(wx+Db) (4.1)

seklinde ndron ¢ikis1 hesaplanir. Buradaki w agirliklar matrisi, X ise girigler

matrisidir. n giris sayisi olmak iizere;

W= W1,Wo, W3, ...., Wy 4.2)

X = X1, X2, X3, vy Xn (4.3)

seklinde yazilabilir. Buradan;
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D> wix +b
net = i< ve y =T (net) (4.4)

y= (X wx +b)
= (4.5)

seklinde de yazilabilir. Yukaridaki formiilde goriilen f aktivasyon
fonksiyonudur. Genelde lineer olmayan olan aktivasyon fonksiyonunun gesitli tipleri
vardir. Esik aktivasyon fonksiyonu eger net degeri sifirdan kiigiikse sifir, sifirdan daha
biiytiik bir deger ise net ¢ikisinda +1 degeri verir. Esik aktivasyon fonksiyonunun -1 ile
+1 arasinda degiseni ise signum aktivasyon fonksiyonu olarak adlandirilir. Signum
aktivasyon fonksiyonu, net girig degeri sifirdan biiyiikse +1, sifirdan kiigiikse —1, sifira
esitse sifir degerini verir. Lineer aktivasyon fonksiyonunun ¢ikisi girigine esittir. Siirekli
cikislar gerektigi zaman ¢ikis katmanindaki aktivasyon fonksiyonunun lineer aktivasyon

fonksiyonu olabildigine dikkat edilmelidir (Bishop 1995).
f(x) = x (4.6)

seklinde ifade edilir. Lojistik fonksiyon olarak da adlandirilmaktadir. Bu
fonksiyonunun lineer olmamasindan dolay: tiirevi alinabilmektedir. Boylece daha
sonraki boliimlerde goriilecek olan geri yayilimli aglarda kullanmak miimkiin
olabilmektedir (Bishop 1995).

Fonksiyonu tanimlarsak,

1

f(x) = lojistik() = ———
(x) = lojistik(X) L+ exp(%) )

seklinde ifade edilir. Buradaki £ egim sabiti olup genelde bir olarak
secilmektedir. Diger bir aktivasyon fonksiyonu olan hiperbolik tanjant aktivasyon
fonksiyonu da lineer olmayan tlirevi alinabilir bir fonksiyondur. +1 ile —1 arasinda ¢ikis
degerleri tlireten bu fonksiyon lojistik fonksiyona benzemektedir. Denklemi asagida

goriildiigi gibidir (Haykin 1999, Bishop 1995).
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X

e —e
e’ e (4.8)

=X

f(x) =tanh(x)=

Bu aktivasyon fonksiyonlarindan baska fonksiyonlar da vardir. Yapay sinir
aginda hangi aktivasyon fonksiyonunun kullanilacagi probleme bagli olarak

degismektedir (Haykin 1999, Bishop 1995).

4.2.5. YSA 6grenme algoritmalari

Bugiine kadar gelistirilmis bircok Ogrenme algoritmasi mevcuttur. Bunlarin
bliyiik ¢ogunlugu matematik tabanlidir ve agirliklarin glincellestirilmesi igin
kullanilirlar. Mevcut 6grenme algoritmalart Hebb (1949), Delta, Kohonen (1982) ve
Hopfield (1982) olmak iizere 4 6grenme algoritmasi temel alinarak gelistirilmistir

(Sagiroglu ve ark. 2003, Haykin 1999, Bishop 1995).

Hebb Ogrenme Kurali: Bilinen en eski 6grenme kuralidir. Hebb’in (1949)
gelistirdigi bu 6grenme algoritmasi, “bir néron diger bir nérondan giris aliyorsa ve her
iki noronda aktif ise (matematiksel olarak ayni isarete sahip ise), noronlar arasindaki
agirlik kuvvetlendirilir” esasina gore calisir. Diger bir deyisle, bir hiicrenin kendisi aktif
ise, bagl oldugu hiicreyi aktif yapmaya ¢alisir. Tersi durumda pasif yapmaya calisir.

Diger bir¢ok 6grenme kurali bu felsefeyi baz alarak gelistirilmistir.

Delta Ogrenme Kurali: Bu kural Hebb kuralinin biraz daha gelistirilmis seklidir.
Bu kurala gore, beklenen cikis ile gerceklesen cikis arasindaki farkliligi azaltmak igin
agirlik degerleri siirekli degistirilmelidir. Agin iirettigi ¢ikis ile iiretilmesi beklenen ¢ikis
arasindaki hatanin karelerinin ortalamasini en aza indirmek hedeflenmektedir. Hata ayni
zamanda bir katmandan bir dnceki katmanlara geriye yayilarak azaltilir. Bu kural geri
yayilim, Widrow-Hoff (1960) veya en kiigiik ortalama karesel 6grenme kurali olarak da

bilinir.

Kohonen Ogrenme Kurali: Kohonen (1982) tarafindan gelistirilmis olan bu
kurala gdre agin hiicreleri agirliklarini degistirmek i¢in birbirleriyle yarisirlar. En biiyiik

c¢ikis1 veren yani kazanan hiicre agirligini degistirir. Bu, o hiicrenin diger hiicrelere karsi
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daha kuvvetli hale gelmesi anlamini tasir. Kohonen kurali hedef ¢ikisa gereksinim

duymaz ve dolayisiyla danismansiz bir 6grenme metodudur.

Hopfield Ogrenme Kurali: Bu kural da Hebb kuralina benzer. Hopfield (1982)
kuralinda hiicreler aras1 baglantilarin ne kadar kuvvetlendirilmesi veya zayiflatilmasi
gerektigi belirlenir. Eger beklenen cikis ve girislerin ikisi de aktif/pasif ise 6grenme
katsayis1 kadar agirhik degerleri kuvvetlendirilir/zayiflandirilir. Ogrenme katsayisi 0 ile

1 arasinda bir deger alir.
4.2.6. Performans fonksiyonunun se¢imi

Performans fonksiyonu YSA’nin 6grenme performansini 6l¢gmede kullanilan bir
olciittiir. (Rumelhart ve ark. 1986). Ileri beslemeli aglarda genellikle ortalama karesel
hata (Mean Square Error - MSE) performans fonksiyonu olarak kullanilir. MSE
fonksiyonu istenen sonug¢ ile hesaplanan sistem c¢ikist arasindaki farkin kareleri

toplaminin ortalamasi olup asagidaki formdiille hesaplanir:

MSE == (y; -y,)
= (4.9)

Burada vy, istenen ¢ikis degerini; y’ ise sistem tarafindan hesaplanan c¢ikis
degerini ifade eder. N ise ¢ikis sayisin1 belirtmektedir. Hatanin sifira yaklagsmasi istenen

c¢ikis degerine yakin ¢ikis degeri elde edilmis olmas1 demektir.

Ileri beslemeli aglarda kullanilan bir diger performans fonksiyonu toplam
karesel hata (Sum Square Error — SSE)’dir (Sagiroglu ve ark. 2003). 4.10’de verilen

denklem kullanilarak toplam karesel hata hesaplanir:

SSE = Z(y| - Yi)2
E (4.10)
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Bunlardan bagka performans fonksiyonu olarak kullanilan bir diger hata
hesaplama yontemi ortalama karesel hatanin karekokii (Root Mean Square — RMS)

fonksiyonudur ve asagidaki formiil ile hesaplanir:

RMs=\/%,/i(y; Ly
= (4.11)

Sagiroglu ve ark. (2003) ’na gore performans fonksiyonuna agin biaslarinin ve
agirliklarinin kareleri toplaminin ortalama degerini ifade eden bir terim eklenerek
genellestirme daha da iyilestirilebilir. Boylece ag daha hassas hale getirilir ve agin,
egitim kiimesi haricindeki veriler i¢in saglikli bir genelleme yapmasini engelleyebilir.
Bunun yami sira genellestirmeyi iyilestirmek i¢in kullanilan yontemlerden birisi de
O0grenmeyi erken sonlandirmaktir (Sagiroglu ve ark. 2003). Bu yontemde, YSA’ya
uygulanacak veri kiimesi ii¢ boliime ayrilir. ilk kiime YSA’nin egitiminde kullanilarak
agirliklarim, biasin ve egimin giincellestirilmesinde kullanilir. ikinci boliim veri kiimesi
ise dogrulama verisi olarak kullanilir. Egitim siiresince, egitim verilerinden hesaplanan

hata oran1 diistiigii gibi test veri kiimesine ait hata da normal sartlarda diiser.
4.2.7. YSA modelleri

Yapay sinir aglar1 yapilarina gore, ileri beslemeli (feedforward) ve geri

beslemeli (feedback) aglar olmak iizere iki sekilde modellenebilir.

Ileri beslemeli modelde, bir katmandaki hiicrelerin ¢ikislar1 bir sonraki katmana
agirliklar {izerinden giris olarak verilir (Ozbay ve Karlik 2001). Katmanlardaki
hiicrelerin sayis1 tamamen uygulanan probleme baglidir. Hiicreler bir katmandan diger
bir katmana baglant1 kurarlarken, ayn1 katman igerisinde baglantilar1 bulunmaz. Giris
katmani, dig ortamlardan aldig1 bilgileri hi¢bir degisiklige ugratmadan gizli katmandaki
hiicrelere iletir. Giris bilgileri, gizli ve ¢ikis katmaninda islenerek ag ¢ikisi belirlenir
(Tiirkoglu ve Arslan 1996). Ileri beslemeli aglara drnek olarak, ¢ok katmanli algilayici
(Multi Layer Perseptron — MLP), modiiler sinir aglari (Modular Neural Networks —

MNN), vektor kuantalamali 6grenme (Learning Vector Quantization — LVQ), radyal
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tabanli fonksiyon (Radial Basis Function — RBF) ve olasilik tabanli (Probabilistic
Neural Netwrok — PNN) sinir aglar1 verilebilir.

Geri beslemeli sinir ag1 modelinde ise ¢ikis katmanindaki ve gizli katmandaki
cikislar, giris katmanindaki hiicrelere veya bir onceki gizli katmanlara geri besleme
seklinde iletilir (Oztemel 2003). Boylece, girisler hem ileri yonde hem de geri yonde
aktarilmis olur. Bu tip sinir aglarinin hafizalar1 dinamiktir ve ¢ikis hem anlik hem de
onceki girisleri yansitir. Bundan dolayi, bu tip sinir ag1 modeli 6nceden tahmin
uygulamalari i¢in daha uygundurlar (Haykin 1999). Geri beslemeli ag modeline 6rnek
olarak Hopfield, adaptif rezonans teori (ART), kendi kendine organize olabilen harita

(Self Organizing Map — SOM) aglar1, Elman ve Jordan aglar1 verilebilir.
4.2.8. Cok Katmanh Perseptron (MLP) Modeli

Cok katmanli perseptron (MLP), giris, gizli ve ¢ikis katmanindan olusmus ileri
beslemeli bir agdir (Sekil 4.14) (Haykin 1999). Katmanlardaki néronlar arasinda ve bir

katmandan 6nceki katmana geriye dogru baglant1 yoktur.

» Cikis hesaplama yénii (ileri)
Giris katman ~ Gizli katman(lar) ~ Cikis katman

Bulunan hatayr yayma yonii (geri)<

Sekil 4.14. Cok katmanli perseptron ag yapisi

Herhangi bir katmandaki j. birime gelen toplam giris, 6nce ki katmandaki
birimlerin y; ¢ikislarinin (1. katman i¢in girislerin) baglantilar tizerindeki wj; agirliklar

ile hesaplanmig bir agirlikli toplamidir.

X, =Sw, -y, (4.12)
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Birimin ¢ikisi, bu toplam girisi bir lineer olmayan fonksiyondan gecirerek
belirlenir. Bunun igin birgok fonksiyon teklif edilmistir. Ancak en ¢ok kullanim goreni

asagidaki sigmoid fonksiyondur.

1
Yi= (4.13)

1+e™

Bu fonksiyon yakinsama sartini, yani “her birimin ¢ikisi, toplam girisin devamli
artan, tiirevi smirh bir fonksiyonu olmalidir” sartin1 saglar. Bu fonksiyon y; ¢ikisini 0 ve

1 degerleri arasina sinirlar.

MLP’ de, ilk katmana bir giris vektor uygulanir. Daha sonra giris ve 1. katman
arasindaki agirliklar yardimiyla 1. katmandaki her birimin aldig1 toplam giris belirlenir.
Her birim girigini bir lineer olmayan fonksiyondan gecirerek bir sonraki katmana
gonderecegi ¢ikis isaretini belirler. Bir katmandaki tiim birimlerin durumlart paralel
olarak belirlenir. Bu islem ¢ikis katmanindaki birimlerin durumlar belirleninceye kadar
strayla tekrar edilir.

MLP agmin egitilmesi danismanli 6grenmeye bir 6rnek olusturabilir. Bu agda
girise bir giris vektorii uygular ve bir ¢ikis vektorii elde eder. Daha sonra bu ¢ikis
vektoriinii istenilen bir “hedef” vektorii ile karsilagtirir ve bu iki vektor arasindaki fark
en kiiciik olacak sekilde ag agirliklarini ayarlar. Amag her giris vektorii i¢in, agin
iretecegi cevabin istenilen ¢ikis vektoriiniin aynisi (veya yeterince yakini) olmasini

saglayan bir agirlik kiimesi bulmaktir.

Egitme iki adiml1 bir islemdir. Ilk adimda bir giris vektorii uygulanir, ag igindeki
her birim i¢in toplam giris ve ¢ikis hesaplanir ve her birimin ¢ikisi daha sonra agirlik
ayarlamasinda kullanilmak tizere saklanir. Cikis vektorii olusturulduktan sonra, egitme
islemi ¢ikis hatasini hesaplar ve bu hatanin geriye dogru yayilimini saglar. Birimlerin
agirliklart bu hata isaretine gore ayarlanir. Bu iki adimli islem ag istenilen cevaplari

tiretinceye kadar, egitme vektor ciftleri ile tekrar edilir (Bishop 1995, Haykin 1999).

Cikis katmanini egitmek bagil olarak daha basittir. Sorun bir hedef vektoriiniin

olmadig1 ara katman agirliklarini egitirken ortaya ¢ikar. Bunun ¢6ziimii, hata isaretinin
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cikistan daha i¢ katmanlar dogru yayilimini saglamakla bulunur. Yani bir i¢ veya ara
katman birimi, kendisinden sonraki katmanin hata isaretlerinin agirlagtirmig toplami
olan bir hata isareti alir. Bu hata isareti her birim agirliklarini egitmek icin
kullanildiktan sonra; egitme islemi, olusturulan yeni hata isaretinin daha Onceki

katmanlara dogru yayilimini saglar.
Onceden belli, sonlu sayida giris-cikis ¢ifti icin, belli bir agirlik kiimesine sahip

agm davranmisindaki hata, her ¢ift ger¢ek ve istenilen ¢ikis vektorlerini karsilastirarak

hesaplanabilir. E toplam hatasi asagidaki sekilde tanimlanabilir.

E:

N | =

z Z (yj',k_dj,k)2 (4-14)

Burada k giris-¢ikis ¢iftlerinin, j ¢ikis birimlerinin indisidir Yy bir ¢ikis biriminin
gercek durumunu, d ise istenen durumunu gostermektedir. Verilen bir giris-¢ikis cifti

icin hata her agirliga gore iki adimda hesaplanir.

Geri yon adimi, her ¢ikis birimi i¢in OE /0y biiylikligiinii hesaplayarak baslar.

Belli bir k ¢ifti i¢in denklem (4.15) tiiretilirse ve K indisi yazilmazsa,

= oy -, (4.15)

elde edilir. Daha sonra OE/0X;’yi hesaplamak icin asagidaki zincir kurali

kullanilabilir.
E_E W w16)
oy; oy dx

dy/dx’nin degerini bulmak i¢in 4.14 denklemi tiiretilerek yukarida yerine

konursa,
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O0E OE v ANy 1y
a—xj—gj'yj-(l—yj)—(y,- d)-y;-@-vy;) (4.17)

ifadesi elde edilir. Bu da, j. ¢ikis birimine toplam giris biiyiikliigiindeki (X;) bir
degisimin hatay1 nasil etkiledigini bildiginiz anlamina gelir. Bu ifade ¢ikis katmanindan
bir birimden geriye dogru yayilimi yapilacak hata isaretidir. Bu toplam giris, al¢ak
katman birimlerinin y; ¢ikislarinin bir lineer fonksiyonudur. X; girisi ayn1 zamandaki
agirliklarin da bir lineer fonksiyonudur. Dolayisiyla ara katman cikislarindaki veya
agirlardaki bir degisimin hatay: nasil etkileyecegini hesaplamak kolaydir. i. birimden, j.

birime bir w;; agiligindaki degisimin hataya etkisi,

OE OE dx _oE
ow; ox; dw; X Vi =0y =dj)-y;-d=y))-y, (4.18)

ifadesinden bulunabilir. Sondan bir 6nceki katmandaki i. birimin ¢ikisi i¢in, i’nin

J iizerindeki etkisi nedeniyle ortaya ¢ikan OE /0y, katkisi,

dx,
B _E O _E ., (4.19)
oy, ox, dy, ox;

seklindedir. Bu sekilde i. birimden ¢ikan tiim baglantilar1 g6z 6niine alarak,

oE oE

a: - a_XJWU :JZ(yj_dj)'yj'(l_yj)'Wij (4.20)
elde edilir. Bu sekilde son katmandaki bu birimler i¢in 0E /0y verildiginde, sondan

bir Onceki katmandaki herhangi bir birim i¢in OE/Oy’nin nasil hesaplanacagi

gosterilmis olmaktadir. Bu ifade sondan bir onceki katmandaki i. birime gelen hata
isaretidir. Daha Onceki katmanlarda bu terimi hesaplamak icin burada yapilan islem

tekrar edilebilir.

Agirliklar1 ayarlamak igin OE/ow; tiirevsel bilgisi kullamilir. Bu bilgiyi

kullanmanin bir yolu agirliklart her giris ¢ikis ¢iftinin uygulanmasindan sonra
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degistirmektir. Bu yontemin OE /ow; tiirevlerini saklamak igin hig ayr1 bellek ihtiyaci

gdstermemesi gibi bir avantaji vardir. Ote yandan agirliklar1 ayarlamani bir baska yolu,

tiim giris-gikis ¢iftlerinin uygulanmast ile elde edilen OE / ow; degerlerini toplamak ve

daha sonra bu bilgiyi wjj agirhiginin degisiminde kullanmaktir. Egim azalmasmin en

basit sekli, her wj; agirligim OE / ow;; degerine orantili olacak sekilde degistirmektir.

W, -(n+1) =w; -(n)—g-% (4.21)

ij
Burada wjj(n) i. birimden j. birime olan agirligin hesaplamanin n.adimindaki
degerini gostermektedir. & ise 0 ile 1 arasinda (tipik olarak 0,1’ler mertebesinde) deger

alan bir kazang terimidir.

Agirlik degisimindeki bu yontem, ikinci tiirevleri kullanan yontemler gibi hizli
yakinsamaz, fakat daha basittir ve paralel donanimda lokal hesaplamalar ile kolayca

gerceklenebilir. Bu yontem asagidaki sekilde gelistirilebilir.

W, -(n+1) =w; - (n) —g-gN—E +a - (W; (n) —w; (n—-1)) (4.22)

ij
Burada « agirliktaki degisimi Onceki demisimin degerine baglayan bir
katsayidir (0<« <1). Bu yeni 6grenme denklemi, & ’nun daha biiyiik degerlerine imkan
saglayarak yakinsamay1 hizlandirir. Geri yayilim algoritmasinda ¢ikisin hesaplanmasi
islemi ileri yonde gerceklesir. Ancak egitim sirasinda hatanin bulunmasi ve

degistirilmesi geri dogru gercgeklestirilir (Sekil 4.15).



38

O0E ©OE oE
="y (1-V. -
x o Vi (1-;) 2y

yi(l'yi) ~

Sekil 4.15. Egitme iglemi

Geri yayilim algoritmasi uygulamada oldukga sik rastlanan bir algoritmadir. Bu
algoritmada, hatalarin ¢ikistan girise geriye dogru azaltilmaya c¢alisilmasindan dolay1

geri yayilim ismini almistir (Parker 1985).
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5. PLAKA TANIMA SiSTEMi
5.1. Resmin Kameradan Alinmasi

Bu calismada ara¢ goriintiilerinin alinmasi i¢in renkli CCD (Charge Coupled
Device) kamera kullanilmigtir. Alinan goriintiiler RGB formatindan gri seviye (gray
level) formata dondstiiriilmistiir (Sekil 5.1). Resim tizerinde daha rahat ve daha hizli
calismak icin resim nesnesinin piksel degerleri iki boyutlu olan ve elemanlar1 0-255
arasinda olan bir diziye aktarildi. Daha sonraki tiim islemler de bu dizi iizerinde

gercgeklesti.

[ Goranti Isleme 1.0 b — - - 9 ~— @@u

Sekil 5.1. RGB-Gri seviye doniisiim ekram

5.2. Alinan Resimde Plakanin Bulunmasi

Plakanin bulunmasi islemi i¢in Oncelikle resme kenar bulma algoritmasi
uygulanmis ve resim igerisinde var olan kenar ve koseler ortaya ¢ikartilmistir. Daha

sonra ise kenar ve kdselerin en yogun oldugu bdle plaka bolgesi olarak belirlenmistir.
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5.2.1. Kenar Bulma algoritmasi

Kenar bulma isleminde literatiirde yer alan ‘sobel’, ‘log’, ‘canny’, ‘prewitt’ operatorleri
uygulanmustir (Sekil 5.2 ve Sekil 5.3). Yapilan plaka bolgesi bulunmasi uygulamasina

gore bu operatorler igerisinden canny operatorii en iyi sonucu vermistir.

Sekil 5.3. Kameradan alinan ve Prewit kenar bulma algoritmasi uygulanmig goriintii

Bu operator igersinde yer alan kanarin belirlenmesi igin gerekli esik degeri
ayarlanarak en iyi sonug elde edilmistir. Bu algoritmaya gore resim igerisinde 3x3 likk
bir matris kullanilarak bir dongii ile yan yana olan pikseller arasindaki farka bakilmistir
(Sekil 5.4). Bu 3x3 lik matris elemanlart canny operatoriinde yer alan degerler
kullanilarak uygulanmistir (Sekil 5.5). Bu fark belli bir degerden biiyiikse o bolge kenar

bolgesi olarak kimliklendirilmis ve rengi beyaz yapilmistir. Diger kisimlar ise siyah
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yapilmistir (Denklem 5.1). Aymi sekilde dongii yukaridan asagiya tekrarlanmig ve bu
kez alt alta gelen piksel degerlerine bakilarak kenar bolgeler bulunmustur (Sekil 5.6).

BE P
DilkeyFark= | | P(i. j)-Pli+1j) YatayFark= | | P(i, j)-P(i+1,5)
00 00
jt ‘]' jf J!
DikeyFarke "> "Pij)-Pi+L)) YatayFark ) > PG.7)—Pi+LJ)
0 0 0 0
if (fark > 50){P(i. j) = white; }else{P(, j) = black.} (5.1)
Pi| Pz2| Ps
P.| Ps| Ps
P:| Ps| Ps

Sekil 5.4. Resimdeki 3x3'liik bolge

-1 0 | +1 +1 | +1|+1

-1 [ O | +1 0100

A0 |+ 4|1 -1

Gx Gy

Sekil 5.5. Canny kenar bulma operatorii
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170 F(

Sekil 5.6. Kameradan alinan ve Canny kenar bulma algoritmasi uygulanmis goriintii

Plakanin bulunmasi igin resme canny kenar bulma (edge detection) algoritmasi
uygulanmustir. (Sekil 5.7). Kanar bulma algoritmasi yapilan resimde Siyah-beyaz arasi
gecislerin en yogun oldugu bolge tespit edilmistir. Tespit edilen plaka bolgesi 220x50

piksel boyutunda resimden ayrilmuistir.

Sekil 5.7. Plaka yeri belirlenmig ara¢ goriintiisii

5.3. Plakanin Goriintiisiiniin Netlestirilmesi

Farkli agilardan ve giiniin degisik zamanlarinda alinan goriintiilerde resimler
arasinda 151 yogunluguna, yoniine ve diger bazi etkenlere bagli olarak resimlerin
canlilifi arasinda bir farklihik goriilmektedir. Bu farkliligi azaltmak, resimlerdeki

guriiltiiyli yok etmek ve islenecek resimler arasinda bir standart olusturmak igin plaka
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resmine Once kontrast genisletme islemi, daha sonra ortanca deger filtresi (Median

filter) uygulanmistir (Sekil 5.8).

T KARPAR OTO i uaiy

a)Bulunan Plaka b)Kontrast genisletilmis c)Ortanca deger uygulanmis '

Sekil 5.8. Plakanin netlestirilmesi
5.3.1. Kontrast genisletme

Bir resmin kontrastin1 genisletmek resmin sahip oldugu histogrami genigletmektir. Daha
uygun bir aciklama ile koyu bolgeleri daha koyu acik bolgeleri ise daha acgik hale
getirerek resmi keskinlestirmektir (Sekil 5.8.b). Bu amagla bir dongii ile plakanin
bulundugu bolgenin 0-255 arasinda olan ortalama degeri bulunmakta ve bu deger
bulunduktan sonra bir dongii daha yapilmakta ve bu ikinci dongiide okunan her piksel
degeri i¢in belli bir formiil uygulanmaktadir (Denklem 5.2). Boylece degeri ortalama
degerden biiyiik olan pikseller (aydinlik olan degerler) kendisi ile orantili ve 1’den daha
bliylik bir deger ile carpilarak daha aydinlik hale getirilmektedir. Ayn1 sekilde degeri
ortalama degerden kii¢iik olan pikseller (karanlik olan degerler) kendisi ile orantili ve

1’den kiiciik bir deger ile garpilarak daha karanlik hale getirilmektedir.

(L2,
ort =|| [J'D(IJ) (273 |
00

2 | Pas) -(2.5).PG2) O 5.2)

5.3.2. Ortanca filtresi

Ortanca filtresi resim {izerindeki istenmeyen giiriiltileri yok etmek icin
kullanilan bir filtredir (Sekil 5.8.c). Resim matrisi iizerinde 3X3’liikk bir matris
dolastirihir.  Gliriiltiinlin ~ yogunluguna gére bu kare matrisin  boyutlar

ayarlanabilmektedir.
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Ortanca filtresinde bir piksel merkezi piksel olarak segilir ve onun etrafindaki
pikseller de komsu pikseller olarak belirlenir. Bu dokuz piksel arasinda kiiclikten
bliyiige siralama yapilir ve siralama yapildiktan sonra merkezi pikselin degeri siralama
yapilan dizinin 5. elemani (ortadaki eleman) olarak atanir. Daha sonra bir sonraki

piksele gecilir ve bu islem bastan sona tiim pikseller i¢in yapilir.

122 12% | 126 | 130 | 140

A2 L2 | 2k | 12y ) 132

128 | 120 | Lo ) s | 1538

J1% (115 | 11% | 123 | 133

JIL (116 | 1100 120 | 130

Sekil 5.9. Ortanca filtresi uygulanacak alan

Sekil 5.9 de verilen 6rnek icin ortanca filtresini uyguladigimizda,

Merkezi piksel=150

Komsuluklar={124, 126, 127, 120, 150, 125, 215, 119, 123}
Siralanan Dizi={119, 120, 123, 124, 125, 126, 127, 150, 215 }
Ortadaki deger=125 olarak bulunur.

5.4. Karakterlerin Ayristirilmasi

Bu calismada plaka icerisinde yer alan harf ve rakamlarin ayristirilmasi amaciyla
goriintiiye Blob (Binary Large Object) coloring algoritmasi kullanilmistir. Bu algoritma
bir resimde birbirine degmeyen kapali bolgeleri tespit edip ayirabilen giiglii bir yapiya
sahiptir.

Blob coloring algoritmasi ikili sistemde kodlanmig goriintii igerisinde soldan saga
ve yukaridan asagiya olmak iizere o6zel bir L seklinde sablon kullanarak tarama

yapmaktadir (Sekil 5.10).
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Sekil 5.10. L sablonu

Yapilan bu tarama 0'lardan olusan arka plan igerisindeki 1'lerin dort tarafli baglantilart
ortaya cikararak, birbirinden bagimsiz her bir bolgeyi tespit eder. Bu algoritmanin

calisma sekli agagida verilmistir.

Eger ) = 0ise “Devam Et”
Degilse
Basla

Eger (fX1)=1vefiXr)=0)
1se Renk (Fr) = Renk (1)

Eger (/1) = 1 ve flXr) =0)
ize Fenk (Ec) = Renk (1)

Eger (X0)= 1 ve fiX0) = 1)

Ise
Basla
Renk () =Renk (X1)
Renk (X1) esittir Renk (317
Bitir

Actklama: Tki renk birbirine esittir
Eger (fX2) = 0 ve fXt) =0)

Ise Renk (X1) =k;

k=k+1

Agiklama: Yerni Renk

Bitir.
Sekil 5.11. Blob coloring algoritmasi

Bu c¢alismada Plaka goriintiilerine 4-komsulu blob coloring algoritmasi
uygulanmistir. Uygulama sonucunda karakterler plaka icerisinde tepit edilmistir (Sekil

5.12).
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Sekil 5.12. Blob coloring uygulanmis plaka goriintiisii

Yukaridaki algoritmayla birbirinden bagimsiz her bolgeye bir sinif numarasi
verilir. Istenilen boyuttaki siniflar resim igerisinden alinarak bir sonraki asama olan

tanima islemine dahil edilir (Sekil 5.13).

Sekil 5.13. Karakterleri ayrilmis plaka

Plaka icerisinde yer alan karakterler harf ve rakam olarak ayr1 ayr1 belirlenmistir.
Bu islem i¢in plaka ii¢ bolgeye ayrilmistir. Bu bolgelerden ilki il kodunu i¢eren ve iki
rakamdan olusan bélgedir. ikinci bolge ise sadece harf veya harflerden olusmaktadir.
Ugiincii bdlge ise yine sadece rakamlardan olusmaktadir. Bu islemde yatay olarak plaka
taranmis ve karakterler arasi bosluklarin belirlenen esik degerden fazla veya az
olmasma gore bu bolgeler belirlenmistir. Ilk bolge rakamlardan olusmakta ve
icerisindeki rakamlar ayrigtirilirken 28x35 boyutunda resim haline getirilmektedir.
Ikinci bolge sadece harflerden olusmakta ve icerisindeki harfler 30x40 boyutunda resim
olarak ayristirlmaktadir. Uglincii bolgede yer alan karakterler yine 28x35 boyutlarinda

rakam goriintiisii olarak veritabanina kaydedilmektedir.
5.4. Karakterlerin Taninmasi

Yapilan caligmada ayristirma islemi sonunda plaka icerisindeki tiim karakterler
birer resim dosyasi olarak kaydedilmistir. Rakamlarin boyutu 28x35, harflerin boyutu
ise 30x40 olarak belirlenmistir. Sistemin daha verimli ve dogru g¢alisabilmesi i¢in harf

ve rakamlar i¢in iki ayr1 yapay sinir ag1 kullanilarak siniflandirma islemi yapilmustir.
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Sinir agmin girisine uygulanacak sayisal karakterlerin her pikselinin verilmesi
durumunda rakam i¢in 28x35=980 tane veri, harf i¢in ise 30x40=1200 veri girilecegi
icin ve bu biiyiikliikteki verilerin egitim asamasinda siireyi ¢ok uzatacagindan
gortintiiler belirli oranlarda boliinerek verilmesi uygun goériilmiistiir. Resimler; rakamlar
icin 4x5 harfler icin 5x5 'lik matrislere bolinmiistiir. Boliinen her resme ortalama
mutlak sapma formiilii uygulanmig ve rakam resimleri i¢in 49, harf resimleri i¢in 48
giris degeri elde edilmistir (Denklem 5.3). Rakamlar1 bulan sinir aginin ¢ikis degeri 10

(0...9) ve harfleri bulan sinir aginin ¢ikis degeri ise 23 (A...Z) olarak belirlenmistir.

F= %(Z]a(x, y) - m|j (5.2)

Bu calismada karakterlerin taninmasi amaciyla tasarlanan yapay sinir agi {i¢
katmandan (Giris-Gizli-Cikig) olusan ileri beslemeli geri doniisiimlii bir mimariye
sahiptir. Giris katmani egitime giris olarak verilen harf veya rakam Orneklerini
icermektedir. Cikis katmani ise siniflandirilacak harf veya rakam bilgisini vermektedir.
Gizli katmandaki noron sayist 5-100 arasinda S'er artirilarak 100'er iterasyon
caligtirtlmig ve en iyi sonu¢ hem harf hem de rakamlar1 bulan sinir agi i¢in 40 ndron
olarak bulunmugstur. Dolayisiyla harfleri bulan sinir ag1 48-40-23 seklinde bir
mimariye, rakamlari bulan sinir agi 49-40-10 seklinde bir mimariye sahiptir.
Aktivasyon fonksiyonu olarak sigmoid aktivasyon fonksiyonu kullanilmistir. Egitim
parametrelerinden olan 6grenme hizi (o) yapilan denemeler sonucunda 0,7 olarak
belirlenmigtir. Egitimin bitirilmesi i¢in ortalama kare hata (MSE) denklemi
uygulanmistir. Her iki sinir agmin egitim asamasinda hata degeri 0,0001 olarak
almmustir. Yazilim igerisinde bu hata miktar1 istenilen degere disiiriilebilir. Ayni
sekilde maksimum iterasyon sayisi da disaridan girilerek egitimin durdurulmasi
miimkiin hale getirilmistir. Ara¢ plaka tanima sistemi igin gelistirilen yapay sinir agi

yazilimin ekran goriintiisii sekil 5.14" de verilmistir.



a:l Arag Plaka Tanima Egitim

Ogrenme Hz 0.7
stenilen Hata  0.0001

Mazdmum Adim 5000

0 0 0 |O. 1 1
0 (0 [0 [0 |0 |o.|04(0.[0 |0 |0 |036|06 |088|092(|012(0 |02
0 (0o [0 |0 0. |04 |0. (0202 [D44(08 (08 [1 [1 [1 |1 |1
0 (0 |0 |0.|04[04|0.(1 |0. |08 |08 |0.88 |02 (088|052 (024 (1 |1
0 (0o |o |0 |0 |0 1 (0 |0 |004|04 [096(1 |1 |088 (024 (06 +
4 1 ] 3
Tek Resim Test Bilgi Ekram

HATA 0,00096553015073912

Taninan Karakter

Yénetim Ekrari Girigleri Yénet

Bias -1
G A = A
egitim xds
Adiriiclan Kaydet
A1:BS250

[ Test Et " 1180 Adm ] Adrilan Al Safel v

\ Sonucu Hesapla 1

Sekil 5.14. Arag plaka tanima YSA yazilimi
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Yapay sinir aginin egitimi tamamlandiktan sonra katmanlar arasi agirliklar bir

dosyaya kaydedilebilir. Gerektiginde bu agirliklar dosyadan yliklenerek sistem test

edilebilir. Yazilim tek bir karakter resmini alarak onceki kaydedilmis agirliklara gore

test etme imkani sunmaktadir. Test sonucunda bulunan karakter ekrana yazdirilir (Sekil

5.15).

T T -— i
-l Arag Plaka Tanima Egitim - E@g

NI =

[ M ]

Tek Resim Test

Yonetim Elerar

isterilen Hata  0,0001

Maxdmum Adim S000

HATA 0,044354278249222

Ofirerme Hzn 0.7 Bias -1 Girgeri A = Ag

Bilgi Ekrami

Girigleri Yonet

egitim xds
Adirillan Kaydet
A1:BS250

e || -

‘ Sonucu Hesapla

Sekil 5.15. Arag plaka tanima YSA yazilimi
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Egitim tamamlandiktan sonra dosyaya kaydedilen agirliklart kullanarak karakter
tanima islemi gerceklestirilir. Bu islemi tek bir seferde gerceklestiren yazilimin ekran
goriintlisii Sekil 5.16'de verilmistir. Bu yazilimda taninmasi istenen arag¢ goriintiisii
"Ara¢c Goriintiisii Al" butonuna basilarak segilir. Ara¢ goriintlisii igerisinden plaka
bolgesi "Plaka Bul" butonuna basilarak tespit edilir. Daha sonra "Karakterleri Ayir"
butonuna basilarak plaka resminde yer alan karakterler aynistirilir. Ayristirilan
karakterler "Oku" butonuna basilarak egitim sonrasi elde edilen agirliklara gore
okunarak tanima islemi gergeklestirilir. Tiim bu islemler "Tanima" butonuna tiklanarak
tek bir seferde gerceklestirilebilir. Tanima islemi gerceklestirildikten sonra alinan ekran
goriintiisti Sekil 5.17'de goriilmektedir. Plaka tanima sonrasinda elde edilen plaka bilgisi
sag tarafta yer alan arac bilgileri kismindan veritabanina girilebilir. Bu kisimda plaka,
ad-soyad, marka, model, yil bilgileri veritabanina kaydedilir. Yeni gelen aracin tanima
islemi yapildiktan sonra "Kontrol Et" butonuna basilarak veritabaninda olup olmadig

tespit edilir ve gerekli gecis izni verilir.

{2 Plaka Tanima Sisterni AU T o

Adim Adim Plaka Tanima Otomatik Plaka Tanima Program Hakkinda Cikis

Sekil 5.16. Arag plaka tanima yazilimi
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Adim Adim Plaka Tanima Otomatik Plaka Tanma Program Hakkinda Cikis
i B Tt T e

Sekil 5.17. Tanima islemi gerceklestirilmis yazilim goriintiisii

5.5. Deneysel Sonuclar

Deneysel ¢aligmalarda kullanilan ara¢ goriintiisii sayis1 259 dur. Bu 259 aracin
255’inde plaka bolgesi dogru olarak tespit edilmistir. Dolayisiyla plaka bolgesi

tespitinde basar1 oran1 %98,45 olarak elde edilmistir.

Plaka bolgesi dogru tespit edilen bu 255 aracin plakalarinda yer alan
karakterlerin ayrilmasi isleminde 252 aracin plakasinin karakterlerinin dogru olarak
tespit edildigi gozlenmistir. Dolayisiyla karakterlere ayirma isleminde %98,82 basari

elde edilmistir.

Dogru olarak ayrigtirlmis bu karakterler harf ve rakam olmak flizere iki
kategoride degerlendirilmistir. Ayrigtirma iglemi sonunda 1222 adet rakam, 597 adet
harf elde edilmistir.

Sistemin karakterleri tanimasi asamasinda harf ve rakamlar icin iki farkli yapay
sinir ag1 kullanilmistir. Harfler ve rakamlar icin ayr1 ayri sinir ag1 kullanilarak basari
oraninin artirilmasi saglanmistir. Ornegin “B” harfi ile “8” rakamimin tek bir sinir ag1 ile
siniflandirilmasinin iki farkli sinir ag1 ile simiflandirilmasina goére daha zor oldugu
belirlenmistir. Dolayisiyla harf ve rakam goriintiileri birbirinden ayrilarak sistemin

karakterleri dogru siiflandirma orani artirilmastir.
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Elde edilen rakamlardan 200 tanesi yapay sinir aginin egitim asamasinda, kalan

1022 adet rakam bilgisi test asamasinda kullanilmistir. Egitim asamasinda ulasilmasi

istenen hata degeri 0,001'dir. Yapilan deneysel ¢alismalar sonucu bu hata degerine 4457

iterasyonda ulasilmistir. Egitim siiresi 2 dakika 10 saniye olarak oOlglilmiistiir.

Rakamlarin egitimine iliskin egitim grafigi Sekil 5.16'da verilmistir. Test agamasinda

1022 rakamdan 1000 adedinin dogru, kalan 22 adedinin ise yanlis siniflandirildigi tespit

edilmistir. Dolayisiyla rakam i¢in genel dogru siniflandirma oran1 %97,84 olmustur.
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Sekil 5.18. Rakamlarin egitim asamasinda hata oranlarinin degisimi

Egitim islemi tamamlandiktan sonra her bir rakam i¢in elde edilen test sonuglar

Tablo 5.1' de verilmistir.

Tablo 5.1. Rakamlar i¢in elde edilen test sonuglart

KARAKTER | EGITIiM | TEST | DOGRU | YANLIS | BASARI
0 20 171|169 2 98,80%
1 20 58 56 2 96,50%
2 20 149 | 146 3 97,90%
3 20 146 | 143 3 97,90%
4 20 85 84 1 98,80%
5 20 79 79 0 100%
6 20 80 77 3 96,25%
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7 20 146 | 140 6 95,80%
8 20 59 58 1 98,30%
9 20 49 48 1 97,90%
TOPLAM 200 1022 |1000 22 97,84%

Ayristirma islemi sonucunda elde edilen harflerden 250 tanesi yapay sinir aginin
egitim asamasinda, kalan 347 adet harf bilgisi test asamasinda kullanilmistir. Egitim
asamasinda ulasilmasi istenen hata degeri 0,001'dir. Yapilan deneysel ¢alismalar sonucu
bu hata degerine 1180 iterasyonda ulasilmistir. Egitim siiresi 59 saniye olarak
Olciilmistiir. Harflerin egitimine iliskin egitim grafigi Sekil 5.17'de verilmistir. Test
asamasinda 347 harften 344 adedinin dogru, kalan 3 adedinin ise yanlis siniflandirildig:

tespit edilmistir. Dolayisiyla harf i¢in genel dogru siiflandirma orani %99,13 olmustur.

Hata Degert Harf Egitim Grafigi
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Sekil 5.19. Harflerin egitim asamasinda hata oranlarinin degisimi

Egitim islemi tamamlandiktan sonra her bir harf i¢in elde edilen test sonuglar

Tablo 5.2'de verilmistir.



Tablo 5.2. Rakamlar i¢in elde edilen test sonuglart

KARAKTER | EGITIM | TEST | DOGRU | YANLIS | BASARI
A 20 56 56 0 100%
B 10 9 9 0 100%
C 20 13 13 0 100%
D 20 47 45 2 95,70%
E 20 48 48 0 100%
F 20 31 31 0 100%
G 3 3 3 0 100%
H 20 18 18 0 100%
I 2 2 2 0 100%
J 4 4 4 0 100%
K 13 8 8 0 100%
L 9 9 9 0 100%
M 3 2 2 0 100%
N 9 9 9 0 100%
0 3 3 3 0 100%
P 6 8 7 1 88%
R 10 17 19 0 100%
S 10 9 9 0 100%
T 10 13 13 0 100%
U 10 9 0 100%
i 8 0 100%
Y 10 14 14 0 100%
z 10 10 10 0 100%

TOPLAM | 250 347 | 344 3 99,13%
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Genel anlamda 259 ara¢ goriintiisiinden 247 adedinin plakasi tam ve dogru

olarak taninmistir. Dolayisiyla genel basar1 orani plakanin dogru olarak taninma orani

95,36 olmustur. Yapilan deneysel ¢alismalar sonucunda elde edilen basar1 yiizdeleri

Tablo 5.3 ‘de verilmistir.

Tablo 5.3. Sistemin dogruluk oranlari

Uvaulama Ornek | Olumlu %
Y9 Sayis1 | Sonug¢ Deger

Plakgn_m Yerinin 259 255 98,45

Tespiti

Karakterlerin 255 252 98,82

Ayrilmasi

Genel Basarim 259 247 95,36
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6. SONUCLAR VE ONERILER

Son yillarda teknolojinin giinliikk hayatta kullanimin artmasiyla insan hayatinin
kolaylastirilmasina yonelik ¢alismalar artmistir. Hayatimizi zorlastiran en 6nemli
sorunlardan biri de trafik yogunlugudur. Giiniimiizde ara¢ sayisinin artmasi ve trafikte
olusan sorunlar, otomatik ara¢ tanima ve trafik akis kontrolii sistemlerine duyulan
ihtiyaci arttirmistir. Bu ihtiyaci karsilamaya yonelik calismalar temel olarak araglarin
bir noktadan gecerken tanimlanmasi, aracin konumunun belirlenmesi ve bu veriler

kullanarak trafik denetiminin daha iyi yapilmasina hizmet etmektedir.

Bu calismada 640*%480 c¢oOzinirligindeki CCD kameradan  goriintii
alinmaktadir. Almman renkli ara¢ goOriintiisii gri seviyeye donistiiriilmistir. Bu
doniisiimiin  yapilmasinin sebebi renkli goriintiide 3 farkli renk degeri (RGB)
bulunmakta iken gri seviyede tek bir deger dondiiriilmektedir. Dolayisiyla goriintii

isleme acisindan daha hizli sonug alinabilmektedir.

Bu goriintiiye kenar bulma algoritmalar1 uygulanarak plakanin resimden
ayristirilmasi iglemi gergeklestirilmistir. Bu islem yapilirken literatiirde yer alan farkl
kenar bulma operatorleri uygulanmis ve Canny kenar bulma operatériiniin en iyi sonug
verdigi tespit edilmistir. Plaka bolgesi elde edilirken uygulanan kenar bulma
algoritmasinda siyah ve beyaz arasindaki gegislerin en fazla oldugu bolge plaka bolgesi
olarak belirlenmistir. Bu calismada plaka bolgesi olarak 220x50 piksel boyutunda
resim ara¢ goriintiisiinden kesilmistir. Bu asamada Ozellikle arag¢ goriintiisiiniin
aliminda c¢ekim acisinin 6nemli oldugu gozlemlenmistir. Deneysel ¢aligmalar
gostermistir ki, karsidan cekilen goriintiilerde bir problem olugsmamakta, sag ve sol
taraftan 60 derece ve lizeri acilardan alinan goriintiilerde plaka bolgesi yanls olarak
tespit edilmektedir. Bunun yani sira plaka disinda arag iizerinde yer alan sirket logolari
gibi gecislerin cok yogun oldugu bolgelerde plaka bolgesi olarak tanimlanabilmektedir.
Bu sorunun iistesinden gelebilmek i¢in gecis yogunlugu i¢in bir esik degeri belirlenmis

ve plakanin yerinin dogru olarak tespit edilme orani artirilmstir.

Plaka bolgesi elde edildikten sonra goriintli iyilestirme islemleri yapilmistir.

Bunun amaci plaka goriintiisiinde yer alabilecek 1s1k ve kontrast farkliliklarinin en aza
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indirilmesidir. Bu amagla plaka goriintiisiine kontrast genisletme ve ortanca deger

filtresi uygulanmstir.

Giiriiltilerden arindirilan plaka goriintiisiine blob coloring algoritmasi
uygulanmis ve plakada yer alan harf ve rakamlarin ayrigtirilmast saglanmistir.
Karakterlerin plaka goriintiisii igerisindeki konumuna gore harf ve rakam olarak
ayrilarak veritabanina alinmistir. Harflerin boyutu 30x40 piksel, rakamlarin boyutu ise

28x35 piksel olarak belirlenmistir.

Harf goriintiileri 5x5 piksel boyutunda alt goriintiilere boliinmiis, her bir alt
gorlintiiye ortalama mutlak sapma formiilii uygulanarak sayisallagtirilmistir. Rakam
gorlintiileri 4x5 piksel boyutunda alt goriintiilere boliinmiis, her bir alt goriintiiye
ortalama mutlak sapma formilii uygulanarak sayisallastirilmistir. Bu islemin
yapilmasinin sebebi YSA'na verilecek giris sayisinin azaltilmak istenmesidir. Harf ve
rakam igin iki farkli yapay sinir ag1 tasarlanmistir. Bu egitimler sonucunda elde edilen

agirlik degerleri kullanilarak resim igerisinden ayristirilmis karakterler taninmaistir.

Kullanilan YSA mimarisi literatiirde en ¢ok karsilagilan ileri beslemeli geri
doniisiimlii ¢cok katmanli perseptron yapisina sahiptir. Gizli katman ndron sayis1 ve
o0grenme katsayis1 deneme yanilma yoluyla belirlenmistir. Kullanilan aktivasyon

fonksiyonu sigmoid fonksiyonudur.

Test islemlerinin sonuglarmma gore; plaka yerinin tespitinde 259 plakanin
255’inde olumlu sonug alinarak %98.,4 basar1 elde edilmistir. Bu 255 plakanin da 252’1
karakterlerine ayrilarak %98,8 basar1 elde edilmistir. Karakterlerine ayrilan bu 252
plakadan 247’sinin karakterleri dogru okunarak %98 basari tespit edilmistir. Sistemin
genel basarisina bakarsak; 259 adet ara¢ resmi igerisinden dogru bi¢imde okunan plaka

miktar1 247 olarak tespit edilmistir. Dolayisiyla genel sistem basaris1 %95,3 olmustur.

Elde edilen sistem basarisi ile literatiirde bulunan sistemlerin basar1 oranlari
karsilastirildiginda; literatiirdeki sistemlere gore yapilan ¢alismanin daha yiiksek yiizde
ile tanima gergeklestirildigi goriilmektedir. Fakat bu oranlar ara¢ goriintiilerinin
durumuna gore farklilik gosterebilmektedir. Baska bir deyisle ulusal veya uluslar arasi

bir veritabanindan alinmamis olan ara¢ goriintiilerinin; ¢ekim zamani, 1s1k miktari,
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cekim acisi, gOriinti boyutu gibi oOzelliklerine gore sitemin basarim orani
degisebilmektedir. Dolayisiyla literatiir ile karsilastirma yaparak sagliklt bir sonuca

ulagmak miimkiin degildir.

Calismanin ileriki asamalarinda daha fazla sayida ara¢ goriintiisii alinarak test
edilmesi disiiniilebilir. Hatta il trafik midirligi ile irtibata gecilerek kayitlarinda
bulunan arag¢ goriintiileri alinarak sistemin performansi test edilebilir. Bu ¢alismada gece
gorlis Ozelligi olmayan bir kamera kullanilmistir. Dolayisiyla alinan goriintiiler giin
icerisinde c¢ekilmistir. Gergeklestirilen sistem gece goriis 6zelligi olan bir kamera ile test
edilebilir.
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