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OZET

DERIN OGRENME YONTEMLERI iLE GORUNTU UZERINDE
DIYABETIK AYAK ULSERININ TESPIiT EDILMESI

AKYOL, Mehmet Cihat
Yiksek Lisans Tezi, Biyomedikal Teknolojiler Anabilim Dali
Tez Danismani: Dog. Dr. Evren Homan GOKCE
2021, 84 sayfa

Bu calisma kapsaminda derin 6grenme yontemleri ile goruntl (zerinde
diyabetik ayak ulserlerinin tespiti ¢alisilmustir.

Evrisimsel sinir aglari nesne tespiti ile ilgili yarigmalarda basarisini
kanitlamistir. Bu sebeple bu c¢alismada da uygun bir yaklasim oldugu
diisiniilmiistiir ve basari ile uygulanmistir. Tasarlanan modelde Faster RCNN ile
birlikte ResNet50 ve MobileNetV2 mimarileri kullanilmistir.  DFUC2020
yarigsmasinda kullanilan 2000 diyabetik ayak ilser goriintiisii ve uzmanlar
tarafindan isaretlenmis referanslari igeren veri seti edinilmistir. Tasarlanan
modeller Google Colab servisi kullanilarak egitilmistir ve hesaplanan agirliklar
dondurularak depolanmistir. Egitilen modeller tahmin hiz, diskteki boyutu ve mAP

skorlar1 ile karsilastirilmistir.

ResNet50 ile tasarlanan Faster RCNN modeli ile 43 mAP skoru ile 34 mAP
skoru elde edilen MobileNetV2 ile tasarlanan Faster RCNN modeline gére daha
basarili sonuglar elde edilmistir. Dondurulmus agirliklarinin ResNet50 ve
MobileNetV2 ile tasarlanan Faster RCNN modellerinin diskteki boyutlari sirasiyla
158 ve 120 MB oldugu gozlemlenmistir ve yine sirasiyla bir goriintii i¢in tahmin

sureleri sirasiyla 24 ms ve 10 ms olarak 6l¢iilmiistiir.

Anahtar sozcikler: Derin 6grenme, nesne tanima, tibbi goriintii isleme,
diyabetik ayak ulseri, Faster RCNN, ResNet, MobileNet






ABSTRACT

LOCATION OF DIABETIC FOOT ULCER ON THE IMAGES BY
DEEP LEARNING

AKYOL, Mehmet Cihat
MSc in Department of Biomedical Technologies
Supervisor: Assoc. Dr. Evren Homan GOKCE
2021, 84 pages

Within the scope of this study, the detection and localization of diabetic foot
ulcers on the image was studied with deep learning methods.

Convolutional neural networks have proven success in many object detection
and localization related competitions. For this reason, it was thought to be an
appropriate approach for this study, and it was applied successfully. In this scope,
two Faster RCNN method proposed with the MobileNetV2 and ResNet50
backbone. Data set including 2000 diabetic foot ulcer images and references
marked by experts has been gotten. The proposed models have been trained with
Google Colab service and calculated weight are frozen and stored. The models are
compared by mAP scores, estimation time and model size.

With the ResNet50 backbone Faster RCNN model we acquired 43 mAP score
and with the other model that proposed with MobileNetVV2 Faster RCNN acquired
34 mAP. As expected with the Faster RCNN with ResNet 50 backbone model has
gotten better results. The size of proposed models on disk have observed for Faster
RCNN ResNet50 158 MB and for Faster RCNN MobileNetV2 120MB. The
estimation time for one image has been observed 24 ms for Faster RCNN with
ResNet50 models and 10 ms for MobileNetVV2 models.

Keywords: Deep learning, object detection, object localization, medical
image processing, diabetic foot ulcer, Faster RCNN, ResNet, MobileNet
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ONSOZ

Bu calisma kapsaminda goriintii lizerinde diyabetik yara iilserinin yerini tespit
etmek icin Faster RCNN ResNet50 ve Faster RCNN MobilenetV2 mimarileri

kullanilmistir.

Calisgma boyunca hesaplamalar1 yapmak i¢in yerel ve uzak bilgisayarlar
kullanilmistir. Hesaplama maliyetlerinin bilgisayar sinirlarint zorladigi goriilmiis
ve bu problemlere ¢oziimler gelistiren aragtirmacilar agik kaynakli olarak toplumla
paylastig1 gdzlemlenmistir. Ayrica makine 6grenmesinin uygulanabilir alanlarinda
problem ¢oziimil i¢in aragtirmacilarin birlikte calismasi desteklendigi ve etik
kurallarca bilgi paylasimi yapildigi, bu comert yaklasimin gelenek olarak
benimsendigi gorilmistir. Problem ¢6zimd haricinde benzer konularda
egitimlerini, kitaplarini tiim diinya ile paylasan Andrew Ng, lan Goodfellow ve
adin1 sayamadigim bir¢ok arastirmacilarin bu alanda muazzam katkilar1 fark

edilmistir.

Calisma boyunca galisilan problemlerin, gergek diinya problemleri oldugu ve
DFUC yarismast ile ¢oziilmeye diinyanin cesitli iilkelerinde katilimecilar ile
yontemler gelistirilerek coziilmeye calisilmaktadir. Bu arastirma yarismasina gayri
resmi de olsa katilmig olmak calisma i¢in gurur verici bir ¢iktt olmustur. Bununla
birlikte caligma siirem boyunca diyabetik ayak iilser yara yonetimi ile ilgili
triinlerin hizla saglik sektoriine girdigi fark edilmis ve bu ilerlemeler Urin

gelistirilmesi i¢in aragtirmacilar i¢in umut verici oldugu diistiniilmektedir.

Bu calismaya yon veren ve benim bu alanda ¢alismami destekleyen hocalarima

tesekkiirlerimi sunarim.

[zmir
02/03/2021

Mehmet Cihat AKYOL
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1. GIRIS

Diyabet yaklasik 425 milyon insani etkileyen global bir epidemidir. Bu
yayilma hizina gore 2045’te 629 milyon insan etkileyecegi beklenmektedir (Cho
ve ark., 2018). Diyabet, diyabetik ayak dUlserlerine bunlarda enfeksiyon, alt
ekstremite organlarinin ampiitasyonu ve 6liimle sonuclanabilmektedir. Gerekli yara
bakimlar1 ve degerlendirmelerin yapilmas:t bu senaryolar engellenebilmektedir
(Aalaa ve ark., 2012; Shahbazian ve ark., 2013). Cogunlukla yaralarin
kendiliginden 1iyilesebilme yetenekleri vardir. Ancak diabetus mellitus sonucu
olusan diyabetik ayak {ilseri gibi komplikasyonlarda yara, kendiliginden iyilesme
davranisi bozulabilmektedir (McLennan ve ark., 2006). Bu durumda uygulanan
tedavi hasta durumuna 6zel olarak planlanmalidir (Yazdanpanah, 2015).

Yara degerlendirmesinde tedaviyi sistematik hale getirmek icin farkl
yontemler gelistirilmistir. Bu yoOntemlerde belirli parametreler izlenerek yara
hakkinda degerlendirme yapilmasi hedeflenmektedir. Bu parametreler genel olarak;
yaranin bilytikliigii, kenarlari, viicut lizerindeki konumu, yara yatagi, derinligi,
yaranin etrafindaki derinin durumu, enfeksiyon olup olmamasi ve agr
parametreleridir (Young, 2019).

Goriintii isleme tabanli yara degerlendirme yontemleri, geleneksel goruntu
isleme algoritmalar1 ve derin 6grenme yontemleri kullanilarak yapilabilir. Derin
Ogrenme alaninda yapilan son caligmalardan nesne tanima, siniflandirma gibi
gorintdleri sanal ortamda anlasilmasini saglayacak yontemler iizerine oldukga
basarili sonuglar alinmaktadir (Lecun ve ark., 2015). Oldukca popler bir bilgisayar
gorisii yarigmasit olan “ImageNet Large Scale Visual Recognition Competition”
veya daha yaygin adiyla ILSVRC’de evrisimsel sinir aglari ile gelistirilen algoritma
Ustlinliigiinii  kanitlamistir  (Krizhevsky ve ark., 2017). Ayrica hesaplama
yontemlerinde optimizasyon ve grafik islem birimi teknolojilerinin gelismesi ile
hesaplama maliyetleri her gecen giin diismektedir ve daha fazla arastirmaciya konu
Uzerinde calisma imkan1 saglamaktadir. Bu savi “Google Scholar” arama
motorunda “Deep learning” ve” medical” anahtar kelimeleri ile yapilan aramalarin
sonuglar1 da desteklemektedir. Bu anahtar kelimelerin ilgili arama motorunda

yapilan aramalarin sonuglart Sekil 1.1°de verilmistir.
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Sekil 1.1 “Deep learning” ve “medical” anahtar kelimelerinin “Google Scholar” arama
sonuglarinda elde edilen galisma sayilarmin yillara gére dagilimi

Bilgisayar goriisli ve derin 6grenme uygulamalart MRI, CT, X-ray gibi
medikal goriintiileme sistemlerinde kullanilmaktadir (Ravi ve ark., 2017). Meyer
ve arkadaslarinin derlemesinde radyoloji iizerine derin 6grenme ile ¢oziilebilecek

problemler {izerine ¢alisma yapilmistir (Meyer ve ark., 2018).

Suzuki ve arkadaslari akciger lezyonu siniflandirmasi igin basarili bir yapay
sinir ag1 modeli gelistirmistir. Bu yapay sinir akciger gortintulerini girdi olarak
kullanarak lezyonun boélltlemesi icin kullanmistir (Suzuki ve ark., 2003).

Gessert ve arkadaslar1 “International Skin Imaging Collaboration” ad1 verilen
ve kisaltmasi daha yaygin olarak kullanilan ISIC2019 yarigmasi ile saglanan 25000
gorinti iceren wveri seti ile 8 farkli deri lezyonun %70+5 dogrulukta
stniflandirmistir (Codella ve ark., 2018; Gessert ve ark., 2019).

Moi Hoon Yap ve arkadaslar1i diyabetik ayak (Ulseri fotograflarimi
standartlagtirmak ve farkli durumlar ve farkli operatorler arasinda giivenilirligini
test etmek i¢in “FootSnap” adli uygulamayi gelistirmistir. 30 farkli diyabetik Glserli
ve 30 farkli saglikli ayak kontrol grubuyla, iki farkli uzmanla birlikte kullanilmstir.
Elde edilen resimlerin tekrarlanabilirligi Jaccard benzerlik indeksi ile diyabetik
ulserli ayakta 0.89-0.91 olarak ve diyabetik Glseri olmayan ayakta ise 0.93-0.94
olarak hesaplanmistir (Yap ve ark., 2018).

Bo Song c¢alismasinda otomatik olarak yaralar1 bolltlemeye calismistir.
Calismast igin gerekli veri setini Drexel Universitesinde 2006 — 2008 yillar1 arast



19 hastadan dijital bir kamera ile toplamistir. Elde edilen veri setinde gelistirilen
program ile hedef bolgeler uzmanlar tarafindan isaretlenmistir. Gelistirdigi yapay
sinir ag1 ise MATLAB R2012A Neural Network Toolbox ile tasarlanmistir.
Degerlendirme sonuglarinda %71.4 oraninda dogru siniflandirmistir (Song, 2012).

Manu Goyal ve arkadaslari, diyabetik ayak iilserlerinde enfeksiyon ve
iskeminin tanminmasi ile ilgili teknikleri ve veri setlerini incelemislerdir. Bu
calismada, geleneksel goriintii isleme algoritmalar1 ve derin 6grenme yontemleri ile
smiflandirma  yapmak i¢in  calistlmistir.  Geleneksel — goriintii  isleme
algoritmalarindan SLIC Superpixel teknigi ile bolimlenmis ve destek vektor
makineleri yontemi ile siiper pikseller siniflandirilmistir. Derin 6grenme ile
simiflandirmak icin BayesNet, InceptionV3, ResNet50, InceptionResNetV2
mimarileri ile modeller gelistirilmistir. Her iki yontemle de basariya ulastigini
ancak siniflar arasi benzer oldugunu, smiflarin 6zelliklerinin diyabetik ayak
ulserlerinde gok ince ve zayif oldugunu, ortam 15181 Ve ten rengi gibi parametrelerin
tahmini zorlagtirdigin1 raporlamistir. Ayrica daha fazla etiketlenmis veri ile

dogruluk oranlarinin artacagini dngérmiistiir (Goyal ve ark., 2020).

Artan diinya nlfusu ve ortaya ¢ikabilen global salginlar gibi krizler sebebiyle
degerlendirmelerinin uzaktan olmasi ihtiya¢ haline gelmektedir ki bunu son
zamanlarda bilgisayar goriisii ve derin 6grenmenin medikal alanlara uygulanmasi
temelli galigmalarin artmasi yarigmalar ile desteklemektedir (Cassidy ve ark., 2020;
Codella ve ark., 2018). Diyabetik ayak Ulserleri (izerine arastirmalar da “Diabetic
Foot Ulcer Contest” veya kisa adiyla DFUC ile desteklenmektedir.

Bu calisma kapsaminda diyabetik ayak {ilserleri i¢in bir goriintii siniflandirma
ve yaranin gorintl Gzerinde yerinin belirlenmesi igin bir model tasarlanmistir.
Siniflandirma i¢in derin 6grenme yontemleri segilmistir. ResNet50 ve MobilNetV2
mimarili iki farkli model 6grenme transferi metodu ile M-COCO veri setinin
agirliklart kullanilarak, DFUC2020 veri seti ile ince ayar (fine tune) yapilmistir ve
nesne tanima i¢in Faster RCNN mimarisiyle kullanilmistir. Gelistirilen model yara
degerlendirme ve bakim siireglerinde dokiimantasyona yardimeci bir ara¢ olarak
veya uzaktan degerlendirmede goruntu materyalinin elde edilmesi igin

kullanilabilecektir.



2. GENEL BILGILER

2.1. Yara Degerlendirmesi

Yiizeysel bir yara meydana geldiginde ilgili bolgeyi temizlemek icin sayisiz
sistem aktiflesir. Ancak bu metabolik taleple uyumlu bir oranla ¢esitli enflamantuar
hucrelerin, kemokinlerin, sitokinlerin, matriks molekullerinin  ve besin
maddelerinin yara bolgesinde toplanmasini gerektirir. Bu siiregler genellikle
iltihapli, proliferatif ve yeniden modelleme olarak ii¢ ayri siirece boliiniir (Han &
Ceilley, 2017).

[ltihapl1 siire¢, hemostaz basladiktan kisa bir siire sonra baslar. Bu siirecle
patojenler ve yabanci materyaller zarar goren bolgeden uzaklastirilir. Vaskuler
gecirgenlik artar, boylelikle nétrofiller ve monositlerin yara bdlgesinde birikmesi
saglanir. Yara meydana geldikten yaklasik 3 giin sonra proliferatif siire¢ baslar. Bu
stirecte yara bolgesinde doku iskelesinin temellerini olusturacak kolajen ve besin
maddeleri biriktirilir. Bu arada endotel hucreleri buylime surecine girer ve
graniillesen dokunun etrafinda anjiyogenez ile yogun damar agi olusur ve bu
oldukca aktif bolgeyi besler. Yaklasik 2 — 3 hafta sonunda yara olgunlagma siirecine
girer ve burada yeniden modelleme yapilir ve olusturulan yogun damar ag1 geriler
ve doku neredeyse normal haline doniisiir. Tamir edilen doku eski gerilme
kuvvetine ulasamaz (Han & Ceilley, 2017).

Yara yataginda oksijen yogunlugu yara iyilesmesinde 6nemli bir faktordr.
Yara iyilesmesi siirecinde sayisiz sitokin iletisimine aktif olarak hiicre cogalmasina
kaynak olarak oksijen kullanilmaktadir. Normal kosullarda iyilesen bir yaranin 20
mmHg doku oksijen gerilimine sahip oldugu disiiniilmektedir. Bu degerin
lyilesmeyen yaralarda 5 mmHg e kadar distiigii goriilmiistiir. Beslenemeyen
dokular nekrotik doku haline gelecek ve bu bakteri olugsmasina sebep olacaktir. Bu
sebeple 1yilesemeyen yaralar i¢in 6zel bir tedavi diizeni gerekmektedir. Oksijenin
yaninda ¢ok sayida maddenin yara iyilesmesinde O6nemi ve gereklilikleri
kanitlanmistir (Han & Ceilley, 2017).

Onceki paragraflarda bahsedildigi iizere yara iyilesmesi uzun zincirleme
siireclere baghdir. Herhangi bir akut yaranin sonucunda bu siiregler
gerceklesmektedir. Yaranin tamamen iyilesmesi, konumuna boyutuna derinligine
tipine bagl olacaktir. Ancak diyabet gibi patolojik bir durum s6z konusu oldugunda
bu surecler bozulabilmektedir.



Cin’de yapilan epidemiyolojik ¢alismalarda diyabetik ayak tilseri diyabetli
hastalarin hastaneye yatmasindaki en biiyiik neden oldugu gézlemlenmistir (Zhang
ve ark., 2017). Diyabetik ayak tlserinin 12 haftalik tedavi sonrasi iyilesme sansi
%24-82 arasinda degismektedir (Bus ve ark., 2016). Diyabetik ayak ulseri
ampdtasyona ve 6lume sebebiyet verebilmektedir. Bu sebeple tedavi ve teshisi i¢in
yara bakimin1 miimkiin oldugunca standart haline getirilmeye ¢alisilmaktadir. Bu
calismalar uluslararas1 bir organizasyon olan “International Working Group on the
Diabetic Foot” (IWGDF) tarafindan ¢esitli iilkelerden ve disiplinlerden uzmanlar
ile ilerletilmektedir. Yara yonetim sistemi hastay1 ve yarayi biitlinsel tamamlayici
ve sistematik sekilde ele almasi gerektigi biiyiikk cogunluk tarafindan kabul
edilmistir. Bu yaklasim saglik profesyonellerinin iyilesme siirecine miidahale eden
engelleri belirlemesini, tedavi hedefleri olusturabilmesini ve bireysel hasta
ihtiyaglarina gore en uygun tedaviyi planlamasint miimkun kilmaktadir (Gil, 2020).

Yara, ¢alismalar 1518inda TIME ve MEASURE gibi akronimler ile ifade
edilen prensipler ile degerlendirilip yonetilebilir. TIME prensibi ile doku “tissue”,
enfeksiyon “infection”, nem “moisture” ve Kkenarlar “edge” degerlendirirken;
MEASURE prensibi ile olglleri “measure”, eksudati “exudate”, goriiniisi
“appearance”, actyr “suffering”, altinda yatan sebepler “undermining cause”,
yeniden degerlendirmeyi “reevaluate” ve Kkenar “edge” parametreleri ile
degerlendirir (Keast ve ark., 2004; Schultz ve ark., 2004).

Deborah ve arkadaglarinin yaptig1 caligmada yara 6l¢lim sistemleri, temash

ve temassiz Ol¢iim sistemleri olarak iki baslik altinda incelemistir (Wendland &
Taylor, 2017).

Temasl1 yara 6l¢lim sistemleri veya cihazlari, tanimdan da anlagilacag: gibi
yara yatagina direkt temas halindedir. Uzunluk, genislik, derinlik, yiizey alani ve
hacim olgumlerini olgebilirler. Bunlar cetvel ile 6l¢iim, Kundin cihazi, el ile kopya
olarak 6rneklendirilebilir (Wendland & Taylor, 2017).

Cetvel ile 6lglimde, yara yuzeyinin en uzun yatay ve dikey mesafeleri dlculr.
Cetvel tekniginde birden fazla yaklasim mevcuttur, Langemo ve arkadaslari bastan
basa 6l¢limiin en dogru 6l¢lim teknigi oldugunu ortaya koymustur. Dogruluk olarak
diisiik olmasma ragmen kullanim kolaylig1 ve ulasilabilirligi sebebiyle siklikla
kullanilmaktadir (Wendland & Taylor, 2017).



Sekil 2.1 Model yara uzerinde cetvel ile yara 6l¢imii (Shah ve ark., 2013)

El ile kopya ise yaranin lizerine yerlestirilen transparan bir materyal
tizerinden yara kenarlari isaretlenerek elde edilen ¢ikti bilgisayarli veya kare sayma
yontemiyle 6l¢iimiin yapilmasidir (Wendland & Taylor, 2017).

Sekil 2.2 El ile kopya yontemi ile yara dl¢iimii uygulamasi (Nichols, 2015)

Temassiz Ol¢iim sistemleri, yara ylzeyine direkt temas etmeye gerek
kalmadan yapilan Ol¢iim sistemleri veya cihazlaridir. Bu metotlar dijital
fotograflama, 3 boyutlu lazer teknolojisi ve stereo fotogrametri olarak
orneklendirilebilir. Dijital kameralarin fiyatlarinin yiiksek olmasinin yaninda
fotografin ¢ekildigi ylizey 151k ve ortam sabit olmadigi i¢in kullanimi zorlayici
olabilmektedir (Wendland & Taylor, 2017).



Stereo fotogrametri birden fazla kameranin kullanilarak konumun
yakinsamasidir. Daha 6nceki galismalarda basarili sonug lireten bir yontem olsa da
yara ylizeyinde 15181n ulasamadigi bolgelerde yonetim yapilandirilmis 1s18a bagl
olmasinda dolay1 hatali sonuglar tiretmektedir. Pahali bir teknoloji olmasina karsin
yanik gibi kullanilmasimi gerektiren klinik durumlar mevcuttur (Wendland &
Taylor, 2017).

Dijital fotograflama yara dokiimantasyonunda olduk¢a yaygin olarak
kullanilmaya baslanmistir. Elde edilen fotograflardan bilgisayar goriis yontemleri
ile kopya teknigine benzer sekilde sonuglar eclde edilebilmektedir. Benzer
uygulamalar giivenilirligini ve dogrulugunu gdstermis olmasina ragmen bazi
zorluklar oldugu rapor edilmistir (Wendland & Taylor, 2017). Goruntiyd dijital
ortam yorumlama yontemleri hizla gelismektedir. Bu kapsamda “Perpective — 3D
Wound Management”, “Healthy.io Silhouette”, “eKare InSight” gibi Urunler
gelistirilmistir. Bu iirlinler yara boyutunu ve geometrisini yara yatagini sicaklik
farkindan yararlanarak kizil6tesi kameralar ile veya derin 6grenme yontemleri ile
tahmin edebilmektedir.

Pokorna ve arkadasimin yapmis oldugu c¢alismada iyilesmeyen yara
dokiimantasyonunda kullanilan fotograflarin biiylik gogunlugunun kalitesinin zay1f
oldugunu tespit etmistir. Bu kaliteyi diisiiren parametreleri aydinlatma mesafe ve
odaklama olarak belirlemistir (Pokorna & Leaper, 2015).

2.2. Dijital Ortamda Gortnti

Gorlintli, etraftaki objelerden yansiyan 15181n goriiniir spektrumuna ait olan

kisminin yorumlanmasidir.

Memeliler 6zelinde goriintii, kornea ve lens etraftaki 15181 retina ilizerine
diistirerek tizerinde bulunan koniler ve c¢ubuklar adi verilen reseptorler ile
elektriksel titresimlere dontstiirerek olusturulur. Dijital sistemlerde de buna bezer
sekilde goriintii, lens yardimiyla toplanan 151k sensdrler veya sensor setleri lizerine
diisliriilerek olusturulan elektriksel sinyalin yorumlanmasiyla elde edilir (Yuan ve
ark., 2018). Dijital bir goruntt f(x,y) seklinde iki boyutlu bir fonksiyon olarak
tanimlanabilir, burada x ve y uzaysal koordinatlar ve f, xve y ikilisindeki
yogunluk olarak adlandirilan biytkliktir Sekil 2.3’teki gibi gosterilebilir
(Gonzalez ve ark., 2009). Bu fonksiyondan yola ¢ikilarak renkli bir resim de x ve
y ikilisi yine yogunlugu ifade ederken z ile renk katmanini ifade edecek sekilde

f(x,y,z) tanimlanabilir.



Sekil 2.3 Siyah beyaz bir gorinti ve dijital ortamdaki temsili

Retina tlizerinde bulunan koni ve cubuk reseptorleri 15181 biitiin dalga
boylarina ayni hassasiyette degillerdir. Bazi gubuk reseptorlerde bulunan rhodopsin
denilen 1s18a kars1 duyarli pigmentler bulunur. Bu pigment en ¢ok goriinen 15181n
mavi-yesil spektrumunu kapsayan bolgeye duyarhidir. Dalga boyu arttiginda veya
azaldiginda bu duyarlilig1 azalir. Gozlemcilerin diisiik yogunluk araliginda sabit bir
dalga boyundaki bir 151k denetinin yogunlugunu, referans dalga boyundaki 1s1k
demetinin yogunluguyla ayni olacak sekilde ayarlamasiyla Sekil 2.3’teki kesikli
cizgi elde edilmistir. Bu kesikli ¢izgi ¢ubuk reseptorlerin duyarli oldugu dalga boyu
araligin1 gosterir (Crawford, 1949). Burada 151k yogunlugu, bir kaynaktan belli bir
yone dogru yayilan dalga boyu agirlikli giicli olarak tanimlanir ve SI sistemde
candela (c) ile gosterilir (Bureau international des poids et mesures, 2019). Diisiik
yogunluk ile 107 — 10 cd/m? olarak belirtilmektedir (Kelber ve ark., 2002).



Normalized cone response (linear energy)
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Sekil 2.4 Gozdeki reseptorlerin duyarlt oldugu 151k dalga boylart

Sekil 2.4 (zerindeki egriler koni reseptorlerinin tepki gosterdigi araliklardir
(Smith & Pokorny, 1975; Stockman ve ark., 1993). Bu araliklar Sekil 2.5’te goriinr
bolgeyi gorsellestiren spektrumda yerine koyulduguna S, M, L ile isaretlenen
egriler sirastyla kirmizi, yesil, mavi alanlariyla eslesmektedir. Bu sebeple,
cogunlukla dijital goriintii RGB, XYZ gibi tristimulus degerlerle ifade edilir (Kriss
ve ark., n.d.).



10

300 400 500 600 700 800 900 1000

A/nm

Sekil 2.5 Gorunir bolgeleri gosteren spektrum

2.3. Derin Ogrenmenin Temelleri

Derin 6grenme, yapay sinir aglarini kullanarak problem setleri {izerine
otomatik olarak oOzniteliklerini ¢ikarabilen veya smiflandirabilen bir makine

ogrenmesi metodudur. Buradaki 6grenme gozetimli, yar1 gozetimli ve gozetimsiz
olabilir (Schmidhuber, 2015).

Ogrenme kavrami aslinda, bir fonksiyonun yakinsamasidir. Gozetimli ve
gdzetimsiz 6grenme ise sirasiyla bu 6grenmenin 6rnek girdi-¢ikt: ikilileri ile yeni
bir girdiyi ¢iktiya eslemesi ve eslesmis girdi-ciktilar1 olmadan girdiye gore bir ¢ikt
olusturabilmesidir (Russell & Norvig, 1995).

Yapay sinir aglari, derin 6grenme metodunun temellerini olusturmaktadir.
Yapay sinir aglar1 birbirine bagli yapay noron ad: verilen birimlerden olusmaktadir.
Bu birimler aralarinda bagka bir birimden veya birimlerden aldigi degeri
yorumlayarak bagka bir birime iletir. Burada bahsi ge¢en deger aslinda bir reel say1,
yorumlama ise bu degerlerin 6grenme gergeklestikge giincellenen agirlik degeri ile
carpilip lineer olmayan aktivasyon fonksiyonuna girdi olarak verilmesidir. Her bir
yapay noronun girdileri ve bu girdilerden olusturdugu, birden fazla yapay nérona
girdi olarak gonderebildigi bir ¢iktis1 vardir. Bu yap1 Sekil 2.6°da diger noronlardan
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gelen degerler x,,, agirlik degerleri w,,, fonksiyon f(x), fonksiyon ¢iktis1 ise y ile

gosterilmistir.

Sekil 2.6 Yapay noron ve bilesenleri

Bir yapay ndron, matematiksel olarak Denklem 2.1°deki gibi ifade edilebilir.
m
y = fw) 2.1)
j=0

Girdi ve ciktilar sirastyla, lizerinde islem yapilan veri setinin degerleri
ornegin goruntu tlizerinde islem yapan bir yapay sinir ag1 i¢in goriintii lizerindeki
pikseller ya da 6rneklenmis piksel degerleri, ara katmanlardaki ¢iktilar 6znitelikler
ve final katmanindaki ¢iktilar ise yapay sinir aginin tasarim gorevinin sonucu olarak

orneklendirilebilir. Bu karmasik yap1 Sekil 2.7°de basitlestirilerek gosterilmistir.

Gizli
Katman

Girdi
Katmam
Cikh
Katmam

Sekil 2.7 Basitlestirilmis bir yapay sinir aginin katmanlar1
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2.3.1. Gradyan Ogrenme

Bir ¢cok derin 6grenme algoritmasi bir optimizasyon algoritmasi igerir. Burada
optimizasyon bir fonksiyonun maksimize veya minimize edilmesi olarak
diistintilebilir. Maksimize veya minimize edilen fonksiyona amag islevi veya 0lgiit
adi verilir. Minimize edilen fonksiyona ise maliyet fonksiyonu, kayip fonksiyonu
veya hata fonksiyonu denir. Bu ifadeler yayinlarda atfedilen anlama gore degisken
gostererek kullanilir (Goodfellow ve ark., 2016).

Bir fonksiyonu minimize edilirken kullanilan algoritmalardan biri de gradyan
inis algoritmasidir. Bu algoritma ve tiirevleri makine o6grenmesinde siklikla
kullanilmaktadir. Temel olarak kayip fonksiyonu iizerinde kiiclik adimlarla ile
optimum deger bulunana kadar ilerleyerek optimum degeri bulur (Bengio ve ark.,
1994).

Sekil 2.8’de tiirevi alinacak fonksiyonun grafigi kirmizi ¢izgi ile i¢ biikey bir
grafik ile ifade edildiginde. Sekil 2.8’de mavi gosterilen egri ise 8 noktasindaki
tirev kismidir. Eger segilen 6, lokal minimum degerin sag tarafinda kalirsa
bagintinin tiirev kismi pozitif olacaktir. Boylelikle 6 minimum degere
yakinsayacaktir. Benzer sekilde segilen & minimum degerin sol tarafinda kalacak
sekilde secilmis ise bagntinin tirev kismi negatif olacaktir ve 6 artirilarak

minimum degere yakinsayacaktir.

/N

Sekil 2.8 I¢ biikey grafiklerin sagdan ve soldan tiirevleri

Bir gradyan inis algoritmasi hg(x) hipotezi, dogrusal bir (x(i),y(i))(i =
1,2,3,...,m) veri setine, J(8) 6 = 64, 0,, 65, ... parametreli kayip fonksiyonu ile
orneklendirilecek olursa. Bu baglamda hipotez Denklem 2.2°deki gibi olur.
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h.g == 00 + 91x (22)

Bu hipotezi Denklem 2.3’teki Kkarelerin toplami kayip fonksiyonu ile
yakinsarsak gradyan inis optimizasyon algoritmasinin iterasyonu Denklem 2.4 teki
gibi gosterilebilir.

m

1 . .
J(6) = ﬁZ[he (x® — y®72 (2.3)

d
0; > 0, — aa—ej](a) (2.4)

Sekil 2.9°da bu dogrusal veri setine uydurulan hipotez ve kayip fonksiyon
grafigi verilmistir. Gradyan inis algoritmasinin adimlar1 kirmiz1 oklar ile kayip
fonksiyonu grafiginde gosterilmistir.

Veri seti ve Yakinsama Kayip Fonksiyonu
— 6, =0.000
— 6,=0.184 X
— 6,=0301 x
04— 61=0374 008 4
6, =0.420
0.2
0.06
> 0.0 <
=

0.04

-0.2 1

0.02 1

—0.4

~1.00-0.75 -0.50-0.25 0.00 025 050 0.75 1.00 02 00 02 04 0.6 0.8 1.0
x 61

Sekil 2.9 h hipotezinin dogrusal veri setine yakinsamasi ve tek boyutlu bir kayip fonksiyonu
iizerinde gradyan inis algoritmasinin adimlari

Gradyan inis algoritmasinda veri seti sinir ag1 derinlestik¢e veya genisledikce
hesaplama maliyeti agirliklar ve bias degerlerinin yani egitilebilir parametrelerin
artmasindan dolay1 artar. Pratikte bu karmagikligin istesinden gelmek igin
gelistirilen yontemlerden biri olan stokastik gradyan inis algoritmasi (Stochastic
Gradient Descent-SDG) kullanilmaktadir (Goodfellow ve ark., 2016).



14

SGD genel olarak asagidaki adimlar1 izleyerek ¢alisir;

e Veri setinin rastgele olarak karistirir.
e BUtln veri setini kiiclk “mini-batch” olarak ifade edilen gruplara
boler.

e Gradyan inig adimlarii bu “mini-batch” gore hesaplar.

Bu yontem minimum degeri bulmak igin miikemmel degildir ancak
hesaplama maliyetini ekstrem bir sekilde diisiirmektedir.

2.3.2. Aktivasyon fonksiyonu

Aktivasyon fonksiyonu verilen girdiye goére yapay néronun g¢iktisin
belirleyen fonksiyondur. Sekil 2.10’daki gorseldeki yapay noronda f(x)

aktivasyon fonksiyonudur.
_ Wi

Sekil 2.10 f(x) aktivasyon fonksiyonlu bir yapay néron

Gradient 6grenme yalnizca dogrusal olmayan aktivasyon fonksiyonlar
kullanildiginda basarili olmaktadir (Kulathunga ve ark., 2020). Ornek olarak
gorselde verilen, basitlestirilmis bir yapay sinir aginda aktivasyon fonksiyonu lineer
bir fonksiyon segildiginde yapay sinir aginin ¢iktis1 Denklem 2.5’teki gibi olur.

Y = XoWoW1W» (2.5)

Burada agirlik degerleri tek bir deger skalar olan w, olarak yazilabilir. Bu
biitlin agin Denklem 2.6’da gosterildigi gibi tek bir fonksiyona doniistiigiini
gosterir.

Y = XoWc (2.6)

Ancak secilen aktivasyon fonksiyonu dogrusal olmayan bir fonksiyon
secildiginde yapay sinir aginin ¢iktis1t Denklem 2.7°deki gibi olur.
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y = f(f(f (xowo)w1)w,) (2.7)

Sekil 2.11 Dogrusal olmayan aktivasyon fonksiyonlarinin arka arkaya siralanmasi

Aktivasyon fonksiyonu olarak lineer olmayan bircok fonksiyon secilebilir.
Pan ve arkadaslar1 otomatik konusma tanima g¢alismasinda sigmoid fonksiyonu
aktivasyon fonksiyonu olarak kullanmistir (J. Pan ve ark., 2012). Bir bilgisayar
gorlis mimarisi olan AlexNet ise ReLu aktivasyon fonksiyonu kullanilmigtir
(Krizhevsky ve ark., 2017).

Sigmoid fonksiyon matematiksel olarak Denklem 2.8’de ifade edilmistir.
Grafik olarak ise Sekil 2.12°de gosterilmistir.

1
flx) = 1T ox (2.8)
1.0-
0.5-
0.0
—5.0 —2.5 0.0 2.5 5.0

Sekil 2.12 Sigmoid aktivasyon fonksiyonu

Gradyan tabanli 6grenme sirasinda yapay sinir agmin gizli katmanlarinda
gradyan o kadar kiglik hale gelmektedir ki sonraki agirliklart neredeyse hic
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etkileyemeyecek hale gelmektedir. Bu probleme kaybolan gradyan adi verilir.
COzum olarak Glorot ve arkadaslar1 tarafindan RelLu aktivasyon fonksiyonun
kullanilmasini 6nerilmistir (Glorot ve ark., 2011).

ReLu aktivasyon fonksiyonu baginti olarak Denklem 2.8’de ifade edilmistir.
Grafik olarak ise Sekil 2.13’te gosterilmistir.

e
1.0-
0.5-
0.0
_5'0 _2|.5 0.0 2I5 5I0

Sekil 2.13 ReLu aktivasyon fonksiyonu (kesikli gizgiler)

Softmax aktivasyon fonksiyonu veya normallestirilmis iistel fonksiyon olarak
ifade edilen fonksiyon, lojistik fonksiyonun birden ¢ok boyuta genellestirmesidir
(Goodfellow ve ark., 2016). Genellikle siniflandirma yapay sinir aglarinda son
katmanda elde edilen tahmin sonuglarini bir olasilik dagiliminda normallestirmek

i¢in kullanilir.

Softmax fonksiyonu, K gergek sayilarindan olusan z vektortinl girdi olarak
alir ve girdi sayilarinin stel degerleriyle orantili, K olasiliklarindan olusan bir
olasilik dagilimina normallestirir. Yani softmax fonksiyonun uygulamasindan 0nce

girdiler negatif veya pozitif ve 0 ile 1 arasinda olmayabilir. Ancak softmax
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uygulandiktan sonra ¢iktilar 0 ile 1 arasinda toplamlar1 1’e yakin olarak dagilmis
olur. Bu fonksiyon Denklem 2.9’da gosterilmistir (Goodfellow ve ark., 2016).

o:R¥ - RK
eZl' (29)

Ornek olarak, 0, 1 ve 2 smiflandirmasi yapan bir yapay sinir aginda son
katmaninda ¢ikiglar [ 4.14,1.03,0.89] olarak hesaplanmistir. Bu sonuca goére el
yazist ile 0 yazisinin goriintiisii girdi olarak verildiginde ¢ikti olarak 0 oldugu
tahmin edilmektedir. Bagka bir gortntu igin son katmaninda hesaplanan agirliklar
[ 4.14,389,4.12] olarak hesaplandiginda girdinin yine 0 oldugu tahmin
edilmektedir ancak burada ilk 6rnekte verilen 0 tahmini ikinci ornekte verilen 0
tahminine gore daha basarili oldugu agik¢a goriilmesine ragmen softmax
fonksiyonu olmayan aktivasyon fonksiyonlarin ¢iktilar1 her iki tahminde de ayni
basaridaymig gibi deger iiretmektedir. Bu sonug softmax olmayan aktivasyon

fonksiyonlar1 birbirlerinin degerlerini etkileyemedikleri i¢in ortaya ¢cikmaktadir.

O O O O
O O Qs O O Qe
o A O TTES o o (O
O O Cremes O O O
O O O O

Sekil 2.14 iki farkli yapay sinir ag1 ve el yazisi ile 0 rakamimin smiflandirma sonuglari (Softmax
aktivasyon fonksiyonu kullanilmadan)

Softmax aktivasyon fonksiyonu son katmanda uygulandiginda son katmanin
ciktilar1 [ 0.932,0.041,0.035] ve [ 0.362,0.282, 0.355] olarak hesaplanmis ve ilk
¢iktinin ¢ok daha basarili bir tahmin oldugu gorilmektedir.
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O O—»mzt —»0923
m Qﬂosaoom m
O O O—bnsg —0.035

Q—ra.m — 0362
Q—»a.sg — 0282
Q—buz —» 0.355

O O
O

QO OO
OO OO

Sekil 2.15 iki farkl1 yapay sinir ag1 ve el yazist ile 0 rakaminin siniflandirma sonuglari (Son
katmanda softmax aktivasyon fonksiyonu ile)

2.3.3. Duzenlilestirme

Dizenlilestirme, gradyan dgrenmenin gergeklestirildigi modelde parametre
sayilarinin azaltilmasidir. Fazla parametre, model karmagikligini artiracaktir, model
karmagikliginin artmasi ise modelin hesaplama zorlugunu arttirabilir veya asiri
uymasina yol agabilir (Goodfellow ve ark., 2016).

Asirt uyma modelin, belirli veri kiimesine ¢ok yakin veya tam olarak karsilik
gelen tahminler iiretmesi ve bu nedenle gelecekteki tahminleri giivenilir bir sekilde
tahmin etmede basarisiz olmasidir. Sekil 2.16’da yetersiz uyum, tam uyum ve asiri
uyum grafik lzerinde gosterilmistir. Asirt uyumus modelde 6rneklerle ortiismesine

ragmen grafikteki ara degerlerde gercek fonksiyondan farkli degerler tiretmektedir.

Yetersiz Uyum Tam Uyum Asirn Uyum
—— Model —— Maodel —— Maodel
Gergek Fonksiyon Gergek Fonksiyon Gercek Fonksiyon
s Omekler s Ornekler s Ornekler

o I G s

Sekil 2.16 Yetersiz uyum (sol), tam uyum (orta) ve asir1 uyum (sag) grafikleri

Bu baglamda birgok farkli duzenlilestirme algoritmalart gelistirilmistir.
Bunlardan en sik kullanilan1 Ridge regresyonu olarak da bilinen L2
duzenlilestirmesidir. Bu algoritmada, model karmasikligin1 azaltmak igin kayip
fonksiyonuna agirlik parametresi eklenir. (Hoerl & Kennard, 1970).
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2.3.4. ileri Beslemeli Yapay Sinir Aglari

Ileri beslemeli sinir aglari, derin 6grenme igerisinde bir f* fonksiyonunu
yakmsamak amagl bir konsepttir. Ornek olarak y = f*(x) seklinde bir
siniflandirict modelde x girdisini y kategorisine gore haritalasin. Ileri besleme bir
sinir ag1, y = f(x; 6) bagintisinda 6 parametresinin degerini 6grenerek en iyi
yaklasimi bulur (Goodfellow ve ark., 2016).

Bu modellerde bilgi akisi ileri dogru oldugu igin ileri beslemeli olarak
adlandirilir. Mimari tizerinde geri besleme baglantis1 yoktur (Goodfellow ve ark.,
2016).

Sekil 2.17 leri beslemeli bir yapay sinir ag1

2.3.5. Geri Yayihm

Herhangi bir denetimli 6grenme algoritmasinin amaci, bir dizi girdiyi dogru
ciktilarina en 1iyi sekilde eslesen bir fonksiyon bulmaktir. Geri yayilim, c¢ok
katmanli bir sinir aginda, girdinin ¢iktiya herhangi bir keyfi eslesmesini saglayacak
degerleri 6grenmesini saglar (Rumelhart, David E.; Hinton, Geoffrey E.; Williams,
1986).

Egitim siiresince ileriye dogru yayilma, bir kayip fonksiyonu J(8) olusana
kadar devam eder. Geri yayilma, kayip fonksiyonun gradyanindan gelen bilginin
sinir ag1 tizerinden agirliklari giincellemesini saglar (Goodfellow ve ark., 2016).
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Sekil 2.18”de rastgele agirlik ve bias degerleri olan heniiz 6grenmemis temsili
bir sinir aginda aktivasyon ¢ikisinda degerler [0.20,0.89,0.40] olarak tamamen
rastgele oldugu goriilmektedir. Geri yayilim aktivasyon cikislarini veri seti ile
hesaplanan kayip fonksiyonuna gore giincellenmesini saglar. Bir iterasyon sonunda
geri yayilimla [0.20,0.89,0.40] ¢iktisin1 veren ve veri setine gore
[1.00,0.00, 0.00] olmas1 beklenen aktivasyon c¢iktilarini iireten agirlik ve biaslar

ciktiy1 liretecek sekilde giincellenecektir.

Y

O—»n.z{r—n 0
O—»D.gg—r 1
O—)D.d{b—r 2

O‘* D.E{FT “«— 0
O<7 D.&Ql d—
017 D.rl{li <« 2

00O OO OO OO
OO OO OO+ OO

Sekil 2.18 Temsili bir sinir aginda geri yayilim

2.3.6. Evrisimli Sinir Aglarn (CNN)

Evrigimli sinir aglari, 1zgara topolojideki veri setleri lizerinde islem yapmak

tizere Ozellestirilmis yapay sinir aglaridir. Bir boyutlu zaman serisi veri setleri ya
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da, gorinta verileri 1zgara topolojisindeki verilere 6rnek verilebilir (Goodfellow ve
ark., 2016).

Evrisim, Denklem 2.10’da da ifade edildigi gibi matematiksel olarak iKki
fonksiyonun sekillerine bagli olarak ¢tncl bir fonksiyon Gretmesidir. Burada ilk
argliman genellikle girdi, ikinci argiiman cekirdek (kernel) ve cikti ise 6znitelik

haritasidir.

(f *9) =ff(f)g(t—f)df (2.10)

2 boyutlu 1zgara topolojisindeki veri seti 6rnegi olan gérunti verisi Gizerinde
evrisim Sekil 2.19’da gosterilmistir. Gorselde yukardaki parcada girdi evrisim
isaretinin sol tarafinda, ¢ekirdek kernel) evrisim isaretinin sag tarafinda, gorselin
alt kisminda ise 0znitelik haritasi gosterilmistir.

a b C d
L X
g f 1] h *
Y Z
| ] k
aw+bxt| |bwtoxt| |cwsdi+
ey+ix T+ gy
ewtict | | fwsget | |gwthxt
3 - jarhx by +x

Sekil 2.19 Izgara topolojisinde evrisim operasyonu

Evrisimsel sinir aglari, mimari agidan evrisimsel katmanlar ve tam bagintili
aglar olarak iki farkli baslik altinda incelenebilir. Evrisimsel katmanlar, girdi
gorintilerinden 6z niteliklerini ¢ikarmak igin filtreler kullanir. Tam baglantili
katmanlar, ¢ikarilan 6z nitelikleri hipotez icin skora indirger (Schwing & Urtasun,
2015).
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Sonraki katmanlar

A

Havuzlama Katmani

A

Altivasyon Katman

A

Evrisimsel Katman

F Y

Girig Katmani

Sekil 2.20 Evrisimsel sinir ag1 katmanlari

Evrisimsel sinir aglarinin  diger bir oOzelligi havuzlama katmanidir.
Havuzlama bir gesit lineer olmayan alt 6rnekleme fonksiyonudur. Birkac farkli
lineer olamayan fonksiyon mevcuttur, en sik kullanilani ise maksimum havuzlama
yontemidir. Maksimum havuzlama (max pool veya argmax) yontemi, girdi
gOruntusini Gst Uste binmeyen bir dizi dikddértgene boler ve bu her alt bolge igin
maksimum degerleri ¢ikti olarak verir (Zeiler & Fergus, 2013). Sekil 2.21°de
44’10k bir goruntiniin, 2x2’lik bir maksimum havuzlama fonksiyonu ile olusan

ciktist gdsterilmistir.

2|1
2[1]3]5

3la]|2
3la]2]3 - NEE
4l2|7]9 lE

4l2]|7
7]3]4]6

HERE

Sekil 2.21 Maksimum havuzlama (max pool veya argmax) operasyonu
fry(S) = 4p=0MaXSox1a2v+b (2.11)
2.3.6.1. ResNet

Artan (Residual) yapay sinir aglar1 Microsoft Arastirma Takimi tarafindan
2015 yilinda ILSVRC (ImageNet Large Scale Visual Recognition Challenge)
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yarismasinda birinciligi %3.57’lik hata oranmi ile kazandigi yapay sinir agi
mimarisidir (Russakovsky ve ark., 2015).

Cizelge 2.1 Farkli derinlikteki ResNet mimarisi tasarim bloklar1

5 | & 50 101 152

(BN
g | .
2 x 7 X 7,64, stride 2
= =

(BN

N

3 x 3 max pool, stride 2
8 ol
S (o]
S | X [1X 1,647 11X 1,64 ] 11X 1,64]
e | & 3x3,64|x%x3 3%x3,64|x%x3 3x3,64|x%x3
[1 X 1,256 [1 % 1,256 [1 X 1,256

8 | B | [1x1,128] 1% 1,647 1% 1,647
S | x 3x3,128(x 4 3%x3,64|%x4 3%x3,64|%x8
o | ® | [1x1,512] 1% 1,512] 1 x 1,512}
8 | R | [1x1,256] 1x1,256] 1x 1,256
S | % 3%x3,256|%6 [3x3,256 x 23 \3><3,256 X 36
I | & | [1x1,1024] 1% 1,1024/ 1% 1,1024
8 | o |[1x1,512] 1x 1,512 1x1,512
S | X% 3x3,512|x3 [3x3,512]x3 \3x3,512]x3
e |~ | l1x1,2048] 1x1,2048 1x 1,2048

H

o Average pool, 1000-d fc, softmax
FLOPs 3.8 x 10° 7.6 x 10° 11.3x10°

Yapay sinir aglar1 ve evrigimsel sinir aglar1 alaninda yapilan ¢alismalarda,
mimaride derinlik arttikca modelin temsil kapasitesinin artirdigindan dolay1 basar:
oranlarinin artt1g1 goriilmiistiir. Bu ¢ikarim daha derin yapay sinir ag1 mimarilerinin
gelistirilmesini desteklemistir. Ancak mimari derinlestik¢e her bir yapay néronda
agirlik olarak ifade edilen egitilebilir parametrelerin artmasi nedeniyle yapay sinir
agimin optimizasyonu zorlagsmaktadir. Derin yapay sinir aglarinda bir diger problem
de kaybolan gradyandir. Derin bir yapay sinir ag1 mimarisinde geri yayilim
slrecinde bazi yapay noronlar aktivasyon degerleri ¢ok kiiciik hale geldigi i¢in artik
ogrenmeye etki etmemektedir (Bengio ve ark., 1994; He ve ark., 1994).
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Normal bir evrisimli sinir aginda giristen ¢ikisa kadar dogrusal olmayan bir
H (x) fonksiyonu ile ifade edilebilir. ResNet mimarisinde ise £ (x) yerine F (x) :=
H (x) — x olarak tanimlanan bagka bir dogrusal olmayan fonksiyon seklinde ifade
edilmektedir. Buna ek olarak giris degeri F(x) fonksiyonuna aritmetik olarak
eklenmektedir. F(x) + x olarak ReLU aktivasyon fonksiyonuna uygulanir. Bu
sayede bir dnceki katmanin ¢iktis1 daha gucli bir sekilde sonraki katmana aktarilir.
Bu mantik Sekil 2.22’de gosterilmistir. Ayrica bu fonksiyon haritalamasiyla yapay
sinir aginda optimizasyonun orijinal fonksiyona oranla daha kolay oldugu
gbzlemlenmistir (He ve ark., 1994).

—
Y

Agirhk Katmani

F(x) ReLU
h 4

Agirhk Katmani

Sekil 2.22 ResNet mimarisinde derin mimarilerde 6grenme probleminin ¢6ziimd i¢in kullanilan
blok

2.3.6.2. MobileNet

Howard ve arkadaslar1 tarafindan gomili ve mobil platformlarda goriis
uygulamalarinda ¢alismasi icin MobileNet mimarisi gelistirilmistir. Onerilen
algoritma, derinlemesine ayrilabilir (depth-wise separable) evrisimsel katmanlar
temellidir. Derinlemesine ayrilabilir katmanlar, katmanlar1 ayiran ve noktasal
evrigim olarak adlandirilan 1 x 1 boyutunda evrisimsel katmalardir. MobileNet her
biri giris kanalina derinlemesine evrisim uygular. Daha sonrasinda noktasal 1 x 1
evrisim uygulanarak derinlemesine evrisim ¢ikislarini birlestirir. Standart evrisim
girdileri filtreler ve yeni bir ¢ikis seklinde tek adimda birlestirir. Derinlemesine
ayrilabilir evrisim ise bu asamalar1 ikiye ayirir. Bu ayrim, hesaplama maliyetini ve

model boyutunu gii¢lii bir sekilde azaltir (Howard ve ark., 2017).
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Standart bir evrigimsel katman girdi olarak Dp X Drp X M sekline 6znitelik
haritas1 F’i alir ve D X Dr X N seklinde 6znitelik haritas1 G’yi ¢ikt1 olarak verir.
Burada D, girdi 6znitelik haritasinin kare diizlemsel genislik ve yiiksekligidir. M,
girdi kanal sayis1 ve N, cikti kanal sayisidir. K kernel biiylkligii oldugunda,
standart evrisim operasyon islemi Denklem 2.12°de ve hesaplama maliyeti ise
Denklem 2.13’te verilmistir (Howard ve ark., 2017).

Gk,l,n = z Ki,j,m . Fk+i—1,l+j—1,m (212)
i,jm
Dy Dy *M-N-Dy-Dg (2.13)

Derinlemesine ayrilabilir evrisimsel katman ise derinlemesine evrisim ve
noktasal evrisim olarak iki alt katmandan olusturulmustur. Burada derinlemesine
evrisim katmani her bir girdi kanalina bir filtre uygular. Noktasal evrisim katmani
ise derinlemesine evrisim katmanin ¢iktisindan dogrusal kombinasyonunu
olusturur. Derinlemesine ayrigabilir ayrilabilir katman, K’ kernel biiytikligi oldugu
yerde Denklem 2.14 ile ifade edilebilir. Hesaplama maliyeti ise Denklem 2.15 ile
ifade edilebilir (Howard ve ark., 2017).

Geim = z K'sjm* Frvimti+j-1m (2.14)
LJj

DK .DK MDF 'DF (215)
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Sekil 2.23 Standart ve derinlemesine ayrilabilir evrisimsel bloklar

Cizelge 2.2 MobilNetV2 mimarisi tasarim bloklari

Girdi Operator t c n s
224* x 3 conv2d - 32 1 2
112° x 32 bottleneck 1 16 1 1
112° x 16 bottleneck 6 24 2 2
56% X 24 bottleneck 6 32 3 2
28% x 32 bottleneck 6 64 4 2
14% x 64 bottleneck 6 96 3 1
14* x 96 bottleneck 6 160 3 2
7% x 160 bottleneck 6 320 1 1
7% % 320 conv2d 1x 1 - 1280 1 1
72 %1280  Avgpool 7x7 - - 1 i

1x1x1280 conv2d1lx1 - k -
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2.3.6.3. Bolgesel evrisimsel sinir aglari

Bir nesne konumu belirleme probleminde, gorinti ¢esitli bolgelere ayrilir, bu
bolgeleri tek tek evrisimsel sinir agidan gegirir ve smiflandirilir. Siniflandirilan
nesneler birlestirilerek girdi olarak kullanilan resim Uzerinde sinirlayici kutular ile
gorulebilir. Ancak burada siniflandirilan nesnenin en boy veya goriinti izerinde
kapladigi alan degisiklik gosterebilir. Bu durumda girdi olarak alinan gérintd irili
ufakli bircok bolgeye ayirma ihtiyaci dogmaktadir. Bu problemi asmak icin
bolgesel evrisimsel sinir aglar1 bilgisayar goriis uygulamalarinda nesne konumun
belirlemede kullanilmistir. Bu modeller R-CNN, Fast R-CNN ve Faster R-CNN
olarak siralanabilir (Girshick, 2015; Girshick ve ark., 2014; Ren ve ark., 2017).

R-CNN dortgen seklinde goriintii parcalarini belirler ve bu pargalarin bir
nesneye karsilik gelip gelmedigini kontrol eder. Goriintli parcalarimi belirlerken
secici arama algoritmasini kullanir. Segici arama girdi olarak verilen gorintlyd
Felzenszwalb ve Huttenlocher’in grafik tabanli bolitlemesi ile ¢ok pargali olacak
sekilde bolltler. Bu parcalari birbirleri arasinda renk, doku, buyiiklik, sekil
benzerliklerine gore gruplar (Felzenszwalb & Huttenlocher, 2015; Uijlings ve ark.,
n.d.). Bu olusturulan goriintiileri evrisimsel sinir agina girdi olarak verir ve ¢iktilar

destek vektor makineleri algoritmasi ile siniflandirilir (Girshick ve ark., 2014).

R-CNN oldukga iyi ¢aligmasina ragmen olusturulan her bir goriintii pargasi
ayr1 ayr1 evrigsimsel sinir agindan ge¢mektedir. Bu islem maliyetli bir hesaplama
teknigi ve tekrarli bir islem oldugu icin modeli yavaslatmaktadir. Bu kapsamda
Girshick, R-CNN’den farkli olarak her bir goriintli parcasini evrisimsel sinir
agindan gecirmek yerine géruntiiniin tamamini evrisimsel sinir agindan gecirip bu
Ozniteliklerin havuzlamasini teklif etmistir. Bu isleme ilgi alan1 havuzlamasi (ROI
Pooling) adimi vermistir. Ayrica R-CNN modelinde ayri olarak egitilen ve hafizada
tutulan ti¢ farkli model burada tek model igerisinde birlestirilmistir ve bu modeli
Fast R-CNN olarak isimlendirmistir (Girshick, 2015).

R-CNN ve Fast R-CNN nesnenin olmasi muhtemel kisimlari benzer
algoritmalarla elde etmekteydi ve modelin dar bogaz oldugu yer bu bolimdui. Ren
ve arkadaslar1 bu bolgelerin olusturulmasi i¢in evrisimsel sinir aglart kullanmigtir
ve bu modele Faster R-CNN adini1 vermistir (Ren ve ark., 2017).
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Sekil 2.24 Bolgesel evrisimsel sinir aglart

2.3.7. Ogrenme Transferi

Gergek diinyada Ogrenme transferi bir¢ok alanda gozlemlenmektedir.
Ornegin elmalar1 tanimay1 dgrenmemiz armutlari tanimaya yardimei olacagini
Ongorebiliriz. Benzer sekilde elektronik klavye ¢almayi bilen bir kisi piyano
calmay1 daha kolay ogrenebilir. Ogrenme transferi calismalari, insanlarin yeni
problemleri ¢ozmek i¢in eski tecriibelerinden 6grendiklerini akillica kullanmasini
incelemektedir (S. J. Pan & Yang, 2010).

Makine oOgrenmesi alaninda O6grenme transferi, “Naturel Information
Processing System 1995” veya kisa sekliyle NIPS-95 atdlyesinde tartigilmis ve
glinimiiz c¢aligmalarina temel olan “Learning to Learn” kitabi yayinlanmistir.
1995”ten bu yana git gide artan calismalarda Ogrenme transferi 6grenmeyi
o0grenmek, hayat boyu 6grenim, ¢oklu gorev 6grenme, bilgi birlestirme, baglama
duyarli 6grenme, bilgiye dayali tiimevarimla Ogrenme gibi ¢esitli terimlerle
adlandirilmigtir (Thrun & Pratt, 1998).

Kaynak domain D, d6grenme gorevi T; ve hedef domain Dy ve dgrenme
gorevi 7 olarak tanimlanir. Ogrenme transferi, D; # Dy ve T, # Ty durumunda,
D ve T, deki bilgileri kullanarak D domaininde 7 gorevini gergeklestirebilecek
fonksiyonun gelistirilmesine yardim eder.
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Derin 6grenme algoritmalar1 basariya ulagsmak i¢in oldukg¢a biiyiik veri
setlerine ihtiya¢ duymaktadirlar. Veri toplamanin masrafli oldugu alanlarda
o0grenme transferi oldukga popiiler bir ¢6ziim olarak karsilasilmaktadir. Bu duruma
medikal goriintiiler iizerine ¢alismalar 6rnek verilebilir. Coziim olarak daha once
medikal olmayan goriintiiler lizerinde egitilmis modeller, medikal goriintiiler ile
ince ayar yapilarak basarili bir sekilde kullanmilmistir (Carneiro & Nascimento,
2013; Hofmanninger & Langs, 2015; Li ve ark., 2014).

2.3.8. Degerlendirme Yontemleri

Calisma kapsaminda yapilan karsilagtirmalarda, nesne tanimada oldukca
popiiler bir degerlendirme yontemi olan COCO degerlendirme yontemi ile
degerlendirilmistir. Bu degerlendirme yontemi, giivenlik skoru (confidence score),
kesisimlerin birlesimlere orani, hatirlama parametreleri ile hesaplanan ortalama
hassasiyet kavrami (mAP) etrafinda tiiretilen degerler ile dl¢iilmektedir (Lin ve
ark., 2014).

Keskinlik (precision), bitiin pozitif tahminlerde gercek pozitif sayisidir ve
Denklem 2.16’daki gibi gosterilir. Hatirlama ise biitiin ger¢ek pozitiflerdeki dogru
pozitif sayisidir ve Denklem 2.17’deki gosterilir (Everingham ve ark., 2010).

. . TP
Keskinlik (precision) = TP L FP (2.16)
Hatwrlama (recall) = TP+ FN (2.17)

Kesisimlerin birlesimlere orani, model tarafindan 6nerilen sinirlayici kutunun
referans smirlayici kutuyla Kkesisiminin birlesime oramidir. Tahmin, [oU >
esik deger oldugu durumda dogru pozitif, loU < esik deger oldugu durumda
yanlis pozitif olarak degerlendirilir (Everingham ve ark., 2010).

_ alan(BBox, N BBoxy;)
B alan(BBox, U BBoxg;)

loU (2.18)



Ortalama hassasiyet kavrami1 (mAP) i¢in ilk olarak hassasiyet kavraminin
(AP) hesaplanmasi gereklidir. Hassasiyet kavrami, hesaplanan keskinlik(precision)
ve hatirlama(recall) parametrelerinin grafigi ile 6zetlenmektedir, esit aralikli 11
hatirlama araligindaki keskinlik degerlerinin ortalamasi olarak kabul edilir. Her
hatirlatma seviyesindeki keskinlik degeri grafikte maksimum interpolasyon
yapacak sekilde secilir. Her bir nesne i¢in hesaplanan hassasiyet degerlerinin (AP)

ortalamasi alinarak ortalama hassasiyet degeri (mAP) hesaplanir (Everingham ve

ark., 2010).
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Sekil 2.25 Kesisimlerin birlesime orant
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Sekil 2.26 Keskinlik ve hatirlama degerinde maksimum interpolasyon

COCO degerlendirme yonteminde bu mAP degerine ek olarak IoU
hesaplamasinda esik deger 0.5’ten 0.95’e kadar 0.05 adim sayis1 ile hesaplanan

mAP degerlerinin ortalamasi alinir (Lin ve ark., 2014).
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mAPOlS + mAPO.SS + -+ mAPO.gs
10

mAPCOCO = (220)

Ayn1 zamanda ¢alisma kapsaminda gelistirilen modellerin diskteki boyutu ve
tahmin hiz1 da karsilastirilacaktir.
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3. GEREC VE YONTEM

3.1. Kullanilan Veri Seti

Bu c¢aligmada amacimiz 6grenme transferi ile goriintii lizerinde diyabetik
ayak iilserinin konumunun tespit edilip sinirlayict kutular ile isaretlenmesidir. Bu
islem icin tercih edilen yontem dolayisiyla ilgili uzmanlar tarafindan isaretlenmis
veri setine ihtiyag duyuldugu i¢in Bill Cassidy ve arkadaslari tarafindan Birlesik
Krallik Ulusal Saglik Hizmeti Arastirma Etik Komitesi’nden 15/NW/0539 referans
numarasi ile arastirma i¢in goriintii toplanmasi onaylanmis olan, 2200 adet isaretli
diyabetik ayak Glseri gorintist iceren veri seti bu ¢alisma i¢in kullanilmustir.
Diyabetik ayak ulseri goruntileri EK-1 deki anlagsma ile Lancashire Arastirma
Hastanesinden alinmistir (Cassidy ve ark., 2020).

Goriintiiler, iilser yilizeyine paralel olacak sekilde 30-40 cm uzakliktan, Kodak
DX4530, Nikon D3300 ve Nikon COOLPIX P100 fotograf makineleri kullanilarak
medikal fotografcilar tarafindan alinmistir. Ana 151k kaynagi olarak flag
kullanimindan kaginilmis ve bunun yerine fotograflarda tutarli renkler elde etmek
icin oda 1siklar1 kullamlmistir. On isleme olarak odagi bozuk olan goriintiiler
elenmistir. Ayrica her bir goriintii i¢in anahtar degerler olusturulmustur (Cassidy ve
ark., 2020).
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23.08.2015

Sekil 3.1 DFUC 2020 veri setinden rastgele gortnttler

3.2. Kullanilan Yazilim ve Donanim Altyapilari

Bu calisma asagidaki kiitiiphaneler kullanilarak olugturulmustur.

PyTorch (Paszke ve ark., 2019)

NumPy (Harris ve ark., 2020)

OpenCV

SciPy (Virtanen ve ark., 2020)
Albumentations (Buslaev ve ark., 2020)
PyPlot (Hunter, 2007)

IR o

Burada PyTorch kiitiiphanesi yapay sinir aginin tasarlanmasinda, evrisimsel
islemlerin gergeklestirilmesinde, kayip fonksiyonu ve optimizasyon algoritmasinin
uygulanmasinda kullanilmistir. NumPy kiitiiphanesi numerik ve matris islemler
icin, OpenCV goriintiilerin okunmasi ve sinirlayict kutunun goriintii {izerine
cizilmesi icin, SciPy kutuphanesi veri seti ile ilgili tablolar igin, Albumentations
kiitiphanesi  goriintii  zenginlestirme igin, sonuglari izlemek ve grafikleri
goruntulemek igin ise PyPlot kiitiiphanesi kullanilmustir.
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Bunlarla birlikte Intel i5 islemcili, 16 GB DDR4, 4GB Nvidia GeForce GTX
1050Ti grafik islem birimli bilgisayar kullanilmistir. Ayrica Google Colab servisi

kullanilmustir.

3.3. Ag Parametreleri, Egitim ve Egitim Sonugclar:

Bu c¢alisma kapsaminda DFUC2020 veri setinin 2000 diyabetik ayak Ulser
goruntusu ile siirli olmasindan dolay1 6grenme transferi yontemi tercih edilmistir.

Faster RCNN-ResNet50 ve Faster RCNN-MobileNetVV2 mimarileri daha

once Microsoft COCO veri seti tlizerinde egitilmis agirliklari ile kullanilmistir.

Teklif edilen her iki model igin giris boyutu 512 x 512, epok sayis1 20, kiime
boyutu egitim setinde 8 ve dogrulama setinde 4 olacak sekilde egitim parametreleri
ayarlanmistir. Optimizasyon algoritmasi olarak 0grenme orani 0,005, moment
degeri 0,9, agirlik azalmasi degeri 0,0009 olan SGD se¢ilmistir. Bu degerler her bir
model icin Cizelge 3.1°de gosterilmistir.

Epok sayis1 Google Colab ¢aligma sinirindan dolay1 20 ile siirlandirilmastir.
Herhangi bir hiper-parametre optimizasyonuna gidilmemistir. Optimizasyon
algoritmasinda kullanilan degerler M-COCO veri setinde kullanilan varsayilan
parametrelerdir.

Cizelge 3.1 Teklif edilen yapay sinir ag1 egitim parametreleri

Opt. Epok Sayisi Giris Kime Boyutu
Algoritmasi Boyutu (Egitim,
Dogrulama)

Faster R-

CNN SGD 20 512 x 512 4,2
ResNet50
Faster R-

CNN SGD 20 512 x 512 4,2

MobieNetV2

Girdi olarak kullanilan gorintuler yatay, dikey veya hem yatay hem dikey
olacak sekilde cevirerek ve rastgele yerlerinde parlaklik ve kontrast degerleri
degistirilerek cesitlilik artirilmistir. Burada daha fazla ¢esitlendirme metodu islem
maliyetini artirdig1 i¢in kagimilmistir. Bu islemler uygulandiktan sonra gorinti
Sekil 3.2°de gosterilmistir.
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Sekil 3.2 Girdi gorlntilerinde cesitlilik artirildiktan sonraki goéruntiler

Egitilen modellerin 20 epok sonrasi hizi, diskteki boyutu ve mAP skoru
Cizelge 3.2°de gosterilmistir.

Burada hiz Google Colab ortaminda test veri setinin GPU {izerine
yiiklendikten sonra her bir kiimeyi test etme suresi iizerinden degerlendirilmistir.
Bir test kimesinde 100 resim olmak tizere toplam 400 test gorintlsu 4 iterasyon ile
test edilerek model dogrulanmistir. Bu dogrulama sureleri dlgiilerek test kiimesi

eleman sayisina boliinerek bir goriintii i¢in islem suresi hesaplanmustir.

Cizelge 3.2 Egitim sonucu teklif edilen modellerin bagar1 metrikleri

Hiz (ms) Diskteki boyutu (MB) mAP
Faster R-CNN
24 158 44
ResNet50
Faster R-CNN
. 15 120 34
MobieNetV2

Faster RCNN ResNet50 modelinin DFUC2020 veri seti ile egitimi sonrasi
model kayip grafigi Sekil 3.3’te gosterilmistir.
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Model Loss

011 -

010 +

009 4

Loss

(.08 -

007 +

006 -

(.05 -

2 3456 7 8 91011121314151617 18 19 20
Epoch

[

Sekil 3.3 Faster RCNN ResNet50 model kayip grafigi

Bu modelde COCO stili nesne tespitinde kullanilan mAP skoru Sekil 3.4°te

gosterilmistir.

mé&P
0.44 -
S—
0432 -
0.40 -
0.38 -
0.36 -
12345678 9101112131415 1617 18 19 20
Epoch

Sekil 3.4 Faster RCNN ResNet modeli mAP skor grafigi
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Faster R-CNN ResNet50 mimarili model, veri setinin test i¢in ayrilmis olan
grubundan goriintiiler ile test edilmistir. Sonug referans sinirlayici kutular ve tahmin
edilen siirlayici kutular Cizelge 3.3’te gorulmektedir.

Cizelge 3.3 Faster RCNN ResNet50 mimarili modelin basarili tahmin sonuglari

Referans Tahmin
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Faster RCNN-ResNet50 mimarili model ile yanlis veya diisiik skorlu tahmin
edilmis goriintiiler Cizelge 3.4’te verilmistir.
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Cizelge 3.4 Faster RCNN ResNet mimarili modelin basarisiz tahmin sonuglari

Referans Tahmin
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Faster RCNN MobileNetV2 modelinin DFUC2020 veri seti ile egitimi
sonrast model kayip grafigi Sekil 3.5’te mAP skor grafigi ise Sekil 3.6’da

gosterilmistir.

Model Loss

014 -

12 4

010 4

12345678 9101112131415 1617 18 19 20
Epoch

Sekil 3.5 Faster RCNN MobileNetV2 model kayip grafigi
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034 4

032 -

030 1

.28 -

026 -

024 -

022 1

0.20 -

1 23456 7 8 9101112131415 1617 18 19 20
Epoch

Sekil 3.6 Faster RCNN MobileNetVV2 model mAP skor grafigi

Faster RCNN MobileNetV2 mimarili model, test veri seti ile test edilmistir.
Sonug olarak dogru tahmin edilen goriintiiler Cizelge 3.5’te referans goriintiiler ile

karsilastirmali olarak verilmistir.
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Cizelge 3.5 Faster RCNN MobileNetV2 mimarili modelin dogru tahmin sonuglar1

Referans Tahmin

13.12.2018

13.12.2018
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Faster RCNN MobileNetV2 modeli ile hatali olarak tahmin edilen gérintiler

referans siirlayici kutu ile karsilagtirmali olarak Cizelge 3.6°da verilmistir.
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Cizelge 3.6 Faster RCNN MobileNetV2 mimarili modelin yanlis tahmin sonuglari

Referans Tahmin

N

04.07.2019 04.07.2018
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4. SONUCLAR VE TARTISMA

Bu c¢alisma kapsaminda Faster RCNN ResNet50 ve Faster RCNN
MobileNetV2 mimarileri kullanilarak goriintii {izerinde yara tespiti yapilmistir.
Simiflandiric yapay sinir aglarinda COCO veri setindeki egitilmis model agirliklar
ve bias degerleri kullanilmistir. Bu agirlik ve bias degerlerinin iistiine 2200 adet
diyabeti ayak Ulseri goruntusini iceren DFUC2020 veri seti ile egitilmistir.

Egitim stirdiiriilen 20 epok boyunca COCO mAP degerleri ve kayip degerleri
izlenmistir. Bu degerler Faster RCNN ResNet50 icin kayip ve mAP degerleri
sirastyla Sekil 3.3 ve Sekil 3.4’te verilmistir. Model agirliklar rastgele yiiklenmesi
yerine MCOCO veri setinde daha 6nce egitilmis modelin agriliklar: kullanildig1 i¢in
yuksek olmayan kayip degerleri ile baglamistir ve beklenilen 6grenme egrisi her iki
performans metrik grafiginde de goreceli olarak saglanmistir. Ayn1 sekilde Faster
RCNN MobileNetV2 igin ise Sekil 3.5 ve Sekil 3.6’da verilmistir. Burada da
beklenilen 6grenme metrikleri goriilmiistiir. MobileNetV2, ResNet50 mimarisine
gore daha yiizeysel bir mimari oldugundan mAP skoru ResNet50 mimarisine gore
daha diisiik olacag1 6ngoriilmiis ve nihai olarak bu 6ngorii ile ortiisen sonuglar elde

edilmistir.

Zaman agisindan Faster RCNN ResNet50 modeli tahmini siresi Google
Colab ortaminda, Cizelge 3.2°de goriildiigii gibi 24 ms olarak hesaplanmustir.
Ancak NVidia GeForce 1050Ti GPU’lu yerel cihazda 500 ms olarak olgtilmiistiir.
Bu gecikme, temel olarak ¢alisilan Jupyter Notebook ortamindan kaynaklanmustir.
Dondurulan modelin agirliklari boyut olarak ise yine Cizelge 3.2’de goriildigi
tizere 158 MB oldugu goriilmiistiir. Faster RCNN MobileNetV2 mimarili model
Google Colab ortaminda 10 ms olarak Ol¢iilmistiir ve diskteki model 120 MB

oldugu goriilmiistiir.

Sonuclar Cizelge 3.3, Cizelge 3.4, Cizelge 3.5 ve Cizelge 3.6’da referans
goriintiiler ile karsilastirilmis. ResNetS0 modeli gelistirilen nesne belirleme
modelinde 43.5 mAP skoru elde edilmistir. Bu mAP skoru ile ¢alisma, DFUC2020
yarismasinda gayri resmi olarak 13. siraya yerlesmektedir. Yarigma dahilindeki

caligmalar Cizelge 4.1°de verilmistir.
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Cizelge 4.1 DFUC 2020 yarismasinda teklif edilen diger mimarilerin mAP skorlari ve bu galigma
kapsaminda elde edilen mAP skoru

# Takim mAP
1 Ryo Hachiuma 69
2 Raphael Briingel 69
3 Fangzhao Li 66
4 Azadeh Alavi 66
5 Moshe Olshansky 65
6 Zu Hongtao 64
7 Xiao Huang 64
8 Reza Basiri 61
9 Yongsheng Pan 59
10 Manu Goyal 57
11 Artur Costa 56
12 Shuhui Jia 48
13 Bu calisma 43

Faster RCNN Resnet50 modeli beklenildigi lizere daha basarili oldugu
goriilmiistiir. Ten rengi, kontrast, ortam aydinlatmasi gibi degisken sartlarda
yapilan tahminler basarilidir. Skoru diisiik olarak goézlemlenen tahminlerde ise
siiflandirma dogru ancak teklif edilen bolgeler hatalidir. Bir yara iizerinde birden
fazda alan {tzerine odaklanmistir. Bu hata, yaranin bulundugu ylizeyin
bozuklugundan meydana gelmektedir. Saglikli deri ve yara simirlarinin 6z
niteliklerinin ¢ikarilamamasi bu hatayir artirmaktadir. Ayrica yiizeyi bozulmus
tirnak goriintiileri de yara yiizeyinden ayirmakta giicliik ¢ekildigi goriilmiistiir. Bu
tirnak goriintiilerinin yara 6z niteliklerine benzerliginden kaynaklanmaktadir. Daha

genis bir veri seti bu hatalar1 azaltabilir.

Faster RCNN MoblinetV2 modeli mAP skoru 34 olarak hesaplanmistir. Bu
model Faster RCNN ResNet50 modeline gore daha yizeysel bir model olup
hesaplama maliyeti ac¢isindan diisiik islem kapasiteli donanimlar i¢in daha
uygundur. Bu sebeple, ARM mimarili sistemlerde ve ger¢cek zamanh
uygulamalarda bu model kullanilabilir. Gelistirilen model ¢esitli 151k, kontrast, renk
ve biiyiikliikteki diyabetik ayak yara bolgelerini taniyabilmektedir. Hesaplanan
mAP skorundan da tahmin edilebilecegi iizere Faster RCNN ResNet50 modeline
gore goriintliniin daha karisik bolgelerinde hatali tahminler yapmasi daha olasidir.
Cizelge 3.6’da de goriilebilecegi gibi Faster RCNN ResNet50 ile yiiksek skor ile
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tanimlanmuis bir yara goriintiisii Faster RCNN MobileNetV2 ile 0.5 mAP skorunun
altinda kaldig1 i¢in taninmamustir.

Bu gelismelerin yani sira uzak grafik islem birimi ile ve sinirl kaynakli yerel
grafik islem birimi ile c¢alismalar yapilmistir. Gelistirme siirecinde ortaya
cikabilecek hesaplama maliyeti, siiresi lizerine ve veri seti ile ilgili hukuki, lisans,
etik problemler iizerine tecriibe edinilmistir. Bu tecrlbeleri endistriye ve

akademiye olumlu yansiyacagi diisiiniilmektedir.

Derin 6grenme iizerine yapilan yarismalar ve bu yarismalara katkida bulunan
akademik ve akademik olmayan birey ve takimlarin gayreti ve kat edilen
ilerlemelerin  farkli domainlere kaydirilarak c¢alismalarin  genisletilebildigi

gbzlemlenmistir.
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TESEKKUR

Yiiksek lisans egitimim boyunca desteklerini esirgemeyen calisma igin
gerekli materyalleri saglayan yapici elestirileri ve bilimsel bakis agis1 ile ¢calismay1
yonlendiren sayin Dog. Dr. Evren Homan GOKCE hocama tesekkiirlerimi ve

saygilarimi sunarim.

Calisma boyunca desteklerini esirgemeyen bilgisayar goriisii ve derin
O6grenme konusunda muazzam bilgi ve tecriibeye sahip arkadasim Uysal ALTAS’a

tesekkiir ederim.
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Diabetic Foot Ulcer Dataset: Release Agreement

Introduction:

The goal of the Diabetic Foot Ulcer (DFU) Dataset is to develop new techniques, technology, and algorithms for the
automatic interpretation and analysis of ulcers. Lancashire Teaching Hospital ("LTH") has copyright on the data and is
the principal distributor of the DFU Dataset. Manchester Metropolitan University (“MMU") is involved in an ongaing
effort to develop this dataset and provide the compatible version of ground truth annotations for computer algorithm.

The dataset is meant to aid research efforts in the general area of developing, testing and evaluating algorithms for
DFU analysis.

Release of the dataset:

To advance the state-of-the-art in DFU research and analysis, this dataset is made available to the research
[~ nity. To iy to the dataset, for non-commercial research into DFU analysis and other branches of
related research, you must sign this document agreeing to the conditions and restrictions listed below:

Consent:
I/We agree 1o the following conditions and restrictions of access and use of the DFU Dataset:

1. Redistribution: Without prior written approval from LTH and MMU, the DFU Dataset, will not be further
distributed, published, copied, ordlsamhmdhmymyorfomwhmm in whole or in pan. whether

uum-ﬁone!umm“yndmﬂy orgndsadon.qgnmpany.

2 Modification and Commercial Use: Without pdofwrlmn ‘approval from LTH and MMU, the DFU Dataset,
hm«hm,mmumuwmmmﬁwmwmkmu
of the Dataset and such use is attributable to your act or default then, without prejudice to MMU's other rights
and remedies, LTH and MMU can terminate this Agreement with immediate effect by serving you with written

3. WMWWWMMWNDFUD!MMWNWIOMMUNWI
Investigator(s).

™

4

Publication :
restricted to paper, web-
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6. Citation/Reference: All documents and papers that report on research that uses the DFU Dataset will
acknowledge the use of the dataset by including an appropriate citation to the following:

For users who report on Part A DFU dataset for healthy and DFU skin classification should include a citation
to:

Goyal, M., Reeves, N.D., Davison, A.K., Rajbhandari, S., Spragg, J. and Yap, M.H. (2018), DFUNet:
Convolutional neural networks for diabetic foot ulcer classification, IEEE Transactions on Emerging Topics in
Computational Intelligence. doi: 10.1109/TETCI.2018.2866254

For users who report on Part B DFU dataset for ischaemia and Iinfection skin classification should include two
citations to:

Goyal, M., Reeves, N.D., Rajbhandari, S. and Yap, M.H., 2018, Robust methods for real-time diabetic foot ulcer
detection and localization on mobile devices. IEEE journal of biomedical and health informatics, 23(4), pp. 1730~
1741,

GoyalM Reeves, N.D., Rajbhandari, S., Ahmad, N., Wang, C. and Yep, M.H., 2020. Recognition of ischaemia
and infection in diabetic foot ulcers: Dataset and lechniques. Computers in Biology and Medicine,
p.103616. https:/Mww.sciencedirect.com/science/article/pii/S0010482520300160

7. Publications to MMU: A copy of all reports and papers that are for public or general release that use the
DFU Dataset should be forwarded immediately upon release or publication to MMU Principal Investigator(s).

&, Termination: MMU may terminate this Agreement (wholly or in part) at any time with immediate effect. Either
party may terminate this Agreement with immediate effect by giving written notice to the other party if the other
mwmnuanmmdanymdmmm(lfhlbmachlsromdiable)fa-istomudy
mwm.mammmmmhmww»

9. wmmmwmmwmmmm transfer, morigage, charge, sub-
¥ ‘Awmwdmmmmmmmm

ESENTATIONS AND EXTENDS NO
RE ARE NO EXPRESS OR
RT
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Tnaser or prefesscs (wh s Rwid COMIGE N (e GAA rquing NBEECN). 1f & stusert iy tercing o omet
e el shaukd te copied 10 e Sader OF prolesor who his sighed the Licenss Agraement

By signing this lcenes agrosment, | agree that all students and researchers that roported to ma am eligitle
of using the data. | am famitisr with the /BU General Data Protection Regutition (GDPR), and | am
rincstmsge il earc ‘access to the data, hiow the data will be stored and usad
property m i snsible If any lssue rises in relation to the GOPR an the usage
of shared dasta in my group. VRLICHERPAT ¢







