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ABSTRACT

MULTI-OBJECTIVE OPTIMIZATION OF RESIDENTIAL BUILDINGS
FOR IMPROVING INDOOR THERMAL COMFORT WHILE
REDUCING ENERGY CONSUMPTION

In recent years, residential buildings designed with high window-to-wall ratios
regardless of direction have become widespread. These design solutions cause thermal
discomfort, especially overheating, and increased energy consumption and cooling load.

The main aim of this study is to determine the most and least sensitive design
variables affecting energy consumption and thermal comfort of an existing residential
building and to find optimum retrofit solutions reducing energy consumption while
improving thermal comfort. The south-facing residential block built in 2019, located in
the Mediterranean climate region, was selected as the case. The simulation model created
in DesignBuilder was calibrated according to hourly monitored indoor temperature data
for eight-months period.

Uncertainty and sensitivity analysis was performed due to eliminate the design
variables with low sensitivity. NSGA-II algorithm was performed. Six retrofit scenarios
were defined: building envelope features as passive ones, HVAC system features as active
ones, and all design variables as combination. While the first three scenarios aim to
minimize energy consumption and discomfort hours, the other three scenarios aim to
minimize cooling load and discomfort hours.

In conclusion, cooling-heating set point, shading type, infiltration rate, and
window-to-wall ratios were defined high sensitivity variables. The heating system
operating schedule, cooling system performance coefficient, heating system efficiency,
partition wall type, and window frame type variables have low sensitivity for thermal
comfort and energy consumption.

Optimum solutions in which all objective functions can be improved compared to
the base case were found in the third and sixth scenarios. In these scenarios, it is seen that
only active or only passive design variables may be inadequate to solve the overheating
problem. By evaluating both active and passive design variables, the overheating problem

has been solved.
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OZET

KONUT BINALARINDA ENERJI TUKETIMINI AZALTIRKEN iC ISIL
KONFORU IYILESTIRMEK ICIN COK AMACLI OPTIMiZASYON

Son yillarda yon goézetmeksizin yiiksek cam-cephe orani ile tasarlanan konut
yapilar1 yayginlagmaktadir. Bu tasarim ¢oziimleri basta asiri 1sinma olmak tizere, 1sil
rahatsizlik ile yiiksek enerji tiiketimi ve sogutma ytikii gibi sorunlara yol agmaktadir.

Bu ¢aligsmanin ana amaci, mevcut bir konut binasinin enerji tiikketimi ve 1s1l konforu
lizerinde en yiiksek ve en diisiik hassasiyete sahip tasarim degiskenlerini belirlemek ve
enerji tliketimini azaltirken 1s1 konforu iyilestiren optimum yenileme c¢oziimlerini
bulmaktir. Akdeniz iklim bolgesinde yer alan, 2019 yilinda insa edilmis, glineye cepheli bir
konut blogu 6rnek olarak se¢ilmistir. DesignBuilder'da olusturulan model, saatlik i¢c mekan
sicaklik izleme verilerine gore sekiz aylik bir donem i¢in kalibre edilmistir.

Calisma kapsaminda belirsizlik ve duyarlilik analizi yapilmis, analiz sonuglarina
gore duyarliligi diistik bulunan degiskenler dikkate alinmamistir. NSGA-II algoritmasi
kullanilmistir.  Alti adet 1iyilestirme senaryosu tanimlanmustir. Bunlar, bina zarfi
ozelliklerini degerlendirmeye yonelik pasif olanlar, HVAC sistemi 6zelliklerini
degerlendiren aktif olanlar ve ilk iki senaryoda alinan tiim tasarim degiskenlerini
degerlendiren senaryolar. ilk ii¢ senaryoda enerji tiiketimini ve konforsuz saatleri en aza
indirmek hedeflenirken, diger ii¢ senaryoda sogutma ytikiinii ve konforsuz saatleri en aza
indirmek amaglanmaktadir.

Duyarlilik analizi sonuglarma gore sogutma-isitma ayar noktasi, golgeleme tipi,
hava kagagi, pencere duvar oranlar her iki amag¢ fonksiyonu i¢in de yiiksek hassasiyete
sahip degiskenlerdir. Isitma sistemi ¢alisma takvimi, sogutma sistemi performans katsayisi,
1sitma sistemi verimliligi, i¢ duvar tipi ve pencere ¢erceve tipi degiskenlerinin duyarliliginin
diistik oldugu sonucuna ulastlmistir.

Ucgiincii ve altinci senaryolarda tiim amag fonksiyonlart mevcut duruma gore
tyilesebildigi optimum c¢oziimler bulunmustur. Bu senaryolarda, yalnizca aktif veya
yalnizca pasif tasarim degiskenlerinin asir1 1sinma problemini ¢dzmek igin yetersiz
olabilecegi goriilmektedir. Hem aktif hem de pasif tasarim degiskenleri degerlendirilerek

asir1 1sinma problemi ¢oziilmiistiir.
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CHAPTER 1

INTRODUCTION

1.1. Problem Statement

The increasing need for energy in the world every year and using non-renewable
energy resources to meet this need cause negative consequences. Buildings are
responsible for approximately 40% of the energy consumed in the European Union (EU)
(European Commission 2020). According to the results of the study conducted by The
Republic of Tiirkiye Ministry of Energy and Natural Resources, this rate is 32.3% in
Tiirkiye (Kabakci 2017). In addition, buildings cause around 39% of global carbon
emissions (Adams et al. 2019). According to these statistics, it is understood that
buildings play a crucial role in reducing energy consumption and carbon emissions. The
high consumption rates attract attention when focusing on building types, mainly
residential buildings. The housing sector causes 17% of total carbon emissions and 25%
of energy consumption worldwide (Delmastro et al. 2021; Nejat et al. 2015).

It is predicted that energy consumption and carbon emission rates will increase in
the coming years due to the climate crisis, global warming, and increasing population. A
study stated that global carbon emissions have increased by an average of 2% annually in
the last 20 years and will rise with the increasing population in the coming years (Chen
et al. 2017). Temperatures in the world have risen by approximately 1.0 °C compared to
the pre-industrial period, and according to the Intergovernmental Panel on Climate
Change report, it is predicted to exceed 1.5 °C between 2030 and 2052 (IPCC 2018).

Temperature increases cause overheating problems, especially in regions with hot
and humid climates, such as the Mediterranean climate. According to the data obtained
from The General Directorate of Meteorology for Izmir province, when heating degree
days (HDD) and cooling degree days (CDD) were compared for the years between 2000
and 2023, it was calculated that HDD decreased by 32.5% and CDD increased by 4.15%
(General Directorate of Meteorology 2024). Figure 1.1 graphically shows the annual
HDD and CDD indices for Izmir between 2000 and 2023. It conveys that the CDD indices



are increasing while the HDD indices are decreasing. The trendlines in the figure also get
closer to each other over the years. Such changes are observed due to global warming and
climate change, and these indices are predicted to be almost equal in the coming years

(for further information see 3.1.1).
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Figure 1.1. Annual Heating-Cooling Degree Days and trendlines for Izmir between

2000-2023 (Source: General Directorate of Meteorology 2024)

Most energy consumption and carbon emissions are caused by ever-increasing
heating and cooling demands for better thermal comfort levels (Wan et al. 2011).
According to the ‘Energy Accounts’ research conducted by TUIK (Tiirkiye Statistical
Institute) in 2023, approximately 47% of household energy use is caused by heating and
cooling needs (Figure 1.2) (TUIK 2023). At this point, it is understood that thermal
comfort and energy consumption should be considered together because focusing on only
one of these may result in negative results for the other. Chaudhuri et al. (2019) also
emphasized that building energy consumption and carbon emissions should be considered
together with indoor thermal comfort.

It is seen that the 1+0, 1+1, and 2+1 flat types in residential buildings, commonly
available in recent years, are designed regardless of direction. Designing the same kind
of flats with similar openings in all directions causes increased thermal discomfort and
energy consumption. High window-to-wall ratios, mainly situated on southern facades,

result in overheating problems that require analysis of retrofit scenarios specially



designed for each direction. Determining optimum retrofit solutions may allow for

improving thermal comfort while minimizing energy consumption.

Other
18%

Space heating
/cooling
47%

Transportation
35%

m Space heating /cooling Transportation = Other

Figure 1.2. Final energy use of households by purpose (Source: TUIK 2023)

1.2. Aim, Scope, and Objectives of the Study

With increasing temperatures day by day, thermal comfort worsens while energy
consumption and carbon emissions increase. This thesis study addresses these two
contradictory main targets, i.e. energy consumption or cooling load and thermal comfort,
and evaluates them through building energy analyses. The main aim of this study is to
determine the most and least sensitive variables on energy consumption and thermal
comfort of an existing residential building and to find optimum retrofit solutions that
improve thermal comfort while reducing energy consumption and cooling loads.

It is considered that energy consumption, cooling load and thermal discomfort
hours of existing buildings, especially those in hot and humid climates such as the
Mediterranean climate, have risen due to the climate crisis and increasing temperatures,
and therefore, developing retrofit solutions is the necessity. According to the research
conducted in 2020, the number of residential buildings in existing building stock in
Tiirkiye constitutes 85% of the total number of buildings (Tung¢ 2021). In addition,
existing residential buildings in Tiirkiye are responsible for 21% of the total final energy
consumption (Bayraktar et al., 2023). Due to these high statistical rates, the importance

of retrofit scenarios in existing residential buildings is understood.



This thesis focuses on existing residential buildings with their common design
problems causing overheating: first, residential buildings with high window-to-wall
ratios; second, residential buildings with openings without considering the orientation.
Therefore, a residential building in Izmir, where studio-type units with high window-to-
wall ratios are frequently seen, was chosen as the case study. A studio-type flat was
designed with openings regardless of orientation, plus to high window-to-wall ratios,
especially on the south fagade. These design decisions cause thermal discomfort and,
accordingly, an increase in energy consumption. The problem of overheating is
encountered throughout the summer months and expands to the autumn and spring
months. It is predicted that this problem may reach more disturbing levels with the
possible climate crisis in the coming years. With the selected case study, this thesis
proceeded in line with the following research questions:

» What are the design variables and objective functions evaluated in optimization
studies in the field of architecture?

» What are the sensitive design variables for thermal comfort and energy
consumption in residential buildings located in the Mediterranean climatic
region?

» What are the current thermal comfort level and annual energy consumption of a
studio-type flat in an existing residential building in Izmir?

» s it possible to solve the overheating problem seen in residential buildings in the
Mediterranean climatic region only with precautions on the building envelope?

» Can high thermal discomfort hours and energy consumption be reduced with
reconsidering the properties of heating and cooling systems?

» How much can energy consumption, cooling load and thermal discomfort hours
be reduced by implementing solutions both on the building envelope and heating
and cooling system requirements? Can the overheating problem be overcome with

these related design variables?

1.3. Thesis Method

The methodology of this thesis consists of seven main steps (Figure 1.3). In the
first step of the study, a literature review was conducted using the keywords of ‘multi-
objective optimization, uncertainty and sensitivity analysis, thermal comfort, energy

consumption, Mediterranean climate, and overheating.” The methodology of the thesis

4



and the decision on type of case flat were done in the light of this literature review. For
the second step of the study, the case building and its surroundings were modeled. Indoor
thermal conditions were monitored, and outdoor climatic data were obtained. To increase
the accuracy of the simulation model and reduce its deviation, the calibration study was
carried out with eight months of monitoring data of indoor air temperatures. During the
calibration process, root mean squared error (RMSE) and mean bias error (MBE) indices,
determined by ASHRAE Guideline 14, were calculated (ASHRAE Guideline 14
2002). In the third step, the monitoring and simulation model results of the case flat
representing current conditions were analyzed. Energy consumption and thermal
discomfort hours were calculated through the calibrated simulation model. A
psychometric chart was created according to ASHRAE 55 Standards by using monitoring
values taken from the case room (ASHRAE 55 2004). The number of discomfort hours
obtained from this chart was compared with the data taken from the simulation model.
Additionally, the energy consumption bills for heating and cooling of the case flat were
stated. In line with these calculations and literature review, in the fourth step, the problem
formulation resulted in defining design variables and objective functions.

The fifth step, including the uncertainty and sensitivity analysis processes,
was conducted to identify uncertainties that may occur in the objective functions, and to
reduce the calculation time and number of design variables. These analyses were run in
DesignBuilder energy performance simulation software. Possible deviations in
the objective functions were evaluated with the uncertainty analysis. The sensitive design
variables were identified with the sensitivity analysis. Therefore, design variables were
grouped as having high sensitivity, medium sensitivity, and low sensitivity variables. The
design variables with low-level sensitivity were excluded for multi-objective
optimization study.

In the sixth step, the multi-objective optimization process, carried out through
DesignBuilder, was advanced. Six different retrofit scenarios were performed based on
the grouping of design variables and objective functions. The building envelope and its
features were evaluated in the first and fourth scenario. The heating and cooling system
and its features were evaluated in the second and fifth scenario. Lastly, including building
envelope and heating cooling system and its features were evaluated in the third and sixth

scenario.



Step-7:

Evaluation

Surve

Current Conditions

Analysis

Keywords: thermal comfort, energy consumption, multi-objective
optimization, UA/SA, Mediterranean climate, overheating

'

Determination of thesis methodology and case building

Monitoring indoor temperature, 3D modelling

relative humidity and light
intensity values;
Obtaining outdoor climate data
from GDM and creating annual Defining material properties
outdoor weather data and schedules into the model

Calibration according to
hourly indoor air temperature:
RMSE & MBE indices

Climate Consultant DesignBuilder Environment

Analyzing monitoring data;
Calculating discomfort hours according to

Analyzing thermal discomfort hours
through simulation model,
monitoring data; Calculating annual/seasonal energy
Analyzing energy consumption from bills consumption

Definition of objective functions: Thermal discomfort hours and energy consumption
Definition of design variables: Window-to-wall ratio, glazing type, external wall type,
infiltration, window frame, partition type, infiltration rate, setpoint temperature of heating and
cooling system, shading type, heating and cooling operation schedule, CoP of heating and cooling
system, natural ventilation

DesignBuilder Environment

Uncertainty and Sensitivity Analysis (2000 sampling)
Selection of sensitive variables;
Removing low sensitive design parameters

Multi-Objective Optimization (Six scenarios)

Design variables: Building envelope and properties, HVAC system and properties, Building

envelope + HVAC system
Objective functions: Energy consumption and thermal comfort / Cooling load and
thermal comfort

Discussion of six retrofit scenarios for overheating
problem;
Conclusion

Research questions answered

Figure 1.3. Flow chart of the thesis study (/falics refers to programs used in the study)
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In the last step, the convenience of the six retrofit scenarios considered for the
overheating problem was evaluated and optimum solutions that ensure the reduction of
both objective functions were listed. The values of the design variables in the optimum
results and in the current situation were analyzed. As a result, research questions were
answered. Basic recommendations were made for south facing residential buildings in the

Mediterranean climate.

1.4. Limitations and Assumptions

There are several limitations and assumptions in the thesis, including the selection
of the case flat and the simulation model. Firstly, a south-facing studio-type flat was
chosen as the case flat. Because, one of the facades most affected by the overheating
problem in Izmir is the south facades. Therefore, the care was taken to choose a flat facing
south where the permission for monitoring could be obtained. A studio type flat with a
south facade was selected as a case flat.

Secondly, some assumptions arose from using the dynamic building simulation
software. While creating three-dimensional model and entering data such as occupancy
schedule and material properties closest to the existing situation, some model inputs
contain missing information minimized through assumptions. The case flat is modeled as
a ‘building’ block type, while the lower, upper, side, and other flats in the apartment are
modeled as an adiabatic block type, assuming that it does not transfer heat beyond their
outer surface. Therefore, heat gains and losses from the lower, upper, and side
surfaces are not included in the calculations. In addition, since the adjacent flats were
modeled as an ‘adiabatic block,’ the adjacent walls between the side flats and the case flat

were modeled as external walls by the software.

1.5. Thesis Outline

There are five main chapters in this thesis: the first chapter explains the problem
definition, aim, scope, and research questions of the study. Additionally, information
about the thesis method is given.

In the second chapter, the literature review is conducted, which forms the

background of the study. The methodologies, design variables and objective functions of



the studies are examined. In the light of the systematic literature review, the methodology
of the thesis and case flat are decided.

In the third chapter, information about the case flat, conditions and data of the
monitoring process, dynamic simulation model, calibration of the model, and
optimization method are explained in detail. Firstly, the location and climate
characteristics of the case building, monitoring campaign, and conditions of the case
building during the monitoring period are presented. The calibration and simulation
processes of the model are mentioned. Additionally, the methods followed for uncertainty
and sensitivity analysis and the multi-objective optimization methodology of the thesis
are described.

The fourth section includes monitoring, calibration, simulation, UA/SA, and
multi-objective optimization results. Sensitive and less sensitive design variables
determined as a result of sensitivity analysis. The efficiency of multi-objective
optimization scenarios in terms of solving the overheating problem is evaluated. Each of
the optimal results that reduce both objective functions is examined in the discussion
section. Based on the optimum results, recommendations are developed for south-facing
residential buildings in the Mediterranean climate zone. Finally, the fifth chapter
underlines the outcomes of multi-objective optimization study, the answers to the

research questions, and insights for further study.



CHAPTER 2

LITERATURE REVIEW

The second chapter conveys the literature review on uncertainty-sensitivity
analysis, optimization methods, and optimization of design solutions for buildings. The
first part is the evaluation of the systematic literature review. In the second part, the
purposes of uncertainty and sensitivity analyses, examples, and characteristics of local
and global sensitivity analyses are stated. The third part includes modeling and simulation
methods in studies on building performance. The fourth part gives information about
multi-objective optimization and genetic algorithms used in the literature.

Optimization is searching and comparing all possible situations concerning the
targeted objective until the best result or results are found (The Merriam-Webster
Dictionary 2024). The targeted objective in the optimization process is called as the
objective function, and optimization processes are divided into two according to the
number of objective functions: single-objective optimization and multi-objective
optimization. Many problems encountered in life have multiple and conflicting goals
(Miettinen 1999). Multi-objective optimization problems aim to optimize by considering
two or more conflicting goals together, and in multi-objective problems, not a single best
result, but a set of best results is obtained (Hwang and Masud 1979; Boyd and
Vandenberghe 2004). The set containing these best solutions is called the Pareto-optimal
solution set, and no solution has any superiority over the other (Hwang and Masud 1999).

Optimization problems are frequently encountered in all areas of life, and these
problems are generally examples of multi-objective optimization with two or more
conflicting objective functions (Boyd and Vandenberghe 2004). An engineer's objective
of achieving maximum profit with the least cost or aiming for two functions to obtain the
maximum value in a mathematical problem can be examples of optimization problems.
Optimization problems encountered in every field are also encountered in many processes
in the architectural discipline.

Making building design decisions or determining retrofit scenario conditions are
complex in architecture. The design decisions made in these processes affect the thermal
and visual comfort of the individual living in the building, energy consumption, carbon
emissions, life cycle cost, and investment cost. These outputs are decisive and

contradictory objectives for the individual, the building, and the building environment.



For this reason, interest in multi-objective optimization studies in architecture has been
increasing rapidly, especially in recent years (Abdou et al. 2021; Acar et al. 2021;
Albatayneh 2021; Asadi et al. 2014; Ascione et al. 2015; Ascione et al. 2020; Ascione et
al. 2023; Badeche and Bouchahm 2020; Baghoolizadeh et al. 2023; Besbas et al. 2022;
Bre and Fachinotti 2017; Bre et al. 2016; Chaudhuri et al. 2019; Chen et al. 2022; Chen
et al. 2024; D’Agostino et al. 2023; Ekici et al. 2016; Gao et al. 2023; Goua et al. 2018;
Hawila and Merabtine 2021; Huo et al. 2024; Hwang and Chen 2022; Kang et al. 2024;
Khani et al. 2022; Li and Chen 2023; Long 2023; Lu et al. 2020; Magnier and Haghighat
2010; Mostafazadeh et al. 2023; Mukkavaara and Shadram 2021; Ouanes and Sriti 2024;
Ozerol and Selguk 2023; Rosso et al. 2020; Saryazdi et al. 2022; Si et al. 2019; Wang et
al. 2023; Wu et al. 2024; Xu et al. 2023; Yasar and Sumer Haydaraslan 2023; Yigit 2021;
Yu et al. 2015; Zhang et al. 2022).

While these conflicting objectives are addressed during the building design or
retrofit process, various design variables should be evaluated together. Otherwise, when
each design variable is considered separately, the relationship between the inputs will be
ignored, which will reduce the accuracy and reliability of the result.

As the number of design variables and objective functions increases, the
complexity of the problem and the calculation time required for the solution also
proliferate. It is strategically vital to determine sensitive design variables and progress the

study with these variables, especially in retrofit scenarios.

2.1. Evaluation of Systematic Literature Review

Various design variables and objective functions are considered in studies
regarding optimization, sensitivity analysis, or retrofit scenarios. For this thesis study,
sixty journal articles, seven books, ten thesis studies, and eleven review studies were
scanned during the literature review. Of the sixty journal articles examined, sensitivity
analysis and optimization studies were performed together in fourteen of them, only
sensitivity analysis was performed in ten of them, uncertainty and sensitivity analyses
were performed together in five, and only optimization studies were performed in thirty-
one. Table 2.1 gives the distribution of design variables and objective functions used in

these studies.
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Table 2.1. Variables and objective functions of the studies identified by systematic
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For this thesis study, the words 'multi-objective optimization, optimization,
building energy consumption, thermal comfort, sensitivity analysis, uncertainty analysis,
overheating' were searched as keywords in the literature review. In total, sixty journal
articles, eleven review studies, ten theses, and seven books were examined. Of these sixty
journal articles, retrofit scenarios were performed in three, uncertainty analysis in five,
sensitivity analysis in twenty-seven, and optimization studies in forty-five. Sensitivity
analysis and optimization were discussed together in fifteen studies.

Approximately sixty-two percent of the studies examined, that is, thirty-seven,
work on residential buildings (Figure 2.1). Twelve work on office buildings and five work
on educational buildings. There are two articles where the building type is not specified.
Two articles address commercial buildings, one addresses industrial, and one article
addresses health buildings.

In fifteen studies, twenty-five percent of the studies reviewed, the case studies
were located in one region of China (Figure 2.2). Nine studies dealt with case buildings
in Tiirkiye and six in Italy. Four studies were conducted to analyze buildings located in
more than one country.

Notably, the most frequently used toolbox in studies where UA/SA or
optimization analyses are carried out is EnergyPlus (thirty-six articles) (Figure 2.3). The
second most commonly used toolbox is MATLAB software. This is followed by

DesignBuilder Python and Grasshopper toolboxes, respectively.
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Figure 2.1. Building types in the studies
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Figure 2.2. Location frequency of case buildings used in the studies

Frequencies

221 111 1 1 1 1 1 1 1 1

2 2 5 £ 5 £ ®wv ¢ Q@ v ® O ¥ ¥ @@L o B L g

£35S 28 ECEERESC00HEEEEE

xS 533 8 EZ2 2522982 EEE S B

B = 5 & S » =l =N =T Z 8 0 5 O ®|
5] = a ) Y ® & ED o © @)
)] ] = = =P I

1: ‘T — Qﬁm l'-‘ﬁ W
H 3 Q < o © o
a = 3 E

3 =

8 o

Figure 2.3. Tools used in the studies reviewed

In these studies, different design variables and objective functions are discussed.
The design variables and objective functions discussed in Table 2.1 are specified for each
study. The frequency of design variables used in the studies is graphed in Figure 2.4. The
most common design variables in the studies were glass type and wall type, with fourty-
four articles. Roof type is the third most common design variable discussed in thirty-six
articles. Roof type is followed by the window-to-wall ratio, floor type, building
orientation, air infiltration rate, and shading type. Set points of heating and cooling
systems, and internal gains, are discussed in fifteen articles each. The SHGC value of

glass and heating-cooling systems is discussed in thirteen articles.
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Figure 2.4. Frequency of design variables used in studies

When the objective functions discussed in the studies examined are evaluated, it
is seen that thermal comfort and energy consumption outcomes are considered together
in twenty-eight percent of the studies (Figure 2.5). The second most common output is
energy consumption. These two situations are followed by the situation where energy
consumption, thermal comfort, and cost are considered together, the situation where
energy consumption and cost are considered, and the situation where energy
consumption, thermal comfort, and visual comfort are considered together with seven
percent.

Uncertainty and Sensitivity Analysis for Residential Buildings in the
Mediterranean Climate Zone: In the literature, there are uncertainty and sensitivity
analysis studies for residential buildings located in regions with a Mediterranean climate
(Carpino et al. 2022; Encinas and Herde 2013; Escandon et al. 2019; Rosso et al. 2020;
Yildiz and Durmus Arsan 2011; Yildiz et al. 2012). Encinas and Herde (2013) considered
summer thermal comfort values, Carpino et al. (2022) regarded as annual energy
consumption, Yildiz et al. (2012) and Y1ldiz and Durmus Arsan (2011) considered yearly
heating and cooling energy loads, Escandon et al. (2019) regarded as thermal comfort as
an output for a residential building. When these studies are examined, it is seen that the

main design variables considered are air infiltration rate, window-to-wall ratio, glass type,
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wall type, natural ventilation, set points of heating-cooling systems, roof type, shading

type, and orientation.
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Figure 2.5. Frequency of objective functions used in studies

Multi-Objective  Optimization for Residential Buildings in the
Mediterranean Climate Zone: Studies are focusing on the problems of overheating, low
thermal comfort, high energy consumption, and carbon emissions for residential buildings
located in regions with a Mediterranean climate and conducting multi-objective
optimization studies to improve these situations (Ascione et al. 2015; Rosso et al. 2020;
Ascione et al. 2023; Mostafazadeh et al. 2023; Yigit 2021). Ascione et al. (2015) pointed
out that the overheating problem will increase due to global warming for residents in
Mediterranean climates. They stated that high levels of thermal insulation for building
envelope will increase the cooling demand. For this reason, it is emphasized that the

thermal properties of the building envelope should be chosen carefully.
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2.2. Uncertainty and Sensitivity Analysis

Crick et al. (1987) discussed uncertainty and sensitivity analysis as two different
analyses determining variable importance and variable sensitivity. While uncertainty
analysis analyses variables according to their importance, sensitivity analysis analyses
variables according to their sensitivity.

Uncertainty analysis analyses the uncertainties that may occur in the outputs due
to the uncertainty of the variables. Sensitivity analysis determines the sensitivity of design

variables to these uncertainties (Hensen 2004).

2.2.1. Uncertainty Analysis

Uncertainty analysis determines the range of variations that may occur in building
performance due to uncertainties that may occur in design variables and performs risk
assessment of the building to achieve the targeted performance. Carpino et al. (2022)
analyzed the uncertainties that may arise in the output with uncertainty analysis. They
determined that there was a high probability of not achieving the targeted output, and to
reduce this uncertainty, they reduced the risks of the sensitive design variables they
determined with sensitivity analysis.

Uncertainty analyses applied to building performances in architecture are
examined under two categories: forward or direct uncertainty analysis and inverse
uncertainty analysis (Carpino et al. 2022; Tian et al. 2018). Forward or direct uncertainty
analysis focuses on quantifying and analyzing the uncertainties that may occur in the
output because of uncertainties in design variables. Inverse uncertainty analysis, known
as calibration, regulates model data according to monitored or energy usage data. Forward
uncertainty analysis is divided into probabilistic methods and non-probabilistic methods
(Tian et al. 2018). Probability-based uncertainty analysis methods are divided into two:
sampling-based and non-sampling approaches. One of the sampling-based approaches is
Monte Carlo-based simulation, which is widely used in building performance evaluation
studies. In the Monte Carlo-based simulation method, the probability distributions of the
variables are determined first. In the second step, one of the methods, such as simple
random sampling or Latin Hypercube sampling, is selected and different samples are

created where the inputs are in the specified ranges. Outputs are obtained for these
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samples, and the outputs’ frequencies, averages, and minimum-maximum values are

analyzed.
Uncertainty Analysis in Building Performance
Assessment
|
Forward uncertainty analysis Inverse uncertainty
analysis
v | :
Probabilistic Methods Non-probabilistic Methods
I
Sampling Based Non-sampling
Approaches Approaches

Figure 2.6. Methods of uncertainty analysis in building assessment

There are studies in the literature that increase the accuracy of the model with
inverse uncertainty analysis (Escandon et al. 2019; Huang et al. 2020; Hawila and
Merabtine 2021). In addition, there are studies examining the distribution and
uncertainties that the uncertainties in the design variables will create on the outputs

(Yildiz ve Arsan 2011; Gergek 2016; Escandon et al. 2019).

2.2.2. Sensitivity Analysis

Sensitivity analysis is performed to analyze the sensitivity of variables on the
output (Hamby 1994; Saltelli 2007). Sensitivity analysis evaluates the sensitivity of
design variables on objective functions. The optimization process is done by considering
the sensitive variables, and as the number of variables decreases, the calculation time and
complexity of the problem also decrease. There are various studies in which sensitivity
analysis is applied to reduce the number of variables before optimization (Albatayneh
2021; Arslan and Oral 2022; Ascione et al. 2020; Baghoolizadeg et al. 2023; Bre et al.
2016; Chen et al. 2022; Gao et al. 2023; Gou et al. 2008; Hawila and Merabtine 2021;
Kang et al. 2024; Lu et al. 2020; Mukkavaara and Shadram 2021; Quanes and Sriti 2024;

Wang et al. 2023). Especially in research on retrofit scenarios in buildings, it is seen that
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sensitivity analysis is applied to identify and reduce potential risks and to ensure that the
results are obtained from the retrofit scenario as intended.

Sensitivity analyses, widely applied in building performance analysis, are grouped
under two main headings: local and global methods (Tian 2013; Saltelli 2007). While
local sensitivity analysis analyzes the effects of design variables on building outputs
separately, global sensitivity analysis also considers the interactions of design variables
with each other. Global sensitivity analysis is a method that aims to explore many
different regions of the input space (Saltelli 1999). Each design variable’s minimum and
maximum values are determined, and samples are created with different values that the
variables can take within these variation ranges for this method. In the final step, the
effects of variables on building output are evaluated according to all these samples. Tian
examined the different sensitivity analysis methods used in building energy analysis and
the steps to be followed in sensitivity analysis (Tian 2013).

In some studies, scenario variables were considered input variables in the
sensitivity analysis stage, in addition to design and physical variables (Gergek and Arsan
2019; Yildiz et al. 2012). In sensitivity analyses conducted with different climate
scenarios, such as 2020s, 2050s, and 2080s, using future climate data, it was observed
that there may be differences in the sensitivities of design variables with the changes

brought about by the climate crisis.

Local Sensitivity Methods

Local sensitivity analysis can also be called the one-factor-at-a-time method. In
this method, only one variable is changed to evaluate the sensitivity of the design
variables, and all other variables are kept constant (Crick et al. 1987). This process is
applied separately for each variable. In the one-factor-at-a-time method, since each input
is evaluated separately, the relationship between the inputs is ignored, and the reduced
area of the input space around only one base case is examined (Saltelli 1999). For this
reason, some studies indicate that local sensitivity analysis is less reliable (Mara and
Tarantola 2008; Tian 2013). Advantageously,t local sensitivity analysis is quite simple
and easily applicable compared to global sensitivity analysis (Hamby 1994; Tian 2013;
Saltelli 1999).

In a study, the effects of window orientation, size, glass type, thermal resistance

of shading, and climate on energy consumption for dynamic shades were investigated
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(Krarti 2023). With the local sensitivity analysis method, it was stated that dynamic
shades performed better than static shades for all window directions, sizes, and glass
types. Rasouli et al. also determined that the most sensitive variable for the energy
performance of the HVAC system was the ventilation rate using the local sensitivity

analysis method (Rasouli et al. 2013).

Global Sensitivity Methods

Global sensitivity analysis analyzes how sensitive each input is to the output,
considering the interactions between the inputs (Storlie et al. 2009). Local sensitivity
analysis focuses on the base case of uncertain inputs and only points around it, while
global sensitivity analysis focuses on all the values uncertain inputs can take (Hamby
1994; Saltelli 1999). Compared to local sensitivity analysis, the longer the calculation
time and the more complex of the problem are its disadvantages (Hamby 1994; Tian
2013). Different methods can be applied for global sensitivity analysis: regression
method, variance-based method, meta-model-based method, and screening method.

According to Hamby (1994), regression analysis methods provide the most
comprehensive sensitivity measure. It is seen in the literature that this method is
frequently used in sensitivity analysis for building performance (Table 2.2). The
regression method is applied after proceeding with the steps applied in the Monte Carlo-
based simulation method. For this method, first, a sampling type is determined. As a
sampling method, the Latin hypercube sampling method provides effective classification
by dividing the inputs into layers. It is a frequently used method because it allows
evaluation with a relatively small number of samples compared to other methods (Helton
et al. 20006).

After the samples and their outputs are created, different indicators such as SRC
(Standardised Regression Coefficients), PCC (Partial Correlation Coefficients), SRRC
(Standardized Rank Regression Coefficient), and PRCC (Partial Rank Correlation
Coefficient) are used to evaluate these data. SRC and SRRC indicators are used in
standardized regression analysis methods (Helton et al. 1985; Iman and Helton 1988;
1991). In addition, these indicators are the most frequently used method in sensitivity
analysis applied for building performance analysis (Albatayneh 2021; Arslan and Oral
2022; Ascione et al. 2020; Carpino et al. 2022; Escanddn et al. 2019; Gao et al. 2023;
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Gergek and Arsan 2019; Gou et al. 2018; Ioannou and Itard 2015; Ouanes and Sriti 2024;
Yildiz and Arsan 2011; Yildiz et al. 2012).

In many studies, sensitivity analysis is applied to understand the relationship
between input and output before the optimization study and to complete the optimization
process with fewer design variables by identifying insensitive inputs (Albatayneh 2021;
Arslan and Oral 2022; Ascione et al. 2020; Baghoolizadeh et al. 2023; Bre et al. 2016;
Chen et al. 2022; Gao et al. 2023; Gou et al. 2018; Kang et al. 2024; Khani et al. 2022;
Mukkavaara and Shadram 2021; Ouanes and Sriti 2024). In a study, the number of inputs
determined as thirty-seven was reduced to twenty by removing insensitive design
variables for thermal comfort and energy consumption outputs using the regression
analysis method (Gou et al. 2018). In the study, Albatayneh divided the 12 design
variables whose effects on heating and cooling load were investigated into two groups,
the high-importance group and the low-importance group, by regression method using
the SRC indicator (Albatayneh 2021).

This study examined the sensitivity of ten different inputs to carbon emissions and
thermal comfort in a renovated office building located in a hot and humid climate zone
(Gao et al. 2023). The results show that the most sensitive variables for both objective
functions are the HVAC system heating and cooling set point. Similarly, in a study
conducted by Yildiz et al. (2012), a region with a Mediterranean climate was evaluated.
Sensitivity analyses were conducted using weather data for the 2020s, 2050s, and 2080s.
The most sensitive design variables for each situation are natural ventilation, window

area, and the glazing’s solar heat gain coefficient (SHGC).
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Table 2.2. Specific properties of the UA/SA studies identified by a literature review

Modeli Local
ng and or Method Samplin Tool of et Approa o
Author | Year | "8 SA Indicator ping UA | od of | ‘PP of
simulat Glob of SA Techniques SA ch
. UA UA
ion al
Dgs 181 Regressio Standardged Simple DB
Albatayn Builder Glob Regression
2021 v n . Random | softwar | - - - -
eh softwar al Analvsis Coefficient Samplin o
e y (SRC) ping
Design Standardized Latin S?lngl?h
Carpino Builder Glob Regressio Regression Hypergu be DB Forw based DB
2022 v n . Sampling | softwar | ard softw
et al. softwar al . Coefficient approa
Analysis method e UA are
e (SRC) (LHS) ch
(LHS)
Design Standardised
Toannou Builder Glob Regressio Rankeq Simple Energy
and Ttard 2015 softwar v al n Regression Random Plus, - - - -
. Analysis | Coefficient | Sampling | JEPlus
(SRRC)
Desil Standardised Latin
Gergek Builder Glob Regressio Rankqd Hyperqube SimLa
and 2019 softwar v al n Regression Sampling b - - - -
Arsan " Analysis | Coefficient method
(SRRC) (LHS)
Standardised Latin Sa;rgf) li
Yildiz Eneray Glob Regressio Rankefi Hypercybe SimLa Forw based | SimL
and 2011 Plus v al n Regression | Sampling b v | ard avoroa | ab
Arsan 4 Analysis | Coefficient method UA pf:)h
(SRRC) (LHS) (LHS)
Standardised
Ranked Latin
' Regressio Regres;lon Hypergube
Design Glob Coefficient | Sampling R
Saurbaye 2023 Builder v a;) Anzi1 sis (SRRC), method softwar | - - - -
va et al. softwar i YSIS: | partial rank (LHS),
Local | Screenin . : e
e Local correlation factorial
& coefficient(P | sampling
RCO), method
Morris
Standardised Latin
Gou et Eneray Glob Regressio Rankeq Hyperqube SimLa
al 2018 Plus v al n Regression | Sampling b - - - -
’ Analysis | Coefficient method
(SRRC) (LHS)
Standardised Latin
Yildiz et Energy Glob Regressio RankeFi Hyp ereu be SimLa
al 2012 Plus v al n Regression Sampling b - - - -
' Analysis | Coefficient method
(SRRC) (LHS)
Matlab
Sarvazdi softwar Garson
gtyal 2022 e Ng Index - - Matlab | - - - -
’ (ANN Method
Model)
Ener Glob Morris T:Sdnzﬁzn R
Breetal. | 2016 &1y Screenin Undefined | softwar | - - - -
Plus al standard
g method . e
deviation

(cont. on the next page)
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Table 2.2 (cont.)

Modeli Local Meth Tool
ng and or Method . Sampling | Tool of Approa
Author(s) | Year | . SA Indicator . UA | od of of
simulat Glob | of SA Techniques | SA UA ch UA
ion al
TRNS TRNS Forw Sznglph TRN
Rasouli 3
SO 2013 ¥s v | Local | Local - - Ys v ard | based SYS
et al. softwar softwar softw
UA | approa
e e are
ch
The mean
Morris and the
Screenin standard Latin Python
Mukkava g Method | deviation, | Hypercube Y
Energy Glob and R
araand | 2021 Plus v al and Standardised | Sampling softwar |~ - - -
Shadram Regressio Ranked method R
n Regression (LHS)
Analysis | Coefficient
(SRRO)
BD e.slldgn R . | Standardized H Latmb F Sampli DB
Carpino — Glob | e8ISO Regression ypereube Design orw - he-
et al 2022 : v al n Coofficient Sampling Builder v | ard | based |softw
’ Ener; Analysis method UA | approa | are
2y y (SRC) pp
Plus (LHS) ch
Regressio
n First order, thref
Analysis, | total order, S;:;E;gsg
Chen et 202 | Energy Y Glob | Variance- | SRC, SRRC, (FAST Undefi | ) i )
al. Plus al based PCC, PRCC, extend ned
Sensitivit SPEA, Sobol ar’l d
y PEAR, KS LHS)
Analysis
Morris
Sfrrlzfl‘:(‘;é PCC,PRCC, |  Five
B SPEA, different
Re;lessio PEAR, SRC, | Monte
Chen and Energy Glob n SRRC, Sobol Carlg SimLa
Tsa 2022 Plus v al | Analvsis (first order sampling b - - - -
y Varia}1/10ei and total (FASTC,
based order), LHS, QRS,
sensitivit Morris, and RS, and
v v KS Sobol)
analysis
Sketch Regressio Standardized H L:It'gll,lbe
Ouanes Up, Glob & Regression ypere
.. | 2024 NP V4 n . Sampling | Matlab | - - - -
and Sriti CitySi al . Coefficient
m Analysis (SRC) method
(LHS)
Hawila Met The Analysis I
and 2021 | Modeli Y Glob | deef; of Variance Undefi v nS\éer
Merabtin ca al & (ANOVA) ) ned
approach UA
e approach
. DOE- DOE-
Krarti | 2023 29 Vv | Local | Local - - 29 - - - -
Variance-
Kang et Energy Glob bas.e.d‘ Sobol (first SObO.l SimLa
al 2024 Plus Ng al sensitivit | order and sampling b - - - -
’ y total order) method
analysis

(cont. on the next page)
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Table 2.2 (cont.)

Modeli Local
ng and or Method Sampling | Tool of e Approa e
Author(s) | Year '8 SA Indicator pung UA | odof | PP of
simulat Glob | of SA Techniques | SA ch
. UA UA
ion al
Design Standardised
. . Regressio Ranked
Ascione 2020 Builder v Glob n Regression | Undefined | Matlab | - - - -
et al. softwar al . .
. Analysis | Coefficient
(SRRC)
. . The mean
Baghooli Morris .
zadeh et | 2022 Energy v Gilob Screenin and the Undefined JEPlus | - - -
Plus al standard +EA
al. g method .
deviation
Standardised Latin F;rcx{v S?lngl?h
Escandon 20 Energy Glob Regressio Rankeq HyperC}l be and | based |Matla
ot al 19 Plus v al n Regression | Sampling | Matlab | inver | approa b
’ Analysis | Coefficient method se ch
(SRRC) (LHS) UA | (LHS)
TRNS Regressio Standardized
YS Glob Regression jEPlus
Gao et al. 192023 softwar Y al Anarll sis Coefficient Undefinel +EA . ) . )
e Y (SRC)
Design Latin
Arslan Builder Glob Regressio Hyperqube Undefi
nd Oral 2022 , v ) n Undefined Sampling ned - - - -
a a Energy a Analysis method &
Plus (LHS)
TRNS B ressio Standardized
YS Glob Regression JEPlus
t al. - - - -
Gaoetal. | 2023 softwar v al Anarll sis Coefficient Ondefincy +EA
e Y (SRQ)
Design Latin
Arslan Builder Glob Regressio Hypergube Undefi
and Oral 2022 , v al n Undefined Sampling ned - - - -
Energy Analysis method
Plus (LHS)
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2.3. Modelling for Optimization

In building performance evaluations, different modeling methods are used to
calculate estimated values of building performance during the optimization phase. A
building performance model can be created by entering building data in a building
simulation program such as DesignBuilder, TRNSY'S, or EnergyPlus. In studies using the
simulation-based optimization method, many iterative simulation results are obtained
from this model. Figure 2.7 shows the working flow of the simulation-based optimization
method. Simulations are made one by one for each sampling, and the results are evaluated
in the optimization algorithm. This method is used in most of the studies on building
performance (Acar et al. 2021; Ascione et al. 2015; Ascione et al. 2020; Ascione et al.
2022; Baghoolizadeh et al. 2022; Bre et al. 2016; Bre et al. 2017; Gao et al. 2023; Khani
et al. 2022).

NUMERICAL BUILDING MODEL

Inputs from
real building

Numerical

Building Model
. J/

A 4

_p Run Simulation

Stopping

Pareto-optimal

. iteri 9
oo Criterion Met?

Optimization

settings

OPTIMIZATION PROCESS

Figure 2.7. Flow chart of simulation-based optimization approach in building

performance studies
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In the literature, software such as DesignBuilder and Grasshopper have been used
for simulation model creation and multi-objective optimization in the simulation-based
optimization method (Albatayneh 2021; Tager 2023). In some studies, models were first
created in building simulation programs such as EnergyPlus and Grasshopper and
simulation results were obtained (Acar et al. 2021; Ascione et al. 2015; Ascione et al.
2022; Baghoolizadeh et al. 2022; Bre et al. 2016; Brea et al. 2017; D’ Agostino et al. 2023;
Khani et al. 2022; Mostafazadeh et al. 2023). For multi-objective optimization, a
connection was established between genetic algorithms and simulation models using
software such as Matlab and Python.

In the literature, it is seen that the surrogate model-based optimization method is
also used as an alternative to the simulation-based optimization method in building
performance analysis research (Asadi et al. 2014; Bagheri-Esfeh et al. 2022; Ghomeishi
et al. 2020; Gou et al. 2018; Magnier et al. 2010; Saryazdi et al. 2022; Sia et al. 2019; Xu
et al. 2023; Yu et al. 2015). Many machine learning methods such as linear regression,
decision trees, random forest, gradient boosting regression trees, and artificial neural
networks have been developed over the years. The method of creating a surrogate model
(meta-model) using machine learning methods is widely used. In the surrogate model-
based optimization method, the surrogate model is trained with the data set taken from
the model, and the relationship between input and output variables is learned, tested, and
validated (Fig.2.8). In addition, some studies use monitoring data in surrogate model
training as well as numerical data obtained from building energy programs (Kazanasmaz
et al. 2009). A connection is established between the validated surrogate model and the
optimization algorithm. The optimization algorithm gets the output values from the
surrogate model for the input values. The surrogate model quickly predicts output values
based on newly given input values, imitating the original model. The output values
received are sorted depending on the selected algorithm, and as a result, the Pareto-
optimal solution set is determined. Studies indicate that surrogate model-based
optimization methods provide advantages by shortening the calculation time (Magnier

and Haghighat 2010; Asadi et al. 2014; Sia et al. 2019).
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Figure 2.8. Optimization process with surrogate model

2.4. Multi-Objective Optimization Methods

The optimization, on which many relevant studies have been conducted recently,
can be done with various methods such as Particle Swarm Optimization, Ant Colony
Optimization, Differential Evolution, Gradient-based method, and Genetic Algorithms.
Genetic algorithms are used in the majority of optimization studies carried out in the field
of architecture (Abdou et al. 2021; Acar et al. 2021; Albatayneh 2021; Asadi et al. 2014;
Ascione et al. 2015; Ascione et al. 2022; Bagheri-Eshef and Dehghan 2022;
Baghoolizadeh et al. 2022; Bre and Fachinotti 2017; D'Agostino et al. 2023; Gao et al.
2023; Gou et al. 2018; Khani et al. 2022; Magnier and Haghighat 2010; Rosso et al. 2020;
Saryazdi et al. 2022; Yu et al. 2015).

Genetic algorithms are a popular meta-heuristic method for multi-objective
optimization (Konak et al. 2006). Genetic algorithms are one of the population-based
optimization methods and can find many optimal solutions in a single step (Ergiil 2010).
In addition, they are suitable for parallel calculations, do not get stuck at local optimum

points, and can detect global optimum points. Through these features, they have been
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preferred in building performance optimization studies (Nguyen et al. 2014; Wetter and
Wright 2004).

2.4.1. Genetic Algorithms

Genetic algorithms, one of the evolutionary algorithms, search for the best
(optimal) solution by imitating biologically originated functions such as elitism, selection,
crossover, and mutation (Tabassum and Mathew 2014). David E. Goldberg's book, in
1989, included many new perspectives, pioneered researchers, and genetic algorithms
with different approaches were developed. In the 2000s, studies on this subject increased,
and Deb et al. (2002) developed the Non-dominated Sorting genetic algorithm, the
foundations of which were laid in 1994, and NSGA-II arose. This method is a Pareto-
based method and is widely used in optimization studies in the field of architecture
(Abdou et al. 2021; Acar et al. 2021; Albatayneh 2021; Asadi et al. 2014; Ascione et al.
2015; Ascione et al. 2022; Bagheri-Eshef and Dehghan 2022; Baghoolizadeh et al. 2022;
Bre and Fachinotti 2017; D'Agostino et al. 2023; Gao et al. 2023; Gou et al. 2018; Khani
et al. 2022; Magnier and Haghighat 2010; Saryazdi et al. 2022; Yu et al. 2015).

Si et al. (2019) and Yu et al. (2015) stated in their studies that the NSGA-II
algorithm 1s considered to be the algorithm that provides the most efficient and accurate
results among genetic algorithms. In addition, the performances of four different genetic
algorithms (NSGA-II, MOPSO, MOSA, and ES) were compared for the multi-objective
optimization problem, and the results indicate that the NSGA-II algorithm showed the
best performance (Si et al. 2019). In another study, it was stated that the NSGA-II
algorithm gave the most accurate results because it efficiently sorted non-dominated
solutions, took elitism into account, and gave a set of Pareto-optimal solutions that were
well distributed along the Pareto front (Bre and Fachinotti 2017). Saryazdi et al. (2022)
chose the NSGA-II algorithm because it provides a well-distributed Pareto-front solution

and has a powerful sorting tool.
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CHAPTER 3

MATERIALS AND METHOD

The third chapter of the thesis study, which provides information about the study
methodology, case building, energy modeling, uncertainty-sensitivity analysis, and multi-
objective optimization processes, consists of seven parts. In the first part, the case and the
climate characteristics of Izmir, where the residential building is located, are described.
The second section explains the monitoring method, the related device, and its technical
specifications. While general information about the building energy simulation tool is
given in the third part, the energy model and its technical settings are explained in the
fourth section. In the fifth part, the problem formulation and determination of objective
functions and input variables according to user comments and simulation results are
described. The sixth section explains how to conduct the uncertainty and sensitivity
analyses for existing buildings according to the determined target outputs, i.e., objective
functions. The seventh part contains information about multi-objective optimization study

in the simulation tool.

3.1. Case Building

The typical apartment selected as the case study is located in Izmir in the west of
Tiirkiye, next to the Aegean Sea (Figure 3.1). It lies seven meters above sea level with the
coordinates of 38°26'55"N 27°11'25" E. Figure 3.2 shows the borders of Bornova district,

where the residential building is located.
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Figure 3.2. Borders of Bornova district in Izmir (Source: Yandex Maps 2024)

Bornova district, which has 45 neighborhoods, is considered a predominantly
urban region, according to research conducted by the Izmir Development Agency in 2021
(IZKA 2021, 96). According to the census conducted in 2023, the population of Bornova
district is 447,553 (TUIK 2023). Kazimdirik neighborhood, where the residential block
is located, is the second neighborhood with the highest population in Bornova district.
The student population is high since there are two universities in the Bornova district, i.e.,
Yasar University and Ege University. Studio types of small houses preferred by students
are common. Figures 3.3 and 3.4 show an aerial photograph of the case building and the
urban texture of its surroundings. One of the reasons why this residential building was

chosen as a case building is that it represents the housing types built in Bornova in recent

years.

Figure 3.3. Aerial photo of the urban texture of Bornova district and location of the case

building (pointed with a rectangle) (Source: Google Earth 2024)
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rectangle) (Source: Google Earth 2024)

There is a metro transportation line to the southeast of the case residential building
and residential or office buildings to the southwest, northwest, and northeast. The building
positioning deviates 36° from north to west. The apartment building contains residential
flats and offices. It was built in 2019 and composed of ten floors. While the areas on the
ground and first floors of the block serve for commercial use, two floors of parking in the
basement and the other floors are used for residential purposes. The floor height,
excluding the ground floor, is 2.80 meters. The gross area of each floor where the
residences are located is 355.8 m?, and the net area is 261.5 m?. There are eight flats on
each floor. The 2+1 studio-type flat, considered as the case building, is located on the 4th

floor and faces south.

3.1.1. Local Weather Information of Bornova, Izmir

According to the Koppen climate classification, the Izmir region is in the 'Csa’
climate classification (Koppen 2011, 351-360). In the ‘Csa’' climate class, also known as
the hot-summer Mediterranean climate, the summers are hot and dry, and the winters are
warm and rainy.

According to the recorded values between 1938 and 2022 by the Republic of
Tiirkiye, Ministry of Environment, Urbanization, and Climate Change, Turkish State
Meteorological Service, the annual average temperature for Izmir is 17.9 °C (General
Directorate of Meteorology 2022). According to the average temperature values for these
years, July was the hottest month with 27.9 °C, while January had the lowest

temperatures, i.e. 8.8 °C.
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The yearly average of precipitation between 1938-2022 is 709.9 mm (General
Directorate of Meteorology 2022). The months with the most and least rainfall is
December, with 146.2 mm, and July, with 4.1 mm, respectively.

The dominant wind direction of the Izmir region throughout the year is from the
north. When averaged between 2016 and 2024 for Izmir, the windiest month is July with
an average hourly speed of 17.7 kmph, while the calmest month is May with an average
hourly speed of 12.8 kmph (Weatherspark 2024).

Heating degree days (HDD) and cooling degree days (CDD) indices are the
indicators of expected relative differences in heating and cooling energy requirements,
respectively, and how these energy requirements will change as the climate warms in the
future (Harvey 2020). Considering the outdoor and average room temperatures, the
heating degree days index indicates the severity of cold in that specific period. In contrast,
the cooling degree days index indicates the severity of heat (Eurostat 2024). The General
Directorate of Meteorology (GDM) calculated these indexes according to the standards
set by the European Community Statistical Office (Eurostat) (General Directorate of
Meteorology 2024). If the daily average outdoor air temperature is less than or equal to
15 °C, the temperature is subtracted from the base temperature of 18 °C, and this value
becomes the HDD for that day. When calculating the cooling degree days index, if the
daily average outdoor air temperature is equal to or above 24 °C, 21 °C, determined as
the base temperature, is subtracted from this value, and the CDD index is calculated.

Table 3.1 shows the HDD and CDD indices for Izmir calculated every month
between 2013 and 2023. It is stated that the HDD index reached its highest value of 1176
in 2015 and is at its lowest value of 774 in 2021. The CDD index was calculated at its
lowest at 572 in 2014 and at its highest at 838 in 2021. When the index in 2013 and 2023
are compared, it is calculated that HDD decreased by 8.43%, while CDD increased by
11.42%. In 2021, for Izmir, CDD was calculated as 838 and HDD as 774. For 2023, it is
seen that CDD is calculated as 702 and HDD is calculated as 790, and these indices are
almost equal. In line with the data in Table 3.1, Izmir, which is located in the
Mediterranean climate region and has a heating-dominated climate, is increasingly

becoming a region where cooling is dominated as well as heating.
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Table 3.1. Monthly heating (HDD) and cooling degree days (CDD) for Izmir between
2013 and 2023 (General Directorate of Meteorology 2024)

Jan | Feb | March | April | May | June | July | Aug | Sept | Oct | Nov [ Dec | Annual

2013 | HDD | 263 | 182 | 116 37 16 | 67 291 | 972
CDD 1 44 114 | 197 | 210 | 63 1 630
2014 | HDD | 186 | 173 | 141 24 13 103 | 175 | 815
CDD 1 19 101 | 180 | 198 | 71 2 572
2015 | HDD | 294 | 240 | 203 97 71 271 | 1176
CDD 16 56 193 | 207 | 100 | 4 576
2016 | HDD | 278 | 109 | 125 3 3 122 | 338 | 978
CDD 4 16 165 | 226 | 215 | 91 5 1 723
2017 | HDD | 349 | 192 | 123 38 3 103 | 166 | 974
CDD 1 16 126 | 230 | 220 | 92 2 687
2018 | HDD | 260 | 155 | 48 5 64 264 | 796
CDD 6 67 128 | 212 | 218 | 105 736
2019 | HDD | 274 | 212 | 114 63 10 190 | 863
CDD g5 162 | 193 | 233 | 74 12 709
2020 | HDD | 290 | 191 | 114 46 91 152 | 884
CDD 44 101 | 221 | 210 | 145 | 26 747
2021 | HDD | 207 | 175 | 200 51 141 | 774
CDD 7 60 125 | 268 | 253 | 117 | 6 2 838
2022 | HDD | 301 | 210 | 275 31 57 134 | 1008
CDD 46 143 | 221 | 209 | 97 12 728
2023 | HDD | 206 | 232 | 127 45 53 127 | 790
CDD 8 101 | 261 | 221 | 102 | 6 3 702

3.1.2. Layout of Case Flat

The case flat and surrounding blocks can be seen in Figure 3.5. There is a metro
line on the south side of the apartment building (Fig.3.6a). Since the case flat is south-
facing, no buildings or trees can cast shadows. The case flat is located on the fourth floor
of the apartment block. On this floor, there are eight flats: 1+0 (two flats), 1+1 (four flats)
and 2+1 (two flats) (Fig.3.6b). The case flat on the south-facing side is a studio type of
2+1 flat. The gross area of the case flat is 45.6 m?, and the net area is 43 m?. It consists of
abedroom (11.5 m?), study room (11.5 m?), kitchen and living area (16 m?), and bathroom
(3.3 m?) (Fig. 3.7). The window-to-wall ratio of the bedroom and study room is 66.8%,

and the living room is 19.5%. There are large openings of 2 m in width and 2.48 m in
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height on the facades of the bedroom and study room (Table 3.2). When the entire facade

is evaluated, the window-to-wall ratio is 50.3%.

L

jTHi

0f

STUDY ROOM || LIVING ROOM|[  BEDROOM
FKITCHEN

Figure 3.6. a) Site plan: case building and surrounded building blocks in Bornova b)

Location of the case flat on the fourth floor
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LIVING ROOM -
KITCHEN

Figure 3.7. The plan of case flat

Table 3.2. Room information of the case flat

No. of Dimensions of windows
Zones Net Area (m?) i ) i No. of Door
Window (height x width) (m)

Living room and 16 1 1.1x14 3
kitchen

Bedroom 11.5 1 2.48x2 1
Study room 11.5 1 248 x2 1
Bathroom 4 - - 1

3.1.3. General Information of Case Flat

The flat has a living area, kitchen, bedroom, study room and bathroom. The
entrance area includes a living area and kitchen. The kitchen and living area has electrical
appliances such as a Wi-Fi device, oven, refrigerator, and dishwasher. There are no
electrical appliances in the bedroom or study room. One female person lives in the house.
The frequency of use is higher on weekdays than on weekends. The person living in the
house does not stay there all year round. Thus, the occupancy of the house may vary from
day to day. Lighting is generally used in the living area. There is no balcony in the house.

In the case flat, the heating need is provided by the block’s central system with
natural gas from the grid through radiators in the bedroom, living room and kitchen, and
study room, while the cooling need is provided by the air conditioner with electricity from

the grid in the living room and kitchen. There is no mechanical ventilation system.
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3.2. Measurements

To analyze the overheating problem observed at home and to complete the
calibration of the model, dry bulb temperature, relative humidity, and light intensity
values were recorded every ten minutes between 5 May 2023 00:00 and 1 January 2024
00:00. The monitoring campaign was conducted in the study room with a datalogger,
hung on the wall at the point indicated by the red circle in Fig.3.8, at a height of 1.4 m
from the surface level. It was placed on the southwestern side wall of the case room, away
from direct sunlight (Fig.3.8). During the monitoring period; this room was not used; the
door to the room was always kept closed, and the thin curtain was always active. No
electrical device could cause heat gain in the room. Hourly averages of air temperature
and relative humidity values recorded every ten minutes were calculated to use in the
calibration process of the model with hourly data.

As stated in Table 3.3, the monitoring device is designed to measure the variables
of indoor environmental quality, i.e. air temperature, relative humidity, and light intensity.
The air temperature range measured by the datalogger is -20 °C to 70 °C, the relative
humidity range is 5%-95%, and the light intensity is 0 to 167.731 lux . The accuracy is
+0.35 °C for temperatures between 0 °C and 50 °C, £2.5% for relative humidity values

between 10% and 90% and . +10% for light intensity.

Figure 3.8. Location of datalogger in the study room (pointed with the red circle)
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Table 3.3. Specifications of HOBO datalogger (Onset 2023)

Datalogger HOBO U12

Measurement Range T:-20 °Cto 70 °C

RH: 5% to 95%

Light Intensity: 0 to 167.731 lux
Accuracy T:40.35 °C from 0 °C to 50 °C
RH: £2.5% from 10% to 90%
Light Intensity: £10%

Outdoor weather data were officially retrieved from the GDM’s local weather
station in The Directorate of Zeytincilik Research Institute in Bornova, Izmir. The station
is located 700 m east of the case apartment. The variables of air pressure, relative
humidity, wind direction and speed, air temperature, and total global solar radiation were

obtained hourly between May 5%, 2023 00:00, and January 1%, 2024 00:00.

3.3. Building Energy Simulation Tool

In this study, DesignBuilder (2024) version 7.0.2 dynamic simulation software
was used to prepare the simulation model of the case flat, run the simulations, analyze the
uncertainty and sensitivity of energy consumption and thermal comfort, and run the
optimization process. It is the state-of-the-art software tool for examining building
performance on energy consumption, carbon emissions, and building thermal comfort. It
also simplifies the modeling process through its graphical user interface.

DesignBuilder uses the EnergyPlus simulation engine to calculate the energy
performance of buildings. In this study, the latest version of EnergyPlus software, version
9.4, was used. It is a whole building energy simulation program that architects,
researchers, and engineers use to model both energy consumption and water use in
buildings (EnergyPlus 2024).

In this study, visualization, simulation and optimization modules of the software

were used via DesignBuilder student license.

3.4. Building Simulation Model
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The plan and section drawings of the building were obtained from the Kare
Architecture and Engineering Office in Alsancak, Izmir. The floor plan of the fourth floor
where the case flat is located, was simplified as seen in Figure 3.9 and 3.10. This
simplified plan was converted into dxf format and imported into DesignBuilder as the
base for the model. The case flat was modeled separately as a building block, while the
remaining part of the building was modeled as an adiabatic component block type. Each
of the three rooms in the case housing was modeled as a separate zone, thus all schedules,
belonging to occupancy, internal gains, and lighting, were assigned according to the use
of each room.

Surrounding buildings, roads, pavements, and trees were also modeled to increase
the validity of the model. Surrounding blocks were modeled as standard block type while
roads and sidewalks are modeled as ground block type. Table 3.4 presents information
about the material, maximum transmittance, and transmittance schedule assigned to the
surrounding blocks. Figure 3.11 shows the model along with the sun path diagram for

December 21st at noon. Figure 3.12 visualize the close up views of the simulation model.

(Rl =

Figure 3.9. The simplified plan of the typical apartment in Bornova
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e

Figure 3.10. The simplified plan of the typical apartment floor in Bornova

Table 3.4. Properties of site materials in the model

Material (as indicated | Maximum Transmittance schedule
in DesignBuilder) transmittance
Case building Brickwork outer 0 On 24/7
Sidewalks Concrete paviour 0 On 24/7
Roads Concrete 0 On 24/7
Buildings (excluding case | Plaster (dense) 0 On 24/7
building)
Trees Oak (Radial) 0.5 Summer (Northern Hemisphere)
Subway track Gravel 0 On 24/7

Figure 3.11. The model of case building and surroundings
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Figure 3.12. Rendered views of case buildng (left: from southeast, right: from
southwest)

3.4.1. Structural Components

The apartment block, built in 2019, was constructed with a reinforced concrete
structural system. Information about the materials and their technical properties was
obtained from the architect of the building. 19 cm pumice concrete blocks (BIMS) of the
‘Okyap’ brand were used as the wall infill material. The number and thickness of layers
and thermal properties of building components such as conductivity, specific heat, and
density are given in detail in Table 3.5. U values of the building components are
calculated by DesinBuilder according to the layer information. Since the apartment is a

newly built residential block, the air infiltration level (0.4 ac/h) is assumed to be low.

Table 3.5. Specification of building materials

Positi Specific
on Layer Name Conductivity Heat Density | Thickness | U Value
Unit W/m.K i/kg.K kg m* | m W/m?. K
Inner
most Gypsum plaster | 0.51 960 1120 0.013
Cement plaster | 0.72 840 1760 0.01
Pumice concrete
External block 0.127 1000 715 0.19
Wall Cement plaster | 0.72 840 1760 0.02
Adhesive 0.88 896 2800 0.008
mortar
Outer | gk cladding! | 0.476 1000 1660 0.015
most
0.564
Internal | Inner
Wall most Gypsum plaster | 0.51 960 1120 0.013

! Thermal properties for the brick cladding of Isiklar brand on the outer surface of external walls are
accepted as the properties of pressed brick material of the same brand.
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Table 3.5. (cont.)

Cement plaster | 0.72 840 1760 0.01
Horizontal
serforated brick | 7 1000 800 0.085
Cement plaster 0.72 840 1760 0.01
Outer | 4 cum plaster | 0.51 960 1120 0.013
most yp P ’ :
1.182
Outer | 4. ber Flooring | 0.14 1200 650 0.015
most
Adhesive 0.88 896 2800 0.005
mortar
Internal Levelling 0.88 896 2800 | 0.015
Floor mortar
Reinforced 1.13 1000 2000 0.12
concrete
Inner - gum Plaster | 0.51 960 1120 0.02
most
1.946
Window Polyvinylchlori 900 1390 0.024
o de (PVC)
g 3214
Outer Generic Clear 4 09 0.004
most mm
Glazing Inner (A}rioililiimrrl4 0013
¢ SIS 0.9 0.004
most mm
2.54
| Pine \ | 0.025 |
Doors 2.86

3.4.2. Schedules

To make the simulation results as close to reality as possible, it is essential to
upload the input of occupancy pattern, heating, cooling and ventilation regime, and
electrical device and shading element usage habits into the DesignBuilder model.
Therefore, the schedule charts were prepared based on the information received from the
female living in the flat.

First of all, activity templates were assigned to each zone of the flat by their
functions, as indicated in Figure 3.13. The study room is the room where the measurement
campaign was conducted (see Chapter 3). Since it was not used during the monitoring
period and heating-cooling system was not operated, no activity was assigned to this room
for the model calibration. Yet the occupancy schedules and HVAC settings were activated
for each room including the study room in the process of energy and thermal comfort
simulation. Artificial lighting was assumed to be off for all zones throughout the year.

Occupancy schedules for the living room and kitchen and bedroom are shown in

Table 3.6. Occupancy density is calculated by dividing the number of people to square
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meters. Since one person lives in this house, the ‘1’ number is divided into the square

meters of the rooms. Table 3.7 shows the time periods active for natural ventilation hours

per each room. Since the door between the living room and kitchen and the bedroom is

always open, it is also defined as open in the model.

Generic Office Area
Domestic Lounge
Domestic Bathroom

Domestic Bedroom

study room

bathroom%

Figure 3.13. The schematic plan of the case housing

bedroom

Table 3.8 shows the type, schedule, and positions of the window shading element

selected for each room. An open weave drape was adjusted in the study room at the

beginning of the measurement and remained that way throughout the measurement. The

user stated that she always actively uses close-weave drapes because her bedroom

receives a lot of light. A schedule has been assigned for the open weave drape used in the

living room and kitchen. This schedule is set to be active when this space is occupied.

Table 3.6. The occupancy schedule

Occupancy Occupancy Period: Day Occupied
Density hours
(people/m?)
Living room and Weekdays 10:00- 17:00
kitchen 20:00 - 24:00
0.0625
Weekends 10:00 - 13:00
20:00 - 24:00
Bedroom Weekdays 24:00 - 09:00
0.095
Weekends 24:00 - 10:00
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Table 3.7. The schedule of natural ventilation

Natural ventilation... Period: Day Period: Hours
Living room and kitchen Weekdays 10:00 - 11:00
17:00 — 19:00
Weekends 10:00 - 14:00
19:00 —20:00
Bedroom Weekdays 10:00 - 11:00
Weekends 10:00 - 12:00

Table 3.8. The type, schedule, and position of the window shading elements

Shding Window shading Position | Schedule
type
Study room Drapes-open weave Inside Always on
light
Living room and Drapes-open weave Inside Weekdays | 10:00- 17:00
kitchen light 20-00 - 24:00
Weekends | 10:00 - 13:00
20:00 - 24:00
Bedroom Drapes-close weave Inside Always on
medium

3.4.3 HVAC Settings

The case flat is heated by central heating and cooled by air conditioning. Heating
set point and set back temperatures are 19-21 °C for the living room and kitchen and study
room, and 18-20 °C for the bedroom. Cooling set point and set back temperatures are 24-
26 °C for the living room and kitchen and study room, and 26-28 °C for the bedroom
(Table 3.9). There is no mechanical ventilation in the building. Heating set points
specified were determined according to TS 2164 (TS 2164 1983). Cooling set points were
determined according to ASHRAE Guideline 13 (ASHRAE Guideline 13 2005).

The 'air to water heat pump hybrid with gas boiler, nat vent' option was selected
as the template library of HVAC settings section in DesignBuilder,. The HVAC template
was adapted according to the flat’s realtime conditions:

e Natural gas and electricity were chosen as the source of heating and cooling,

respectively.
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e The cooling system is activated from the beginning of May to the end of
October. The heating is activated from the beginning of November to the end
of April.

e The coefficient of performance (CoP) of the cooling system was defined as
3.5, while the efficiency of the heating system was selected as 0.9.

During the calibration process, the resident chose to use the heating and cooling
systems only in the living room and kitchen, thus HVAC was enabled only in the living
room and kitchen. However, it is assumed that heating and cooling are used in all rooms
during the simulation and optimization process. Therefore, the HVAC systems for all

three zone was enabled to calculate energy consumption.

Table 3.9. Heating / cooling set point and set back temperatures for the living room and
kitchen, study room, and bedroom

Living room and | Study room Bedroom

kitchen
Heating set point (°C) 21 21 20
Heating set back (°C) 19 19 18
Cooling set point (°C) 24 24 26
Cooling set back (°C) 26 26 28

3.4.4. Calibration of Model

A calibration process was applied to analyze the deviation and uncertainty that
may occur in the output of the model, adtjust the model and obtain results closest to
reality. The model was calibrated according to two statistical error indicators specified in
ASHRAE Guideline 14: root mean squared error (RMSE) (Eq. 3.1) and mean bias error
(MBE) (Eq. 3.2) (ASHRAE Guideline 14 2002). According to ASHRAE Guideline 14,
if the calibration process is performed using hourly data, MBE should be less than £10%,
and RMSE should be less than £30%. In this study, the calibration process was carried
out based on hourly indoor air temperature by monitoring carried out between 5 May

00:00 2023 and 1 January 00:00 2024.
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RMSE (%) = (100/Ty,) * [1/N * (S(Ts — Tyy)?)]"/? (3.1)

MBE (%) = (100/Tpa) * [S(Ts — T)]/N (3.2)

The calibration process was completed in six steps. Each step is in addition to the
previous step. In the first step, a simulation was made using the information and schedules
in section 3.5. In this simulation, it was determined that the temperatures were higher than
the monitoring results, especially in the summer months. To reduce this difference, in the
second step of calibration, the cooling set point temperatures for the living room and
kitchen were reduced from 24-26 °C to 22-24 °C. In this case, it has been analyzed that
the simulation temperature values are generally higher than the monitoring temperature
values. In the third step, the infiltration was increased from 0.4 ac/h to 0.8 ac/h. In the
fourth step, since curtains were used in the living room and kitchen and studied
throughout the monitoring period, the 'drapes-open weave light' type of curtains was
added to both rooms. While the usage schedule for the curtain in the study room is defined
as always active, the curtain in the living room and kitchen is set to be active during the
hours used by the resident. In addition, it was determined that the error rates were high
for August, and therefore, August was examined in detail. It was determined that the door
of the room where the measurement was taken between 20-28 August may have been
open, and this was recorded in the schedule of the door. In the results of the fourth step,
it was analyzed that the temperatures decreased compared to the monitoring temperatures,
especially in the winter months. Therefore, the infiltration was updated to 0.65 ac/h for
the fifth step of the calibration. According to the error data obtained in the fifth step,
especially the months of November and December, which were analyzed in more detail,
and since the cooling for the living room and kitchen was active in March-October, it was
concluded that the simulation values in October were quite low compared to the
monitoring data. For the last step, cooling has been updated by enabling it for March-
September. As a result of all these calibration steps, RMSE and MBE lower than the limit

error rates specified in ASHRAE Guideline-14 were achieved.
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3.5. Problem Formulation

While defining the problem for the thesis study, user opinions and simulation
results stated in Section 4.3 were considered. Problem definition is a process in which
objective functions and design variables are determined. In Section 3.6.1, it is explained
how the objective functions are calculated and under what conditions they are determined,
and in Section 3.6.2, the design variables and the lower and upper limits of these variables

are specified.

3.5.1. Definition of Objective Functions

Energy consumption and thermal discomfort hours are high due to the high
window-to-wall ratio on the south side of this flat, located in the Mediterranean region
according to the Koppen climate classification (Koppen 2011, 351-360). When
interviewed with the resident, it was determined that there was an overheating problem,
especially in the summer months. For this reason, the objective functions in this thesis
study were determined as annual energy consumption (total site energy) and thermal
discomfort hours (Discomfort ASHRAE 55 (all clo)).

Thermal comfort, according to Fanger's definition, is a state of mind that expresses
satisfaction with the thermal environment. Povl Ola Fanger, the pioneer of studies on
thermal comfort, developed a comfort model to express the thermal comfort level for
artificially heated-cooled spaces (Fanger 1986). In this comfort model, a seven-point scale
is presented to evaluate the thermal comfort of many people (Table 3.10). As a result of
the experiments conducted using this scale, it was predicted that these votes could be
predicted, and the index of PMV (Predicted Mean Vote) was introduced in line with six
variables affecting thermal comfort. These variables: are metabolic rate due to activity
(M), the resistance of clothing (R¢), air temperature (T.), mean radiant temperature (Trmy),
air velocity (v), and air relative humidity (RH). The numerical calculation of the PMV
index can be seen in Equation 1.2. The index of PPD (Percentage of Dissatisfied People),
which is related to PWM, also indicates the percentage of dissatisfied people (1.3). PPD
index is accepted as a minimum of 5% for each building, shown in the graphs. In this
thermal comfort model, it is accepted that even if the PMV is neutral, there are always at

least 5% of dissatisfied people.
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Table 3.10. Fanger seven-point scale

-3 Cold

-2 Cool

-1 Slightly Cool
0 Neutral

1 Slightly Warm
2 Warm

3 Hot

PMV=(0.303(¢)*3%+0.028) {(M-W)-3.05[5.73-0.007(M-W)-pa]-0.42[(M-W)-58.15]-0.0173M(5.87-p.)-
0.00014M(34-t,)-3.96X 108 [ (te+273)*(tanr+273)*]-futhe (ter-ta) }
Where:
£:=35.7-0.0275(M-W-Lsi {(M-W)-3.05[5.73-0.007(M-W)-pa]-0.42[(M-W)-58.15]-0.0173M(5.87-p.)-
0.0014M(34-t,)}

(M: metabolic heat rate[ W/m?], W: activity level [W/m?], tci: the temperature at clothes level [°C], pa: water vapor

pressure[Pa], ta: air temperature [°C], Li: thermal insulation of clothes [Clo], fu: clothing factor [-], tmr: mean radiant

temperature [°C], he: convective heat transfer [W/m2°C]) (1 .2)

PPD = 100-95exp [-(0.03353(PMV)*+0.2179(PMV)?)] (1.3)

In the context of these definitions of thermal comfort, there are ASHRAE
standards determined in 2004 for indoor thermal comfort situations (ASHRAE 55 2004).
Calculations are made according to these standards when calculating thermal discomfort

hours in the DesignBuilder software.

Table 3.11. Acceptable thermal environment for general comfort (Source: ASHRAE 55
2004)

PPD PMV
<10 -0.5 <PMV <+0.5

The basis of the calculations is the PMV and PPD indexes specified in Table 3.11.
A PPD index of 10% or less corresponds to the range between -0.5 and +0.5 for PMV on
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the Fanger scale, and these values mean acceptable thermal comfort conditions according

to ASHRAE 55.
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Figure 3.14. The acceptable range of operative temperature and humidity for typical
indoor environments (Source: ASHRAE 55 2004)

The comfort zone specified in the psychometric chart in Figure 3.14 is defined by
the combination of air temperature, mean radiant temperature, air speed, clothing
insulation, humidity, and metabolic rate for these lower and upper limits of PMV. In
Figure 3.14, comfort zones are defined as two separate areas: 0.5 clo clothing insulation
(yellow rectangle) when the outdoor environment is hot and 1.0 clo clothing insulation
(green rectangle) when the outdoor environment is cold. The regions indicated by these
green and yellow rectangles indicate comfort conditions for environments where the
airspeed is not more than 0.2 m/s. Additionally, for this chart, it is assumed that users
perform activities with a metabolic rate between 1.0 met and 1.3 met. 1.0 met represents
the metabolic rate of an individual sitting quietly, and 1.2 met represents the metabolic
rate of an individual standing. If the analyzed situation falls outside the specified comfort
zone, it is defined as a thermal discomfort hour. In addition, the calculation of thermal
discomfort hours is made for the hours included in the occupancy schedule defined in
DesignBuilder.

While calculations are made for each zone, thermal discomfort hours can also be
calculated for the building level in the DesignBuilder software. The software calculates

this data using the floor area-weighted average of all regions (DesignBuilder 2024).

53



The 'Total site energy' output was selected in the DesignBuilder software to
calculate the annual energy consumption of the flat. In this output, the total gross energy
consumed in the building is calculated. The unit is given in 'kWh'.

The 'Cooling load' output gives the heat energy required to keep an environment

at a specified temperature. Its unit is 'kWh'.

3.5.2. Determination of Design Variables

After determining the objective functions according to user comments and
simulation results, the next stage is to determine the design variables. Design variables
were selected in line with the variable results studied in the literature review in Chapter
2. Table 3.12 contains the general list of design variables, distribution categories,
distribution curves, and information about target objects. The lower and upper values of

the design variables were decided by considering the literature.

Table 3.12. List of design variables

Variable type Distribution Distribution Min value | Max value | Options | Target
category curve list objects
Window to wall | Continuous Uniform 20 80 - Bedroom
ratio (%) for (Continuous)
bedroom
Window-to- Continuous Uniform 20 80 - Living room
wall ratio (%) (Continuous) and kitchen
for living room
and kitchen
Window-to- Continuous Uniform 20 80 - Study room
wall ratio (%) (Continuous)
for study room
Glazing t type Discrete Uniform - - 16 Bedroom,
(Discrete) options living room
and kitchen,
study room
External wall Discrete Uniform - - 35 Bedroom,
construction (Discrete) options living room
and kitchen,
study room
Infiltration Continuous Uniform 0.3 1 - Building
(ac/h) (Continuous)
Window frame | Discrete Uniform - - 8 options | Building
(Discrete)
Partition Discrete Uniform - - 12 Bedroom,
Construction (Discrete) options living room
and kitchen,
study room
Shading type Discrete Uniform - - 13 Building
(Discrete) options
Natural Continuous Uniform -100 2 - Building
ventilation max. (Continuous)
temp.
difference

(cont. on the next page)
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Table 3.12. (cont.)

Heating system | Continuous Uniform 0.9 6.29 - Building
seasonal CoP (Continuous)

Cooling system | Continuous Uniform 2.2 6.0 - Building
seasonal CoP (Continuous)

Heating set- Continuous Uniform 19 23 - Building
point (Continuous)

temperature

C)

Cooling set- Continuous Uniform 24 28 - Building
point (Continuous)

temperature(°C)

Heating system | Discrete Uniform - - 3 options | Building
schedule (Discrete)

Cooling system | Discrete Uniform - - 3 options | Building
schedule (Discrete)

The window-to-wall ratio 1s considered as a separate variable for each zone, with
a minimum of 20 and a maximum of 80. There are studies in the literature that reference
these lower and upper values for window wall ratio (Long et al. 2023; Gou et al. 2018).

Natural ventilation maximum temperature difference is a variable that determines
the operating schedule of natural ventilation. A schedule of natural ventilation is defined
for each zone in the model. Three values and states are defined in the DesignBuilder
software for the maximum temperature difference (Scheduled natural ventilation data
2024). If this value is defined as 0, natural ventilation will be activated when the outside
temperature is lower than the indoor temperature. When this variable is entered as -100,
natural ventilation will always be active during the specified schedule. If the maximum
temperature difference is 2, natural ventilation will only be activated when the outside
temperature is at least two degrees lower than the indoor temperature.

Air infiltration rate ranges are discussed at different values in the literature. Yildiz
et al. (2012; 2011) determined the range of air infiltration rate as a minimum of 0.5 ach
and a maximum of 2 ach. While Albatayneh (2021) evaluated the air infiltration rate range
as a minimum of 0.2 ac.h™! and maximum of 1.5 ac.h!, Escandon et al. (2019) evaluated
it as a minimum 0.3 ac.h' and a maximum 1 ac.h’!. In another study, the basic air
infiltration rate was assumed to be 0.6 ach and the design variables were considered as
discrete variables at 25%, 50%, and 75% less than this value (Abdou et al. 2021). Carpino
et al. (2022) kept the range narrow and referenced minimum 0.24 and maximum 0.33
values. Rasouli et al. (2013) took values between 0.4 ach and 0.72 ach. In this study,
infiltration is stated as a continuous variable, with a minimum of 0.3 ac.h’! and a

maximum of 1 ac.h™!.
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The material of the louver blades, which are positioned as seen in Figure 3.15, is
designed as steel, with a thickness of 0.002 m. There will be 6 blades, the depth of the
blades is 0.2 m and there is 0.30 m between each blade. Options for the shading element
are defined in the range of 0-60, with angle degrees increasing by five degrees. 13
different options for the shading element were considered by changing the angle values.

16 different glass types were considered as discrete variables. Different situations
were created, with the inner and outer glass thicknesses being 3 or 6 mm, and the thickness
of the gas in between being 6- or 12 mm. Argon or air was chosen for the gas of the gap.
Glass types are diversified including transparent glass and low-emissivity glass. Table
3.13 gives the options list of glass types and the U and SHGC values of these options.
These values were calculated in the DesignBuilder software by entering each material

layer.

Vertical offset from
top of window . Vertical offset from
1 top of window
Vertical spacing =0.3m /
/ <~t—Louvre Blades
Window
Louvre blades
Blade depth=02m /
Angle
Window

OQUTSIDE U INSIDE

Figure 3.15. Perspective, side elevation, and front elevation of the louvre

Table 3.13. Glazing type option list

Glazing type option list U value (W/m2K) Total Solar Transmission
(SHGC)

Base Case (clear4, argon 12, clear4) 2.554 0.742
Glazing type-1 (clear4, air6, clear4) 3.146 0.74
Glazing type-2 (clear4, airl2, clear4) 2.725 0.742
Glazing type-3 (clear6, air6, clear6) 3.107 0.713
Glazing type-4 (clear6, airl2, clear6) 2.695 0.715
Glazing type-5 (clear4, argon6, clear4) 2.873 0.741
Glazing type-6 (clear6, argon6, clear6) 2.84 0.714
Glazing type-7 (clear6, argon12, clear6) 2.526 0.716
Glazing type-8 (lowe4, air6, lowe4) 1.81 0.512
Glazing type-9 (lowe 4, air12, lowe 4) 1.375 0.527
Glazing type-10 (lowe 6, air6, lowe 6) 1.792 0.471
Glazing type-11 (lowe 6, air12, lowe 6) 1.364 0.482

(cont. on the next page)
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Table 3.13. (cont.)

Glazing type-12 (lowe 4, argon6, lowe 4) 1.534 0.521
Glazing type-13 (lowe 4, argon12, lowe 4) 1.172 0.534
Glazing type-14 (lowe 6, argon6, lowe 6) 1.521 0.477
Glazing type-15 (lowe 6, argon12, lowe 6) 1.164 0.487

The existing layers for the external wall and the material properties of the layers

are shown in Table 3.14. Table 3.15 gives the thermal properties of aerated concrete,

pumice concrete block, and horizontal perforated brick materials used as materials in the

scenarios. For insulation and building materials, different wall types and U values were

designed with different thicknesses of aerated concrete, pumice concrete block, and

horizontal perforated brick in different cases where insulation

insulation, with rock wool and EPS are given in Table 3.16.

Table 3.14. Layers of external wall

i1s provided without

Position Layer Conductivity | Specific Heat | Density | Thickness (m)
(W/mK) (J/kgK) (kg/m?)
Innermost Gypsum plaster 0.51 960 1120 0.013
Cement plaster 0.72 840 1760 0.01
Material
External Insulation Material
wall
Cement plaster 0.72 840 1760 0.02
Adhesive mortar 0.88 896 2800 0.008
Outermost | Brick cladding 0.476 1000 1660 0.015
Table 3.15. Thermal properties of external wall materials
Conductivity (W/mK) Specific Heat (J/kgK) | Density (kg/m?)
Aerated Concrete (Ytong) 0.11 1000 400
Pumice Concrete Blocks (BIMS) 0.127 1000 715
Horizontal Perforated Brick 0.17 1000 800
Table 3.16. External wall option list
External Wall Insulation Material Material U value (W/m?K)
Option List
External wall-1 Acrated concrete (20cm) 0.477
External wall-2 Without insulation Aerated concrete (25cm) 0.392
External wall-3 Aecrated concrete (30cm) 0.333
Base Case BIMS (19c¢m) 0.564

(cont. on the next page)
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Table 3.16. (cont.)

External wall-4 BIMS (25c¢m) 0.445
External wall-5 BIMS (30cm) 0.379
External wall-6 Horizontal Perforated Brick(19c¢m) 0.717
External wall-7 Aecrated concrete (20cm) 0.347
External wall-8 Acrated concrete (25¢cm) 0.299
External wall-9 Acrated concrete (30cm) 0.264
External wall-10 Stone wool (3cm) BIMS (19¢m) 0.39
External wall-11 BIMS (25¢cm) 0.329
External wall-12 BIMS (30cm) 0.292
External wall-13 Horizontal Perforated Brick(19cm) 0.458
External wall-14 Acrated concrete (20cm) 0.293
External wall-15 Aerated concrete (25¢cm) 0.259
External wall-16 Aecrated concrete (30cm) 0.231
External wall-17 Stone wool (5¢cm) BIMS (19cm) 0.324
External wall-18 BIMS (25cm) 0.281
External wall-19 BIMS (30cm) 0.253
External wall-20 Horizontal Perforated Brick(19cm) 0.369
External wall-21 Aecrated concrete (20cm) 0.351
External wall-22 Aecrated concrete (25cm) 0.303
External wall-23 Acrated concrete (30cm) 0.266
External wall-24 EPS (3cm) BIMS (19cm) 0.396
External wall-25 BIMS (25cm) 0.334
External wall-26 BIMS (30cm) 0.295
External wall-27 Horizontal Perforated Brick(19c¢m) 0.466
External wall-28 Acrated concrete (20cm) 0.299
External wall-29 Acrated concrete (25¢cm) 0.263
External wall-30 Aecrated concrete (30cm) 0.235
External wall-31 EPS (5cm) BIMS (19cm) 0.331
External wall-32 BIMS (25cm) 0.286
External wall-33 BIMS (30cm) 0.257
External wall-34 Horizontal Perforated Brick(19¢cm) 0.378

While the thermal properties of the layers for the internal wall are given in Table

3.17, the wall U values for scenarios are given in Table 3.18. For the internal walls,

scenarios were used with different thicknesses of the materials used in the exterior walls

(aerated concrete, pumice concrete block, and horizontal perforated brick).

Table 3.17. Layers of internal wall

Position Layer Conductivity | Specific Heat | Density (kg/m®) | Thickness (m)
(W/mK) J/kgK)
Innermost | Gypsum plaster | 0.51 960 1120 0.013
Cement plaster | 0.72 840 1760 0.01
Internal Material
wall
Cement plaster | 0.72 840 1760 0.01
Outermost | Gypsum plaster | 0.51 960 1120 0.013
Table 3.18. Internal wall option list
Internal wall option list Material Thickness (cm) U value
Partition wall-1 Aerated Concrete 8 0.938
Partition wall-2 (Ytong) 10 0.801

(cont. on the next page)
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Table 3.18. (cont.)

Partition wall-3 13.5 0.639
Partition wall-4 15 0.587
Partition wall-5 8 1.032
Partition wall-6 9 0.955
Partition wall-7 Pumice (CB"I‘;\;’;SC;C Block 10 0.888
Partition wall-8 13 0.734
Partition wall-9 15 0.658

Base Case ‘ 8.5 1.192
Partition wall-10 Horlzong“rligfrforated 10 1.079
Partition wall-11 13.5 0.883

The list of base conditions and options for the window frame can be seen in Table
3.19. U values of the window frame vary between 1.554 and 5.869 W.m™. K. These
values were calculated in the DesignBuilder software by entering the material and

thickness.

Table 3.19. Window frame option list

Window frame option list Thickness (m) Conductivity(W/mK) Hesa[:f;/ili(ich) :])(:/lrsr]lg}; U value
Base Case (PVC) 0.024 0.1700 900 1390 3.214
Polyvinylchloride(PVC) | 0.03 0.1700 900 1390 2.886
Polyvinylchloride(PVC) | 0.044 0.1700 900 1390 2.332
Polyvinylchloride(PVC) | 0.052 0.1700 900 1390 2.101
Aluminium 0.06 160 880 2800 5.869
Oak 0.068 0.19 2390 700 1.894
Oak 0.078 0.19 2390 700 1.723
Oak 0.09 0.19 2390 700 1.554

Various ranges are discussed in the literature for heating and cooling setpoints, as
well as air infiltration rates. Some studies reference the ranges of 23.5-28 °C, 24-28 °C,
25-27 °C, 24-28 °C, 25-28 °C, 20-26 °C, 24-26 °C for the cooling setpoint (Carpino et al.
2022; Chen et al. 2022; Long et al. 2023; Mostafazadeh et al. 2023; Saryazdi et al. 2022;
Si et al. 2019; Yildiz and Arsan 2011). The cooling setpoint range for this study was
determined to be 24-28 °C. The heating set point temperature range was determined by
Chen et al. (2022) as 18-22.5 °C, Carpino et al. (2022) as 18-22 °C, Si et al. (2019) as 18-
23 °C, Mostafazadeh et al. (2023) as 20-23 °C, and Y1ldiz and Arsan (2011) as 19-23 °C.
In this study, the minimum temperature for the heating set point was determined as 19
°C, and the maximum temperature was determined as 23 °C.

The lowest coefficient of performance of the heating system was 0.9, while the

highest was 6.29 (Buderus 2024; City Multi 2014). The coefficient of performance range
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for the cooling system is determined between 2.2 and 6 (Mitsubishi Klima 2020; City
Multi 2014).

Schedules for heating and cooling systems were also considered as a design
variable. Three different operating schedules have been created for both heating and
cooling systems. The operating schedule for heating is varied, including always active,
active only in the winter months (December, January, February), and active for seven
months (October, November, December, January, February, March, April). The heating
system is activated depending on the set point during the activated months. Similarly,
three options have been defined for the cooling system: always active, active only during
the summer months (June, July, August), and active for seven months (April, May, June,

July, August, September, October).

3.6. Uncertainty and Sensitivity Analysis of Existing Building

Sensitivity analysis of the case flat was performed in DesignBuilder software. In
sensitivity analysis, the aim is to analyze the sensitivity of design variables on the output.

To run UA/SA in DesignBuilder software, it is first necessary to take a simulation
from the model. After the simulation is taken, the analysis type, outputs, and design
variables are adjusted from the settings option specified in Figure 3.16. For this stage of
the thesis study, the analysis type was selected as 'Uncertainty/Sensitivity Analysis' and
the level was selected as simple. The 'simple' option at the level provides access to only
the most frequently used variable distributions for design variables, and this level is
sufficient for this thesis study.

After determining the analysis type and level, analysis outputs are defined in the
'Outputs' option. Analysis outputs are collected under headings such as comfort, cost,
daylight, energy and loads, environmental impact, and heat gains, as seen in Figure 3.17.
'Discomfort ASHRAE 55(all clo)' and 'total site energy' were selected for this study.

In the next step, design variables need to be defined (Fig. 3.18). For design
variables, the distribution category, distribution curve, and the building zone targeted by
the input must be entered in the DesignBuilder software. The distribution category is a
probability distribution type, and there are two options for this property: Discrete and
continuous. Discrete probability distribution type is defined for list type or numerical
variables. Continuous probability distribution type is used for variables with min and max

numerical values. The distribution curve is a statistical function that describes the
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probabilities of possible values for the design variable (DesignBuilder 2024). There are
various functions such as uniform, normal, lognormal, exponential, triangular, and
binomial. Uniform distribution is used for variables where all situations between the
specified lower and upper variable values have an equal probability of occurring and there
is no probabilistic advantage. The normal distribution has a symmetrical pattern and
shows that data close to the mean occurs more frequently than data far from the mean.
The probability of any value occurring in a normal distribution is determined by
calculating the mean and standard deviation of the data. Target objects indicate the
building zone that is desired to be evaluated for input. With this option, it can be chosen

just one room, two rooms, or the entire building.
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Figure 3.16. 'Edit Parametric, Optimization, and UA/SA Analysis Settings' in
DesignBuilder

After design variables and outputs settings are made, calculation settings related
to the analysis must be made in the UA/SA calculation options box. First, the sampling
method to be used in the uncertainty and insensitivity analysis process should be
determined. Determining the sampling method is an important decision for creating the
input matrix and examining the input-output distributions accordingly. DesignBuilder
software has five different method options for this process: random, random walk, Latin

hypercube sampling, Sobol, and Halton (Figure 3.19).
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Figure 3.19. Editing calculation options for UA/SA in DesignBuilder

In this thesis study, Latin hypercube sampling (LHS) was chosen as the sampling
method. LHS provides effective stratification by dividing the inputs into layers and is a
widely used method in uncertainty and sensitivity analysis as it makes it possible to
evaluate with a relatively small number of samples compared to other methods (Helton
et al. 2006). After defining input-output and sampling selection, the desired number of
samples should be entered in the last stage. Loeppky et al. (2009, 366-376) recommended
the sampling number as 10*n (n is the number of input) for regression methods such as
sensitivity analysis. To obtain the most accurate data in this study, the sample size was

determined as 2000.

3.7. Multi-objective Optimization of Existing Building

In DesignBuilder software, multi-objective optimization is done using the non-
dominated sorting genetic algorithm (NSGA-II) developed by Deb et al. (2002). NSGA-
IT algorithm gives non-dominant results, also known as Pareto optimal results, as a result
of multi-objective optimization.

In NSGA-II, a random initial population is first created. The designer decides how
many individuals will be in this initial population and this is called generation population
size. The solutions obtained from the initial population are ranked according to their

superiority over the Pareto solution. The fast dominant sorting method is used in this

63



sorting. In the fast dominant sorting method, the objective function values of each
individual are examined, and the dominance of the individuals is calculated by comparing
them with other results. In this way, the fitness of each solution is assigned equal to its
non-suppression level (Aksoy 2016). In the next step, binary tournament selection,
crossover, and mutation functions based on the crowding distance approach are applied
to the initial population. NSGA-II uses the crowding distance approach to ensure that the
distribution of the Pareto optimal solution set is equal and balanced (Kocatiirk and
Altunkaynak 2019). In addition, crossover and mutation functions are applied to ensure
diversity in the algorithm and to prevent repetition. The rates of these functions are
entered by the designer as mutation rate and crossover rate. In the last step, the selection
process is performed, and the best non-suppressed solutions (Pareto-front solution set)
are stated.

In this thesis, multi-objective optimization is divided into three scenarios and
progressed with the variables determined to be sensitive. In the first and fourth scenario,
variables related to the building envelope, in the second and fifth scenario, variables
related to the heating and cooling system, and in the third and sixth scenario, all variables

are considered together (Table 3.20).

Table 3.20. Scenarios for multi-objective optimization

Scenario-1 & 4 (Building envelope)

Design Variables Distribution Min value Max value | Option list
category

Window to wall ratio (%) for bedroom Continuous 20 80 -

Window-to-wall ratio (%) for living room | Continuous 20 80 -

and kitchen

Window-to-wall ratio (%) for study room Continuous 20 80 -
Glazing type Discrete - - 16 options
External wall construction Discrete - - 35 options
Infiltration (ac/h) Continuous 0.3 1 -
Shading type Discrete - - 13 options

Natural vent. schedule

Scenario-2 & 5 (HVAC settings)

Heating set-point temperature Continuous 19 23 -
Cooling set-point temperature Continuous 24 28 -
Cooling operation schedule Discrete - - 3 options

Scenario-3 & 6 (Building envelope and HVAC settings)
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To apply these steps in the DesignBuilder software, it is first necessary to run an
hourly, monthly, or annual simulation without running the optimization. Afterward, in
order to start the optimization, objective functions, additional outputs, constraints, and
design variables are entered from the 'Edit Parametric, Optimization, and UA/SA
Analysis Settings' settings (Figure 3.20). No constraints were identified for this study. As
an additional output, energy consumption for cooling is defined to analyze the
overheating problem. Objective functions are defined as thermal discomfort hours and
energy consumption as stated in Section 3.6.1, and design variables are defined as stated
in Section 3.6.2.

After defining the objective functions and design variables and selecting the
analysis type as 'optimization', maximum generations, generations for convergence,
mutation rate, crossover rate, and initial population size data should be entered in the
optimization calculation options section. These data vary depending on the type of
problem, its size, and the number of targets. Ascione et al. (2019) stated that the most
important parameters for the reliability of multi-objective optimization are the maximum

number of generations and generation population size.
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Figure 3.20. Editing objective functions, additional outputs, constraints, and design

variables

Generation population size indicates how many individuals will be in the first

randomly selected population. The larger the population size, the more different solutions
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there are in the same generation. In some studies, it has been stated that it is appropriate
to determine the population size to be between 2 and 6 times the number of design
variables (Ascione et al. 2016; Mukkavaara and Shadram 2021; Ascione et al. 2019;
Mostafazadeh et al. 2023; Rosso et al. 2020; Ascione et al. 2017; D’ Agostino et al. 2023).
Table 3.21 shows the number of variables and population sizes considered in the scenarios

in this study.

Table 3.21. Parameters of genetic algorithm for each scenario

Scenario 1 & 4 Scenario 2 & 5 Scenario 3 & 6
Number of design variables 8 3 11
Generation population size 35 30 30
Maximum generations 100 100 100
Generation for convergence 20 20 20
Mutation rate 0.1 0.2 0.1
Crossover rate 0.9 0.9 0.9

The maximum number of generations indicates how many populations will be
created. The maximum number of generations varies because the problem size of each
scenario is different. In similar studies in the literature, it is seen that this parameter takes
values between 25 and 200 (Abdou et al. 2021; Acar et al. 2021; Ascione et al. 2015;
Bagheri-Esfeh and Dehghan 2022; Baghoolizadeh et al. 2023; Bre and Fachinotti 2017;
Bre et al. 2016; Chaantrelle et al. 2011; D'Agostino et al. 2023; Gao et al. 2023; Magnier
and Haghighat 2010; Mostafazadeh et al. 2023; Mukkavaara and Shadram 2021; Yigit
2021). Considering the problem size and number of variables, the maximum number of
generations was determined as 100.

Generations for convergence are used to decide when to stop optimization
simulations. As the number of generations progresses in the optimization process, the
number of optimum solutions found decreases. If an optimum solution cannot be found
for that number of generations with the value specified in the generations option for
convergence, the optimization process will end. In this study, generations for convergence
were determined as 20.

In addition to these data, crossover rate and mutation rate values can also be
changed in the advanced section of the DesignBuilder calculation options. The mutation

function allows to increase the diversity in the population and the discovery ability of the
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genetic algorithm. A high mutation rate may cause the algorithm to behave randomly and
may extend the optimization time. The mutation rate for this study was determined by
examining similar studies in the literature. In similar studies, it has been analyzed that it
is generally considered as 0.02, 0.05, 0.1 or 0.2 (Abdou et al. 2021; Ascione et al. 2015;
Bagheri-Esfeh and Dehghan 2022; Baghoolizadeh et al. 2023; Bre and Fachinotti 2017,
Bre et al. 2016; Gao et al. 2023; Khani et al. 2022; Magnier and Haghighat 2010; Rosso
et al. 2020; Yigit 2021; Yu et al. 2015). In this study, the mutation rate was taken as 0.1
for scenarios, while in the second and fifth scenario, it was taken as 0.2 due to the small
number of design variables. Another parameter is the crossover rate. The crossover
function enables the production of new individuals. Through the crossover function,
diversity increases, and new solution candidates are produced. When similar studies were
examined, it was analyzed that the crossover rate generally took a value between 0.7 and
1, and the most common value was 0.9 (Abdou et al. 2021; Bagheri-Eshef and Dehghan
2022; Baghoolizadeh et al. 2023; Bre and Fachinotti 2017; Bre et al. 2016; D’ Agostino
et al. 2023; Gao et al. 2023; Gou et al. 2018; Khani et al. 2022; Magnier and Haghighat
2010; Mukkavaara and Shadram 2021; Yigit 2021; Yu et al. 2015). In this study, the

crossover rate for each scenario was considered as 0.9.
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Figure 3.21. Editing calculation options for optimization

After the parameters of the NSGA-II genetic algorithm are determined, these
values are entered in the section shown in Figure 3.21. The algorithm starts looking for

optimum values. There is a limitation in DesignBuilder software for multi-objective
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optimization, and this limitation is that more than one optimization result cannot be stored

at the same time.
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CHAPTER 4
RESULTS AND DISCUSSION

4.1. Measurement Results

In line with the objectives of the thesis, monitoring results for indoor and outdoor
conditions were collected and evaluated between 05.05.2023 00:00 and 01.01.2024 00:00.
While outdoor weather data were obtained from the Bornova Zeytincilik Research Station

of the General Directorate of Meteorology, indoor weather data were obtained from the

HOBO device placed in the case room.

4.1.1. Indoor measurement results

The temperature and relative humidity values of the case room were monitored
between May 5, 2023, and January 1, 2024. Temperature, relative humidity, and light
intensity values observed for eight months are shown in Figures 4.1, 4.2, and 4.3.

Minimum, maximum, and average monthly values are evaluated in Table 4.1. The
highest average temperature is seen in July with 34.5 °C. The difference between
minimum and maximum temperatures is higher for November and December, while it is

between 7-8 °C for the other months. The lowest average temperature is seen in
November with 27.1 °C.
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Figure 4.1. Temperature values of indoor for May 2023 - December 2023
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Figure 4.2. Relative humidity values of indoor for May 2023 - December 2023
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Figure 4.3. Light intensity values of indoor for May 2023 - December 2023

Research emphasizes that relative humidity values, in addition to temperature, are
important for indoor air quality, individual health and comfort, and the optimum relative
humidity value is recommended between 40% and 60% (Wolkoff et al. 2021). It is seen

that the average relative humidity values are outside the specified range in September and
October.
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Table 4.1. Maximum, minimum and average of indoor’s T and RH values in a monthly

202 Minimum Maximum Average
3 - - - - - -
Temperatu Relat} Vel . nght. Temperatu Relat.l Vel nght. Temperatu Relat.1 Vel nght.
re (°C) Humidit | intensit re (°C) Humidit | intensit re (°C) Humidit | intensit
y (%) | y(lux) y (%) | y(lux) y (%) | y(lux)
Ma 3.9 3687.0 442.3
24.0 43.6 31.8 54.3 27.6 48.8
y
Jun 3.9 3646.3 4344
27 47.5 34.1 59.5 30.7 54.6
e
July 31.1 28.8 3.9 384 54.7 4254.6 345 44.1 757.9
Aug 29.7 26.7 3.9 37.8 56.2 5634.3 34.0 43.0 1110.9
Sep 30.4 30.8 3.9 38.2 44.9 8045.4 34.0 37.9 1425.1
Oct 254 30.4 6.5 36.1 45.6 8896.8 31.1 38.6 1400.9
Nov 19.8 36.2 11.8 359 55.1 8288.5 27.1 453 8923
Dec 20.8 36 3.9 31.0 55.9 6998.2 249 47.7 765.9

Thermal discomfort hours were calculated in the 'Climate Consultant' software for

the temperature and relative humidity data obtained from the 8-month monitoring period

(Climate Consultant 2024). In Figure 4.4, it 1s stated that 94% of the total 4416 hours

between May and October were discomfort hours. Blue rectangles indicate the frame that

meets thermal comfort standards. Red dots show monitoring data. The monitoring data

shows that the temperature and relative humidity values are higher than thermal comfort

standards. In Figure 4.5, calculations are made for the months of May and December. For

this period, 80% of 5880 hours were evaluated as discomfort hours.
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Figure 4.4. Psychrometric chart according to monitoring data for May-October
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Thermal discomfort hours calculated according to monitoring data and calculated
in the DesignBuilder software for each month are shown in Table 4.2. To calculate all
hours, the study room is defined as occupied 24/7 in DesignBuilder. From the table, it can
be seen that all hours are thermally uncomfortable in the summer months (June, July,
August). It is noteworthy that especially in September and October, high hours of thermal

discomfort are observed.

Table 4.2. Comparison between monitoring data and model for discomfort hours

Discomfort
N May | June | July | August | September | October | November | December
ours
Monitoring
523 720 | 744 744 720 722 401 144
data
DB model 732 720 | 744 744 720 744 530 340

Heating-cooling energy consumption of the case flat: The electricity and
natural gas energy consumptions of the case flat obtained from the invoices are given in
Table 4.3. The blank spaces in the table are months for which invoices cannot be accessed.
Electricity consumption includes not only cooling but also lighting and appliance use.
Based on these data, the energy consumption of the case flat for heating and cooling can

be evaluated approximately.
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Table 4.3. Heating-cooling energy consumption of the case flat

Electricity (kWh) Heating (natural gas) (kWh)

February 2023 62
March 2023 102
April 2023 45
May 2023 61.983 3
June 2023 51.466 0
July 2023 90.674 0
August 2023 150.452 0
September 2023 215.746 0
Octorber 2023 77.89 0
November 2023 83.012 10
December 2023 59 79

4.1.2. Outdoor measurement results

Temperature, relative humidity, global solar radiation, wind speed, and pressure
values recorded every ten minutes for the Bornova Zeytincilik Research Station were
received from the General Directorate of Meteorology. These data, recorded every ten
minutes, were converted into hourly averages to prepare the outdoor climate data file.

With this hourly data, graphs were created between January 2023 and December 2023.
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Figure 4.6. Temperature values of outdoor for January 2023 - December 2023
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Figure 4.6 shows hourly temperature data. Table 4.4 shows the monthly minimum,
maximum, and average temperature and relative humidity values. According to this table,
the month with the highest average temperature is July, with 30.7 °C. July is followed by
August, September, and June. The month with the highest minimum and maximum
temperature difference is November. The average lowest temperatures are seen in
November and December.

Figure 4.7 shows that relative humidity values are recorded to be relatively high,
especially in November and December. Average outdoor relative humidity values vary
between 19% and 100%. It was determined that the month with the highest average

relative humidity value was December. The lowest average relative humidity is in July.
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Figure 4.7. Relative humidity values of outdoor for January 2023 - December 2023

Data recorded between May and December are available for global solar radiation.
Figure 4.8 shows that global solar radiation is higher in May, June, July, and August than
in September, October, November, and December. It was determined that the monthly

average of global solar radiation was highest in July with 322.2 W/m? and lowest in
December with 66.75 W/m? (Table 4.4).
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Figure 4.8. Global solar radiation for May 2023 - December 2023

Table 4.5 shows the minimum, maximum, and average values of monthly wind

speed. The average wind speed was highest in September with 2.58 m/sec, and lowest in

December with 1.76 m/sec. It is seen that atmospheric air pressure is lower on some days

compared to other days, especially in November and December, in its one-year values.

Low pressure creates rising air, it starts to rain as it rises. At high pressure, descending

air movements occur; in this case, the weather becomes frosty.

Table 4.4. Maximum, minimum and average of outdoor’s temperature and relative
humidity values in a monthly

2023 Minimum Maximum Average
Relative | Global Relative | Global Relative | Global
Humidit solar Humidit solar Humidit solar
Temperatu | =00 | adiatio | TP | o0 | radiatio | SR | 0r | radiatio
re (°C) y e . re (°C) y (o . re (°C) y{re .
(W/m?) (W/m?) (W/m?)
Jan 4.4 77.5 11.7 84.5 9.1 80.8
Febr 1.8 70.5 4.9 100 3.7 89.6
Marc
N 5.4 84.5 9.1 96.5 7.2 90.5
April 1.8 70.5 153 100 8.1 90.8
May 8.8 26 0 352 100 975.4 20.6 69.7 230.1
June 17.2 27 0 35.7 100 990.2 25.7 65.6 289.2

(cont. on the next page)
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Table 4.4.(cont.)

July 18.5 20 0 43.2 93 993 30.8 49.2 3222
Aug 19.8 21 0 40.9 97 915.6 29.5 61.8 266.6
Sept 16.2 27 0 34.7 100 828.5 26.0 59.9 177.7
Oct 10.6 29 0 32.0 100 716.2 204 73.2 147.6
Nov 24 39 0 30.6 100 642.1 17.3 79.9 87.5
Dec 4.5 44 0 23.6 100 499.2 133 84.9 66.75

Table 4.5. Maximum, minimum and average of outdoor’s global solar radiation, wind
speed and pressure values in a monthly

2023 Minimum Maximum Average

Wind Wind Pressure | Wind Wind Pressure | Wind Wind Pressure
Speed | direction | (hPa) Speed | direction | (hPa) Speed | direction | (hPa)

(m/sec) (m/sec) (m/sec)

Jan 0.1 0 1015.7 6.5 3375 | 10249 | 21 147 1 10217
Febr 0.1 0 1012 11.7 3375 | 10213 2.4 3.1 | 10159
March | ¢ 0 1012.6 7.8 3375 | 10168 | 22 138.8 | 1014.6
April 0.1 0 1001.95 | 11.7 3375 | 10135 | 22 1544 | 1005.8
May 0.27 213 10044 | 485 335.1 | 10206 | 2.19 142.7 1012

June 0.25 15.3 1002.1 | 5.13 322.1 1 10155 | 217 149.9 1 1009.5
July 0.35 19.5 1001.6 | 5.93 308 10162 | 2.51 144.45 1 1009.1

Aug 0.38 233 10032 | 5.97 280.3 10135 | 2.36 1629 | 1007.5

Sept 0.33 28.8 1002.7 | 5.67 277.5 1016.6 | 2.58 128.06 | 1011.3

Oct 0.33 18.1 1009.1 7.38 295.8 1020.5 1.85 142.4 1015.7
Nov 0.32 24 985.6 7.67 298.1 1020.5 1.98 161.6 1012.9
Dec 0.28 34.3 999.9 5.70 301.6 1030.9 1.76 132.7 1017.0

4.2. Calibration Results

The temperature and relative humidity values collected by the data logger in the
study room were calibrated according to the error indices specified in ASHRAE
Guideline 14. These error indices are root mean squared error (RMSE) and mean bias
error (MBE). These error indices are acceptable among simulated and monitored hourly
temperature data according to ASHRAE standards when RMSE is below +30%, and MBE
is below £10% (ASHRAE Guideline 14 2002).
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Table 4.6. RMSE and MBE results for each simulation

Calibration-1 Calibration-2 Calibration-3
RMSE (%) MBE (%) RMSE (%) MBE (%) RMSE (%) MBE (%)
May 15.25 14.45 12.25 11.25 8.76 7.44
June 14.32 13.79 11.49 10.84 8.91 8.02
July 11.07 10.75 8.48 8.08 6.77 6.23
August 16.29 15.59 13.69 12.86 11.36 10.33
September 8.12 6.79 6.07 4.12 4.67 1.37
October 7.64 1.03 7.78 -1.81 8.81 -5.25
November 11.29 3.85 11.33 3.31 10.26 -1.27
December 13.87 10 13.87 10 9.62 3.31
Calibration-4 Calibration-5 Calibration-6
RMSE (%) | MBE (%) RMSE (%) MBE (%) RMSE (%) | MBE (%)

May 5.51 2.96 6.24 4.08 6.24 4.08
June 5.46 3.54 6 4.34 6 4.34
July 3.57 1.85 3.81 2.3 3.81 2.3
August 7.02 5.13 7.45 5.7 7.45 5.7
September 5.27 -3.26 4.8 -2.4 4.83 -2.48
October 11.19 -9.25 10.4 -8.2 6.47 -0.07
November 10.77 -5.23 10.2 -3.4 9.4 -2.03
December 8.75 -2.62 8.48 -0.14 8.48 -0.14

The calibration process was carried out for eight-months period between 5 May
00:00 2023 and 1 January 00:00 2024. Calibration steps proceeded in line with the steps
specified in Section 3.5.4. Figure 4.9 shows the graph of temperature data from the
simulation and monitoring temperature data. Table 4.6 gives the RMSE and MBE error

rates calculated for each calibration step.
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4.3. Simulation Results

4.3.1. Simulation Results with HVAC

Heating and cooling systems were activated in each of the bedroom, study room,
and living room and kitchen while the simulation results were being obtained. Since the
study room was never used during the calibration process, occupancy was not defined,
but when the simulation results were obtained, it was assumed that one person lived in
the house and each room was used. In this context, an occupancy schedule has been

assigned to the study room (Table 4.7).

Table 4.7. The occupancy schedule of living room and kitchen and bedroom

Occupancy of... Occ. Density Period: Day Occupied hours
(people/m?)
Study Room Weekdays 13:00-15:30
17:00-20:00
0.095
Weekends 13:00-15:30
17:00-20:00

In Table 4.8, the results obtained from the simulation are stated monthly and
annually. Annual thermal discomfort hours are 402.83 hours, and especially in July and
August, thermal discomfort hours are higher than other months. The energy consumption
for cooling is 1507.98 kWh annually, and the energy consumption for heating is 437.42
kWh annually. Annual carbon emissions are 995.88 kgCO,e’dir. The area of the heated

and cooled zone is 39 m?. Energy consumption per square meter is 49.8 kWh/m?.

Table 4.8. Results of simulation

Cooling Heating CO; emission Discomfort hours

energy(kWh) | energy(kWh) (kgCOze) (hrs)
January 0.86 283.87 53.76 122.46
February 21.32 42.06 20.8 12.14
March 11 64.65 18.79 18.9
April 25.55 29.89 21.09 8.09
May 125.28 0 75.92 8.63
Tune 226.85 0 137.47 29.38
July 314.39 0 190.52 54.53
August 346.6 0 210.04 68.29

(cont. on the next page)
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Table 4.8. (cont.)

September 240.06 0 145.47 25.08
October 114.46 0 69.36 22.67
November 49.38 6.07 31.06 28.83
December 32.18 10.85 21.54 3.76

Annual 1507.98 437.42 995.88 402.83

4.3.2. Simulation Results without HVAC

It will be more apparent to detect an overheating problem when the heating and
cooling systems are passive. This part aims to analyze the thermal comfort situation of
the case flat without using the heating-cooling system. All other model data remained the
same. Only the HVAC system was turned off for this section. In this case, annual thermal
discomfort hours are calculated as 2222.55 hours. One-year graphs created with hourly
PMYV and PPD values are shown in Figures 4.10 and 4.11.

Figure 4.10 shows high temperatures in spring, summer and autumn, causing
thermal discomfort hours. Similarly, in Figure 4.11, PPD values are always 100% in
summer and autumn. When heating-cooling systems are passive, the high number of

hours of thermal discomfort throughout the year, especially in the summer and autumn

months, is noteworthy.
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Figure 4.10. PMV graph for simulation without HVAC (red lines for acceptable range)
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Figure 4.11. PPD graph for simulation without HVAC

4.4. Uncertainty and Sensitivity Analysis Results

4.4.1. Uncertainty Analysis Results

Uncertainty analysis shows the values that the outputs can take according to the
upper and lower values determined for the design variables. The values of the design
variables and value ranges specified in Section 3.6.2 and the thermal discomfort hours
and annual energy consumption outputs for 2000 samples are shown in Figures 4.12 and
4.13.

The average of the outputs calculated for the thermal discomfort hours output is
1301.3 hours. The minimum decreased to 184.2 hours, the maximum increased to 2605.6
hours, and the median value was 1373.3 hours (Table 4.9). The standard deviation of the
outputs taken for thermal discomfort hours is 613.8. Since the standard deviation is not

close to the mean value, it is understood that the diversity of the variables is high.
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The lowest value in annual energy consumption output is 588.3 kWh, the highest
value is 3298.7 kWh, and the median value is 1544.1 kWh. While the average of energy
consumption outputs is 1603.9 kWh, the standard deviation is 462.9. Since this standard
deviation value is not close to the mean value, it can be interpreted that the diversity is

high for these variables.

Table 4.9. Summary statistics of uncertainty analysis

For discomfort hours For energy consumption
Mean 1301.3 1603.9
Standard deviation 613.8 462.9
Min 184.2 588.3
Median 1373.3 1544.1
Max 2605.6 3298.7

4.4.2. Sensitivity Analysis Results

The sensitivity analysis discussed in the study is a regression analysis that
examines the relationships between design variables and objective functions. In this
analysis, the dependent variables are thermal discomfort hours and total energy
consumption, while the independent variables are the design variables specified in
Section 3.6.2. Since there is more than one design variable, the regression analysis is
multiple regression analysis.

In multiple regression analyses, analysis can be interpreted according to the
coefficient of determination (R?) and p-value obtained as a result of the analysis. The
coefficient of determination (R?) gives the rate at which the changes in the dependent
variable are explained by the independent variables (Yiiziik 2019, 51). It has been stated
that since there is more than one independent variable in multiple regression analyses,
using the coefficient of determination is not efficient, and instead, using the adjusted
coefficient of determination will give more accurate results (Koutsoyiannis 1989, 101).
The closer the R? coefficient is to 1, the more meaningful the model is, and it is concluded
that the relationship between input and output can be fully fitted into the regression curve
(Ulukavak Harputlugil 2009). The model is assumed to be acceptable when the adjusted
R? coefficient is 0.7 and above. The ‘p’ value or probability value is used to tell whether
the model is statistically meaningful or not. The fact that the p-value is less than 0.05
indicates a significant difference in the result of the dependent variables when the

independent variables take different values.
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In sensitivity analysis, a type of multiple regression analysis, the sensitivity
indicator must also be determined to make a sensitivity assessment. There are sensitivity
indicators such as Partial Correlation Coefficient (PCC), Partial Rank Correlation
Coefficient (PRCC), Standardized Rank Regression Coefficient (SRRC), and
Standardized Regression Coefficient (SRC). SRC sensitivity indicator is widely used in
building energy analysis studies (Tian 2013). For this study, the SRC sensitivity indicator,
which is also used in the DesignBuilder software, is used. The SA results show the SRC
for each variable, which are ranked in order of sensitivity. The magnitude of each SRC
value signifies the relative influence of the input on the output, and the sign indicates
whether there is a direct or inverse relationship. If the SRC value of the design variable
is less than 0.05, it is considered to have low sensitivity, if it is between 0.05 and 0.2, it
is considered to have medium sensitivity, and if it is greater than 0.2, it is considered to
have high sensitivity.

When there are very dominant design variables in the sensitivity analysis,
conclusions may be drawn that the other variables are not sensitive compared to the
dominant variables. However, they may be sensitive (DesignBuilder Case Study). In this
case, the p values of these variables will also be high, and this analysis needs to be
improved.

In this thesis study, sensitivity analyses for thermal discomfort hours and energy
consumption are given under subheadings. Since some design variables remained
dominant in the first step of the sensitivity analysis for both objective functions, the
dominant variables were removed, and the second sensitivity analysis was performed. In
the second sensitivity analysis, it is seen that there is a retrofit in the p values of the
variables.

Sensitivity Analysis for Discomfort Hours: Design variables of high sensitive
for thermal discomfort hours are heating and cooling set points (Fig. 4.14). These
variables are directly related to the thermal discomfort hours output. The cooling setpoint
has a positive sensitivity coefficient, while the heating setpoint has a negative SRC
coefficient. This shows that as the cooling set point increases, the hours of thermal
discomfort will increase, and as the heating set point increases, the hours of thermal
discomfort will decrease. As seen from the graph in Figure 4.14 and the SRC values given
in Table 4.10, heating and cooling set points remained quite dominant compared to other

variables and the p values of some variables were high. For this situation, the heating and
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cooling set point variables that were too dominant were removed, and the sensitivity

analysis was repeated with 2000 samples.
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Figure 4.14. Sensitivity analysis graph for discomfort hours (SA-1)

Table 4.10. Adjusted R Squared, SRC and p values for discomfort hours (SA-1)

For Discomfort Hours

Adjusted R squared value 0.8818
Variable Standardized Regression Coefficient

(SRC) p value
Cooling set-point temperature (°C) 0.8342 0.0000
Heating set-point temperature (°C) -0.4113 0.0000
Shading type (No Units) 0.1046 0.0000
Glazing type (No Units) -0.0770 0.0000
Infiltration (ac/h) 0.0610 0.0000
WWR living room and kitchen (No -0.0595 0.0000
Units)
WWR bedroom (No Units) -0.0404 0.0000
WWR study room (No Units) -0.0273 0.0004
Ext.ernal wall construction (No -0.0149 00537
Units)

(cont. on the next page)
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Table 4.10.(cont.)

Heating operation schedule (No -0.0083 02823
Units) ) )
Cooling system seasonal CoP (No

Units) -0.0043 0.5795
Nat vent max temp difference

(deltaC) -0.0035 0.6459
Heating system seasonal CoP (No -0.0019 0.8050
Units) ) )
Partition construction (No Units) 0.0015 0.8422
Window frame type (No Units) 0.0013 0.8627
Coghng operation schedule (No 0.0005 09532
Units)

In the second sensitivity analysis, the most sensitive variable was the shading type,
with an SRC value of 0.5855 (Fig. 4.15). The second most sensitive design variable was
the window-to-wall ratio of the living room and kitchen. It is inferred that as the window-
to-wall ratio decreases, the number of hours of discomfort increases. The infiltration rate
1s the third most sensitive variable; its SRC value is 0.3590. Since the SRC value is
positive, thermal discomfort hours will increase as the infiltration rate increases. The
infiltration rate is followed by the window-to-wall ratio of the bedroom and study room.
These five design variables are highly sensitive to the output of thermal discomfort hours.
Glazing type, cooling operating schedule, and natural ventilation activity schedule are
moderately sensitive variables for discomfort hours. Heating system operating schedule,
external and internal wall type are design variables with low sensitivity, and their SRC
values are low (Table 4.11). p values for performance coefficients of heating-cooling
systems and frame type were higher than the accepted range. The reason for this is that
these variables have almost no effect on thermal discomfort hours.

As a result, from these two sensitivity analyses, it is concluded that the sensitive
variables for the thermal discomfort hours output are heating setpoint, cooling setpoint,
shading type, window-to-wall ratios for each room, and infiltration rate. Variables with
low sensitivity for thermal discomfort hours are heating system operating schedule,
external and partition wall type, heating-cooling system performance coefficients, and

frame type.
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Figure 4.15. Sensitivity analysis graph for discomfort hours (SA-2)

Window frame type

Table 4.11. Adjusted R Squared, SRC and p values for discomfort hours (SA-2)

For Discomfort Hours

Adjusted R squared value 0.8962
Variable Standardized Regression Coefficient

(SRC) p value
Shading type (No Units) 0.5855 0.0000
Glazing type (No Units) 0.1453 0.0000
Infiltration (ac/h) 0.3590 0.0000
WWR living room and kitchen
(No Units) -0.4763 0.0000
WWR bedroom (No Units) -0.3014 0.0000
WWR study room (No Units) -0.2767 0.0000
External wall construction (No Units) -0.0222 0.0022
Heating operation schedule (No Units) 0.0503 0.0000
Cogling system seasonal CoP (No 0.0120 00971
Units)
Nat vent max temp difference (deltaC) -0.0815 0.0000
Heating system seasonal CoP (No 20.0127 0.0785

Units)

(cont. on the next page)

86



Table 4.11.(cont.)

Partition construction (No Units) 0.0466 0.0000
Window frame type (No Units) -0.0063 0.3854
Cooling operation schedule (No Units) 0.1079 0.0000

Sensitivity Analysis for Energy Consumption: The most sensitive variable for
energy consumption was the infiltration rate, with a sensitivity coefficient of 0.6201
(Table 4.12). As the infiltration rate increases, energy consumption also increases. The
second most sensitive variable is the heating set point, with a sensitivity coefficient of
0.4799 (Fig. 4.16). Heating set point is followed by glazing type (sensitivity coefficient
is -0.4241), cooling set point temperature (sensitivity coefficient is -0.2571), and shading
type (sensitivity coefficient is 0.1957). These five design variables appear to remain
dominant as sensitive variables. The second sensitivity analysis for energy consumption

was conducted by removing these five variables.
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Figure 4.16. Sensitivity analysis graph for energy consumption (SA-1)
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Table 4.12. Adjusted R Squared, SRC and p values for energy consumption (SA-1)

For Energy Consumption

Adjusted R squared value 0.95
Variable Standardized Regression Coefficient

(SRC) p value
Infiltration 0.6201 0.0000
Heating set-point temperature 0.4799 0.0000
Glazing type -0.4241 0.0000
Cooling set-point temperature -0.2571 0.0000
Shading type 0.1957 0.0000
External wall construction -0.1210 0.0000
wwr bedroom 0.1169 0.0000
wwr study room 0.1031 0.0000
wwr living room and kitchen 0.0579 0.0000
Nat vent max temp difference -0.0254 0.0000
Window frame type -0.0203 0.0001
Heating system seasonal CoP -0.0159 0.0015
Partition construction -0.0083 0.0991
Cooling system seasonal CoP -0.0074 0.1383
Heating operation schedule 0.0046 0.3580
Cooling operation schedule 0.0042 0.4076

In the second sensitivity analysis, it is seen that the window-to-wall ratios of the
rooms are sensitive variables for energy consumption (Figure 4.17). As the window-to-
wall ratios increase, the energy consumption of the case flat also increases. External wall
type is a moderately sensitive design variable for energy consumption. The sensitivity
coefficient is -0.1140. Heating and cooling systems operating schedule and performance
coefficients, natural ventilation schedule, frame type, and partition wall type are design

variables with low sensitivity coefficients for energy consumption (Table 4.13).

Table 4.13. Adjusted R Squared, SRC and p values for energy consumption (SA-2)

For Energy Consumption

Adjusted R squared value 0.9851
Variable Standardized Regression Coefficient

(SRC) p value
wwr study room 0.6125 0.0000
wwr bedroom 0.6049 0.0000
wwr living room and kitchen 0.5144 0.0000
External wall construction -0.1140 0.0000
Cooling system seasonal CoP -0.0373 0.0000
Nat vent max temp difference -0.0351 0.0000
Cooling operation schedule -0.0106 0.0001
Heating system seasonal CoP -0.0084 0.0023
Window frame type -0.0061 0.0262
Partition construction 0.0042 0.1228
Heating operation schedule -0.0009 0.7439
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Figure 4.17. Sensitivity analysis graph for energy consumption (SA-2)

Sensitivity Analysis for both Objective Functions: It is necessary to evaluate
the two outputs together to decide which design variables to consider in the multi-
objective optimization process. Table 4.14 shows the sensitivity levels of design variables
for energy consumption and thermal discomfort hours. Cooling set point, heating set
point, shading type, glass type, infiltration rate, window-to-wall ratio for each room,
external wall type, natural ventilation schedule, and cooling system operating schedule
are sensitive design variables. It is seen that the heating system operating schedule,
performance coefficients of heating and cooling systems, frame type, and partition wall
type are design variables with low sensitivity for both variables. Therefore, these five
design variables will not be considered for multi-objective optimization. In multi-
objective optimization, faster and more efficient results were obtained with fewer design

variables.
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Table 4.14. Sensitivity degrees of design variables for thermal discomfort hours and

energy consumption (White lines for discomfort hours)

High sensitive Medium sensitive Low sensitive

Cooling set-point
temperature
Heating set-point
temperature
Shading type

e B E b

Glazing type X

Infiltration (ac/h)

wwr living room and
kitchen
wwr bedroom

wwr study room

et E e A B T B

External wall X
construction X

Natural ventilation X

Cooling operation X
schedule X

4.5. Multi-objective Optimization Results

In this study, multi-objective optimization results were examined under three
scenarios. In the first scenario, the building envelope and its features are discussed, and
in the second scenario, the heating-cooling system and its features are discussed. In the
third scenario, both the building envelope and its features and the heating-cooling system
and its features are considered design variables. Five optimal variables for each scenario
were examined in detail. Among these optimal results, the results with the least thermal
discomfort hours, the least energy consumption, and those at the midpoint of the optimal
results were selected to be analyzed. The other two optimal results considered are the
lower and upper middle values according to the middle optimal result. The results for

each scenario are given in the subheadings.
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Multi-objective optimization results for scenario 1: For the first scenario,
building envelope materials and properties were considered as design variables and the
maximum number of generations is 100 and population size is 30. The heating and
cooling system is set to be active 24/7. The heating set point is 18-20 °C, and the cooling
set point is 26-28 °C for the bedroom. The heating set point is 19-21 °C, and the cooling
set point is 24-26 °C for the living room and kitchen and study room.

In the first scenario, where building envelope materials and properties were
discussed, 52 optimal results were found. Figure 4.18 shows the distribution of optimal
results and other results. In all optimal results, energy consumption decreased while
thermal discomfort hours increased. This is likely due to the type of shading where the
base case is not added as an option. For all other design variables, the base case has also
been added as an option.

In the optimal result 1.1, where the annual energy consumption is minimum, it is
seen that the energy consumption is 619.2475 kWh, the discomfort hours are 703.47
hours, and the energy consumption for cooling is 493.773 kWh (Table 4.15). In this case,
the window-to-wall ratios were determined as 21% for the living room and kitchen, 23%
for the study room, and 29% for the bedroom. The glass type with a U value of 1.172
W.m2 K and the external wall type with a U value of 0.235 W.m2 K were selected. The
angle of the shading element was determined as 20 degrees, and the infiltration rate was
determined as 0.3 ac/h. Natural ventilation is activated at specified schedule when the
outside temperature is lower than the indoor temperature.

The optimal result between the median optimal value and the optimal value at
which energy consumption is minimum is evaluated in optimal results 1.2. In this
sampling, the window-to-wall ratio was determined as 40% for the living room and
kitchen, 24% for the study room, and 48% for the bedroom. The infiltration rate is 0.3
ac/h, and natural ventilation is active when the indoor temperature is higher than the
outside temperature. The shading type is the case where the angle is zero and the glass
type is the 15th option where the U value is 1.164 W.m™ K. This is the case where a 30-
centimeter pumice block is used as the external wall type, and insulation is provided with
5 centimeter stone wool. With these design variables, annual energy consumption was
calculated as 700.2 kWh, annual cooling consumption was calculated as 618.9 kWh, and

thermal discomfort hours were calculated as 550.87h.
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Figure 4.18. Multi-objective optimization result graph for scenario-1 (Purple dot: base
case)

The result at the midpoint of the optimal results is optimal result 1.3. For this
situation, energy consumption was calculated as 819.12 kWh, thermal discomfort hours
as 508.91 hours, and consumption for cooling as 756.31 kWh. In this case, the window-
to-wall ratios are designed as 50% for the living room and kitchen, 23% for the study
room, and 67% for the bedroom. It was calculated to select the 13th glass type with a U
value of 1.172 W.m2 K and a SHGC value of 0.534. For glass type-13, 4 mm low-
emissivity glass and 12 mm argon gas are used. The shading type was chosen when the
angle of the blades was 0 degrees. The external wall type was 30 centimeters of aerated
concrete with 5 cm stone wool insulation and a U value of 0.231 W.m™.K. Infiltration
rate is considered as 0.3 ac/h. Natural ventilation will be activated when the outside
temperature is lower than the indoor temperature within the specified schedule.

The optimal result is the solution between 1.4, the median optimal value, and the
optimum result with minimum thermal discomfort hours. In this sampling, the angle of
the shading element is 0 degrees, the glass type is 4cm low-emission glass, and there is
I12mm argon gas between it. Insulation on the external wall was provided with 5
centimeters of EPS and 30 centimeters of aerated concrete was used as the material.

Window-to-wall ratios is 76% for the living room, 24% for the study room, and 76% for
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the bedroom. Natural ventilation is active according to schedule. With these values of the
design variables, the annual energy consumption of the case flat is 1006.1 kWh, the

energy consumption for cooling is 949.86 kWh, and the discomfort hours are 469.38h.

Table 4.15. Objective functions and design variables for optimal results in scenario-1

Optimal result 1.1 | Optimal Optimal Optimal Optimal result
(min energy) result 1.2 result 1.3 result 1.4 1.5(min discomfort)
Iteration 2885 2732 3061 2991 1343
Generation 94 89 99 97 44
Energy Consumption
619.25 700.2 819.12 1006.1 1295.65
(kWh)
Discomfort hours (h) 703.47 550.87 508.91 469.38 448.08
Cooling (kWh) 493.77 618.9 756.31 949.86 1248.51
WWR living room
21 40 50 76 80
(%0)
Glazing type Glazing Glazing Glazing
Glazing type-13 Glazing type-13
type-15 type-13 type-13
Shading type Angle:20 Angle:0 Angle:0 Angle:0 Angle:0
WWR study room
23 24 23 24 53
(%0)
WWR bedroom (%) 29 48 67 76 79
External wall type External External External
External wall-30 External wall-30
wall-19 wall-16 wall-30
Infiltration (ac/h) 0.3 0.3 0.3 0.3 0.3
Nat. Vent. Natural
Natural o
ventilation
Natural ventilation
only Active
ventilation only only ) ) )
operates according Active according to
operates operates
when Outdo to schedule
when OutdoorTe | when Outdo
orTemp < schedule
mp < IndoorTemp orTemp <
IndoorTem
IndoorTemp
p

In the optimal result 1.5, where the annual thermal discomfort hours are lowest,
the thermal discomfort hours were reduced to 448.08 hours. While annual energy
consumption is 1295.65 kWh, energy consumption for cooling is 1248.51 kWh. In this
case, the shading type is the option with an angle of 0 degrees. Window-to-wall ratios are

determined as 80% for the living room, 53% for the study room, and 79% for the
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bedroom. The glass type is the type in which 4 cm low-emission glasses are used, and a
12 mm gap is left in between with argon gas. External wall type is the 30th option, using
5 cm EPS insulation and 30 centimeters of aerated concrete. The infiltration rate is 0.3
ac/h, and natural ventilation is active according to schedule.

Multi-objective optimization results for scenario 2: There are a total of 242
samples for scenario-2 design variables, so multi-objective optimization was completed
before reaching the number of generations. There are 39 optimal results in the Pareto-
front solution set in Figure 4.19. Compared to the base case, thermal discomfort hours
increased in samples where energy consumption decreased, and energy consumption
increased in samples where thermal discomfort hours decreased. There is no sample
where both objective functions decrease compared to the base case.

In the optimal result where energy consumption is minimum, annual energy
consumption is reduced to 990.47 kWh and energy consumption for cooling is reduced
to 682.95 kWh (Table 4.16). Thermal discomfort hours increased to 2174.62 hours. For
these outputs, the heating setpoint is set at 19 °C, and the cooling setpoint is set at 28 °C.

The cooling system will be active during the summer months (June, July, August).
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Figure 4.19. Multi-objective optimization result graph for scenario-2 (Purple dot: base
case)
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For the second optimal result, the heating set point was set at 20.5 °C, and the
cooling set point was set at 25 °C. The cooling system is active during the summer
months. With these variables, annual energy consumption was calculated as 1330.22
kWh, and energy consumption for cooling was calculated as 837.95 kWh. Thermal
discomfort hours are 1322.22 hours.

In the third optimal result, the cooling system is active from April to October, and
the set point is 28 °C. The heating set point is 20.5 °C. In this case, annual energy
consumption is 1619.53 kWh, energy consumption for cooling is 1310.34 kWh, and

discomfort hours are 829.46 hours.

Table 4.16. Objective functions and design variables for optimal results in scenario-2

Optimal result Optimal Optimal Optimal Optimal result
2.1 (min energy) | result2.2 | result2.3 | result2.4 | 2.5(min discomfort)
Iteration 116 28 147 22 159
Generation 5 1 8 0 9
Energy Consumption
990.47 1330.22 1619.53 1982.97 2837.91
(kWh)
Discomfort hours (h) 2174.62 1322.22 829.46 379.05 186.63
Cooling (kWh) 682.95 837.95 1310.34 1313.69 1578.144
Heating set-point temp.
P P 19 20.5 19 21.5 23
(°O
Cooling set-point temp.
gsep P 28 25 24.5 24.5 24
)
Cooling operation June- April- April-
June-August On 7/24
schedule August October October

For the fourth optimal result, the heating set point was determined as 21.5 °C, and
the cooling set point was determined as 24.5 °C. The cooling system is active between
April and October. Annual energy consumption is 1982.97 kWh, energy consumption for
cooling is 1313.69 kWh and discomfort hours are 379.05 hours.

In the fifth optimal result, where the discomfort hours were minimum, the
discomfort hours were reduced to 186.63 hours. Annual energy consumption is 2837.91
kWh, and energy consumption for cooling is 1578.14 kWh. The heating set point is 23
°C, and the cooling set point is 24 °C. The cooling system is active throughout the year.

Multi-objective optimization results for scenario 3: In the multi-objective
optimization, where the building envelope and its features and the heating-cooling system

and its features were considered as design variables, the maximum generations is 100,
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and the population size is 30. Ninety-nine optimal results were found. Figure 4.20 shows
the Pareto-front and other simulation results. In 34 of the 99 optimal results, both thermal
discomfort hours, energy consumption for cooling, and total annual energy consumption

decreased.
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Figure 4.20. Multi-objective optimization result graph for scenario-3 (Purple dot: base
case)

In the optimal result 3.1, where the annual energy consumption is minimum, it is
seen that the energy consumption is 375.56 kWh, the discomfort hours are 2381.54 hours,
and the energy consumption for cooling is 321.12 kWh (Table 4.17). In this case, the
window-to-wall ratios were determined as 29% for the living room, 27% for the study
room, and 37% for the bedroom. The glass type with a U value of 1.164 W.m™2.K and the
external wall type with a U value of 0.257 W.m2.K were selected. The angle of the
shading element was determined as 15 degrees, and the infiltration rate was determined
as 0.3 ac/h. The heating set point is 19 °C, and the cooling set point is 28 °C. The cooling
system 1is active between April and October. Additionally, natural ventilation will be
active for the period specified in the schedule.

The optimal result between the median optimal value and the optimal value at

which energy consumption is minimum is evaluated in optimal results 3.2. In this
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sampling, the window-to-wall ratio was determined as 37% for the living room, 26% for
the study room, and 34% for the bedroom. The infiltration rate is 0.3 ac/h, and natural
ventilation is active according to schedule. The shading type is the case where the angle
is ten degrees, and the glass type is the 13th option where the U value is 1.172 W.m™2.K.
This is where 25-centimeter aerated concrete is used as the external wall type, and
insulation is provided with 5-centimeter stone wool. The heating setpoint temperature is
19 °C while the cooling setpoint is 26 °C, and the cooling system is active during the
summer months (June, July, August). With these design variables, annual energy
consumption was calculated as 700.2 kWh, annual cooling consumption as 618.9 kWh,

and thermal discomfort hours as 550.87h.ive for the period specified in the schedule.

Table 4.17. Objective functions and design variables for optimal results in scenario-3

Optimal result 3.1 | Optimal Optimal Optimal Optimal result
(min energy) result 3.2 result 3.3 result 3.4 3.5(min discomfort)
Iteration 1791 2592 2347 2547 2454
Generation 67 95 86 93 90
Energy Consumption
375.56 504.26 611.21 706.26 1270.17
(kWh)
Discomfort hours (h) 2381.54 1144.67 558.8 250.16 97.96
Cooling (kWh) 321.12 466.82 572.66 597.13 1216.6
WWR living room (%) 29 37 33 30 78
Glazing type Glazin Glazin, Glazin,
8P Glazing type-15 £ £ £ Glazing type-13
type-13 type-13 type-13
Shading type Angle: 15 Angle: 10 Angle: 10 Angle: 5 Angle: 0
WWR study room (%) 27 26 26 26 62
WWR bedroom (%) 37 34 35 37 78
External wall type External External External
External wall-33 External wall-34
wall-15 wall-15 wall-15
Infiltration (ac/h) 0.3 0.3 0.3 0.3 0.3
Heating set-point temp.
ssep P 19 19 19 21 21
(°O
Cooling set-point temp.
28 26 24 24 24
)
Nat. Vent. Active Active Active
Active according Active according to
according to | according to | according to
to schedule schedule
schedule schedule schedule
Cooling operation ) April-
April-October June-August On 7/24 On 7/24
schedule October
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The result at the midpoint of the optimal results is optimal result 3.3. For this
situation, energy consumption was calculated as 611.21 kWh, thermal discomfort hours
as 558.8 hours, and consumption for cooling as 572.66 kWh. In this case, the window-to-
wall ratios are designed as 33% for the living room, 26% for the study room, and 35% for
the bedroom. It was calculated to select the 13th glass type with a U value of 1.172 W.m"
2 K and a SHGC value of 0.534. For glass type-13, 4 mm low-emissivity glass and 12 mm
argon gas are used. The shading type was chosen when the angle of the blades was 10
degrees. The external wall type was 25 centimeters of aerated concrete with 5 cm stone
wool insulation and a U value of 0.259 W.m™2 K. The infiltration rate is 0.3 ac/h. Natural
ventilation will be activated according to schedule. The heating set point is 19 °C, and the
cooling set point is 24 °C. The cooling system is active between April and October.

The optimal result is the solution between 3.4, the median optimal value, and the
optimum result with minimum thermal discomfort hours. In this sampling, the angle of
the shading element is 5 degrees, the glass type is 4cm low-emission glass, and there is
12mm argon gas between it. Insulation on the external wall was provided with 5
centimeters of stone wool and 25 centimeters of aerated concrete was used as the material.
Window-to-wall ratios are 30% for the living room, 26% for the study room and 37% for
the bedroom. Natural ventilation is active according to schedule. The heating set point is
19 °C, and the cooling set point is 24 °C. The cooling system is active between April and
October. With these values of the design variables, the annual energy consumption of the
case flat is 1006.1 kWh, the energy consumption for cooling is 949.86 kWh, and the
discomfort hours are 469.38h.

In the optimal result 3.5, where the annual thermal discomfort hours are lowest,
the thermal discomfort hours were reduced to 97.96 hours. While annual energy
consumption is 1270.17 kWh, energy consumption for cooling is 1216.6 kWh. In this
case, the shading type is the option with an angle of 0 degrees. Window-to-wall ratios are
78% for the living room, 62% for the study room, and 78% for the bedroom. The glass
type is the type in which 4 cm low-emission glasses are used, and a 12 mm gap is left in
between with argon gas. External wall type is the 34th option, using 5 cm EPS insulation
and 19 centimeters of horizontal perforated brick. The infiltration rate is 0.3 ac/h and
natural ventilation is active according to schedule. The cooling set point is 24 °C, and the
cooling system is active all year. The heating set point is 21 °C.

Multi-objective optimization results for scenario 4: For the fourth scenario,

building envelope materials and properties were considered as design variables. It is
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aimed to minimize the cooling load and thermal discomfort hours. The number of
maximum generations is 100 and population size is 30. The heating and cooling system
is set to be active 24/7. The heating set point is 18-20 °C, and the cooling set point is 26-
28 °C for the bedroom. The heating set point is 19-21 °C, and the cooling set point is 24-
26 °C for the living room and study room.

In this scenario, 87 optimal results were found. Figure 4.21 shows the distribution
of optimal results and other results. In all optimal results, energy load decreased while
thermal discomfort hours increased. This is likely due to the type of shading where the
base case is not added as an option. For all other design variables, the base case has also

been added as an option.
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Figure 4.21. Multi-objective optimization result graph for scenario-4 (Purple dot: base
case)

In the optimal result 4.1, where the cooling load is minimum, it is seen that the
cooling load is 1498.35 kWh, the discomfort hours are 861.72 hours, and the energy
consumption for cooling is 428.1 kWh (Table 4.18). In this case, the window-to-wall
ratios were 30% for the living room, 20% for the study room and 28% for the bedroom.
The glass type with a U value of 1.521 W.m™.K and the external wall type with a U value

of 0.253 W.m™.K were selected. The angle of the shading element was determined to be
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60 degrees, and the infiltration rate was determined to be 0.3 ac/h. Natural ventilation is
activated at specified schedule when the outside temperature is lower than the indoor
temperature.

The optimal result between the median optimal value and the optimal value at
which the cooling load is minimum is evaluated in optimal results 4.2. In this sampling,
the window-to-wall ratios were 33% for the living room, 20% for the study room and
26% for the bedroom. The infiltration rate is 0.3 ac/h, and natural ventilation is active
when the outside temperature is lower than the indoor temperature. Shading type is the
case where the angle is five degrees and the glass type is the 11th option where the U
value is 1.364 W.m2 K. This is where 30-centimeter aerated concrete is used as the
external wall type, and insulation is provided with 5-centimeter EPS. With these design
variables, the cooling load was calculated as 1705.73 kWh, annual cooling consumption
was calculated as 487.35 kWh, and thermal discomfort hours were calculated as 660.41h.

The result at the midpoint of the optimal results is optimal result 4.3. For this
situation, the cooling load was calculated as 2119.79 kWh, thermal discomfort hours as
548.21 hours, and consumption for cooling as 605.65 kWh. In this case, the window-to-
wall ratios were 41% for the living room, 21% for the study room, and 36% for the
bedroom. It was calculated to select the 13th glass type with a U value of 1.172 W.m2.K
and a SHGC value of 0.534. For glass type-13, 4 mm low-emissivity glass and 12 mm
argon gas are used. The shading type was chosen when the angle of the blades was 0
degrees. The external wall type was 30 centimeters of aerated concrete with 5 cm EPS
insulation and a U value of 0.235 W.m™.K. Infiltration rate is considered as 0.3 ac/h.
Natural ventilation will be activated when the outside temperature is lower than the indoor
temperature.

The optimal result is the solution between 4.4, the median optimal value, and the
optimum result with minimum thermal discomfort hours. In this sampling, the angle of
the shading element is 0 degrees, the glass type is 6cm low-emission glass, and there is
I12mm argon gas between it. Insulation on the external wall was provided with 5
centimeters of EPS, and 30 centimeters of aerated concrete was used as the material.
Window-to-wall ratios were 45% for the living room, 24% for the study room, and 75%
for the bedroom. Natural ventilation is active when the outside temperature is lower than
the indoor temperature. With these values of the design variables, the cooling load of the
case flat is 2602.69 kWh, the energy consumption for cooling is 743.62 kWh, and the
discomfort hours are 487.06h.
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Table 4.18. Objective functions and design variables for optimal results in scenario-4

Optimal result

Optimal result

Optimal result

Optimal result

Optimal result

living room

(*0)

4.1 (min cooling | 4.2 4.3 4.4 4.5(min
load) discomfort)
Iteration 2449 2400 1482 1737 1695
Generation | 97 95 59 69 68
Cooling 1498.35 1705.73 2119.79 2602.69 424545
load (kWh)
Discomfort | 861.72 660.41 548.21 487.06 446.07
hours (h)
Cooling 428.1 487.35 605.65 743.62 1212.98
(kWh)
WWR 30 33 41 45 78

only operates
when OutdoorTemp

< IndoorTemp

only operates
when OutdoorTemp

< IndoorTemp

only operates
when OutdoorTemp

< IndoorTemp

only operates
when OutdoorTemp

< IndoorTemp

Glazing Glazing type-14 Glazing type-11 Glazing type-13 Glazing type-15 Glazing type-13
type

Shading Angle:60 Angle:5 Angle:0 Angle:0 Angle:0

type

WWR 20 20 21 24 52

study room

(%)

WWR 28 26 36 75 79

bedroom

(%)

External External wall-19 | External wall-30 | External wall-30 | External wall-30 | External wall-25
wall type

Infiltration 0.3 0.3 0.3 0.3 0.3

(ac/h)

Nat. Vent. Natural ventilation Natural ventilation Natural ventilation Natural ventilation Natural ventilation

only operates
when OutdoorTemp

< IndoorTemp

In the optimal result 4.5, where the annual thermal discomfort hours are lowest,

the thermal discomfort hours were reduced to 446.07 hours. While the cooling load is

4245.45 kWh, energy consumption for cooling is 1212.98 kWh. In this case, the shading

type is the option with an angle of 0 degrees. Window-to-wall ratios were 78% for the

living room, 52% for the study room, and 79% for the bedroom. The glass type is the type

in which 4 cm low-emission glasses are used, and a 12 mm gap is left in between with

argon gas. External wall type is the 25th option, using 3 cm EPS insulation and 25
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centimeters of BIMS. The infiltration rate is 0.3 ac/h, and natural ventilation is active
when the outside temperature is lower than the indoor temperature.

Multi-objective optimization results for scenario 5: There are 242 samples for
scenario-5 design variables, so multi-objective optimization was completed before
reaching the number of generations. There are 36 optimal results in the Pareto-front
solution set in Figure 4.22. Compared to the base case, thermal discomfort hours
increased in samples where the cooling load decreased, and cooling load increased in
samples where thermal discomfort hours decreased. There is no sample where both
objective functions decrease compared to the base case.

In the optimal result where the cooling load is minimum, the cooling load is
reduced to 2733.6 kWh and energy consumption for cooling is reduced to 781.03 kWh
(Table 4.19). Thermal discomfort hours increased to 5158.25 hours. For these outputs,
the heating setpoint is set at 21.5 °C, and the cooling setpoint is set at 28 °C. The cooling
system will be active during the summer months (June, July, August).

For the second optimal result, the heating set point was set at 21 °C, and the
cooling set point was set at 26 °C. The cooling system is active between April and
October. With these variables, cooling load was calculated as 4788.56 kWh, and energy
consumption for cooling was calculated as 1368.16 kWh. Thermal discomfort hours are
3002.57 hours.

In the third optimal result, the cooling system is active from April to October, and
the set point is 25 °C. The heating set point is 21 °C. In this case, the cooling load is
5168.66 kWh, energy consumption for cooling is 1476.76 kWh and discomfort hours are
1463.67 hours.

For the fourth optimal result, the heating set point was determined as 23 °C, and
the cooling set point was determined as 25 °C. The cooling system is active during the
year. The cooling load is 5819.76 kWh, energy consumption for cooling is 1662.79 kWh
and discomfort hours are 850.27 hours.

In the fifth optimal result, where the discomfort hours were minimum, the
discomfort hours are reduced to 422.88 hours. The cooling load is 6528.75 kWh, the
energy consumption for cooling is 1865.35 kWh. The heating set point is 23 °C, and the

cooling set point is 24 °C. The cooling system is active throughout the year.
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Optimisation Analysis Results - Minimise Cooling load and Discomfort (All Clothing)
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Figure 4.22. Multi-objective optimization result graph for scenario-5 (Purple dot: base

case)

Table 4.19. Objective functions and design variables for optimal results in scenario-5

Optimal result 5.1 | Optimal Optimal Optimal Optimal result
(min cooling load) | result 5.2 result 5.3 result 5.4 5.5(min discomfort)
Iteration 134 201 102 139 98
Generation 7 18 5 7 4
Cooling load (kWh) 2733.61 4788.56 5168.66 5819.76 6528.75
Discomfort hours (h) 5158.25 3002.57 1463.67 850.27 422.88
Cooling (kWh) 781.03 1368.16 1476.76 1662.79 1865.35
Heating set-point temp.
8P P 21.5 21 21 23 23
(°0)
Cooling set-point temp.
gsep P 28 26 25 25 24
(°C)
Cooling operation April- April-
June- August On 24/7 On 24/7
schedule October October

Multi-objective optimization results for scenario 6: In the multi-objective

optimization, where the building envelope and its features and the heating-cooling system

and its features were considered as design variables, the number of maximum generations

is 100 and population size is 30. One hundred fifteen optimal results were found. Figure

4.23 shows the Pareto-front and other simulation results. In 45 of the 115 optimal results,
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both thermal discomfort hours, energy consumption for cooling and cooling load

decreased.

Optimisation Analysis Results - Minimise Cooling load and Discomfort (All Clothing)
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Figure 4.23. Multi-objective optimization results for scenario-6 (Purple dot: base case)

In the optimal result 6.1, where the cooling load is minimum, it is seen that the
cooling load is 814.37 kWh, the discomfort hours are 1796.28 hours, and the energy
consumption for cooling is 232.67 kWh (Table 4.20). In this case, the window-to-wall
ratios were 27% for the living room, 29% for the study room, and 25% for the bedroom.
The glass type with a U value of 1.521 W.m™ K and the external wall type with a U value
of 0.264 W.m?2.K were selected. The angle of the shading element was determined as 50
degrees, and the infiltration rate was determined as 0.3 ac/h. The heating set point is 21
°C, and the cooling set point is 28 °C. The cooling system is active throughout the year.
Additionally, natural ventilation will be active when the outside temperature is lower than
the indoor temperature.

The optimal result between the median optimal value and the optimal value at
which energy consumption is minimum is evaluated in optimal results 6.2. In this
sampling, the window-to-wall ratios were 31% for the living room, 29% for the study

room, and 29% for the bedroom. The infiltration rate is 0.3 ac/h, and natural ventilation
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is active when the outside temperature is lower than the indoor temperature. Shading type
is the case where the angle is 50 degrees, and glass type is the 12th option where the U
value is 1.534 W.m2.K. This is where 25-centimeter BIMS is used as the external wall
type, and insulation is provided with 5-centimeter EPS. The heating setpoint temperature
is 21.5 °C while the cooling setpoint is 25.5 °C, and the cooling system is active during
the year. With these design variables, the cooling load was calculated as 1301.6 kWh,
annual cooling consumption was calculated as 371.88 kWh, and thermal discomfort hours
were calculated as 861.61h.

The result at the midpoint of the optimal results is optimal result 6.3. For this
situation, the cooling load was calculated as 1430.37 kWh, thermal discomfort hours as
575.85 hours, and consumption for cooling as 408.67 kWh. In this case, the window-to-
wall ratios were 31% for the living room, 27% for the study room, and 30% for the
bedroom. It was calculated to select the 14th glass type with a U value of 1.521 W.m2.K
and a SHGC value of 0.477. For glass type-14, 6 mm low-emissivity glass and 12 mm
argon gas are used. The shading type was chosen when the angle of the blades was 50
degrees. The external wall type was 25 centimeters of BIMS with 5 cm EPS insulation
and a U value of 0.286 W.m™2 K. Infiltration rate is considered as 0.3 ac/h. Natural
ventilation will be activated when the outside temperature is lower than the indoor
temperature. The heating set point is 22 °C, and the cooling set point is 24.5 °C. The
cooling system is active between April and October.

The optimal result is between 6.4, the median optimal value, and the optimum
result with minimum thermal discomfort hours. In this sampling, the angle of the shading
element is 25 degrees, the glass type is 6-cm low-emission glass and there is 12mm air
between it. Insulation on the external wall was provided with 3 centimeters of stone wool
and 30 centimeters of BIMS was used as the material. Window-to-wall ratios were 49%
for the living room, 33% for the study room, and 31% for the bedroom. Natural ventilation
is active when the outside temperature is lower than the indoor temperature. With these
values of the design variables, the cooling load of the case flat is 1828.64 kWh, the energy
consumption for cooling is 522.46 kWh, and the discomfort hours are 261.65h.

In the optimal result 6.5, where the annual thermal discomfort hours are lowest,
the thermal discomfort hours were reduced to 59.09 hours. While the cooling load is
4240.58 kWh, energy consumption for cooling is 1211.59 kWh. In this case, the shading
type is the option with an angle of 0 degrees. Window-to-wall ratios were 65% for the

living room, 69% for the study room, and 61% for the bedroom. The glass type is the type
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in which 4 cm clear glasses are used, and a 12 mm gap is left in between with air. External

wall type is the 17th option, using 5 cm stone wool insulation and 19 centimeters of BIMS.

The infiltration rate is 0.3 ac/h and natural ventilation is active when the outside

temperature is lower than the indoor temperature.

Table 4.20. Objective functions and design variables for optimal results in scenario-6

living room

(%)

Optimal result Optimal result Optimal result Optimal result Optimal result
6.1 (min cooling | 6.2 6.3 6.4 6.5(min
load) discomfort)
Iteration 2010 2108 1895 2125 2263
Generation | 86 90 82 91 97
Cooling 814.37 1301.6 1430.37 1828.64 4240.58
load (kWh)
Discomfort | 1796.28 861.61 575.85 261.65 69.09
hours (h)
Cooling 232.67 371.88 408.67 522.46 1211.59
(kWh)
WWR 27 31 31 49 65

Glazing
type

Glazing type-14

Glazing type-12

Glazing type-14

Glazing type-11

Glazing type-2

Shading
type

Angle:50

Angle:50

Angle:50

Angle:25

Angle:0

WWR
study room

(%)

29

29

27

33

69

WWR
bedroom

(%)

25

29

30

31

61

External

wall type

External wall-9

External wall-32

External wall-32

External wall-12

External wall-17

Infiltration

(ac/h)

0.3

0.3

0.3

0.3

0.3

Heating set-
point temp.
)

21

21.5

22

215

225

Cooling
set-point

temp. (°C)

28

25.5

24.5

24

24

(cont. on the next page)
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Table 4.20.(cont.)

Nat. Vent. Natural ventilation Natural ventilation Natural ventilation Natural ventilation Natural ventilation
only operates only operates only operates only operates only operates
when OutdoorTemp | when OutdoorTemp | when OutdoorTemp | when OutdoorTemp | when OutdoorTemp
< IndoorTemp < IndoorTemp < IndoorTemp < IndoorTemp < IndoorTemp
Cooling On 24/7 On 24/7 April-October On 24/7 April-October
operation
schedule

4.6. Discussion

Energy consumption and thermal comfort outputs were analyzed in the
uncertainty and sensitivity analysis for a residential building located in the Mediterranean
climate region, where dry and hot summer climates are observed. For thermal comfort,
the set point of the heating-cooling systems, shading type, infiltration and window to wall
ratios were determined as sensitive variables. Similarly, another study that considered the
thermal discomfort hours seen in the summer months as output, shading type, and night
ventilation were evaluated as sensitive variables in the thermal comfort output for a
residential building in the Mediterranean climate (Encinas and Herde 2013). In this thesis
study, the set point of heating-cooling systems, shading type, glass type, infiltration, and
window-to-wall ratios were determined as sensitive variables for energy consumption.
When the two outputs were evaluated together, the frame type, partition wall type, heating
operating schedule and performance coefficients of heating-cooling systems were not
sensitive variables for both. SRC values for the design variables and two outputs are given
in Table 4.21. Variables with low sensitivity in the last part of the table are not included

in multi-objective optimization.

Table 4.21. SRC values of design variables

High Sensitive Variables SRC for energy consumption SRC for discomfort hours
Cooling set-point temperature -0.2571 0.8342
Heating set-point temperature 0.4799 -0.4113
Shading type 0.1957 0.5855
Infiltration (ac/h) 0.6201 0.3590
wwr bedroom 0.6049 -0.3014
wwr living room 0.5144 -0.4763
wwr study room 0.6125 -0.2767

(cont. on the next page)
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Table 4.21.(cont.)

Medium Sensitive Variables SRC for energy consumption SRC for discomfort hours
Glazing type -0.4241 0.1453
External wall construction -0.114 -0.022
Natural Ventilation -0.0351 -0.0815
Cooling operation schedule -0.0106 0.1079
Low Sensitive Variables SRC for energy consumption SRC for discomfort hours
Heating operation schedule -0.0009 0.0503
Cooling system seasonal CoP -0.0373 0.0120
Heating system seasonal CoP -0.0084 -0.0127
Partition construction 0.0042 0.0466
Window frame type -0.0061 -0.0063

Table 4.22 shows the energy consumption, thermal discomfort hours, cooling load
and energy consumption for cooling for some optimum situations and the base case
obtained by multi-objective optimization. These data are graphed in Figure 4.24 and 4.25.
While the first three scenarios aim to minimize energy consumption and thermal
discomfort hours, the other three scenarios aim to minimize the cooling load and thermal
discomfort hours. In each scenario, the energy consumption for cooling was taken as an
additional output.

In scenario one, where the building envelope materials and properties are
evaluated as design variables, it is seen that the energy consumption values always
decrease, while the discomfort hours do not decrease compared to the base case.
Calculating the increase in each sample for discomfort hours, the reason why the base
case conditions cannot be achieved is that the base case is not entered as an option in the
shading type variable. In the base case, no shading element is used, but an option without
a shading element is not defined in the optimization settings. In addition, considering the
decrease in energy consumption for cooling, which is an additional output, it can be
interpreted that the discomfort hours increase for the heated period. The multi-objective
optimization results could not reduce both thermal discomfort hours and energy
consumption, therefore it was inadequate. Although addressing the building envelope and
its features is inadequate to reduce both outputs together, it has the potential to reduce

energy consumption by 68.1%.
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Table 4.22. Comparison of thermal discomfort hours, annual energy consumption, and

energy consumption for cooling for scenarios

Energy
Energy Increase Increase | consumption
Consumption or Discomfort or for cooling | Increase or
(kWh) decrease | hours (h) | decrease (kWh) decrease
}é:z 1945.4 402.83 1507.98
?eg ltlllltn ?11 619.25 -68.1% 703.47 +74.4% 493.77 -67.28%
. .
o :
2 ?eg ltlll’tn :;112 7002 -64% 550.87 | +36.4% 618.9 -59%
o .
S:: .
o 253;:‘?13 819.12 -57.8% 508.91 +26.3% 756.31 -49.8%
= .
;.s B
= ?ers’slr:l ?l A 1006.1 -48.2% 469.38 +16.3% 949,86 37%
m o
?ers’slrf?ls 1295.65 -18% 448.08 +11.1% 1248 51 17.1%
?ers’slrf ;ll 990.47 49.1% | 217462 | +439.7 682.95 -54.7%
g ?ers)slrtn ;12 1330.22 31.6% 132222 | +228% 837.95 44.4%
‘(z o
>‘ .
O ?ers)slrtn ;13 1619.53 16.7% 829.46 | +1057% |  1310.34 13%
< — =
= 21:3{:1 ;14 1982.97 +1.9% 379.05 -5.7% 1313.69 -12.8%
roegltlllr:l ;15 283791 +45.8% 186.63 -53.7% 1578.144 +4.7%
?egflllr:l ;111 375.56 80.8% | 238154 | +491% 321.12 78.6%
+ .
o :
& ?ezglr:l ;112 504.26 74% 114467 | +183.8% 466.82 69%
O W .
> > .
8 ) Optimal 61121 -68.5% 558.8 +38.46 572.66 62%
o 2 result 3.3
Sz ?egtlllrtn ;11 L | 70626 637% | 250.16 -38% 597.13 -60.3%
= .
m N
?elszlrtn ;15 1270.17 34.7% 97.96 -75.8% 1216.6 -19.3%
Energy
Increase Increase | consumption
Cooling load or Discomfort or for cooling | Increase or
(kWh) decrease hours (h) decrease (kWh) decrease
2222 5278 402.83 1507.98
223{?211 1498.35 71.6% 861.72 | +114.1% 428.1 71.6%
& 22311:1 212 1705.73 -67.6% 660.41 +64.1% 487.35 -67.6%
g Optimal . , .
§ | oitas | 21197 -59.8% 548.21 +36.3% 605.65 -59.8%
e .
i Optimal
= |result44 | 260269 -50.6% 487.06 +21.1% 743.624 -50.6%
m
Optimal
rosult 4.5 | 424545 -19.5% 446.07 +10.9% 1212.98 -19.6%

(cont. on the next page)
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Table 4.22.(cont.)

r()el;:llf ;111 2733.61 -48.2% 515825 | +1179% 781.03 -48.1%
5 Optllm a12 4788.56 -9.2% 300257 | +6444% | 1368.16 -9.2%
i resu. t5.
3 ?61;’:11:1213 5168.66 2% 1463.67 | +263.9% | 147676 2.1%
Z It >,
= roegltlllltn 21 | 581976 1102% 85027 | +1114% |  1662.79 +10.2%
?eg ltlll’tn 215 6528.75 +23.68% |  422.88 +5.1% 1865.35 1237
S .
2 . 84.5% _ I ' 8460,
< roegltllllf 211 814.37 84.5% 1796.28 346.5% 232.676 84.6%
= -
+ ?65311:1212 1301.6 -75.3% 861.61 | +114.1% 371.88 7539
% % O timai
- e 1430.37 72.9% 575.85 +43.2% 408.67 72.9%
£ % Opimal
& rers’slr? 2 . 1828.64 -65.3% 261.65 -34.8% 522.468 -65.3%
= 19,
E ?JS’EIT 215 4240.58 -19.6% 69.09 -82.8% 1211.59 -19.6%

In the second scenario, where the heating-cooling system and its features are
discussed, there is no optimal situation in which annual energy consumption and thermal
discomfort hours decrease together. If energy consumption decreased, discomfort hours
increased, or if discomfort hours decreased, energy consumption increased. There are a
limited number of variables that can be addressed when multi-objective optimization is
made with only the heating-cooling system and its features without considering the
building envelope. Heating-cooling system set points and cooling system operating
schedule variables failed to achieve the goal of reducing both objective functions. When
set point temperatures that provide acceptable thermal comfort are selected, energy
consumption increases, and when set point temperatures that reduce energy consumption
are selected, discomfort hours increase. However, considering the cases where the two
outputs are minimum, there is a 49.1% reduction potential for energy consumption and a
53.7% reduction potential for discomfort hours.

In the third scenario, where all the variables discussed in the first two scenarios
were evaluated together, more effective results were achieved compared to the other two
scenarios. In 34 of the optimum results found, it was determined that both discomfort
hours, energy consumption, and energy consumption for cooling were reduced.
Considering both the heating-cooling system and its features, as well as the building
envelope and its features, the retrofit scenario for a studio-type residential building in a

Mediterranean climate, enabled more efficient results to be achieved. It has been
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determined that there is a potential for approximately an 80% reduction in energy
consumption and a 75.8% reduction in discomfort hours. For example, in the optimal
result 3.4, it is predicted that energy consumption will decrease by 34.7%, hours of
thermal discomfort will decrease by 38%, and energy consumption for cooling will
decrease by 60.3%. In the other example optimal result 3.5, it is stated that energy
consumption will decrease by 34.7%, energy consumption for cooling will decrease by
19.3%, and discomfort hours will decrease by 75.8%. With these optimum results, high
energy consumption and discomfort hours caused by overheating problems will decrease.
In addition, it has been analyzed that there is a potential to reduce energy consumption by
80.8% and reduce discomfort hours by 75.8% in this scenario with multi-objective

optimization.
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Figure 4.24. Comparison of thermal discomfort hours, annual energy consumption, and

energy consumption for cooling for scenarios

In scenario four, where the building envelope materials and properties are
evaluated as design variables, it is seen that the cooling load always decrease, while the
discomfort hours do not decrease compared to the base case. Calculating the increase in
each sample for discomfort hours, the reason why the base case conditions cannot be
achieved is that the base case is not entered as an option in the shading type variable. In
the base case, no shading element is used, but an option without a shading element is not

defined in the optimization settings. In addition, considering the decrease in cooling load,
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which is an additional output, it can be interpreted that the discomfort hours increase for
the heated period. The multi-objective optimization results could not reduce both thermal
discomfort hours and cooling load, therefore it was inadequate. Although it has the
potential to reduce cooling load by 71.6%.

In the fifth scenario, where the heating-cooling system and its features are
discussed, there is no optimal situation in which cooling load and thermal discomfort
hours decrease together. There are a limited number of variables that can be addressed
when multi-objective optimization is made with only the heating-cooling system and its
features without considering the building envelope. Heating-cooling system set points
and cooling system operating schedule variables failed to achieve the goal of reducing
both objective functions. Although there are cases where the cooling load decreases, it is
observed that discomfort hours increase. Considering the cases where the cooling load is

reduced, a 48.2% reduction potential has been detected.
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Figure 4.25. Comparison of thermal discomfort hours, cooling load, and energy

consumption for cooling for scenarios

In the sixth scenario, where all the variables discussed in the first two scenarios
were evaluated together, more effective results were achieved compared to the other two
scenarios. In 45 of the optimum results found, it was determined that both discomfort
hours, cooling load, and energy consumption for cooling were reduced. Considering both

the heating-cooling system and its features, as well as the building envelope and its
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features, the retrofit scenario for a studio-type residential building in a Mediterranean
climate, enabled more efficient results to be achieved. It has been determined that there
is a potential for approximately an 84.5% reduction in cooling load and an 82.8%
reduction in discomfort hours. For example, in the optimal result 6.4, it is predicted that
cooling load will decrease by 65.3%, hours of thermal discomfort will decrease by 34.8%,
and energy consumption for cooling will decrease by 65.3%. In the other example optimal
result 6.5, it is stated that cooling load will decrease by 19.6%, and discomfort hours will
decrease by 82.8%. With these optimum results, high cooling load and discomfort hours
caused by overheating problems will decrease.

As a result of all scenarios, optimum results that reduce both objective functions
were achieved in scenarios 3 and 6. The optimal results that reduce both objective
functions are examined in Tables 4.24 and 4.25.

As a result of the third scenario, the optimum results that both reduce discomfort
hours and energy consumption are listed in Table 4.24. In these optimum solutions, the
window-to-wall ratio of the living room varies between 29% and 78%. Currently, the
window-to-wall ratio of the living room is 19.5%. By improving other variables, even if
the window-to-wall ratio of the living room was increased, discomfort hours and energy
consumption decreased.

Glass type appears as the 13th option in all optimum results. This option is the
option with 12mm argon gas between 4mm low-emissivity glasses. The U value of this
option is 1.172 W/m? K and the SHGC value is 0.534. In the base case, 4 mm clear glass
with 12 mm argon gas between it was used. In the base case, the U value of the glass type
is 2.554 W/m>.K and the SHGC value is 0.742. From these results, as the U and SHGC
values of the glass type decrease, the solar energy and heat coming from outdoor will
enter the indoor less. In this way, overheating problems, energy consumption, and thermal
discomfort hours will be reduced.

As for the shading type, the option where the angle is 0 and 5 degrees is most
frequently seen in optimum results. In the base case, there is no shading element. The use
of shading elements in this south-facing residential building with wide openings has
reduced the problem of overheating.

In the base case, window-to-wall ratio of the bedroom and study room is 66.8%.
For optimum results, window to wall ratios for the study room vary between 26% and
62%. The most common rate is seen to be between 26% and 32%. Optimum results for

bedroom window-to-wall ratio are between 36% and 78%. It is noticed that the rates 36%
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and 37% are most frequently used. While these rates are very high in the base case, it is
seen that these window-to-wall ratios are reduced for optimum results.

The infiltration rate is 0.3 ac/h for all optimum solutions. For the base case, it was
determined as 0.65 ac/h during the calibration process. In addition, in the sensitivity
analysis, the fact that the infiltration rate design variable is one of the variables with high
sensitivity for both thermal discomfort hours and energy consumption shows that the
infiltration rate plays an important role in the retrofit scenario.

As for the external wall type, no insulation was applied in the base case, 19 cm
pumice blocks were used. In the base case, the U value of the wall is 0.564 W/m? K. It is
seen that wall types 9, 12, 15, 18, 23, 29, and 34 are used for optimum results. Table 4.23
lists these wall types and their properties. While no insulation is used in the base case, it
is noticed that insulation is used in all selected wall types with optimum results. In

addition, in all selected wall types, the U value decreased compared to the base case.

Table 4.23. List of external wall types for optimal results

External Wall Insulation Material Material U value (W/m?K)
Option List
External wall-9 Stone wool (3cm) Aerated concrete (30cm) 0.264
External wall-12 Stone wool (3cm) BIMS (30cm) 0.292
External wall-15 Stone wool (5¢cm) Aerated concrete (25¢cm) 0.259
External wall-18 Stone wool (5cm) BIMS (25cm) 0.281
External wall-23 EPS (3cm) Aerated concrete (30cm) 0.266
External wall-29 EPS (5cm) Aerated concrete (25cm) 0.263
External wall-34 EPS (5cm) Horizontal Perforated Brick(19cm) 0.378

The set point temperature for the cooling system was chosen to be 24 °C in all
optimal results. The same value is specified for this set point temperature in ASHRAE
Guideline 13 (2005). The heating set point temperature is 21 °C in many solutions.
Additionally, solutions are using 22.5 °C and 20.5 °C. 21 °C are recommended in TS2164
for the heating set point temperature (TS 2164 1983).

Natural ventilation has been actively selected in line with the specified schedule
in all optimum solutions. Since overheating is a problem in these types of houses,
especially in spring, autumn, and summer, natural ventilation will be a helpful solution.
Because generally, the indoor temperature will be higher than the outdoor temperature.

For the cooling system operating schedule, the option that is open throughout the
year is generally chosen. The option that will only be active during the summer months
is not an optimum solution. The reason for this is that high thermal discomfort hours and

energy consumption are observed in these types of residential buildings due to
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overheating, not only in summer but also in spring and autumn. For this reason, the
optimum solutions include options that are active throughout the year or options that are
active between April and October.

As a result of the sixth scenario, the optimum results that reduce both the cooling
load and thermal discomfort hours are listed in Table 4.25. In these samples, window-to-
wall ratios vary between 30% and 70% for the living room, between 25% and 69% for
the study room, and between 26% and 61% for the bedroom. For the living room, values
of 50% and 70% are most common. The most common values are 61% for the study room
and 31% for the bedroom.

For the glass type design variable, type-15 is the most common. The most
common degrees for the angle of the shading type are 5, 15, 25 and 50 degrees.

The most frequently used type in optimum solutions for the external wall type
design variable is type-32. 25-centimeter BIMS was used in the external wall type-32,
insulation was provided with 5-cm EPS. The infiltration rate was chosen as 0.3 ac/h for
each optimum solution. The infiltration rate is chosen as 0.3 ac/h in all optimum solutions.
It shows that the infiltration rate must be reduced according to the current situation to
reduce the overheating problem.

The cooling set point is 24 °C in each optimal solution. For the heating set point,
temperatures of 21, 21.5, 22, 22.5 °C are the most used solutions. The operating schedule
of the cooling system has been chosen to be active throughout the year or between April
and October. For the operating schedule of the cooling system, options were chosen to be
active throughout the year or between April and October for both scenarios. Only the
summer months are not seen in the optimum solutions. It shows that the cooling need is

high in the spring months as well as the summer months.

115



(=8ed 1= a1 GO 0D}

waopQ-udy | aanay It ¥T £0 gadiy Le TE | eefuy | groadiy £F 10199 | ETOIT ETTSL | 09
LpTuQ | aamoy | 14 ¥ £0 g-adiy 0F TE | geduy | gradip ¥ ECioD | BT BLci | 69
LFEUQ | aamay T ¥T £ gadil i 1€ | pEEny | gr-edig o 90869 | LETRT 95kl | T
LppuQ | eamoy | 14 i £0 gr-adiy £r 7E | oeffuy | gr-adiy 6E cge0l | ti08t 96C8L | SL
LFTUQ | aamay T ¥T £ gradiL It ce | peEmy | greedig o FTL | IETT CH06L | LS
LpTug | eamay IT ¥T £ gradiy Ir gf | pefuy | gredip [ LOBEL | 907601 ce0Is | 66
LrTuQ | aamay | 14 ¥ £ g-adiy it TE | peEduy | gredip 5t BOBCL | cHLcT 6Fiz8 | 06
Lfrug | eamey Iz i £0 gadil e Te | gmEmy | gredip LS POLLL | cgecT (87E8 | £8
LpTuQ | eamoy | 14 ¥ £ gr-adiy or IF | oeEuy | gr-adig B g60EL | ECger IFeos | #
LPTUQ | eamay T ¥T £ gr-adir cr Tr | oemEmy | gredip 6 TCoaL | erea LUTER | T
LpTuQ | eamoy Iz ¥T £0 gpadiy 0¢ LE | oeffuy | gradig 1 TET08 | 95EFT Trios | Te | cogt
LFEUQ | aamay T ¥T £ gadil £C e pEEwy | gradip L TETIS [ 18681 ECLiR | 68| 8ert
LirTuQ | eamay T ¥T £ gr-adiy tr oF | oeEwy | gr-adig Be Boccy | ofigl BLCIE | €0 | ai61
LpTuQ | aamoy | 14 ¥ £0 gr-adiy i cE | oeffuy | gr-adig fils TEL0 | CTRTI erowe | ce | oot
LFTuQ | eamay | 14 T £ gr-adir BC BE | pEEmy | gr-edig 9 00°E8S T 60Ers | 68 | OFFC
LrTuQ | eampy | 14 ¥ £ gr-adiy 09 Ir | oefuy | gr-adig £9 T0%6 | +Totl (Fois | T | BoeT
LFTUQ | aamay T ¥T £ gr-adiL EC £C peiEwy | gradip ] [l GTIT | €EE601 | €8 | 6CTT
LirTug | eampy It ¥T £0 gr-adiy FL BE | oeefSuy | gp-adiy LL | SFELOT | EFTOL | SEGITT | 98 | EFET
LFEUQ | aamay It ¥T £ pe-adil 8L 79| oeEmy | gradip 8L 99171 956 | LTOLTD | 06| ¥CHT
= o g |48 | F @ |3 & o | & .

258D 25BQ A1) 0 parediuod paonpal I8 sINoy UoJmodsip pue uondumsuod AF12ua [poq gorym ul synsal wnumd(Q +7° 2[qeL

116



rquopudy | samey 0T ¥ g0 | eradip LE o7 | gmpEwy | gradig fd3 IF 109 T'I6E 90000 | 48 | FOIT
BoopQ-udy | aagoy (174 ¥ £0 | eradip Lg BT | geEwy | gr-edd{p £g 6CTI9 | 9TTEE EEOLO | 08 | TLIT
maopQ-udy | aamay 0T ¥ €0 | eradip Lg (7| geEwy | gr-ed{p FE E9TI0 | 96T8E STILY | o8 | OTEC
LrTug | eamay T ¥ £0 | sradip LE (7| gmEwy | gradip FE ETEI9 | ICRLE GUTL9 | C6 | o00T
BoopQ-udy | gy z ¥ £ gadi] Lg BT | gepEwy | gr-add{p cg 66619 | §EO0LE TTLLe | T6 | TS
maopQ-udy | aamay 74 ¥ €0 | eradip 98 97 | geEwy | gr-adip ey CEBEE | ST CEE FOTRG | TL | iT6D
rquopudy | samey £oT ¥ €0 gradip g (7| gmEwy | gradig £g LOC09 | LORTE 60089 | ©6 | TI9T
prrug | eamay T ¥ g0 | eradip L oz | geEwy | gr-adig 6T LOT98 TOBT TEea0 | 98 | cefg
LPTUg | eamay T ¥ €0 | gradip 98 (T | opeEwy | gr-edip 3 BU9LS | COLIT Toens | g6 | 18T
rquog-udy | samey T ¥ €0 gradiy LE Te | gmEwy | gradig 6T 6L08C | T60LT 60°COL | ¥ | TRET
LrTug | eamay |14 ¥ g0 | eradip LE o7 | geEwmy | gradip 0% [ T I e oTo0L | £6 | IFCT
LPTUg | eamay T ¥ €0 | gradip Lg 97 | geEwy | gr-adip ey BEE0D | T60FT OF0IL | 99 | 0Sil
LrTug | eamay T ¥ g0 | sradip LE (7| gmEwy | gradig FE IOFIS | TELET IF6TL | C6 | &RCT
roopo-udy | aamey |14 ¥ £0 gradiy LE 67| eeiEwmy | gradip Lg 6T 180 | 606TC aa6ze | 16| ocer
LPTUg | eamoy T ¥ £0 | gradip Lg 97 |  peEwy | gr-eddp 3 FREFD | EOLIT TrosL | 6L | TEIX

(3m02) 7+ 21qeL

117



(28ed 1xou 21 wo 0D}

LFTUD | eamay T #T £n fgadip 3 Fr | gresuy | gr-edig 0c G000 | SFCIT | oFersl | ¥R | #O6T
mqopg-udy | sagay £ ¥ £0 gr-adiy [il3 0f | sgeifuy | gr-edip 05 THFIC | WUTT | ovERT | (6| 08T
LFTUQ | aamay CIT T £0 r1-adiy {3 £ | spefuy | qredip 6F OFTIC | COT9T | PRSI | 16| STIT
Rquag-udy | sandy T ¥ £0 gr-adip TE FE | oEelEuy | pr-edigl LE CELIC | IFLLT CTIBT | 89| iIcT
wqopg-udy | sanay w 4 €0 ge-adiy <3 1€ | ogefuy | gredip s 99°00C | TCCST | ¥ROLLT | €8 | 911
rqop-udy | sagay (44 ¥ £0 ge-adiy 3 87 | ogeEwy | greddp 0L COE0C | 9EL6T 0oLl | TR | E681
Bqopg-udy | sagay 5 14 ¥T £0 fe-adiy 3 BT | ogeffuy | gredip 0L BOIOS | LOME | BLECLT | 08 | GCEI
rquag-udy | sanay T ¥T £ gradip i€ FE | opeiEuwy | greedig or COBGY | ECCIE | STCRLT | 60| 0T8T
rqopg-udy | sagay £ ¥ £0 pE-adiy {3 LE | ogeiuy | r-eddp £t CF | COELE BTeLl | 6| BT
Bqopg-udy | sagay £z ¥T £0 gr-adiy IE 67 | cpeffuy | gredig LE GUERF | #09TE | BII69I | 86 | 18I
rquag-udy | sanay T ¥ £0 gr-adip 3 0F | oomETy gadil 33 ERF | TUSTE | TC06ST | 16| ROIT
Beowp-udy | aanay (4 ¥ £0 gr-adiy {3 67 | creifuy | gredigp £ TP | TIPS | LFFPCOT | £8 | Ob6I
wqopo-udy | sagay (44 4 £0 geadiy 13 Lr | spefuy | greddl 9 T6Lor | sTece | coegor | 98| ol
Bqopg-udy | sagay §IT ¥T £0 gradiy i3 0f | syeEffuy | predig 0F G 8CF | BCACE | SFOQOT | 86 | BEIC
Rquag-udy | aanay £t ¥T €0 fgadip 0 (7 | oomEwy | gredigp T CROCY | E6FLE | BEEACT | CC | CFT
Bqopg-udy | sagay 4 4 £0 ge-adiy 4 0f | ogeifuy | gredigp 13 EEQCE | TLLE| BUUST | 08| 8BOT
LFTUQ | samay 5 14 ¥T £0 gadiy % 0f | pg=Euy gadiy 0 900FF | TELE 679C1 | F6 | calT
RquaQ-udy | aanay [ ¥C £0 gradip 0 0f | gomEmy | pr-edig e TIOFF | IBB6E | THISCT | TF (3]
LpTuQ | aamay o8 14 ¥ €0 gr-adiy 13 67 | seeffuy | gr-edil 0E | 6ICHFF | LE00F | SBCSST | F6 | o0TT
=z = 3 =

g0 | 2 | 9F |98 | 2B | LF |E|33| £ | € |23|s%F 98| L |B| %
SiE | 5 | %% |EE | B3| FE (B \SE| & | & |5E|SE | L8| Zf |4 g
=R | R R TR R |27 |%8 § | R |%E| RE| %% | L |8 °F

25ED 25B(q 21 0] paredurod p2onpal 218 SINOT POJIH02SIp PUR PRO] SUI[00D TROq [aIm W s)jnsal wnmmd( "¢7 + 2[qe ]

118



(2Fed 1®ou 21 Uo JwOD)

LFTUQ | eampy i ¥ €0 ge-adiy I€ #F |  c@pBuy | gr-adiy 0L 6801L | ¥TSOI | TIBSHC | &6 | 6LIT
LPTuQ | Ramay L ¥ £ 11-adip CF 7¢ | grepwy | gradip 0 OTB0L | SGOII | TEBLAT | 6| 81T
RqopRQ-udy | eanoy €T {4 £0 11-2dip cr 76 | srepuy | gp-adip 09 FULOL | 68CTT G6FLFT | 86 | E£6TC
LFTUQ | eamay w 14 €0 gg-adiy FE T | sresmy | gr-adig 09 ETLO0 | LOPRET | TECEST | 86 | BETC
Booagudy | aamoy [od ¥ £ geadig FE T¢ | grepsmy | gradip 0 CEQD0 | TORET | FTTEET | (6| UL
LFTUQ | eanoy €T ¥T €0 ge-ediy 0f 19 | gedwy | gradig €3 TLE99 | BTLHFT ETET | LL | 06LT
BeopRQ-udy | eanay [ ¥T €0 ge-adiy 0g 19 | gesmy | gradig 43 BRT00 | FI6HI TOTED | #6 [ 1961
LFTUQ | eamay fird ¥ €0 p1-adiy FE Ir | sresmy | gpadig 09 TFoEo | &0cT | BriTTT | 68 | 0T
LYTEQ | =amay £ ¥ £ gr-adiy ¥ 16 | ogeisuy | gradig §E O8FED | TO'COT TCTe | T8 | LTI
BqopQ-udy | aanoy [ ¥T £0 {1-ediy I€ (¥ [ ore8uy g-adiy ¥E EO6T9 | 90691 LEOTT | T6 | THIT
LPTUQ | Ramay 4 ¥ €0 re-adiy 1€ 0F | Srepsuy gadiy 0¢ EGETD | LFOLT | BOBFIT | 68 | FROT
LFTUQ | eampy T ¥ €0 Tr-ediy W TF | spersuy g-adiy (4 60019 | CO81 | TECEIT | 06| 860
Bouepudy | aamoy [ ¥ £ geadip 3 19 | cpesmy | gradig 113 (FC00 | TTRSL | LUGIIT | €6 | €91
LFTUQ | Ry [y 14 £0 gadiy ¥E € | oreEmy | pradig 43 FOERC | OFGBI | FOTHOT | BB | TONT
RgoRQ-udy | aanoy [y 14 €0 gr-adiy LE #F | greBuy | gr-adip 0¢ TOLLE | L6961 | TOTZOT | 68 [ €00
LFTUQ | eampy 44 ¥ €0 p1-adiy FE €€ | srerdmy | gr-adig 0L GE0LC | 88661 | 6ELIOT | P6 | E6IT
LPTUQ | 2amoy T ¥ £ pl-adip FE Tr | ogEimy | qradigp s BOELC | TCOIT | 6LC00T | €6 | OLIT
RqopQ-udy | eanoy (5 {4 ¥T £0 ge-ediy LE ¥F | sgeEsuy | gp-adip 0¢ TCU9C | GETIT | SE9861 | 96 | E6TT
LFTUQ | eamoy (o ¥ £ 1-adiy i L R L g-adiy 9¢ BELCC | ECEIT | EHTCAT | ¥8 | L¥6I
mooagudy | 2amoy T {4 £ T1-adip i3 o I g-adiy 9 BFLCC | TTCIT | LOTICAL | 6L | CT8T
. e -k e 2] ] o = e B o o .

(m02) CT¥ S[qBL

119



rqog-udy | aamay CTT ¥ €0 L1adip 12 59 pra[Euy pediy £g | 6CTITI 6060 | scoriy | s | oo
LFTUD | =amay 5TT ¥ £0 cpadip £c 19 gy | ¢r-adig 0L LEECE T, 60667 | 09| #9EI
rqopp-udy | aanay [ ¥ £0 gradip £c 13 geBuy | gr-edig 0l 16568 B 0L i R
mqoEg-udy | eamay CIT ¥T £o gr-adip £C 19 geEmy | gr-edig 0L FOTHS eo¥s | cTevar | 6| eoTr
RqoEQ-udy | aanay LT ¥ 0 pe-adil TE 1% ceBuy | gr-edig 0L LE6LL o096 | meeTiT | e | (LEIT
LFTEQ | RADay e ¥ £0 gradigp LE 8¢ ceEmy | cr-edip o (RBTL | #9°T0T | LO9IST | 18| 6981
o [ g = o o = 53 o 0

L= = =3 Wn“ =] g (= S m [ o — m = = 4L =

P82 | % g |we ler | g |ez|BB| ¢ | & |BE|zEd DDz P

£ Fo| B® | BT | ER & A | zE | & 5 |25 |Egs | £ E% 8| E

Wmﬂm B 11 1 2 g, 2 <A ,m e < E & B @m g g 8

(1mo2) C7°+ 21qeL

120



CHAPTER 5

CONCLUSION

In this thesis study, retrofit scenarios are investigated for south-facing residential
flats designed without paying attention to the orientation located in the Mediterranean
climate zone. First, a comprehensive literature review was conducted with the keywords
'multi-objective optimization, uncertainty and sensitivity analysis, thermal comfort,
energy consumption, Mediterranean climate, overheating'. In the literature review, the
design variables and objective functions used in the research were analyzed, and the flow
chart for retrofit scenarios was examined. In the light of this research, the thesis
methodology, uncertainty sensitivity analysis, and multi-objective optimization method
were determined. A south-facing case residential flat located in the Mediterranean climate
zone was selected. Indoor and outdoor temperature and relative humidity values were
monitored for eight months. A psychrometric chart was created with indoor monitoring
data in line with ASHRAE-55 standards, and thermal discomfort hours were calculated.
Climate data was created with hourly outdoor monitoring data. With this monitoring data,
the model was calibrated.

The results obtained from the model and the number of discomfort hours
calculated with monitoring data for the months of May and December were compared. It
was calculated that all hours are thermally discomfort, especially in the summer months.
In May, September, and October, high hours of thermal discomfort due to overheating
are also observed. Objective functions and design variables were determined in light of
the results obtained from the model and the literature review. Since the overheating
problem was observed, the objective functions were determined as thermal comfort,
energy consumption and cooling load. Design variables are window-to-wall ratios, glass
type, external wall type, partition wall type, infiltration, window frame type, set points of
heating and cooling systems, shading type, operating schedule of heating and cooling
systems, efficiency of heating system, coefficient of performance of the cooling system
and natural ventilation.

In the next step, uncertainty analysis was performed to determine possible
deviations in the objective function and sensitivity analysis was performed to examine

the sensitivities of the design variables on the objective functions. According to the
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determined upper and lower values of the design variables or options, it is calculated that
the thermal discomfort hours will be a minimum of 184.2 h, a maximum of 2605.6 h, and
an average of 1301.3 h. For energy consumption, it is calculated that the minimum will
be 588.3 kWh, the maximum will be 3298.7 kWh, and the average will be 1603.9 kWh.

In the sensitivity analysis, design variables were examined separately for each
objective function. Since some variables were dominant in the first sensitivity analysis,
the p-values of some of the other variables were high, which reduced the reliability of the
result. For this reason, the dominant variables for both objective functions were removed,
and the second sensitivity analysis was performed. In line with these analyses, the
variables with high sensitivity for thermal comfort are heating set point (SRC: -0.4113),
cooling set point (SRC: 0.8342), shading type (SRC: 0.5855), infiltration (SRC: 0.359),
bedroom window-to-wall ratio (SRC: -0.3014), study room window-to-wall ratio (SRC:
-0.2767) and living room window-to-wall ratio (SRC: -0.4763). The variables with
medium sensitivity for thermal comfort were glass type (SRC: 0.1453), natural ventilation
(SRC: -0.0815), and cooling system operating schedule (SRC: 0.1079). The variables
with low sensitivity for thermal comfort are external wall type (SRC: -0.022), heating
system operating schedule (SRC: 0.0503), cooling system performance coefficient (SRC:
0.012), heating system efficiency (SRC: -0.0127), partition wall type (SRC: 0.0466),
window frame type (SRC: -0.0063).

Design variables with high sensitivity for energy consumption are cooling set
point (SRC: -0.2571), heating set point (SRC: 0.4799), shading type (SRC: 0.1957),
glazing type (SRC: -0.4241), infiltration (SRC: 0.6201). , bedroom window-to-wall ratio
(SRC: 0.6049), study room window-to-wall ratio (SRC: 0.6125), and living room
window-to-wall ratio (SRC: 0.5144). Design variables with medium sensitivity to energy
consumption are external wall type (SRC: -0.114), while design variables with low
sensitivity are heating system operating schedule (SRC: -0.0009), cooling system
performance coefficient (SRC: -0.0373), natural ventilation (SRC). : -0.0351), heating
system efficiency (SRC: -0.0084), partition wall type (SRC: 0.0042), window frame type
(SRC: -0.0061), and cooling system operating schedule (SRC: -0.0106).

It is aimed to identify low-sensitivity design variables and eliminate these
variables in multi-objective optimization. In this regard, it was determined that the design
variables with low sensitivity for both objective functions were window frame type,

heating system efficiency, cooling system performance coefficient, heating system
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operating schedule, and partition wall type. These variables are not considered in multi-
objective optimization.

Multi-objective optimization was performed with six scenarios. In the first and
fourth scenarios, building envelope features, in the second and fifth scenarios, HVAC
features, and in the third and sixth scenarios, all the design variables are considered. In
the first three scenarios, it is aimed to minimize energy consumption and thermal
discomfort hours, and in the other scenarios, it is aimed to minimize the cooling load and
thermal discomfort hours. The convenience of these scenarios has been tested to solve the
overheating problem. Only in the third and sixth scenarios were optimal solutions found
that reduced both objective functions. In these two scenarios, both active and passive
design variables are considered.

When these optimal solutions were evaluated, it was determined that the
infiltration rate must be reduced. When the external wall types selected in optimal
solutions are evaluated, it is seen that wall types with lower U values are preferred
compared to the bas case. Similarly, it was determined that the selected glass types had
lower U values compared to the base case.

Window-to-wall ratios and degree of shading element are selected differently in
optimal solutions.

The cooling set point was chosen as 24 °C in all optimal solutions as specified in
ASHRAE standards. Values between 21 and 22.5 °C are generally chosen for the heating
set point. The need for cooling is seen not only in summer but also in spring and autumn.
For this reason, the operating schedule of the cooling system was chosen to be active
throughout the year or between April and October.

» What are the design variables and objective functions evaluated in optimization

studies in the field of architecture?

In the field of architecture, various objective functions and design variables have been
examined to develop retrofit scenarios for buildings or to make decisions at the design
stage. It has been determined that the most frequently researched design variables are
glass type, wall type, roof type, window-to-wall ratio, floor type, building orientation,
infiltration rate, and shading type. The most frequently researched objective functions are
energy consumption, carbon emissions, thermal comfort, and cost. Objective functions
are determined according to the problems seen in the building or building types examined.

For example, for a building with overheating problems, it would be a good choice to
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address thermal comfort, energy consumption or cooling load. Because the overheating
problem causes high thermal discomfort hours, energy consumption and cooling load.

» What are the sensitive design variables for thermal comfort and energy
consumption in residential buildings located in the Mediterranean climatic
region?

It is aimed to determine sensitive variables for residential buildings located in regions
with a Mediterranean climate by using the sensitivity analysis method for thermal comfort
and energy consumption objective functions. It has been determined that heating-cooling
set points, shading type, infiltration rate, and window-to-wall ratios are highly sensitive
variables for thermal comfort output. For energy consumption output, it has been
analyzed that heating-cooling set points, shading type, glass type, infiltration rate, and
window-to-wall ratios are sensitive variables. It was determined that the heating system
operating schedule, the performance coefficient of the cooling systems, the efficiency of
the heating system, the partition wall type, and the window frame type were low-sensitive
variables compared to other variables. The sensitivities of the design variables for the two
objective functions were evaluated together, and design variables with low sensitivity
were not evaluated in the multi-objective optimization. These variables were window
frame type, heating system efficiency, cooling system performance coefficient, heating
system operating schedule, and partition wall type.

» What are the current thermal comfort level and annual energy consumption in a
studio-type flat in an existing residential building in Izmir?

It has been determined that the thermal comfort condition of the existing building cannot
provide thermal comfort conditions at all hours during the summer months. During the
summer months and September and October, dissatisfaction rates are 100%. In the south-
facing residential building designed without paying attention to orientation, there is an
overheating problem due to the high window-to-wall ratios. Due to the overheating
problem, energy consumption and thermal discomfort hours are also high.

» s it possible to solve the overheating problem seen in residential buildings in the
Mediterranean climatic region only with precautions on the building envelope?

In the first and fourth scenario of multi-objective optimization, the suitability of the
precautions to be taken in the building envelope to reduce energy consumption, cooling
load and thermal discomfort hours for residential flats located in the Mediterranean
climate region. As a result of these scenarios, it has been determined that it may not be

possible to reduce both objective functions with measures to be taken only on the building
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envelope. However, it has been calculated that there is still a potential to reduce energy
consumption by 68.1% by improving the building envelope properties.

» Can high thermal discomfort hours and energy consumption be reduced with
improvement solutions considering the properties of heating and cooling systems?

The number of variables that can be considered regarding the properties of heating and
cooling systems is limited. In this study, the operating schedule of the heating system,
heating system efficiency, heating system set point, cooling system operating schedule,
cooling system performance coefficient, and cooling system set point are discussed.
Heating system operating schedule, heating system efficiency, and cooling system
performance coefficient variables were determined to be low-sensitivity variables for
thermal comfort and energy consumption and were not evaluated in multi-objective
optimization. An optimum result that could reduce both objective functions could not be
found with the cooling set point, heating set point, and cooling operating schedule design
variables. However, the potential of this scenario to reduce energy consumption by 49.1%
and thermal discomfort hours by 53.7% has been determined.

» How much can energy consumption and thermal discomfort hours be reduced by
implementing solutions both on the building envelope and heating and cooling
system requirements? Can the overheating problem be overcome with these
related design variables?

In the third and sixth scenario, both the heating and cooling system and its features and
the building envelope and its features are considered as design variables. In these
scenario, 99 and 115 optimum results were found. In 34 of 99 and 45 of 115, both thermal
discomfort hours and energy consumption are reduced. By considering these design
variables, the goal of reducing thermal discomfort hours and energy consumption together
has been achieved, and the overheating problem has been overcome with these design

variables.

5.1. Future Studies

Studies that can be considered for future research: In this thesis study, optimum
results were determined with multi-objective optimization, and retrofit potentials for
energy consumption and thermal discomfort hours were analyzed. In further studies, costs

and payback periods can be calculated to choose among optimum results. A feasibility
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report can be prepared for each of the optimal results. These reports will make it easier
for the customer to make a choice.

This study focused on a south-facing residential flat. It has become a guide for
retrofit scenarios for south-facing flats. In future studies, optimum solutions can be found
for different directions to serve as examples of improvement scenarios for flats facing
other directions.

Other south-facing studio-type residential buildings that do not consider
orientation into account can be examined. The results obtained for each building or flat

can be compared and analyzed.
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