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OZET

NESNELERIN INTERNETI CIHAZLARINDA DERIN OGRENME KULLANILARAK
EYLEM ALGILAMA

Ahmed Yaseen Bishree AL-ANI

Yiiksek Lisans Tezi

Bitlis Eren Universitesi Lisansiistii Egitim Enstitiisii
Elektrik Elektronik Miihendisligi Anabilim Dali
Danisman: Prof. Dr. Sabir RUSTEMLI
Subat 2021, 111 sayfa

Nesnelerin Interneti (I0T) teknolojisi akilli teknolojik cihazlarin birbiri ile iletisime gegip
haberlesmesidir. Bununla birlikte Nesnelerin Interneti (10T) gelisimiyle beraber giin gegtikge, akilli
uygulamalarin ve birbirine bagli olan cihazlarin sayis1 artmaktadir. Derin Ogrenme (DL) ydntemi
toplanan ¢ok miktarda ham verinin islenmesi, zeka ve uygulama yeteneklerini daha da gelistirmek i¢in
gerekli hale gelmis durumdadir. Aragtirmacilarin ¢ogunlugunun eylem algilama {izerine yogunlastigi
goriilmektedir. Deep learning kullanilarak IoT cihazlarinda dogrudan eylem algilamasi yaygin bir
yontem degildir. Derin Ogrenme uygulamalar1 yiiksek CPU, RAM ve depolamaya ihtiyac
duydugundan IoT cihazlarinda standart Derin Ogrenme tekniklerinin kullanilmasi zordur.

Bu tez galismasinda farkli olarak derin 6grenme tekniklerinin 10T cihazlarinda kullanilmasi ile
eylem algilama islemi dogrudan kenar cihazinda yapilmasin iizerine ¢alisilmistir. Bunun i¢in 3 farkl
gercek IoT cihazi iizerinde mini boyutlu Derin Ogrenme (DL-Lite) teknikleri uygulanmistir. Bu
tekniklerin IoT cihazlarinda uygulanmasi sonucunda ortaya ¢ikan algilamada dogrululuk, gecikme ve
cihazlarin sicakligi gibi parametrelere gére IoT cihazlarin ve mini Derin Ogrenme tekniklerinin

kiyaslanmasi gergeklestirilmistir.

Anahtar Kelimeler: Eylem Algilama, 10T; Gomiilii Cihazlar; Derin Ogrenme; Ug Hesaplama; Akilli
Sehir.



ABSTRACT

ACTION DETECTION IN 10T DEVICES USING DEEP LEARNING

Ahmed Yaseen Bishree ALANI

Master Thesis

Bitlis Eren University Graduate Education Institute
Department of Electrical and Electronic Engineering
Supervisor: Prof. Dr. Sabir RUSTEMLI
Feb 2021, 111 pages

Implementation of the Internet of Things (IoT) is becoming wide-spread, particularly in
smart city applications. Due to the high amounts of raw data gathered by enormous of 10T devices,
the Deep Learning (DL) method has become necessary to further develop intelligence and
application capabilities. In particular visual action detection is one of the critical components of a
smart city.

Itis challenging to use standard Deep Learning techniques for action detection in loT devices
because Deep Learning applications need high CPU, RAM, and storage. To use the standard DL
techniques in 10T devices some of DL models shrinked.

In this master's thesis, Deep Learning Lite and Micro techniques were applied on real loT
devices. Comparison of 10T devices and Deep Learning Lite and Micro techniques was performed
in terms of parameters such as accuracy, delay, and temperature of the devices, applying these
Techniques in 10T devices.

Keywords: 10T; Embedded devices; Deep Learning; smart city; Action Detection, Edge
Computing.
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1. GIRIS

Bilgisayarla gorme gorevleri, insan goriisiinii taklit edebilmek icin bilgisayar sisteminin
gorsel diinyayr goriintiilemesine ve tanimlamasma otomatik olarak izin verecek sekilde
tasarlanmustir.

Bilgisayarla gérme ve derin 0grenme calismalarinin ana temalarindan biri, insanlarin
birbirleriyle olan eylemlerini tanimlamaktir. Insandan insana etkilesimde ve kisiler arasi
iliskilerde, insan eylemlerini tanima faktorii onemli bir rol oynar [1]. Eylemler; bireylerin kimligi,
kisiligi ve psikolojik durumu hakkinda bilgi i¢erdigi i¢in bundan anlamli veri ¢ikarmak zordur. Bu
calisma, gozetim, insan-bilgisayar etkilesimi gibi video izleme cihazlari, insan eylemlerinin tespiti
ve uyari tetikleyiciler dahil olmak iizere bir¢cok kullanim i¢in ¢oklu aktivite algilama durumlarini
icermektedir [2] [3].

Bir Eylem Algilamanin farkli aktiviteleri, gézetim ve anormallik algilamadan, paylasilan
calisma alanlarinda insanlar ve robotik makineler arasinda giivenli ve isbirligine dayali etkilesime
kadar ¢ok ¢esitli uygulamalar i¢in gereklidir [4]. Eylem Algilama, standart bir Bilgisayarla Gorme
problemidir ve {izerinde bir¢ok arastirma yapildig1 goriillmektedir. Eylem algilamada temel amag,
videoda gergeklesen eylemleri belirlemek icin videoyu analiz etmektir. Ornegin ayakta durma,
kosma gibi bazi eylemler muhtemelen sadece tek bir ¢erceve kullanilarak tanimlanabilirken;
yiirlime, kosma, egilme ve diisme gibi daha karmasik eylemleri dogru sekilde tanimlamak i¢in tek
gergeveden daha fazlasi gerekebilir [5]. Yerel gegici bilgi (local temporal information), bu tiir
eylemleri ayirt etmede onemli bir rol oynar. Daha fazlasi i¢in bazi kullanim durumlarinda yerel
gecici bilgiler yeterli degildir. Islemi dogru bir sekilde tanimlamak veya videoyu smiflandirmak
i¢in uzun siireli gegici bilgilere ihtiya¢ duyulabilmektedir [6].

I0T cihazlart derin 6grenme, yapay zeka algoritmalarinin dogrudan veri toplayan bir cihaza
uygulandig1 bir metottur [7]. Bunun i¢in dronlar, kameralar veya arttirilmis gergeklik gozliikleri
ornek verilebilir. Giiniimiiz ¢oziimlerinden farkli olarak I0T'de Derin Ogrenme, verileri bir
sunucuya veya buluta aktarma ihtiyacini ortadan kaldirmaktadir [8].

IoT Cihazlarinda eylem algilama tekniklerinin uygulanmasi bir¢ok fayda saglamaktadir.
Ornegin 10T cihazlar1 CPU, GPU, RAM ve Giig gibi donanim kaynaklarini daha az tiikketmektedir.
Bununla beraber birbirine bagli ¢ok sayida fiziksel cihaz, birgok farkli bulut hizmetinden
faydalanma imkani, platformlar arasi destek ortami ve cesitli iletisim protokolleri ile uzaktan
izlenebilir ve kontrol edilebilir bir Cihaz Kontrol Sistemi destegi bu faydalar arasinda
gosterilebilir. 10T cihazlarda eylem algilama tekniklerinde insansiz araglar, akilli ev sistemleri,

akilli sehir sistemleri, spor, saglik ve trafik gibi birgok uygulama alan1 bulunmaktadir [3].



Veri isleme hiz1 ¢ok 6nemlidir ve milisaniyelik veri aktarim gecikmesi telafi zor durumlar
ortaya koyabilmektedir [8] [13]. Ag erisiminde, aga istikrarli bir sekilde erisebilmek ayri bir
sorundur. Bdyle bir durum, o6rnegin, daha az niifuslu alanlarda veya kasitli olarak sinyali
engelleyen odalarda meydana gelebilir. Genellikle cihazi terk etmemesi gercken hassas verilerle
calistimaktadir. Diisiik gii¢ tiiketimi istenen ayr1 bir dzelliktir. 10T'de Derin Ogrenme tekniginde,
verilerin diizenli olarak buluta gonderilmesi gerekmediginden, pil kullanimi otomatik olarak
indirilmis olur [11]. 10T uygulamalarinda Derin Ogrenme igin otonom araglar1 ve insansiz hava
araclarini da kapsayan ¢ok sayida senaryo vardir [15] [16].

0T Teknolojileri, biiylik verilerle dogrudan basa ¢ikamayan farkli cihazlardan gelen ham
verinin belirli bir kismiyla ilgilenen ve cihaz kapasitesinin sinirlt oldugu teknolojilerdir. Davranisi
tahmin etme ve sonrasinda bu tahminlere dayanarak kendi kendine karar verme tekniklerinden
bulmay1 zordur. Ornegin, sadece 10T cihazinda bulunan donanim ile gercek zamanl eylem
algilama islemi yapilmasi pek miimkiin olmamaktadir. 10T cihazlari IoT cihazlarin 6zelikleri

Cizelge 2.3 de verilmistir.

Cizelge 2.3'da belirtildigi gibi simirli donanim kaynaklarina sahiptir. 0T cihazinda
kullanilabilen sinirli sayida Derin Ogrenme teknikleri mevcuttur [10]. Ayrica yine 10T cihazlariyla
calisabilen ve farkli video kamera tiirlerinde video akisini yakalayan az sayida kamera tiirli vardir
[6].

Gergek zamanli durumlarda video islemenin genellikle video akis1 kaynagindan gelen gesitli
ve biiyiik bilgilerle basa ¢ikmak i¢in uygulandigi unutulmamalidir. Full HD, UHD gibi gelismis
video kodekslerinin ¢ok yiiksek ¢ergeve hizlari iiretmesi sorun olusturmaktadir. Esasen, videonun
kalitesi ne kadar yliksekse, verileri islemek o kadar uzun siirer [4] [5]. Buna gore, yiiksek kaliteli
videolar, Eylem algilama gibi ger¢ek zamanli veya gercek zamanliya yakin veri isleminin gerekli
oldugu projeler igin biiyiikk bir zorluk haline gelirken, bununla birlikte Derin Ogrenme
tekniklerinden gelen bilgileri, kullanilan veri setleriyle karsilastirmasi gerekmektedir [6] [7].

I0T cihazinda, Makine Ogreniminin bile sinirlart bulunmaktadir. Smiflandirict asamasini
hazirlamak igin Nesne Ozelligi Cikarma islemindeki insan eyleminin yeni dzellikler eklemesi veya
digerlerini smiflandirmasi gerekecektir. Derin Ogrenme teknikleri 10T cihazlari ise milyonlarca
aciklamali resimle basa ¢ikabilir. Bu ham verileri otomatik bir sekilde RNN veya CNN kullanarak
bu bilgileri cihazin kendisinde yerel olarak depolayacak sekilde egitecek; daha sonra derin
ogrenme teknikleri bu bilgilerle dogrudan ilgilenebilecektir. Diger bir deyisle, ortak temanin
gercek zamanl karar verme ihtiyaci oldugu g6z onilinde bulundurulursa daha fazla islem igin

buluta veri gondermek zaman kaybina neden olmaktadir [26].



loT'de Derin Ogrenme, giyilebilir cihazlarda da kullanilmaktadir. Akilli saatler ve
bileklikler, yasam parametrelerinin daha dogru oOlgiimlerini toplayabilmektedir. Yapay zeka
algoritmalariyla birlestirilen bu bilgi, egitimi planlamayi, saglig1 iyilestirmeyi ve yaglilara
bakmay1 miimkiin kilmaktadir [27].

Ayrica 10T iizerinde Derin Ogrenme; titresimleri, sicaklig1 ve Ultrasonlari inceleyen sensdr
verilerine dayali olarak gelecekteki makine arizalarinin hizli bir sekilde tahmin edilmesini
saglayan Endiistri 4.0 varsayimlarinin yerine getirilmesine yardimei olur. Ayni zamanda iiretim
siireclerinin ve kalite kontroliin artan otomasyonunu destekler [28]. Ornegin, goriintii isleme
algoritmalari ekipmana yakin nesneleri tanimlamak, siniflandirmak ve izlemek i¢in kullanilabilir
[29].

loT°de Derin Ogrenmeyi kullanmak igin yukarida belirtilen nedenlerden baska hayatimiza
yeni giren akilli evler, akilli telefonlar, arttirilmis gergeklik ve bir¢ok teknolojinin sinirsiz kullanim
alanlariyla beraber birgok uygulamasinin yapilacagi asikardir [30] [31].

Gelisen teknolojiyle beraber Derin 6grenme algoritmalari giin gectikge kiiclilmektedir.
Giiniimiizde Google Asistan ekibi, mikro-denetleyicilerde ¢alisacak kadar kii¢iikk boyutta
kelimeleri algilayabilen ve yalnizca 14 kilobaytlik bir modele sahiptir [11]. Derin 6grenme test
yontemleri kullanilarak 10T {izerinde eylem algilama sistemlerindeki bazi sinirlamalar
belirlenecek ve bir tasarim test ¢oziimii uygulanacaktir. Dahasi, uygulanan tasarim testi derin
O0grenme gercevesi, gelistiricilerin birim testleri yazmasina ve calistirmasina olanak tantyacaktir
[35].

Endiistride ve arastirma sektorlerinde 10T cihazlarinda Eylem Algilama giderek daha gerekli
hale gelmektedir. 10T cihazlarinda Eylem Algilamanin gelecegini daha Ongdriilebilir ve
yonetilebilir kilmak i¢in bu alanda daha fazla arastirma yapilmasi gerekmektedir. Bu ¢alisma, 10T
ve Gomiilii cihazlarda Derin Ogrenmeyi kullanarak Eylem Algilama tekniklerinin incelenmesine
katkida bulunacagi diistiniilmektedir [12]. Etkili, verimli ve giivenilir derin 6grenme modelleriyle
desteklenen 10T uygulamalarinda, eylem algilama olusturma hakkinda daha iyi bir imaja sahip
olmak i¢in hem endiistriyel etki alan1 hem de arastirmacinin g¢aligmalar1 i¢in mevcut veya
gelecekteki tasarimlari iyilestirmek i¢in kullanilabilecegi ongoriilmektedir [13] [14].

I0T yapist altinda sensorler siirekli olarak veri toplamaktadir. Bir video kameranin verilerini
ag tlizerinden bir merkeze veya buluta tagimak yerine, bu sabit veri akisini sensorlerin kendisinde
islemek daha etkilidir. Baz1 gelistiriciler bu gdmiilii aygitlar: "ug" olarak adlandirmaktadir. Diisiik
giic tiiketen, kaynaklar1 kisithh olan ug¢ cihazlarda, modeller ve platformlar daha verimli hale

gelmekte ve daha hassas olarak yerlesik veri islemeyi miimkiin kilmaktadir [15].



Kameralar ve diger cihazlar gibi akilli sensorler, nesne algilama ve nesne izleme ve
simiflandirma gibi yakindan ilgili etkinlikleri gerceklestirmektedir. Sistem iizerinde bu 6n isleme
caligmasinin yapilmasi, istenmeyen trafigi agdan uzak tutarak performansi arttirmaktadir. Bu 10T
cihazinin kendisi tarafindan yapilabilecek ¢ok 6nemli gorevlerden biridir [16].

Bu tez calismasinda, Derin Ogrenme tekniklerini kullanarak IoT ve gémiilii cihazlarda
Eylem Algilama incelenmesi yapilacak olup, ayn1 zamanda, Derin Ogrenme uygulama teknikleri
i¢cin Onerilen Optimizasyon ¢Oziimlerini gelistirerek IoT cihazlarinda Eylem Algilamanin sonug
dogrulugu incelenecektir. Baska bir ifade ile bu tez ¢alismasinda temel olarak IoT cihazlarinda
Eylem Algilama gelistirebilmek i¢in Derin Ogrenme modellerini arastirmak ve bu gelistirilen

Eylem Algilama teknigi ile nesnelerin insansiz ger¢ek zamanli izlenmesi hedeflenmektedir.



1.1. Onceki Calismalar

Bu boliim, yapilan literatiir ¢alisma i¢in gerekli olan temel kavramlara ve ilgili yayinlanmis
caligsmalara daha yakindan bir bakis icermektedir.

* Yukui Luo [17], en gelismis Derin Ogrenme cercevelerinden biri olan Deep Convolutional
Neural Network'iin OpenCL tabanli bir uygulamasi sunmustur. Cerceveler iic onemli katki
hedeflemistir. Bunlar; gergek zamanli bir nesne tamima sistemi, tasinabilir cihazlarda bile
uygulanabilen diisiik gii¢ tilketimine sahip bir ¢ergceve ve ¢esitli bilgi islem cihazlarinda ¢alisabilen
bir ¢ergevedir. Cergeve hizi, YOLO V2 kiyaslamasina dayali olarak CUDA g¢ercevesiyle
karsilastirilarak degerlendirilmistir.

* Alpaydin [18], degisken, giiriiltiilii arka planlara sahip, kontrasti diisiik olan, uzun menzilli
goriintiiler i¢in oldukc¢a verimli nesne tanima saglamak i¢in Derin Evrigimli Sinir Aglart ile birlikte
calisan uyarlanabilir bulanik tabanli bir ag topolojisi Onermistir.

« Daniel [19], LIDAR verilerini ve RGBD nokta bulutlarin1 kullanarak dogru ve verimli
nesne algilama elde etmek i¢in bir 3D Evrigimli Sinir Ag1 (CNN) mimarisi "VoxNet" i sunmustur.
Kamuya agik en son teknolojiye sahip kiyaslama yaklagimlar: degerlendirilmis ve yaklagimlarinin
nesnelerini gergek zamanli olarak siniflandirirken bu kriterlerin Gtesinde dogru bir sekilde
uygulandigini gérmiislerdir.

* Lewis [20] makalesinde, 6nceden isleme veya baska tiirlii gok maliyetli olan derinlemesine
degerlendirmeler olmaksizin derin nesne tanimayi sekillendiren SimpleNet adli bir DIY ag1
onermistir. Dogruluk, son teknolojiye gore nispeten daha az olsa da, SimpleNet, sonsuz sayida
parametre ile uygun kayip fonksiyonlarindan gii¢ ¢gekmeye ¢alisir. Buna karsilik olarak diger aglar,
giicii katmanlarin derinliklerinden alir. Au-thor, izleyicilere performans agisindan tiim bu CNN
modelleri hakkinda derin bir fikir vermek i¢in OverFeat, VGG16, Fast R-CNN ve YOLO gibi
cesitli CNN modellerini SimpleNet ile karsilagtirmistir [42].

* Girshick [21], Hizli R-CNN adli Bolge tabanli Evrisimli Sinir Agi'n1 sunmustur. Bu ag,
diisiik hesaplama hiziyla alim satim yaparken nesneleri yiiksek dogrulukta tespit edebilir
niteliktedir. Bu nedenle, agin ger¢ek zamanli nesne tespiti i¢in uygun olmadigi diistiniiliir ve bunun
araciligiyla tanima kabul edilebilir bir performans yanliglig1 sergiler.

* Ren [22], makalelerinde Hizli R-CNN'nin Faster R-CNN olarak bilinen giincellenmis bir
stirimiinii sunmustur. Adindan da anlasilacagi gibi, Bolge tabanli Evrigimli Sinir Aginin
giincellenmis siiriimii, onceki siirimiinden ve diger bir¢cok son teknolojili agdan daha iyi
hesaplama hiz1 ve dogrulugu gostermistir. Bir Bolge Teklif Agi (RPN) eklenerek, agin hesaplama

hizi, 6zellikler tireterek ve bunlar1 son algilamay1 yapmaktan sorumlu Tespit Ag1 ile paylasarak



artirmistir. Daha hizli R-CNN modelleri, gergek zamanli algilamalar yapabilir fakat boyut olarak
daha kiictik nesneleri algilamakta zorlanir.

» Kim [23], en son teknik yenilikleri kullanarak 6zellik ¢ikarma asamasinda degisiklikler
yapmis Ve PLANET olarak bilinen daha yeni bir ag c¢alismasi sunmustur. Bu ag, hesaplama
maliyetini azaltirken, birden ¢ok kategorideki nesneleri benzerleriyle birlikte ayni dogrulukla
algilayabilir niteliktedir.

» Dai [24], nesne algilama s6z konusu oldugunda son teknoloji olan mevcut ResNet'i
benimserken, R-FCN adinda tamamen evrisimli bir ag kurdu. Nesne algilama dogrulugunu
arttirma girisiminde, Hizlt R-CNN'deki tam olarak bagli katmanlarin yerini, konuma duyarl ve
uzamsal bilgileri kodlayabilen bir dizi skor haritasi almistir. Sonug olarak, R-FCN, Daha Hizli R-
CNN ile benzer dogrulukta olup, R-FCN’nin daha iyi hesaplama hizlarinda oldugunu gostermistir.

» Kong [25], birden ¢ok ¢ikt1 katmaninda algilama gergeklestirerek nesneleri birden g¢ok
Olcekte algilayabilen HyperNet adli bir ag sunmustur. Bu ag, tarafindan onerilen ve cesitli
Olgeklerdeki nesneleri tespit etmek i¢in etkili bir ¢cerceve saglayan MS-CNN'ye benzer.

* Liu [26], yiiksek dogrulukta ger¢ek zamanl performans saglayabilen Single Shot multi-
box Detector (SSD) adli basit ve anlasilir bir ag sunarak, bu agin bolgesel teklif yontemini
kullanmamaktadir. Bu agda, nesne lokalizasyonu ve siniflandirmasi, sinirlayici kutu regresyonunu
gerceklestirmek igin ¢oklu-kutulu bir teknik kullanilirken, agin tek bir ileri gegisinde
gerceklestirilir. Dolayisiyla SSD, uctan uca hesaplamalar gerceklestirebilir 6zelliktedir.

« Redmon [27], bildirisinde devrim niteligindeki aglari YOLO'nun giincellenmis bir
versiyonu olan YOLOv3'ii sunmustur. Bu model, Faster R-CNN, VGG-16, ResNet gibi diger tiim
son teknoloji aglar1 geride birakmistir. Hesaplama hizi ve dogrulugu agisindan, diger aglarin
yapamadig1 yiiksek hassasiyeti korurken gercek zamanl tespitler ve izleme yapmak icin ideal bir
ag haline getirilmistir. YOLOV3, ii¢ farkli 6lgekteki nesneleri etkili bir sekilde algilayabildigi i¢in
kiiclik boyutlu nesneleri algilayabilir.

* Mehdi [12], IoT veri madenciligi yaklagimlarina odaklanan derin 6grenme yontemi
hakkinda bir anket sunmustur. 10T altyapist ve hizmetleri igin farkli siniflandirma, kiimeleme ve
stk model madenciligi algoritmalarini ele ald1 fakat bu ¢alismada, ¢aligmanin odak noktast olan
loT iizerindeki DL yaklagimlariyla Eylem Algilama dikkate alinmamustir.

« He Li [28], makalesinde, u¢ hesaplamada 10T i¢in ¢esitli derin 6grenme modelleri i¢in
esnek bir model formiile etmek i¢in yol sunmustur. Ayrica, ug bilgi islem modelinin hizmet
kapasitesini optimize etmek i¢in verimli bir ¢evrimigi algoritma tasarlamistir. Ancak eylem

algilamay1 veya gomiilii cihazi dikkate almamiglardir.



+ Hong [29], Edge computing’2 olarak sistemin c¢ekirdegini kullanmustir. Oncelikle aktif
kameralardan gorintiileri alir ve ardindan bu goriintiileri izleyiciden gegirir. EdgeServer, izleme
siirecinden sonra yalnizca sikistirilmis bilgileri Cloud 10T Core'a gonderir ve DL bdliimiinii bulut
hizmetine uygulamak icin yerel web ara yiizii verilerini saglamistir.

« Shreshth [30], hizli hareket eden araglar tespit etmek igin akilli bir gozetim mimarisini
modellemistir. Elde edilen mimari modellemede video, akilli telefonlar, akilli tabletler,
arabalardaki bilgisayarlar ve hesaplama o6zelliklerine sahip diger yerinde cihazlar gibi sis
hesaplama diiglimlerinde islenir. Ancak gozetim mimari modelleri, araglar1 yalmizca gergek
zamanli olarak algilayabilir niteliktedir. Fakat birden fazla hedef nesneyi algilayamaz.

« Faisal [31], Gergek Zamanli 10T izleme sistemi i¢in web tabanli gelistirilmis bir uygulama
onermistir. l0T'de, Raspberry Pi gibi cihazlar, sensorleri izlemek ve aktiiatorleri uzaktan kontrol
etmek i¢in kullanilabilir niteliktedir. Bulut hizmetleriyle MQTT baglantisini kullanmistir. Gomiilii
cihazlar diistinmeden veya bir Lite derin 6grenme kitaplig1 kullanmadan 10T'yi akilli evler i¢in
bir ev izleme sistemi olarak kullanmakla kendilerini sinirladilar.

» Srinivasan [32], gomiilii cihaz veya farkli 10T Isletim Sistemleri dikkate alinmadan, 10T
cihazina yerel olarak uygulanacak TensorFlow Lite derin 6grenme kitapligini kullanan bir nesne
algilama sistemi onermistir. Ayrica 10T baglanti protokoliiniin MQTT olarak kullanim1 yoktur.

« Jure [33], bir web uygulamasi gelistirmeye benzer; Bulut hizmetlerine 10T baglantis1 igin
MQTT aracisini kullanmustir.

* Ruimin galismasinda [34], sistem kamera diigiimleri, 10T cihazlari, hiicresel veri iletim
modilleri ve merkezi bir sunucudan olusan 10T cihazlar1 Raspberry Pi 3B'dir. Genel tasarim,
hesaplama yiikii ile veri aktarim hacmi arasindaki dengeyi ve derin 6grenmeyi kullanarak sistemin

giivenilirligini ve 6l¢eklenebilirligini dikkate alir.

1.1.1. Tezin Literatiire Katkisi

Yapilan arastirma dahilinde, literatiirde 10T cihazlar1 ile kullanabilen Derin Ogrenme-Lite
modellerinin arasindaki baglantinin incelmedigini gordiikk eylem algilama ile loT'deki Derin
Ogrenme-Lite yontemlerinin uygulamalar1 arasindaki belirli iliskiyi arastirmaya yonelik bir
makale bulunmamaktadir. 10T cihazlarina gelince, bazi arastirmacilar deneysel kisim i¢in 10T ve
gomiilii cihazlar olarak Raspberry Pi, ve ESP32 kulland1 [35]. Cok az ¢alisma, 10T ortamlarinda
kullanilan ortak veri madenciligi, makine &grenimi ve Derin Ogrenme yontemlerini sunar.
TensorFlow Lite'm gergek zamanli nesne algilama ve tanima igin en uygun Derin Ogrenme

algoritmas1 oldugu sdylenebilir. Toplanan bilgilerden, nesne algilama sistemlerinin arastirma ve



gelistirmelerinin ¢ogunun ya l0T olmayan cihazlarda ya da diisiik maliyetli gézetim sistemlerinde,
park sistemlerinde ve araba gibi araglarda uygulandigi ¢ok agiktir [9]. Ayn1 zamanda, nesnelerin
tespiti ve izlenmesi igin en iyi Derin Ogrenme modelini belirleyerek 10T ve gémiilii cihazlarda
Derin Ogrenme modellerini kullanarak mevcut son teknoloji Eylem Algilama sistemini
degerlendirmek icin sadece kiigiik bir arastirma yapilmis olup gercek durum ortamlarindaki
eylemler iizerine bugiine kadar bu ¢alisma alaninda ¢ok az arastirma yapilmistir. Bu nedenle Derin
Ogrenme API'si, eylem algilama siireglerini hizla gelistiren ve dagitan giiglii bir arac¢ haline
gelmistir. Bu nedenle, bu arastirma galismasinda verilerin 10T, Gomiilii ve Mikrodenetleyici
cihazlarinda egitilmesi amaglanmigtir. Bu tez, bu algoritmalarin performansini degerlendirmek ve
gelecekteki yeniliklere dogru bir adim olarak 0T {izerinde gercek zamanli Eylem Algilamay1
tamimak i¢in DL-Lite modelleri olmustur [36].

Literatiir taramasi, 10T iizerinde Eylem tespiti ile kullanilan Derin Ogrenme modellerinin
sinirlamas1 ve bunlarin etkinligi hakkinda derinlemesine bir anlayisla bilgi edinmek ig¢in
secildiginden, tanimlanan modellerden en uygun ve verimli yontem secilebilir. Bu tezde, Derin
Ogrenme Lite ve normal modelleri sectik. 10T cihazlar igin tam destege sahip, eylem algilama

modeli i¢in kullanilan son teknoloji Derin Ogrenmeye gore segilmistir [37][38].



1.2. IoT Cihazlan

Nesnelerin interneti (10T), internet iizerinden diger cihazlara ve sistemlere baglanmak ve
veri aligverisi yapmak i¢in sensorler, yazilimlar ve diger teknolojilerle gomiilii fiziksel nesnelerin
agin1 tanimlar. Bu cihazlar, siradan ev esyalarindan sofistike endiistriyel aletlere kadar ¢esitlilik
gosterebilmektedir [39].

Sekil 1.1 ve Sekil 1.2'de gosterildigi gibi loT ANALYTICS'in paylastig: verilere gore 2025
yilma kadar Internet'e bagl 21,5 milyar "loT" cihazi olmas1 dngériilmektedir. Bu 10T lar akilli
telefonlar ve bilgisayarlar gibi genel amagli cihazlar degil, Otomatik satis makineleri, jet motorlari,
kendi kendine giden arabalar, gozetim sistemi kameralart gibi islev nesneleri ve sekil 2'de
gosterildigi gibi ¢esitli cihazlardan olugsmaktadir [9][40].

0T, birgok sektorii dijital igletmeye doniistiirerek ve yeni is modellerini tesvik ederek
ekonomi lizerinde tretkenligi artirmak, ¢alisanlarin ve miisterilerin etkilesimini artirmak gibi

biiyiik bir etkiye sahip olacaktir.
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Sekil 1.1 Bagli 0T Cihazlarinin Kiiresel Sayis1 [41].
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Sekil 1.2 Diinya ¢apindaki toplam aktif cihaz baglantisi sayis1 [41].

Nesnelerin Interneti, her ay milyonlarca yeni sensor ve cihazin ¢evrim ici hale gelmesiyle
hizla biiyiimektedir. Nesnelerin Internetinin, ucuz, diisiik gii¢lii bilesenlerle giiglendirilmis yaygin
internet baglantis1 hem kurumsal hem de tiiketici tarafindan biiyiik ilgi gormektedir. Akilli ekmek
kizartma makinelerinden akilli sehirlere, tedarik zincirlerindeki RFID etiketlerinden tibbi izleme
implantlarina, 6grenen termostatlardan siiriicilisiiz arabalara kadar bir¢ok yeni cihaz bu teknolojiyi
kullanmaktadir [38]. Kullanim alanlarinin gesitliligiyle beraber, diinyadaki insan niifusundan daha
fazla Internet'e bagli cihaza sahip olmaya nasil gegildigi sorusu akillara gelmektedir. Sekil 1.3’de
tarihsel gelisimiyle beraber 10T 'un nereden geldigi ve gelecekte nereye gidecegine dair genel bir
fikir verilmektedir [2].

]
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Sekil 1.3 10T icin Bazi Modeller [42].
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1.2.1. loT'de Secilen Onemli Olaylarin Zaman Cizelgesi

1969 yilinda modern internetin dnciisii olan ARPANET, ABD Savunma ileri Arastirma
Projeleri Ajanst DARPA tarafindan gelistirilmis ve hizmete sunulmustur. Bu, Nesnelerin
Internetinin "Internet" kisminin temelidir.

1980’11 yi1llarda ARPANET, ticari saglayicilar tarafindan halka acgilmis ve insanlar diledigi
siirece bir seyler arasinda baglanti kurmalarina olanak saglamistir.

1982 yilinda Carnegie Mellon Universitesi'ndeki programcilar, bir Coca-Cola otomat
makinesini Internet'e baglayarak, satin almadan &nce makinede soguk gazli igecekler olup
olmadigini kontrol etmelerine olanak tanimislardir. Bu uygulama genellikle ilk 10T cihazlarindan
biri olarak anilmaktadir.

1990 yilinda John Romkey, bir meydan okumaya yanit olarak ekmek kizartma makinesini
Internet'e baglamis ve basarihi bir sekilde agip kapatarak bizi modern 10T cihazlar olarak
diisiindiigiimiiz seye daha da yaklastirmistir.

1993 yilinda Cambridge Universitesi'ndeki miihendisler, Internet'i aletler ve yiyeceklerle
birlestirme gelenegini siirdiirerek, bir kahve makinesinin durumunu dakikada ii¢ kez ¢eken ve
durumunun ¢alisanlar tarafindan uzaktan izlenmesine olanak taniyan diinyanin ilk web kamerasi
olarak tanimlayabilecegimiz bir sistem gelistirmislerdir.

1995 yilinda ABD hiikiimeti tarafindan yiiriitilen GPS uydu programinin ilk siiriimii
tamamlanmis ve bir¢ok 10T cihazi i¢in en hayati bilesenlerden biri olan konum &zelliginin
saglanmasina oncii olmustur.

1998 yilinda IPv4 standardi yerine IPv6 standardi taslak bir standart haline gelmistir.
Boylece 32 bit IPv4 yalnizca 4,3 milyar civarinda cihaz i¢in IP dagitabiliyor iken 128 bit IPv6,
340 undesilyona (36 sifirla 340) kadar benzersiz IP adresi dagitmaya imkan saglamistir.

MIT’in Auto-ID Labs baskani Kevin Ashton 1999 yilinda, RFID izleme teknolojisinin
potansiyelini géstermek i¢in Proctor & Gamble yoneticilerine yaptigi bir sunumda 10T ifadesini
kullanmistir. Bu ifadenin ilk kez burada kullanildig: diistintilmektedir.

2000 yilinda LG Internet Buzdolab: adim verdigi ekran ve algilayicilarla dolapta neler
oldugunu takip edebilen bir iiriin piyasaya siirmiistiir. Ancak iiriin asir1 pahali olmasi nedeniyle
fazla ilgi gormemistir.

“Nesnelerin Interneti” ifadesi kitap basliklarinda ortaya ¢ikmaya baslar ve goriiniimleri
yaratilir.

2007 yilinda ilk iPhone gelistirilmesiyle halkin diinya ve Internet baglantili cihazlarla

etkilesime girmesi i¢in yepyeni bir yol sunulmustur.
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2008 yilinda ilk uluslararas1 10T konferansi Isvigre'nin Ziirih sehrinde yapilmistir. Aym
zamanda Internet'e bagli cihazlarin sayis1 diinyadaki insan sayisin1 gececek sekilde arttirilmistir,

2009 yilinda Google, siiriiciisiiz araba testlerine baslamistir ve St. Jude T1ip Merkezi Internet
baglantili kalp pillerini piyasaya slirmiistiir. Ayrica, I0T'nin biiyiik bir par¢asi olmas1 muhtemel
olan blok zinciri teknolojilerinin dnciisii olan Bitcoin bu yil ¢alismaya baslamistir [43].

2010 yilinda Cin hiikiimeti 10T'yi kilit bir teknoloji olarak adlandirtyor ve uzun vadeli
kalkinma planlarinin bir pargasi oldugunu duyuruyor. Ayni y1l Nest, aliskanliklarinizi 6grenen ve
evinizin sicakligini otomatik olarak ayarlayarak "akilli ev" konseptini 6n plana ¢ikaran akilli bir
termostati piyasaya siirmiistiir.

2011 yilinda pazar aragtirma sirketi Gartner, bir teknolojinin popiilerligini ger¢ek
kullanisliligina kars1 6l¢mek i¢in kullanilan bir grafik olan "heyecan dongiisiine" 10T'yi eklemistir.

2013 yilinda IoT ve giyilebilir teknolojide devrim niteliginde ve muhtemelen zamanin
Otesinde bir adim olan Google Glass’1 piyasaya siirmiistiir.

2014 yilinda Amazon, Echo'yu piyasaya stirerek 10T cihazlarinin akilli ev merkezi pazarina
girmesinin yolunu agmistir.

2016 yilinda General Motors, Lyft, Tesla ve Uber, siiriiciisiiz arabalari test edilmistir. Mirai
botnet'in, ireticiSinin varsayilan oturum agma bilgileriyle 10T cihazlarina saldirmasi, onlar
devralmas1 ve DDoS popiiler web sitelerinde kullanmastyla ilk biiylik 10T kotii amaclh yazilim
saldiris1 da bu yil gergeklesmistir.

2017-2019 yillart arasinda 0T cihazlar1 daha ucuz, daha kolay ve daha genis kabul gorerek
sektoriin her yerinde kii¢iik inovasyon dalgalarina yol agmistir. Otonom araglar gelismeye devam
etmis, BitCoin ve yapay zeka (Al), 10T platformlarina entegre edilmeye baslanmis; artan akilli
telefon ve genis bant penetrasyonu 10T'yi gelecek i¢in 6nemli bir teknoloji haline getirmistir [28].

IoT zaman akis1 Sekil 1.4°de gosterilmistir [43].
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A BRIEF HISTORY OF

®

1982 @

Carnegie-Mellon researchers
(¢’ connect a vending machine
to the Internet so they can
remotely check for cold
sodas.

O £

W 1995
=

The GPS satellite network
(version 1) is completed.

1999

The term “Internet of Things" is
first Used by Kevin Ashton of
N i/ MIT.

2007 @

The first l3CLELis released.

2009 ®

elf-driving
cars.

Google startg'testingy

2014 @

Amazon releases the Echo, which
sets off a scramble to enter the
smart home hub market. @

2017-2019 @

loT continues to grow as Internet
penetration, Al, blockchain, edge
computing, and cheap devices
and sensors proliferate.

The Internet of Things (IoT) has come a
long way, going from one or two machines
in the 1980s to billions in 2019.

1969

ARPANET, the precursor to the
Internet, is developed.

ROmkey demonstrates the
first toaster controlled via the
Internet,

1998

IPv6 adds 27128 new IP
addresses, which even |oT devices
will have trouble eating up.

2000

LG announces the first smart
fridge. It's cool (literally) but also
too expensive to sell well.

2008

The first international loT
conference is held. Also, there
are now more online devices
than there are humans on earth.

2013

Google Glass is released. Too
soon, apparently. VR and AR are
still in early stages.

2016

GM, Lyft, Uber, and Tesla are
all testing self-driving cars now.
Mirai, the first large-scale l1oT
attack, also takes place.

Sekil 1.4 loT Zaman Aksi [43].
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1.2.2. ToT'nin Gelecegi

Gartner Hype Dongiisiinde, onlimiizdeki birka¢ yil igerisinde beklentiler yeniden
ayarlanmaya calisilacaktir. Bu c¢alisma uzun vadeli olsa da IoT muhtemelen yeni bir norm
olacaktir. Evde olunca bile akilli telefondan durumu kontrol etmek oldukca kolay olacaktir.
Tedarik zincirindeki her 6genin gercek zamanli bir resmini elde etmek de oldukca kolaydir. Al ve
blockchain gibi teknolojiler, cihazlar1 daha bagimsiz ve daha iyi bir aga sahip hale getirmek i¢in
giderek daha fazla kullanilmaya baglanmistir. "Ug bilisim" teriminin yiikselisi, biiyiik dl¢iide, [oT
cihazlarmin yayginlagsmasinin buluta uzun gidis-doniis yolculugu ve yerel kullanicilar i¢in geri
dontisii  elverigsiz  hale getirdigi gerceginden kaynaklanmaktadir. Kitlesel donanimin
benimsenmesini gerektiren seyler biraz zaman alabilir. Dolayisiyla Nesnelerin Internetine gegis
kademeli olacaktir. Kademeli olmasinin nedeni ise ¢ogu faaliyetin ¢evrimigi olarak kullanilmasi
ve calistirilmasi, ortaya ¢ikacak olan gizlilik ve gilivenlik sorunlarini anlamak agisindan
arastirmacilara biraz daha zaman kazandiracaktir. [58]

IoT (ug bilisim, edge computing), dagitilmis bir bilgi islem paradigmasidir. Merkezi bir bilgi
islem paradigmasinin aksine, tiim verileri merkezi sunucuya toplamaz ve bunun yerine bunlari
isleme koymaz; verileri ve bilgi islem is yiikiini dagitilmis cihaz diiglimlerine veya yerel
sunuculara dagitir ve bunlara “kenar sunucular1” denir. IoT, bilgisayar veri depolamasini ve
islemeyi gerekli islemin yapilacagi konuma yakinlastirir. IoTde, hesaplama biiyiik dl¢iide ug
sunucularda gergeklestirilmektedir [13]. IoT, uygulamalari, verileri ve bilgi islem hizmetlerini
merkezi noktalardan kullaniciya daha yakin konumlara kaydirmaktadir. Sonug olarak, IoT aglari
daha az gecikme ve daha fazla giivenlik sunabilmektedir. Ayrica, merkezilestirilmis veri merkezi
ile iletisim azalmaktadir. Bulut bilisimin aksine IoT, agin ucunda merkezi olmayan veri islemeyi
ifade etmektedir. 10T Sekil 1.5'te gosterildigi gibi geleneksel loT-bulut bilisim modelinde bir ara

katman sunmaktadir.

Connected loT Enerprise
Integration Hub Apgpiications

“Things" loT

000 =
000 &

\ 3 i

Modular, secure, and and-io-end architectura
Streaming analylics and machine leaming
Open, meroperable on Hybnd Cloud
Modem application agilty & integration

Centralized Data Mgmt. &
Analytics Platform

Sekil 1.5 Nesnelerin Interneti Mimarisi [35].
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Bulut tabanli IoT mimarisi 0T cihazlar1 ve bulut arka ucu olmak {izere iki katmandan
olugmaktadir. IoT tabanli IoT mimarisinde ise ortada kenar katmani olmak iizere iic katmandan
olusmaktadir. U¢ katmanin orta katmani olan kenar katmani, bulut ve IoT aglar1 arasinda koprii
olusturmada ve ara yiiz olusturmada 6nemli bir rol oymaktadir. Bu katmandaki bir kenar 6gesi,
herhangi bir kii¢iik boyutlu veya orta boyutlu bilgi islem varligi olabilir. Bu 6ge, li¢ katmandan
herhangi birine dagitilan uygulamalara depolama, bilgi islem, ag kaynagi ve ag denetimi saglamay1
amaglamaktadir. Bu varligin formu, diisiik giiglii diiglimlerden hiicresel baz istasyonlarina kadar
farkli durumlara gore farklilik gosterir. Bu varliklar bulut servis saglayicilari, IoT agi kullanicilart
veya bir Telekom operatorii tarafindan sahip olunabilir ve isletilebilir. Bu durum, Telekom
operatdriiniin veya bulut hizmeti saglayicilarinin ne kadar ve ne sekilde hizmet saglamak istedigine
baglidir [14].

Kenar aglar ile bulut arasinda bir orta katman kullanmak, modern ag altyapilarinda yaygin
bir uygulamadir. Geleneksel orta katman iglevleri esas olarak yonlendirme, ag baglantis1 ve ag
odakli islemleri icerir. Islevselliklerin bir parcasi olarak IoT giderek daha popiiler hale gelmekte
ve daha fazla uygulamada kullanilmaktadir [15]. Ozellikle IoT ekosistemleri igin, IoT aglar1 belirli
bir kullanim durumu i¢in 6zel bir altyapiya ihtiyag¢ duyar, ancak buluttaki kullanim durumundan
bagimsizdir. IoT bulut ve IoT aglarini orta katmandan ayirarak bu talepleri karsilayabilir ve bulutla
ara yiiz i¢in standartlastirilmis bir ¢ikt1 elde etmek icin verileri soyutlayabilir.

[oT uygulamalar1 Sekil 1.6°da verilmistir [44].

MALAT AXILLI BINA
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Sekil 1.6 10T uygulamalar1 [44].
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Kenar katmanimnin varligi, zorlu IoT hizmetlerinin performans gereksinimlerini esas olarak
gecikme ve giivenlik agisindan karsilayabilir [16]. Kenar sunucusu yalnizca IoT agindan tiretilen
verileri islemekle kalmaz, calisma zamaninda IoT aginin saglanmasina da yardimci olabilir.
Bunlar, bir IoT ag1 i¢in 6nemli iyilestirmelerdir. Bu iyilestirme ihtiyacinin iki sebebi vardir.
Birincisi, IoT diigiimleri diisiik iletisim, hesaplama ve pil kaynagina sahiptir. Bu nedenle, ag
yapilandirma uygulamalarini her zaman gerceklestiremezler. Ikincisi ise kenar sunucularin
yardimiyla IoT aglar1 daha 1yi performansa sahip olmaktadir.

Bulut tarafindan gergek zamanli uygulamalar i¢in mesafe, verilere erisme ve getirme
gecikmesini ¢ok yiikksek hale getirmektedir. Ayrica omurga iletisim masrafi ¢ok yiiksek
olmaktadir. Sonug olarak dinamik aglarda IoT yapilandirmasi 6nemlidir ve en uygulanabilir yol

olarak karsimiza ¢ikmaktadir [45].
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1.3. Derin Ogrenme

Derin 6grenme, ham veri girdisinden asamali olarak {ist diizey Ozellikleri ¢ikarmak igin
birden ¢ok katman kullanan bir makine dgrenmesi algoritmalar1 sinifidir[11]. Ornegin, goriintii
islemede diisiikk katmanlar kenarlar1 belirleyebilirken; daha yiiksek katmanlar, rakamlar, harfler
veya ylizler gibi insanla ilgili kavramlari belirleyebilir.

Derin sinir aglari, derin inang aglari, tekrarlayan sinir aglari ve evrisimli sinir aglar1 gibi
derin 6grenme mimarileri, bilgisayarla gorme, makine goriisii, konusma tanima, dogal dil isleme,
ses tanima, sosyal ag filtreleme, makine ¢evirisi, biyoinformatik, ila¢ tasarimi, tibbi goriintii
analizi, malzeme denetimi ve masa oyunu programlari gibi alanlara uygulanmistir. Bu
uygulamalarda insanlarla yarisir hatta bazi durumlarda insaniistii sonuglar elde edilmistir [46].

Sekil 1.7°de Yapay zeka, makine 6grenimi ve derin 6grenmenin iliskileri gosterilmistir [44].

=_‘;5."'.u.-';}' 3 0

= {é} = G?«p‘:
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MAKINE YAPAY ZEKA

OGRENMESI

0 tecribeyte y

s Al Surmes

Sekil 1.7 Yapay Zeka [44].

Derin Ogrenme Yapay Derin Sinir Ag1 kullanimini igeren bir Makine Ogrenme yontemidir.
Insan beyninin, sinyalleri géndererek ve alarak bilgiyi isleyen sinir hiicreleri veya ndronlardan
olusmasi gibi, derin 6grenmedeki derin sinir ag1, birbirleriyle iletisim kuran ve islem bilgisi olan
'néronlarin' katmanlarindan olusur [37].

Derin Ogrenmedeki “derin”, ag icindeki katmanlarin sayisi gosterir. Yani daha fazla
katman sayisi, daha derin olan agdir.

Yapay Zeka Sinir Hiicresinin (Noron) Yapasi Sekil 1.8’de verilmstir [47]
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Sekil 1.8 Yapay Zeka Sinir Hiicresinin (No6ron) Yapasi [47]

Derin 6grenmedeki "derin" sifati, agdaki birden ¢ok katmanin kullanimindan gelmektedir.
[lk ¢aligmalar, dogrusal bir algmin evrensel bir siniflandirici olamayacagini ve daha sonra, sinirsiz
genislikte bir gizli katmana sahip polinom olmayan aktivasyon islevine sahip bir agin bdyle
olabilecegini gostermistir. Derin 6grenme, hafif kosullar altinda teorik evrenselligi korurken,
pratik uygulamaya ve optimize edilmis uygulamaya izin veren sinirsiz sayida sinirlt boyutlu
katmanlarla ilgilenen modern bir varyasyondur. Derin 6grenmede, katmanlarin heterojen
olmasiyla birlikte; verimlilik, egitilebilirlik ve anlasilabilirlik adina biyolojik olarak
bilgilendirilmis baglanti modellerinden biiyiikk 0Olglide sapmasina izin verilir, bu da
"yapilandirilmis" kisimdir [47].

Sekil 1.9’da Sinir Aglarinin Kisa Tarihi verilmistir [48].
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Sekil 1.9 Sinir Aglarinin Kisa Tarihi [48].
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1.3.1. Neural Network (NN)

Yapay sinir ag1 olarak da adlandirilan bir sinir ag1, Sekil 1.10'de gosterildigi gibi bir¢ok basit
islem biriminden olusan bir yazilim sistemidir. Bu birimler ¢ok basittir ve sadece basit iglemlere
sahiptir. Ornegin, bir birim, agirlig1 ve dnyargili dogrusal bir islev veya sigmoid, diizeltilmis
dogrusal birim, hiperbolik tanjant islevleri gibi dogrusal olmayan hesaplamalar olabilir. Ancak bu
birimlerin biiyiik bir kismi1 organize edildiginde, sinir aglar1 karmasik isleri bitirebilir [24]. FiKir,
insan beyninden ve insanin égrenme siirecinden esinlenmistir. Insan beyni, son derece karmasik,
dogrusal olmayan ve paralel hesaplamalar ger¢eklestirmek i¢in muazzam miktarda néron kullanir.
Ornegin etkilesimler ve egitim yoluyla dgrenen bebekler bu ndronlari bilgi edinmek igin kademeli
bir sekilde egitilerek 6grenirler [49].

Bir sinir aginda, islem notu, insan beynindeki ndronun esdeger bilesenidir. insan beynindeki
noronlar1 baglama seklini simiile eden diigiimler, benzer veya farkli islevleri gerceklestirmek igin
birka¢ katmana boliiniir ve her katman arasindaki diigiimler, degisken baglanti agirliklariyla
baglanir. Ag1 egitmek, bu agirliklar1 egitmektir. Model, belirli bir probleme gore uygun sekilde
secilirse, yeterli miktarda egitimden sonra, model bir noktada birlesir ve egitim veri setine gore
tahminlerde bulunur [25]. Donanim hesaplama kapasitesinin gelismesiyle birlikte, iiretim ve
arastirmada kullanilan makine 6grenmesinde sinir aglari en basarili yontemler haline gelmistir.
Sinir aglar ile pek ¢ok arastirma yapilmakta ve pek ¢ok sorun goreve 6zel herhangi bir kural ile
programlama yapmadan ¢oziilmektedir. Bu, yeterli tarihsel veri varsa, karmasik sorunlari ¢6zmek
i¢in sinir aglarmim kullanimini kolaylastirir ve kullanish hale getirir. Ileri Beslemeli Sinir Aglar:
(Feedforward Neural Networks), diiglimler arasindaki baglantilarin bir dongii olusturmadig temel
ve en basit sinir aglandir. Sekil 1.10'de giris katmani, gizli katman ve ¢ikt1 katmani olmak {izere
i katmandan olusan bir ileri beslemeli sinir ag1 gosterilmektedir. Her katmanin bes isleme birimi

vardir ve bu ileri beslemeli sinir ag1 i¢in girdi boyutu bes ve ¢ikt1 boyutu bestir [50].

® Girdi katmani Ara katmanlar @ Sonug katmani
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Sekil 1.10 Yapay Zeka sinir ag1 [48].
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Yapay Sinir Aglarmmn farkli yiikseltilmis simiflar1 da bulunmaktadir. Ornegin, Evrisimli
(Convolutional) Sinir Aglar1 (CNN'ler) bunlardan biridir. CNN'ler bir goriintiiniin kismi
alanlarinda kalip bulmada basarili olduklarindan, oriintii tanimada biiyiik basar1 elde edilmektedir
[1].

Tekrarlayan sinir aglari, konugsma tanima, el yazisi tanima, dil modelleme, ¢eviri ve goriintii
altyazisinda yaygin olarak kullanilirken, dahili durumlarini (bellek) girdi dizilerini, 6zellikle de

zamansal dizileri islemek i¢in kullanabilirler [19].

1.3.2. Derin Ogrenme Hata Oram

Bir insanin gordiigii goriintiiyli akilda tutma yetenegi %95 tir. Makineler 2015 yilina kadar
bu algilama yetenegine yaklasamamistir. 2010 yilinda %75 algilama yetenegi basarili
sayilabilecek bir diizey olurken; sonrasinda makinelerin ¢ok biiyiik bir gelisimi olmus ve Derin
ogrenme ile beraber 2015 yilinda insanlarin %95 algisina gecilmis, 2017 yilinda ise %98'lere kadar
ilerlemistir. Artik gordiiklerini ya da duyduklarini insanlardan daha iyi anlayabilme seviyesine

ulagmislardir. Hata oraninin yillara gore gelisimi Sekil 1.11°de gosterilmistir [51].

03
0.28
0.25
0.2
0.15
0.1
16.7% 4 23.3% ¢
0.05 ¥ I i
0.023
. B & c=m
2010 2011 2012 2013 2014 2015 2016 2017

Sekil 1.11 2015 Yilinda Makinelerin Algilama Yetenegi [48].
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1.4. Derin Ogrenme ile Eylem Algilama Mimarileri

Eylem tahmini, ilk cergevelere bakarak eylemin erken tanmmmasidir ve ideal olarak
cergevelerin % 50'sinin altinda olmasi yeterli olmaktadir. Artik hem izole hem de siirekli videolar
iizerinde calismalar yapilmaktadir. Ideal olarak, bir eylem tahmin yontemi ger¢ek zamanli olarak
calismali ve eylemlerin baglangic ve bitis noktalarinin tespitini igeren yakin gelecekteki eylemleri
2-3 saniyeden Once tahmin etmelidir. Eylem algilamada kullanilan veri kiimesi kullanilabilir,
ancak insanlarin birka¢ saniye onceden tahmin edebilecegi yeni veri kiimeleri de gereklidir.
Ornegin sosyal robotlar icin etkilesim senaryolar1, kendi kendine giden arabalar, diger siiriiciilerin

ve yayalarin doniisiinii tahmin etme vb. 6rnek gosterilebilir [5][52].

1.41. 2014'ten 2019'a Kadar En Son Teknolojiye Bir Bakis

Derin (")grenme Ortaya Cikmasi; 2014'ten sonra, derin 6grenme mimarileri UCF101,
Sports-1M ve HMDB51 gibi doniim noktasi niteligindeki video islem tanima veri kiimelerinde son
teknoloji performansiyla galip gelmistir. 2014 yilinda, yayimlanan iki énemli makale video
tanimada derin 6grenmenin baslangict sayilabilir. Karpathy ve arkadaslar1 tarafindan Evrisimli
Sinir Aglan ile Biiyiik Olgekli Video Siniflandirmasi [2] ve Simonyan ile Zisserman tarafindan
yazilan Videolarda Eylem Tanima i¢in iki Akimli Evrisimli Aglar [3], eylem tanimada tek akis ve
iki akis aginin popiilerligini artirmistir.

Karpathy ve arkadaglar1 zamansal verilerin tek bir akisli 2D evrisimli sinir ag1 ile nasil

birlestirilecegini aragtirmig ve Sekil 1.12'de onerilen mimarileri test etmislerdir.

Single Frame Late Fusion Early Fusion  Slow Fusion

MO O o o

Sekil 1.12 Tek akigh ag mimarileri [53].

Sekil 1.12° de kirmizi, yesil ve mavi kutular sirasiyla evrisimli, normallestirme ve
havuzlama katmanlarim1 gostermektedir. Yavas Flizyon modelinde, gosterilen siitunlar

parametreleri paylasir.
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Tek gergeve agi1 (single frame network), esasen gegici Ozellikleri olmayan bir goriintii
smiflandirma agidir. Geg fiizyon (Late fusion), birbirinden uzak iki ¢erceve kullanir ve iki
cerceveden islenen Ozellikleri diizlestirerek yogun sekilde bagli katmanlarda derin hiyerarsik
Ozellikleri birlestirir. Erken fiizyon (Early fusion), kareleri kanallar olarak yiginlar ve tiim kare
y1gmi iizerinde 2D Convolution aracilifiyla video tanimlayicilarini 6grenir. Yavas fiizyon, bir
cergeve yiginindan 6zellikleri hiyerarsik bir sekilde birlestirmeye ¢aligir, boylece ag derinlestikge,

daha gecici 6zellikler 6grenilir. Sonuglar1 Cizelge 1.1'de 6zetlenmistir.

Cizelge 1.1 Sports-1M test setinin 200.000 videosunun sonuglari [54].

Model f Clip Hit@1 Video Hit@1 Video Hit@5
Feature Hi.élbgi‘amé + Neural Net [ - 55.3 - '
Single-Frame 41.1 593 77.7
Single-Frame + Multires ' 424 60.0 78.5
Single-Frame Fovea Only 30.0 499 72.8
Single-Frame Context Only 38.1 56.0 77.2
Early Fusion ‘ 389 57.7 76.8
Late Fusion 40.7 59.3 78.7
Slow Fusion 41.9 60.9 80.2

_ CNN Average (Single+Early+Late+Slow) | 41.4 63.9 824

Tek akis stratejisi, biiyiik 6l¢ekli goriintii veri kiimelerinde egitilmis modellerden aktarimla
ogrenmeyi kullanabilme yoniiyle giicliidiir. Ayrica bu mimaride RGB goriintii verileri dogrudan
kullanildigindan, goriintiilerin optik akis igin 6nceden islenmesine gerek kalmamaktadir. Bu, tek
akisli aglar1 gergek zamanli iglem igin bir aday yapmaktadir. Yazarlar onerdikleri fiizyon
mimarilerinde derin bir 2D CNN'den parametre sayisinin 6nemli olgiide arttigimi ve bunu
hafifletmek i¢in ¢ok ¢oziiniirliikklii bir akis kullanmay1 6nermektedir. Sekil 1.13'de tiim videodan
diisiik ¢oziiniirliikkli bir baglam akisi ile birlikte videonun bir orta kesimine yiiksek ¢oziintirliiklii

bir fovea akigini yerlestiren bir video gosterilmektedir[53].
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256

Sekil 1.13 Cok ¢oziintirliiklii akis [53].

Sekil 1.13° de alternatif evrisim (kirmizi), normallestirme (yesil) ve havuzlama (mavi)
katmanlarindan olusan iki akisa sahiptir. Her iki akis da birbirine tamamen bagli iki katmana (sar1)
birlesir.

Ampirik olarak, bu, parametre sayisin1 biiylik Olglide tek ¢erceve mimarisiyle
karsilastirilabilir bir biiytikliik sirasina diigiirmiistiir.

Cizelge 1.1'de yayinlanan sonuglardan, 6nerilen mimarilerin yalnizca tek bir ¢ergeveyi etkin
bir sekilde kullanarak performans: artirmada basarisiz oldugu goriilmektedir. Bu modellerin zayif
yonii, hareket 6zelliklerini 1yi yakalamamalaridir. Ancak bu ¢aligma, transfer 6grenmenin eylem
tanima i¢in ¢ok yararli oldugunu ortaya koymustur. Sports-1M'de 6nceden egitilmis ve ardindan
en Ustteki 3 katman {izerinde hassas bir sekilde ayarlanmis modeller, UCF101'de sifirdan egitilmis
bir modele kiyasla UCF101 veri kiimesinde dogrulugu % 20'nin iizerinde arttirmaktadir [2].

2014 yihinda; Simonyan ve Zisserman, mekansal ve zamansal 6zellikleri Sekil 1.14'teki gibi

ayr1 ayri isleyen iki akigh bir mimari 6nermistir [3][53].
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Spatial stream ConvNet

conv2 || convd || convd || convs || fulls full? | softmax|

Sxfin258 || 3512 | 512 || IS512|| 4008 2048
siride 2 || stride 1 || stnde 1 || stride 1 || dropout || dropout
mormm. pool 22

it

Temporal stream ConvNet

convl || conv2 || conv3 || convd || convSs || fullé full? |jsoftm
IBS512 || 512 4006 2048

TxT=98 || Sxfx256 || 2dx512
side 2 || s¥ride 2 || sinde 1 |I sinde 1 || sinde 1 || dropout || dropout
pool 22

pool 2x2

norm
pool 2x2

Sekil 1.14 iki akish Ag [55].

Video i¢in tek bir gerceve bir 2D evrisim agina aktarilirken, 6nceden islenmis ¢ok kareli
optik akig ayr1 bir 2D evrisim agina aktarilir. Her akis bir tahmin olusturur ve bunlarin fiizyonu
sinif puanimi belirler. Bu mimarinin dezavantaji, optik akisin ayr1 olarak hesaplanmasi
gerektiginden ve her iki akisin da ayr1 ayr egitilmesi gerektiginden ugtan uca egitilebilir
olmamasidir. Uzamsal akis, biiyiik goriintii veri kiimelerinden bilgi alabilirken, zamansal akig bir
video veri kiimesinde egitilmelidir. Bu sekilde, transfer 6grenimi bu mimari i¢in tamamen gegerli
degildir. Ayrica, optik akis1 hesaplamak i¢in gerekli olan 6n islem, bu algoritmanin gergek zamanli
yeteneklere sahip olmasini zorlastirir. Cizelge 1.2 Boliinmede ortalama ConvNet dogruluklari
[55].'de de goriildiigii gibi, IDT gibi zamanin en son tekniklerine uyma yetenegi, bu yaklagimin
gliclii yanidir [55].

Cizelge 1.2 Boliinmede ortalama ConvNet dogruluklari [55].

Method " UCF-101 | HMDB-51
Improved dense trajectones (IDT) {26, 27] I 889% | 1%
| "IDT with higher-dimensional encodings {20) T819% | 6li% |
| IDT with stacked Fisher encoding [21] (based on Deep Fisher Net [23]) .~ - | 668% |
| Spatio-temporal HMAX network [11, 16] o } 22 8%
_“Slow fusion” spatio-temporal ConvNet [14] &3 T -
" Spatial stream ConvNet 73.0% | 405%
| Temporal stream ConvNet B3 7% 54.6%
Two-stream model (fusion by averaging) 86.9% 58.0%
“Two-stream model (fusion by SVM) 0% | 4%

Bu teknik, video smiflandirmasi igin derin 6grenmeye yonelik daha fazla arastirmanin
kapisin1 agmistir. Bu arastirma, evrisimli derin aglarin bazi hareket 6zelliklerini etkili bir sekilde
yakalayabildigini ve bunu, eylem smiflar1 i¢in dogru tahminler olusturmak i¢in uzamsal
ozelliklerle birlestirebilecegini gdstermistir.

2014'ten 2019 yilina kadar gelistirilen derin 6grenme mimarileri, biiyiik 6l¢iide Sekil 1.15'te

gosterilen mimariler etrafindaki varyasyonlari takip etmistir.
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a) LSTM b) 3D-ConvNet ¢) Two-Stream d) 3D-Fused e) Two-Stream
Two-Stream 3D-ConviNet

LSTM — = — LSTM S & "
) W Lon 1

ConviNot ConviNet 30 ConyiNat | 30 ConvNet

ConviNat ConeiNet Conviat Conviat Il 111,

Sekil 1.15 Eylem tanima igin gesitli mimariler [56]

Sekil 1.15’te K, bir videodaki toplam kare sayisini, N ise videonun komsu karelerinin bir alt
kiimesini belirtir.

Sirastyla bir LSTM ve bir 3D ConvNet kullanan ilk iki yaklasim a) ve b), ugtan uca
egitilebilir ve gercek zamanli yetenekli olmanin giiciinii paylasir. Bunun nedeni, optik akisa
giivenmemeleri ve bunun yerine bu bilgiyi kodlayan 6zellikleri 6grenmeleri gerektigidir. Bu, agin
zamansal 6zellikleri dogrudan ugtan uca egitimde 6grenmesine olanak tanir. C) ve e) yaklasimlari,
ham veriler lizerinde optik akis hesaplamalar1 gerektirdikleri i¢in ger¢ek zamanli yetenekli veya
ugtan-uca egitilebilir degildir. b), d) ve ) yaklagimlari1 3B evrisimleri kullanir. Bu, geleneksel 2D
ConvNets'ten ¢ok daha fazla parametre olusturur. UCF101 veri kiimesi i¢in egitilmis tek bir 3B
evrisimli sinir ag1, 2B durumda sadece SM + parametrelere kiyasla 33M + parametrelere sahip
olabilir [4]. Sports-1M'de egitilmis 3D ConvNet modelleri yaklagik 2 ay siirdiigii i¢in bu, egitim
maliyetini 6nemli Ol¢iide etkiler. Bu, video verileri i¢in dogru mimariyi aramay1 zorlagtirir. Cok
sayida parametre, asirt uyum riski de yaratir.

Videolar i¢cin LSTM mimarisi, Donahue ve arkadaslari tarafindan 2014 tarihli Long-term
Recurrent Convolutional Networks for Visual Recognition and Description makalesinde popiiler
hale getirilmistir [5]. Mimari, LRCN olarak bilinmektedir. Kodlayici-kod ¢6ziicii mimarisinin
dogrudan bir uzantisidir. Ancak sadece video gosterimleri igindir. LRCN aginin giicii, ¢esitli
uzunluklardaki dizileri yonetebilmesinden gelir. Ayrica, resim yazisi ve video agiklamasi gibi
diger video gorevlerine de uyarlanabilir. LRCN'nin, zamaninda en son teknolojiyi yenememis

olmasi zayiflik olarak goriilse de .

Cizelge 1.3'te belirtildigi gibi, tek ¢erceve mimarileri iizerinde iyilestirmeler saglamigstir

[55].
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Cizelge 1.3 Etkinlik tanima: RGB ve akis girigleriyle UCF101 [25] veri kiimesinde etkinlik
tanima i¢in tek gergeve modellerini LRCN aglariyla karsilastirma [57].

Single Input Type | Weighted Average

Model RGB Flow Ya,Y2 /3,23
Single frame | 67.37 74.37 7546 78.94
LRCN-fcg 68.20 77.28 80.90 82.34

Uzamsal 6zelliklerin zamansal modellemesi, gizli bir tekrarlayan katmanin 6grenmesi i¢in
zordur. Ampirik olarak, RGB modellerine daha fazla gizli birim eklemek son 256 gizli birimi
iyilestirmemistir. Bununla birlikte, Flow girisini kullanirken daha fazla gizli birim eklemek, 256
birimden 1024 birime % 1,7'lik bir dogruluk artis1 saglamistir. Bu, LRCN'nin zor bir zaman
ogrenme optik akigina veya benzer bir hareket dogal temsiline sahip oldugunu gosterir, Cizelge

1.4’de UCF101'de eylem tanima sonuglar1 verilmistir [58].

Cizelge 1.4 UCF101'de eylem tanima sonuglari. C3D, 2015 yilinda ana hatlar ve son teknoloji
yontemlerle karsilastiriimistir [59].

Method [ Accuracy (%) |
Imagenet + linear SVM [ 68.8 '
iDT w/ BoW + linear SVM 76.2
Deep networks [ | ‘ 65.4
Spatial stream network [ ] 726
LRCN| ] 71.1
LSTM composite model [ ] 758
C3D (1 net) + lincar SVM 823
C3D (3 nets) + linear SVM 85.2
“iDT w/ Fisher vector [ | 8719
Temporal stream network | ] 83.7
Two-stream networks [ ] 88.0
LRCN|[ ] 829
LSTM composite model [ ] 843
Conv. pooling on long clips [ | 882
LSTM on long clips [ | 88.6
Multi-skip feature stacking [ | 89.1
C3D (3 nets) +iDT + lincar SVM | 9204

3D ConvNets; Du Tran ve arkadaslan tarafindan 2015 yilinda yazilan 3D Convolutional
Networks ile Learning SpatloTemporal Features [6] arastirma makalesinde son teknoloji tiriinii
olarak One siiriilmistiir. Bu makale, 3x3x3 ¢ekirdekli 3B evrisim aginin (C3D) uzay-zamansal
ozelliklerini grenmede en etkili oldugunu ortaya koymaktadir. ilging bir sekilde, ¢oziilmeler, agin
ilk birka¢ kare i¢in uzamsal goriiniimii 6grendigini ve ardindan bir video ¢ekiminin sonraki
karelerinde belirgin hareketin izledigini ortaya koymustur. Bu mimari, C3D 313 fps'ye kadar

islerken bir¢ok videonun gercek zamanli olarak islenebilmesi agisindan giicliidiir. Bu ag tarafindan
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iretilen video tanimlayicilar da kompakt ve ayirt edicidir. Ciinkii konvoliisyonlar tarafindan
tiretilen 6zellikler PCA araciligiyla 10 boyuta yansitilabilir ve yine de UCF101 veri setinde % 52,8
dogruluk elde edilebilir. Her iki ag kulesinin tutuldugu iki katmanda fiizyon mimarisi Sekil 1.16’de
verilmistir [60].

Loss
fusion
/
fc8 \
fc7 fc8
fc6 fc7
pool5 fcb
fusion pool5
4 e . |
convs convs
convd conv4d
conv3 conv3
pool2 pool2
conv2 conv2
pooll pooll
convl convl

W pa

Sekil 1.16 Her iki ag kulesinin tutuldugu iki katmanda flizyon mimarisi (conv5'ten ve fc8'den

sonra), biri hibrit uzay-zamansal ag ve digeri tamamen uzamsal bir ag [61].

2016'da; ¢alismalarin odak noktast iki akis agina geri dondiigii goriilmektedir. Video Eylem
Tanima igin Evrisimli iki Akisli Ag Fiizyonunda, Zisserman ve arkadaslari [7] da uzamsal ve
zamansal verilerin akiglar arasinda nasil etkili bir sekilde birlestirilecegini ve uzun vadeli gecici
bagimliliklari idare edebilecek ¢ok seviyeli kayip yaratmayi ele almislardir. Buradaki motive edici
fikir, gortintliniin farkli boliimlerindeki saglari taramak ve disleri firgalamak gibi benzer hareketleri
ayirt etmek icin, ag bir piksel konumunda uzamsal Gzellikler ve hareket 6zelliklerinin bir
kombinasyonunu almasini gerektirir [61].

Teorik olarak, yogun sekilde baglanmis katmanlardan 6nce akislar1 birlestiren yontemler
bunu basarabilir. Onerilen mimaride yazarlar, Sekil 1.17'te gosterildigi gibi, iki akis1 iki konumda
birlestirir. Bu ag, farkli alt aglarda daha iyi yakalanan hareket ve uzamsal 6zellikler ve son

teknoloji IDT ve C3D yaklagimlarini geride birakir.
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Cok seviyeli kayip, son flizyon katmaninda bir uzay-zamansal kayip ve gegici agin
¢iktisindan olusan ayr1 bir zamansal kayiptan olusur. Bu durum, arastirmacilarin uzay-zamansal
Ozellikler olugturmasina ve uzun vadeli zamansal bagimliliklar1 modellemesine izin vermistir. Bu
yontem hala orijinal iki akis agmin zayifliklarindan muzdariptir. Ancak ger¢ek diinyadaki
Onyargilarimiza daha iyi hizmet eden gelismis bir mimari nedeniyle daha iyi performans gosterir
[62].

2017 yihinda; Zhu ve arkadaslart MotionNet [8] adli optik akis1 6grenen gizli bir akis
sunarak iki akigli aglar1 bir adim ileri gotiirmiislerdir. Bu ugtan uca yaklasim, aragtirmacilarin optik
akigi agikca hesaplamayi atlamasina izin vermistir. Bu durum, Sekil 1.17°de gibi iki akis
yaklasiminin artik gergek zamanli olabilecegi ve yanlis tahminlerden kaynaklanan hatalarin daha

optimum optik akis 6zellikleri igin MotionNet'e de yayilabilecegi anlamina gelmektedir [60].

| et
L.‘.
f 1 Fusion

| MotionNet : | Temporal Stream CNN
| |

|
- - |

:/ ___: l | l . P “ - “ ‘;_:‘ 4 " B e :_
h |

Sekil 1.17 MotionNet, girdi olarak ardisik video karelerini alir ve hareketi tahmin eder. Daha

sonra zamansal akis CNN, hareket bilgisini eylem etiketlerine yansitmayi 6grenir [60].

Arastirmacilar, gizli iki akislit CNN'nin gizli olmayan yaklasimlara benzer bir dogrulukta
performans gosterdigini, ancak Cizelge 1.5'te goriildiigii gibi artik saniyede 10 kata kadar daha
fazla kare isleyebildigini kesfetmislerdir. Bu, iki akis yontemi i¢in gergek zamanli yetenekler

saglamaktadir.

Cizelge 1.5 Iki akish yaklasimlar ve bunlarin UCF101'deki dogrulugu [60].

Method |Accuracy (%)| fps

Two-Stream CNNs [19] 88.0 14.3

Very Deep Two-Stream CNNs [24] 90.9 12.8
Hidden Two-Stream CNNs (a) 87.50 120.48
Hidden Two-Stream CNNs (b) 87.99 120.48
Hidden Two-Stream CNNs (c) 89.82 120.48
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MotionNet alt ag1 genisletilebilir ve optik akis hesaplamasinin gerekli oldugu diger derin
O0grenme yoOntemlerine uygulanabilir. Bu o6zellik gergek zamanli olarak baska yaklasimlar
yapilmasina izin verdigi i¢in 6nemlidir.

2017'de Zisserman ve arkadaslarimin, Quo Vadis, Action Recognition Yeni Model ve
Kinetik Veri Seti, baglikli calismas1 C3D'yi iki akis agindan 6grendikleriyle birlestirerek bir adim
daha ileri goétlirmistiir [4]. Arastirmacilar, yeni bir iki akislt sisirilmis 3D ConvNet (I3D)
onermektedir. 2D ConvNets'ten gelen filtreler ve havuzlama cekirdekleri 3D'ye genisletilerek
onlara ekstra bir zamansal boyut kazandirilir. Bu durumda arastirmacilarin 2D smiflandirma igin
basarili mimariler almasini ve bunlar1 3D'ye uygulamasini saglar. Arastirmacilar ayrica ImageNet
gibi bliylik gorlinti veri kiimeleri lizerinde egitilmis 2D ConvNet modellerinden gelen
parametrelerle bu 3D filtreleri 6nylikleme yapma giicline sahiptir.

UCF-101 ve HMDB-51 test setlerinde (her ikisinin 1'ini ayirarak) performansin Cizelge

1.6°da gosterilmistir.

Cizelge 1.6 ImageNet dnceden egitilmis agirliklar olmadan baslayan mimariler i¢in UCF-101 ve

HMDB-51 test setlerinde (her ikisinin 1'ini ayirarak) performansini gosterir [56].

UCF-101
Architecture | Original i Fixed v Full-FT |
(a) LSTM [ 81.0/542 [ 88.1/82.6 | 91.0/86.8 |
| (b)3D-ConvNet | -/51.6 | -/760 | -/799 |
| (c) Two-Stream | 91.2/83.6 | 93.9/933 | 942/93.8 |
| (d) 3D-Fused | 89.3/69.5 | 943/898 | 94.2/915 |

(¢) Two-Stream I3D | 93.4/88.8 | 97.7/974 [ 98.0/976 |

Iki akigli bir mimaride sirali RGB cercevelerinde ve sirali optik akis cercevelerinde 3D
ConvNets kullanmak, arastirmacilarin UCF101'de son teknolojiyi ge¢mesini saglamigtir.
Aragtirmacilar, Kinetics veri setinin kullanilmasiyla transfer 6grenmenin agik 6nemini ortaya
koymustur. Bununla birlikte kullandiklart model mimarisi ugtan uca egitilebilir nitelikte
olmamakla birlikte, ger¢ek zamanli yeteneklere de sahip degildir.

2017'den 2018'e kadar; derin arttirmanin dgrenme iizerinde birgok ilerleme kaydettigi,
3DResNet ve sozde kalinti C3D (P3D) gibi yeni mimarilere yol agmistir [9]. Son teknoloji
tizerinde de etkileri olmustur.

Son olarak, Haziran 2019'da Du Tran ve arkadaslar1 Kanalla Ayrilmig Evrisimli Aglarla
Video Siniflandirmasinda eylem tanima gorevi icin kanalla ayrilmis evrisimli aglar1 (CSN)
onermektedir [10]. Arastirmacilar, Xception ve MobileNet modellerinde biiyiik basar1 elde eden

grup evrisimi ve derinlemesine evrisim fikirlerini gelistirmislerdir.
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Gruip evrisimleri Sekil 1.18’de verilmistir.

i

b) group conv ¢) depthwise conv

Sekil 1.18 (a) Sadece bir gruba sahip konvansiyonel bir evrigim. (b) 2 gruplu bir grup evrisimi.
(¢) Grup sayisinin giris / ¢ikis filtrelerinin sayisiyla bir evrisim [56].

Temel olarak, grup evrisimleri, tam olarak baglanmayarak diizenlilestirme ve daha az
hesaplama saglamaktadir. Derinlik-bilge evrisimler, Sekil 1.19'de gortldigi gibi, giris ve ¢ikis

kanallarinin grup sayisina esit oldugu grup evrisimlerinin u¢ durumudur.

Y Y
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! gy T
1x1x1
3x3x3 | |
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Y
Ix1x1 Ix1x1

\

a)

Sekil 1.19 (a) Standart bir ResNet darbogaz blogu. (b) Bir etkilesim korumali darbogaz blogu
[60].

Aragtirmacilar, 3x3x3 evrisim cekirdeklerini iki farkli katmana ayirmay: dnermektedir. Ik
katman, yerel kanal etkilesimi i¢in 1x1x1'lik bir evrisimdir ve ikinci katman, yerel uzay-zamansal
etkilesimler i¢in 3x3x3'liikk derinlikte bir evrisimdir. Arastirmacilar, bu bloklar1 kullanarak agdaki
parametre sayisint onemli Ol¢iide azaltir ve giiclii bir diizenlilik bi¢imi sunmaktadir. Kanalla
ayrilmis bloklar, agin farkli katmanlardaki uzamsal ve uzamsal-zamansal 6zellikleri yerel olarak
O0grenmesine izin vermektedir.

Sports-1M'deki son teknoloji mimarilerle karsilastiriimasi Cizelge 1.7°de verilmistir.
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Cizelge 1.7 Sports-1M'deki son teknoloji mimarilerle karsilastiriimasi [63]

Method input | video@1 | video@5

C3iD[ ] | RGB | 61.1 85.2
P3D[ | RGB | 66.4 87.4
Conv pool [ ] | RGB+OF 71.7 90.4
R2+1)D[ '] | RGB | 73.0 91.5

R2+1)D[ '] |rRGB+OF| 73.3 91.9
" ir-CSN-101 | RGB | 74.8 92.6
ip-CSN-101 | RGB | 749 92.6
ir-CSN-152 | RGB | 755 92.7

ip-CSN-152 | RGB 75.5 92.8

Cizelge 1.7'de gosterildigi gibi CSN, Sports-1M veri kiimesinde R (2 + 1) D, C3D ve P3D
gibi son teknoloji RGB yontemlerini gelistirmektedir. Ag, ¢ikarim sirasinda da 2—4 kat daha
hizlidir. Model ayrica sifirdan egitilmistir. Tablodaki modellerin geri kalani, ImageNet veya
Kinetics veri setinde dnceden egitilmistir. Bu yeni mimari, dnceki faktorlii aglar gelistirirken, asirt
uyumu azaltir, olaganiistii derecede hizlidir ve kiyaslama veri kiimelerinde son teknoloji {irtinii
“dogruluk” tiretir.

Eylem tanima i¢in en son teknoloji (Agustos 2019), kanalla ayrilmis agdir. Bu ag, mekansal
ve mekansal-zamansal 6zellikleri kendi farkli katmanlarinda etkili bir sekilde yakalar. Kanalla
ayrilmis evrisim bloklari, bu 6zellikleri ayr1 bir sekilde Ogrenir, ancak bunlar1 tim evrisim
asamalarinda yerel olarak birlestirir. Bu durum, zamansal ve uzamsal iki akis aglarmin yavas
flizyonunu gergeklestirme ihtiyacini azaltir. Agin ayni zamanda, agin iki boyut arasinda
karistirtlan  6zellikleri 6grenmeye karar verebildigi C3D'deki gibi uzamsal veya zamansal
ozellikleri 6grenme arasinda karar vermesi gerekmez. Bu ag, 2B uzamsal dilimlerin dogal bir
gorlintii olusturmast gerektigi yoniindeki onyargiy1 etkili bir sekilde yakalar; burada, zamansal
yondeki 2B bir dilim farkli zamansal 6zelliklere sahiptir ve dogal manifolda diismez. Bu sekilde,
aragtirmacilar, her bir yonii islemek i¢in iki ayr1 katman olusturarak bu dnyargiyr giiclendirirler.
Kanal ayrimi, eylem tanimada ileriye dogru atilan 6nemli bir adimdir ve sifirdan egitildiginde bile
son teknoloji sonuglarini geride birakmistir. Ayni zamanda ger¢ek zamanli ¢ikarim yapilabilir. Bu

ozellikleriyle, CSN’lerin mevcut son teknolojilerde 6ne ¢ikmasini saglamaktadir.
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1.4.2. Derin Ogrenmede Amaclanan Dogrultular

Derin 6grenmenin, eylem tanima i¢in videolar1 isleme yontemimizde devrim yarattigi
goriilmektedir. Derin 6grenme literatiirii, gelistirilmis Yogun Yoriingeleri kullanmakla baslayan
uzun bir yol kat etmistir. Kardes goriintii siniflandirma probleminden bir¢ok 6grenim, eylem
tanima i¢in derin aglarin ilerletilmesinde kullanilmistir. Spesifik olarak, evrisim katmanlarinin,
havuz katmanlarinin, toplu normalizasyonun ve artik baglantilarin kullanimi1 2B alandan 6diing
alinmis ve 3B olarak biiylik bir basariyla uygulanmistir. Uzamsal akis kullanan bir¢ok model,
kapsamli goriintii veri kiimeleri iizerinde onceden egitilmistir. Optik akis, iki akis ag1 ve flizyon
aglar1 gibi erken donem derin video mimarilerindeki zamansal 6zellikleri temsil etmede de 6nemli
bir role sahiptir. Optik akis, sonraki karelerde hareketin tiim pikseller i¢in yogun olarak
hesaplanmis akis vektorleri olarak tanimlanabilecegine nasil inandigimiza dair matematiksel bir
tanimdir. Baslangicta aglar, optik akisi kullanarak performansi arttirmistir. Ancak bu, aglari ugtan
uca egitilemez hale getirmis ve ger¢ek zamanli yetenekleri sinirlamistir. Modern derin 6grenmede,
optik akisin Gtesine gegilmis ve bunun yerine gecici yerlestirmeleri yerel olarak 6grenebilen ve
uctan uca egitilebilir aglar tasarlanmaktadir [64].

Eylem tanimanin kendine 6zgli karmasikliklariyla gercekten benzersiz bir sorun oldugu
ortadadr. ilk ihtilaf kaynagi, 3B evrisimlerle iliskili yiiksek hesaplama ve bellek maliyetidir. Baz1
modellerin modern GPU'larda Sports-1M iizerinde egitim almas1 2 aydan fazla siirer. ikinci ihtilaf
kaynagi, video mimarisi aramasi i¢in standart bir kiyaslama olmamasidir [11]. Sports-1M ve
UCF101 ile yiiksek diizeyde iligkilidir. Yanlis etiket atama, bir videonun bir boliimii igin egitilmek
tizere secildiginde yaygindir. Ancak videonun baska bir boliimiinde olabilecegi i¢in aslinda ger¢ek
eylemi icermeyebilir. Son ihtilaf kaynag: ise, bir video derin sinir ag1 tasarlamanin 6nemsiz
olmasidir. Katman sec¢imi, girdinin nasil 6nceden islenecegi ve zamansal boyutun nasil
modellenecegi agik bir sorundur. Zaman hiyerarsisiyle verilen ¢alisma ve gelismeler temelde bu
sorunlar1 deneysel bir sekilde ele almaya ve videolardaki zamansal modellemeyi ¢6zen yeni

mimariler 6nerme {izerinedir [65].
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2. MATERYAL VE YONTEM

Bu boliimde, yapilmis deneylerden yola ¢ikarak ortaya atilan prosediirii, mantig1 ve yontem
secimini agiklamak ve gelistirmek amacindayiz. Yapilmis olan deneylerin amaci, bu hesaplama
acisindan sinirl ortamda derin 6grenme modelini ¢aligtirarak, eylem algilama algoritmalarinin
performansin1 deneyimlemek ve uygulanabilirligini degerlendirmektir. G6z 6niinde bulundurulan
derin 6grenme ¢ergeveleri, TensorFlow, TensorFlow Lite ve TensorFlow Lite Micro'dur.
Dolayisiyla bu gerceveler son teknoloji performansini saglayarak, yaygin olarak tercih edilir. Faz
I’de, araglarin ve tekniklerin incelemesi sunulmus, ¢éziim tasarimi ve veri toplama Onerileri
paylasilmistir. Ardindan Faz I1’de, belirlenen donanim, yazilim ve 6nceden egitilmis model igin
yapilan uygulama ¢alismalar1 gelistirilerek agiklanmis ve onerilen model test edilmistir. En son
Faz 11I’te 6nerilen model ¢alistirilmus, veriler toplanarak gerekli analizler yapilmistir.

Nihayetinde, istenen sonug, makul bir siirede ¢ikarim yapma denetimi altinda mevcut
bulussal yontem tabanli modelden daha iyi performans gosteren bir veya daha fazla agi

belirlemektedir.
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2.1. Cahsmada Kullanilan Arag¢ ve Teknoloji Modelleri

Calismadaki kullanilan arag¢ ve teknoloji modelleri Cizelge 2.1’de olarak gostermektedir.

Cizelge 2.1 Caligmada Kullanilan Ara¢ ve Teknoloji Modelleri

No. Arac ile Teknoloji Modelleri
ESP32-CAM Embedded Device

Raspberry Pi 3B 10T cihaz

1.

2.

3. Raspberry Pi 4B IoT cihaz

4. Movidius Intel® Movidius™ NCS
5. Coral TPU google USB stick
6

7

8

9

Arduino UNO loT cihaz

Thermometer IR Sensor

12C LCD Screen

VMware WorkStation virtual machine as loT cihaz emulator

10. Android Studio Emulator

11. Android 8.1 (Oreo), API level 27

12. Android SDK Tools, Revision 26.1.1

13. Python IDE NetBeans as a Python Editor
14. Arduino IDE 1.8.13

15. Balena Etcher v1.5.111 OS image writer

16. TensorFlow

17. TensorFlow Lite

18. TensorFlow Lite for Microcontroller

19. OpenCV 4 computer vision library
20. SSD MobileNet
21. COCO Dataset
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2.2. Deneysel Tasarim

0T cihazlarda derin 6grenme metodu kullanilarak eylem algilama igin olusturulacak
algoritma asagidaki gibi li¢ faza ayrilmistir. Her bir faz ayr1 ayr agiklanmaktadir.
» Faz I: Segilen tekniklerin incelemesi, girdi verilerinin, ¢dziim tasarima.
e Faz Il: Kodlarin uygulanmasi, CNN'nin egitilmesi, modelin test edilmesi
e Faz I11: Modelin ¢alistirilmasi, sonuglarin elde edilmesi ve kod analizi

Yapilan ¢alisma Sekil 2.1’de gibidir:

o Araclan ve Teknikleri a Coziim Tasanmi o Giris Verileri

inceleme ‘

Faz Il s ¥ — @ ...... - ‘.

o Modeli Test o Modeli Egitme o Donanim ve Yazilim
Etme Uygulama

0 Modeli Calistirma o Veri Olusturma o Kodu Analiz Etme

Sekil 2.1 Metodoloji fazlarin akis semasi
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2.3. Faz |: Secilen Tekniklerin incelemesi, Girdi Verilerinin, Céziim Tasarimi

2.3.1. Secilen Yazihm ve Kullanilan Teknik Incelenmesi

Burada, kullanilacak teknik ve araglar gozden gegirilmistir. Sekil 2.2’de kullanilan birincil

I0T cihazlar1 gosterilmektedir.

s

Sekil 2.2 Kullanilan 10T Cihazlari
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VMware Workstation Pro; Windows veya Linux PC {izerinde ayni anda birden fazla sanal
makine, OCI kapsayict ve Kubernetes kiimesi ¢alistirilmasina olanak tanir. Kod gelistirmede,
¢Oziim mimarisinde, uygulama testlerinde, iiriin tanitimlarinda ve daha fazlasinda kullanilmak
lizere, tam Ozellikli ve giivenli bir sekilde izole edilmis Linux ve Windows VM'leri ve diger
masaiistii, sunucu ve bulut ortamlari, yapilandirilabilir sanal ag ve ag durumu simiilasyonu imkan
tanir [66].

Python; modern, 6grenmesi kolay, nesne yonelimli bir programlama dilidir. Giiglii bir
yerlesik veri tiirleri kiimesine ve kullanimi1 kolay denetim yapilarina sahiptir. Python yorumlanmis
bir dil oldugundan, en kolay sekilde yalnizca etkilesimli oturumlara bakarak ve bunlari agiklayarak
gbzden gegirir [59] [60].

C ile C ++; Bjarne Stroustrup tarafindan C programlama dilinin bir uzantisi olarak
olusturulmus genel amagli bir programlama dilidir.

C, statik tip sistemle yapilandirilmig programlamayi, sozciiksel degisken kapsamini ve
Ozyinelemeyi destekleyen genel amagli, prosediirel bir bilgisayar programlama dilidir. C, belirli
makine komutlartyla verimli bir sekilde eslesen yapilar saglar [63] [64].

TensorFlow; el yazisiyla yazilmig rakam siniflandirmasi, goriintii tanima, kelime gomme,
(kismi diferansiyel denklem) tabanli simiilasyonlar i¢in derin sinir aglarmi egitebilir ve
calistirabilir. CPU'lar1 ve NVidia GPU'lan1 destekler. Ubuntu Linux, macOS, Android, iOS ve
(eskisinden daha iyi) Windows iizerinde calisir. Esnek bir sekilde Egitim i¢in kullanilan aym
modellerle iiretim tahminini 6l¢ekli olarak desteklemeye devam edebilir. Ayrica Otomatik
farklilastirma yapar, TensorBoard'da model gorsellestirme aracina sahiptir ve (R ve Scala
programcilari) hala Python dilinden kullanim ig¢in en iyi destegi sunmaktadir [65].

TensorFlow’un mobil; 10T ve yerlesik cihazlar i¢in Lite ¢oziimiidiir. TensorFlow her
zaman birgok platformda ¢alismistir, ancak Derin Ogrenme modellerinin benimsenmesi son birkag
yilda katlanarak arttigindan, bunlarin mobil ve gémiilii cthazlarda kullanilmas1 gerekmektedir.
TensorFlow Lite, cihazdaki makine 6grenimi modellerinin diisiik gecikmeli ¢ikarimini saglar.
Dahasi, gelistiricilerin TensorFlow modellerini mobil, gémiilii ve 10T cihazlarinda ¢alistirmalarina
yardimci olan bir dizi aragtir. Diisiikk gecikme siiresi ve kiigiik bir ikili boyut ile cihaz {izerinde
makine 6grenimi ¢ikariminit miimkiin kilar [27] [59].

Mikrodenetleyiciler icin TensorFlow Lite; yalnizca birkag kilobayt bellek igeren mikro
denetleyiciler ve diger cihazlarda makine 6grenimi modellerini ¢alistirmak i¢in tasarlanmistir.

Cekirdek calisma zamani, bir Arm Cortex M3'e 16 KB'ye sigar ve bir¢cok temel modeli
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calistirabilir. Isletim sistemi destegi, herhangi bir standart C veya C ++ kitaplig1 veya dinamik
bellek ayirma gerektirmez [65] [27] [33].

Mikrodenetleyiciler; i¢in TensorFlow Lite, C ++ 11 ile yazilmistir ve 32 bitlik bir platform
gerektirir. Arm Cortex-M Serisi mimarisine dayali birgok islemci ile kapsamli bir sekilde test
edilmis ve ESP32 dahil olmak {izere diger mimarilere taginmistir. Cergeve (framework) bir
Arduino kiitliphanesi olarak mevcuttur. Ayrica Mbed gibi gelistirme ortamlar1 i¢in projeler
tiretebilir. A¢ik kaynaklidir ve herhangi bir C ++ 11 projesine dahil edilebilir [67].

Gelistirme panolari, Cizelge 2.2°de gosterildigi gibi Mikrodenetleyiciler i¢in TensorFlow

Lite tarafindan desteklenen cihazlarda.

Cizelge 2.2 Tensorflow Lite Tarafindan Desteklenen Cihazlar [67]

No TensorFlow Lite Tarafindan Desteklenen Cihazlar:
Arduino Nano 33 BLE Sense

SparkFun Edge

STM32F746 Discovery Kit

Adafruit EdgeBadge

Adafruit TensorFlow Lite for Microcontrollers Kit

Adafruit Circuit Playground Bluefruit

Espressif ESP32-DevKitC

Espressif ESP-EYE

Wio Terminal: ATSAMD51

Himax WE-I Plus EVB Endpoint Al Development Board

O O N o O &~ W N B

[EY
o

-
-

Synopsys DesignWare ARC EM Software Development Platform

MS COCO; veri kiimesi (Lin ve arkadaslari, 2014), goriintii basina bes farkli agiklama
iceren 123.287 goriintiiden olusmaktadir. Bu veri kiimesindeki goriintiiler, 80 nesne kategorisi i¢in
aciklanmustir. Yani bu kategorilerden birinin tiim 6rneklerin etrafindaki sinirlayict kutularin tim
gorlntiiler i¢in kullanilabilir oldugu anlamma gelmektedir. MS COCO veri kiimesi, standart
degerlendirme sunucusu tarafindan kolaylastirilan bir sey olan, goriintli tanimlamasi i¢in yaygin
olarak kullanilmaktadir [14]. MS COCO'nun uzantilari, sorularin ve yanitlarin eklenmesi de dahil
olmak iizere su anda gelistirme agsamasindadir [26]. Cesitli modellerde siirekli ¢ikarim hizi Sekil

2.3’de, Aktarim hizindaki Ortalama Hassasiyet Sekil 2.4’de verilmistir [68]
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Sekil 2.3 Cesitli modellerde siirekli ¢ikarim hizi [68].
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Sekil 2.4 Aktarim hizindaki Ortalama Hassasiyet [IoU = 0,5] [68].

OpenCV,; C ++, C, Python ve Java arayiizlerine sahip olan ve hesaplama verimliligi i¢in
Windows, Linux, Mac OS, i0S ve Android'i destekleyen bir aragtir. Optimize edilmis C / C ++ ile
yazilmig ger¢ek zamanli uygulamalara giiglii bir odaklanma ile kitaplik, cok ¢ekirdekli islemden
yararlanabilir ve aymi sekilde temelde yatan heterojen bilgi islem platformunun donanim
hizlandirmasindan da yararlanilabilir [69].

Raspberry Pi4 B Inceleme; 1,5 GHz 64 bit dort ¢ekirdekli ARM Cortex-A72 islemci,
yerlesik 802.11ac Wi-Fi, Bluetooth 5, FULL Gb Ethernet (islem hacmi sinirli degil), iki USB 2.0
baglant1 noktasi, iki USB ile Haziran 2019'da piyasaya siiriilmiistiir. 3.0 baglant1 noktas1 ve 4K
¢oOziiniirliige kadar bir ¢ift mikro HDMI (HDMI Tip D) baglant1 noktasi araciligiyla ¢ift monitor
destegi mevcuttur. Pi 4 ayrica, uygun bir PSU ile kullanildiginda asag1 akis ¢evre birimlerine ek
gii¢ saglanmasia olanak taniyan bir USB-C baglant1 noktas: {izerinden de ¢alistirilabilir. Ik
Raspberry Pi 4 kartinin, Apple MacBook'larda kullanildigi gibi e-isaretli ii¢iincii taraf USB
kablolarinin onu yanlis tanimladig1 ve gii¢ saglamay1 reddettigi bir tasarim kusuru vardir [68] [69].

Tom's Hardware 14 farkli kabloyu test etmis ve bunlardan 11'inin Pi'yi sorunsuz bir sekilde agtigini
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ve ¢alistirdigini ortaya koymustur [30]. Tasarim kusuru, 2019'un sonlarinda yayinlanan Anakart'in

1.2 revizyonunda diizeltilmistir [28]. Raspberry 4 mimarisi Sekil 2.5’de verilmistir.
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Sekil 2.5 Raspberry 4 mimarisi [70]

Raspberry Pi3 B Inceleme; Subat 2016'da 1,2 GHz 64 bit dort ¢ekirdekli islemci, yerlesik
802.11n Wi-Fi, Bluetooth ve USB onyiikleme 6zellikleriyle piyasaya siiriilmiistiir [26]. Pi Gilinii
2018'de Raspberry Pi 3 Model B +, daha hizli 1,4 GHz islemci ve ti¢ kat daha hizl1 gigabit Ethernet
(dahili USB 2.0 baglantisiyla yaklasik 300 Mbps ile sinirli verim) veya 2,4 / 5 GHz gift bant
802.11ac Wi-Fi ile piyasaya siiriilmiistiir (100 Mbps). Ayrica Ethernet tizerinden Gii¢ (PoE), USB
onytiklemesi ve ag oOnyiiklemesi Ozellikleri mevcuttur. Cizelge 2.3’de Pi 3 cihazin teknik

Ozellikleri gosterilmistir [71]. Raspberry 3 mimarisi Sekil 2.6’de verilmistir.
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GPI0O Pinout Diagram
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Sekil 2.6 Raspberry 3 mimarisi [41].

ESP32-CAM Inceleme; ESP32, entegre Wi-Fi ve ¢ift modlu Bluetooth ile ¢ipli bir mikro
denetleyicide diisiik maliyetli, diisiik gii¢ tiiketen bir sistemdir. ESP32 serisi, hem ¢ift ¢ekirdekli
hem de tek ¢ekirdekli varyasyonlarda bir Tensilica Xtensa LX6 mikroislemci kullanir ve dahili
anten anahtarlar1, RF balon gii¢ amplifikatorii, diisiik glirtiltiilii alict amplifikator, filtreler ve giic
yonetimi modiilleri igerir. ESP32, Sangay merkezli bir Cin sirketi olan Espressif Systems
tarafindan gelistirilmis ve TSMC tarafindan 40 nm prosesleri kullanilarak tiretilmistir. ESP8266

mikro denetleyicisinin halefidir. Sekil 2.7°de cihazin teknik 6zellikleri gosterilmistir [72].

D 305 -0 B
3 3 v 3
3 = 3 s

Sekil 2.7 ESP32-CAM mimarisi [72].
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Google Coral USB Inceleme; Google Coral, ug uygulamalar igin genel amagli bir makine
Ogrenimi platformudur. Bulutta egitilmis TensorFlow Lite modellerini ¢alistirabilir. Google'in
Debian ¢esidi olan Mendel Linux'a dayanmaktadir [73].

Nesne algilama, Google Coral i¢in tipik bir uygulamadir. Video akislarindaki nesneleri
algilayan onceden egitilmis bir makine 6grenimi modeliniz varsa modelinizi Coral Edge TPU'ya
dagitabilir ve giris olarak yerel bir video kamera kullanabilirsiniz. TPU, videoyu buluta aktarmak
zorunda kalmadan nesneleri yerel olarak algilamaya baslayacaktir [74].

Coral Edge TPU yongasi birkag paket halinde mevcuttur. System-on-Module (SoM) igeren
ve gelistirme i¢in kullanimi kolay bagimsiz gelistirme kart1 bulunmaktadir. Buna alternatif olarak,
bir USB, PCle veya M.2 konektorii araciligiyla bir PC'ye bagli ayr1 bir TPU hizlandirict cihazi
kullanilabilir. Bir SOM ayrica Sekil 2.8'da gosterildigi gibi 6zel donanima entegre etmek igin ayri
olarak da kullanilabilmektedir [75].

Sekil 2.8 Google Edge TPU coprocessor [73]

Movidius Intel® Inceleme; Intel® Movidius ™ VPU'lar zorlu bilgisayar goriisii ve son
teknoloji yapay zeka is yiiklerini verimli bir sekilde saglar. VPU teknolojisi, Sekil 2.9'da
gosterildigi gibi gorsel perakende, glivenlik, koruma ve endiistriyel otomasyon gibi alanlarda derin
sinir aglarina ve bilgisayarla gormeye dayali uygulamalara sahip akilli kameralara, u¢ sunuculara

ve Al (yapay zeka) cihazlarina izin verir.
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Sekil 2.9 Intel® Movidius™ Vision Processing Units (VPUs) [85]

&

Arduino-UNO inceleme; Arduino Uno, Microchip ATmega328P mikrodenetleyicisine
dayanan ve Arduino tarafindan gelistirilen agik kaynakli bir mikrodenetleyici kartidir [2,3]. Kart,
cesitli genisletme kartlar1 (kalkanlar) ve diger devreler ile araylizlenebilen dijital ve analog
giris/cikis (I/ O) pimleri setleriyle donatilmistir [1]. Anakartta 14 dijital I / O pinleri (alt PWM
cikisi kapasiteli), alt1 analog I/O pini ve bir B tipi USB kablosu araciligiyla Arduino IDE (Entegre
Gelistirme Ortami) ile programlanabilir [4]. USB kablosuyla veya harici bir 9 voltluk pil ile
calistirilabilmekle birlikte; 7 ile 20 volt arasindaki gerilimleri da kabul eder. Bu teknik Arduino
Nano ve Leonardo'ya benzer [5,6]. Donanim referans tasarimi, Creative Commons Attribution-
Share-Alike 2.5 lisansi altinda dagitilir ve Arduino web sitesinde mevcuttur. Donanimin bazi
stirimleri i¢in yerlesim ve {liretim dosyalari da mevcuttur. Arduino-UNO Sekil 2.10°da

gosterilmistir.

Sekil 2.10 Arduino-UNO [76].
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IoT cihazlarin 6zelikleri Cizelge 2.3 de verilmistir.

Cizelge 2.3 l0T Cihazlarin 6zelikleri [72] [76] [77].

Ozellikler RPi 3B RPi 4B ESP32-CAM Arduino Uno
Espressif
. Raspberry Pi Raspberry Pi Sistemler, a .
Imalater. Foundation, UK  Foundation, UK  Sangay merkezli Birgok
Cin
Raspberry Pi Raspberry Pi
oS OS (32-bit) OS (32-bit) Embedded Embedded
Cekirdek Cekirdek Sistem Sistem
stirimii 5.4 stiriimii 5.4
Mikrogip AVR
CPU ARM Cortex-  ARM Cortex- gg?b'i\t’”ljf% (8-bit)
(islemci) A53 (1.4 GHz) A53 (1.4 GHz) : 16MHz saat
microprocessor hizt
Broadcom Broadcom
GPU VideoCore IV~ VideoCore IV~ Hayir Hayir
@ 400 MHz @ 400 MHz
520 KB SRAM SRAM
RAM 1GB LPDDR2 2GB LPDDR2 plus 4 MB 32k Flash
PSRAM Memory
- - Flash,
Storage 23GB miniSD  23GB miniSD 4 MB EEPROM
0OV2640 2
Raspberry Pi Raspberry Pi sl\gﬁ?&?r'ksm
Kamera V2.1 Kamera V2.1 Dizi boyutu
Kamera 8 Megapiksel 8 Megapiksel Hayir
1080p30 1080p30 UXGA
3.04 mm 3.04 mm 16221200
Image transfer
rate of 15 - 60 fps
Ethernet Evet Evet Hayir Evet
Wireless Evet Evet Evet Evet
Bluetooth Evet Evet Evet Evet
USB 4x USB2.0 > gggg:g Hayir 1XUSB2.0
Gii¢c kaynag1  +5 Volt +5 Volt +5 Volt +5 Volt
Maliyet %"iklaSlk- 380 _\r(Eklaslk. 395 Yaklasik. 120 TL }r{iklaslk. 180

Arduino IDE Incelemesi; Arduino entegre gelistirme ortami (IDE), Isleme ve Kablolama

arasinda bir ¢apraz platform uygulamasidir. Yazilim, Arduino donanimi ile ¢aligir. Usta veya

yazilim gelistirmeye asina olmayan yeni gelen ¢apraz platformlara programlamay1 tanitir [28].
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Arduino IDE'nin ana faydalari, sirket i¢i bir uygulama ve ¢evrimi¢i bir diizenleyici,
dogrudan ¢izim, kart modiilii secenekleri ve entegre kitapliklar olarak islev gérme becerisinde
goriilebilir. Ozellikle, kullanicilarm sistemin kullanimindaki avantajlar: sunlardir:

Kart Modiilii Sec¢enekleri; ara¢ olarak kullanicilarin kullanmak istedikleri Kkarti
secebilecekleri bir kart yonetim modiilii ile donatilmistir. Bagka bir panele ihtiya¢ duyulursa, agilir
meniiden sorunsuz bir sekilde baska bir segenek segebilirler. PORT verileri, panoda her degisiklik
yapildiginda veya yeni bir pano secildiginde otomatik olarak gilincellenir.

Dogrudan Eskiz; Arduino IDE, kullanicilarin kendi metin diizenleyicisinin i¢inden eskizler
olusturmasma olanak tanir. Islem basit ve anlasilirdir. Dahasi, metin diizenleyicinin daha
etkilesimli bir deneyimi tesvik eden ek 6zellikleri vardir [70].

Python ve C++ IDE NetBeans; NetBeans (Apache); Windows, Linux, Solaris ve Mac i¢in
acik kaynakli ve 6diillii bir IDE (entegre gelistirme ortami) uygulamasidir. NetBeans IDE,
programcilarin Java tabanli web uygulamalarini, mobil uygulamalari ve masaiistlerini hizla
gelistirmelerine olanak taniyan giiclii bir Java uygulama cercevesi platformu saglar. C / C ++
programlama i¢in en iyi IDE'lerden biridir ve ayrica PHP programcilari i¢in hayati araglar saglar
[71].

IDE; PHP, C/ C ++, XML, HTML, Groovy, Grails, Ajax, Javadoc, JavaFX ve JSP, Ruby
ve Ruby on Rails gibi bir¢ok dili destekleyen ilk diizenleyicidir.

Diizenleyici, zengin 6zelliklere sahiptir ve ¢ok cesitli araclar, sablonlar ve 6rnekler sunar.
Topluluk tarafindan gelistirilen eklentiler kullanilarak oldukga genisletilebilirken; bu da onu
yazilim gelistirmeye ¢ok daha uygun hale getirir [72].

Netbeans IDE; asagida belirtilen 6zelliklerle beraber uygulama gelistirilmesini yepyeni bir
diizeye tasir. Bu diizeyler agagidaki gibidir:

 Hizli kullanic arayiizii gelistirme i¢in siiriikle ve birak GUI tasarim araci.

* Kod sablonlar1 ve yeniden diizenleme araglariyla zengin ozelliklere sahip bir kod
diizenleyici.

* GIT ve mercurial gibi entegrasyon araglart.

* En son Java teknolojilerini destekleme.

* Zengin bir topluluk eklentileri seti.

Dissal Girdi verileri ve hazirhk; Eylem algilamada en 6nemli parametre, video karesinin
boyutudur. Cercevenin boyutu dnemlidir ¢iinkii ¢erceve ne kadar kiiclikse, dogruluk o kadar
yiiksek olur. Dolayisiyla bu sekilde nesneleri tespit etmek kolaylasir. Cergevenin boyutu artarsa,
videonun kalitesi diiser ve bulaniklasir. Bulanik videoda, nesneleri yiiksek dogrulukla tespit etmek

oldukca zordur. 300x300 piksel video cerceve boyutlarimi kullanarak ii¢ farkli 10T cihazi ile
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deneyler yapilmigtir. Deneysel analiz yukaridaki {i¢ parametre dikkate alinarak yapilmistir.
TensorFlow ve TensorFlow Lite kitapliklarini kullanarak bir derin 6§renme algoritmasina dayali
eylem tespiti gergeklestirilmistir.

Bu ¢alisma ile ilgi alanina giren goriintiileri ve videolar1 toplamak i¢in ticretsiz ve halka agik
cevrimigi kaynaklar kullanilmigtir. Ayrica test modeli gereksinimlerini karsilamak i¢in i¢ mekan
goriintiileri ve videolar 3 metre mesafeden toplanmistir. Toplanan veriler Kisi ve arag resimlerini

icermektedir. Video ¢ergeve boyutu, IoT cihazlarin 6zelikleri Cizelge 2.3 de verilmistir.

Cizelge 2.3'te gosterildigi gibi bagli kameranin desteklenen araligi icinde herhangi bir
boyuta ayarlanabilir niteliktedir. 10T Raspberry Pi kurulumu i¢in video ¢ergeve boyutu 300x300
piksel olarak se¢ilmis ve ESP32-CAM'de oldugu gibi video canli akisi i¢in 320x240 c¢ergeve
boyutu sec¢ilmistir.

Veri Kiimesi Tasarimi; Girdi verileri, veri toplamada uyarici olarak kullanilan gériintiiler
icin bir takim gereklilikler vardir. Kolay degerlendirme icin goriintiilerin baz1 teknik
gereksinimleri karsilamasi gerekir. Bu nedenle, gerekli veri seti, gorseller tizerinde, tasvir edilen
nesneleri ve goriintiideki konumlarmi listeleyen aciklamalar igermelidir. Bu konum bilgisi
smirlayict kutular seklinde ya da segmentasyon maskeleri seklinde olabilir. Nesnelerin sabit
konumlarinin karmagik olmayan bir sekilde karsilagtirilmasina olanak saglamak i¢in, goriintiilerin
ideal olarak ayni boyutta veya en azindan ayni en-boy oranina sahip olmasi gerekir. Resimler cok
kiigiik olmamalidir. Resim boyutlari ortalama olarak en az 400 piksel olmalidir.

Bu ilk gereksinimler, agiklamali goriintiileri iicretsiz olarak kullanilabilen birkag veri kiimesi
secenegi birakmistir. Kalan seceneklerden, goriintiilerin igerigi géreve en uygun oldugu
diisiiniildiigti icin Microsoftun COCO (baglamdaki ortak nesneler) veri kiimesi [35] secilmis ve
kullanilmastir.

COCO veri kiimesi, yalnizca nispeten diiz bir arka planda ortalanmis tek bir nesneyi
gosteren ¢ok sayida goriintii iceren ImageNet gibi diger goriintii veri kiimelerinin aksine, nesneleri
dogal ortamlarda gostermek i¢in toplanmistir. Béylece sézde fotografci onyargisindan kaginmanin
ve zengin baglamla dogal sahneleri gostermenin, 6grenme algoritmalarinin, belirli bir nesnenin
nerede bulunabilecegi ve diger nesnelerin genellikle yakinlarda goriinmesi gibi nesneler hakkinda
baglamsal bilgi toplanmasina olanak saglayacaktir. Ayrica, 6grenme algoritmalarinin sadece bir
gorlintiiniin merkezine dogru odaklanmasini engellemelidir.
2014'te; piyasaya siiriilen COCO'nun dogrulama setinden biri, modeli egitmek ve digeri ise
olusturulan belirginlik haritalarinin faydasmi degerlendirmek i¢in iki alt goriintii alt kiimesi

alinmustir. Sabitleme verileri yalnizca egitim goriintii seti i¢in kaydedilmistir.
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Cizelge 2.4'de alt kiimeler hakkinda istatistiksel bilgiler verilmistir. iki veri kiimesi tamamen
ayriktir. Egitim setinin, goriintiileri daha ¢esitli hale getirmek ve sabitleme veri setinin daha sonra
genisletilmesine izin vermek i¢in istatistiklere dahil edilmeyen iki ek nesne kategorisi i¢erdigine
dikkat etmek gereklidir. Bu durum, mevcut degerlerin hesaplamasini dikkate almak igin
degerlendirme kiimesine kiyasla goriintii basina ortalama hedef sayisim1 ve farkli hedef

kategorilerini azaltir [73].

Cizelge 2.4 alt kiimeler hakkinda istatistiksel bilgiler [31] [78].

- Evaluati
Training Set on Set
Ortalama hedef 6rnek sayisi 0.938 1.049
Ortalama farkli nesne kategorileri sayis1 | 0.743 1.086
Sunum igin ortalama 6l¢ekleme faktorii | 1.687 1.687
(a) Gorlinti istatistikleri
ESP32-CAM | RPi3 RPi4
22.27
Ortalama sinirlayici kutu boyutu 5.1% % 52.96 %
lt\)/hmmum siirlayict kutu 0.007 % 01% @ 1.03%
oyutu
Maksimum sinirlayici kutu 851 % 93.83 100 %
boyutu %
Ortalama boliimleme alan 4.02 % 14% | 32.43%
Goriintli basina ortalama 6rnek 0275 0.408 0255
sayisi
Hedefi igeren goriintii sayisi 94 110 93
(b) Egitim setinin hedef istatistikleri
ESP32-CAM | RPi3 RPi4
Ortalama sinirlayici kutu boyutu 417 % 220)(()35 50 98 %
lt\)/hnlmum smirlayict kutu 0.012 % 005% | 02%
oyutu
Maksimum sinirlayict kutu 98.04 % 99.48 100 %
boyutu %
Ortalama boliimleme alanm 318 % 14(1));%9 32.06 %
Goriintii basina ortalama ornek 0.345 0391 0313
sayi1sl
Hedefi igeren goriintii sayisi 229 243 236

(¢) Degerlendirme setinin hedef istatistikleri
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2.3.2. Coziim Tasarim

2.3.2.1. Ag tasarim

Raspberry Pi ve ESP32-CAM'e baglanmak ve iizerinde ¢alismak, hem Raspberry Pi hem de
ESP32-CAM'den yerel olarak hata ayiklamak igin, dogrudan Internet baglantisi olan bir ag
yapisina ihtiya¢ duyulur. Sonug olarak, diziistli bilgisayardan Raspberry Pi ve ESP32-CAM'e
baglanirken her iki cihazda da Internet baglantisina sahip olan yerel bir aga ihtiyag vardir. Ayrica,
Raspberry Pi'den son kullanici uygulamasina mesaj gonderecek bir sunucu kurulmalidir. Bu tez
caligmasinda, bir 10T gercek zamanli sistem olarak onerilebilecek gergek bir senaryo i¢in eylem
tespitini gézden gegirmeyi amagladigindan, bir saglayicidan sunucu satin almak bir ¢6ziim yolu
degildir. Bu nedenle, 10T cihazlarimizin bir istemeci gibi davranmasi gerekecek ve sunucu bir
Google SMTP sunucusu olacak; ayni zamanda, MQTT mesajlart icin MQTT aracisi olarak
Thingspeak kullanilmistir. Raspberry Pi'ye disaridan erisim, yerel agin yonlendiricisindeki port
yonlendirme ile saglanmistir. Asagidaki Sekil 2.11°da projenin hem 10T hem de Gémiilii cihazlar

icin ag kurulumu Sekil 2.11°de gosterilmistir.

INTERNET

Wi-Fi Router
\\ 192168.1.105
192:168.1.108
N \\ 192.168:4.10 @ m=——
O @ c—
[ —— | @ s=————
—

ESP32-CAM
Embedded

loT'ye Dizistu Bilgisayar
Uzerinden Erisin

Raspberry Pi
loT

Sekil 2.11 10T Ag tasarimi
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2.3.2.2. Onerilen Céziim Tasarimi:

Onerilen tasarim, Sekil 2.12'te gosterildigi gibi bir derin 6grenme algoritmas1 kullanarak
eylem algilama teknigi sinirlamalarini gézden gegirmektedir.

Teknik agidan degerlendirildiginde, yaygin olarak bulunabilen Raspberry Pi (iki model RPi
3B, RPi 4B i¢in) ve ESP32-CAM olmak tizere iki farkl diisiik giiglii ve diisiik maliyetli 10T cihazi
vardir. Her iki cihaz da farkli konfiglirasyonlarda bulunabilir durumdadir. Bu ¢calismada kullanilan

I0T cihazlarin 6zellikleri IoT cihazlarin 6zelikleri Cizelge 2.3’de verilmistir.

Cizelge 2.3 10T Cihazlarin 6zelikleri [72] [76] [77].

Ayrica Intel MovidiusTM Neural Compute Stick (NCS) ve Google Coral Edge TPU ¢ipinin
I0T cihazlaria eklenmesi asagida agiklanmaktadir.

NCS, derin 6grenme aglarini ¢alistirma, video kodlama / kod ¢6zme ve goriintii isleme
gorevlerini gerceklestirme konusunda uzmanlasmis, dzel bir MyriadTM 2 Vision Isleme Unitesi
(VPU) igeren diisiik giiclii bir USB bellektir. Iki DNN cercevesini (TensorFlow ve Caffe)
destekler.

Coral Edge TPU, diisiik giiclii cihazlar i¢in yliksek performansli makine 6grenimi ¢ikarimi
saglayan, Google tarafindan tasarlanmig kiigiik bir ASIC'dir. Tek bir Edge TPU, yalnizca 2 Watt
giic kullanarak saniyede 4 trilyon (sabit nokta) islem (4 TOPS) ger¢eklestirebilir. Baska bir
deyisle, watt bagina 2 TOPS elde edilebilir ve yalnizca TensorFlow Lite'r destekler.

Bu tez ¢alismasinda ayn1 zamanda 10T cihazinin bulut hizmetlerine baglanmadan yerel
olarak tahminler yapabildigi alternatif bir paradigma onerilmektedir. 10T bulut hizmetleri ikincil
bir secenek olarak sunulabilir. Dolayisiyla bu siireg, geleneksel paradigmanin Gtesinde birgok
senaryoyu miimkiin kilmaktadir. Gecikme, bant genisligi, gizlilik ve enerji endiseleri nedeniyle
verileri buluta aktarmak miimkiin olmamaktadir. Ornegin, ormana yerlestirilmis bir
mikrodenetleyiciyi, itfaiye istasyonundan yardim istemek i¢in yaklasan yangin konusunda uyaran,
sahadaysa sondiirmeye baglayan sistemler igin, yerel olarak tahminlerde bulunmanin &nemli
oldugu bir¢ok senaryo olusturulabilir. Yerel olarak tahminlerde bulunmak, cihazin bulut
baglantisindan bagimsiz olarak her yerde ¢alismasina izin verir. Ayrica, yerel tahminlerle uyarilar,
tiim sensor okumalarinin 6ncelikle buluta iletilmesini gerektirdigine kiyasla daha hizli bir sekilde
yiikseltilebilir. Bir talimati yliriitmek i¢in gereken enerji, bir bayt iletmek i¢in gereken enerjiden
cok daha diisiik olabileceginden, yerel olarak tahminlerde bulunmak pil émriinii dnemli 6lgiide
uzatir. BoOylece tekrarlanan orman yangin felaketlerinden kacinilir. Dolayisiyla gelecekte

olusabilen yangin riski Onlenebilir hale getirilir. Son olarak, insanlar bu tiir hassas verileri,
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ozellikle de gercek zamanli video akigindan gelen verileri bazi 6zel alanlarda buluta iletmeye
istekli olmayabilir. Bu 6zellikler, gozetim sistemlerindeki implantlar, saglik hizmetleri sistemleri,
baglantisiz ciftliklerde hassas tarim, gorme engelliler i¢in akilli gozliikkler vb. dahil olmak tizere
birgok farkli senaryolarla arttirilabilir 6zelliktedir [74].

Onerilen Coziimiin Tasarmmi Sekil 2.12°de gdsterilmistir.

10101
Kamera Mod (i 01010
Eylem Algidama 00100

;\—) Kullama Biddinmlen
w Gondenimesi

©
R = 0

) -
1

.'. Son Kullama Bildirimler
Almmas

Sekil 2.12 Onerilen Coziimiin Tasarimi

10T cihaz isletim sistemi tasarimin icinde nasil ¢alisir; 10T Cihazlari, Sekil 2.13'de de
gosterildigi gibi ¢esitli hizmetlerin diizenlenmesinde kullanilmaktadir. Sistem, dogrudan bagl bir
kameradan yerel Gergek Zamanl Akis videosunu destekler. Ornegin, giivenlik kameras: akislari
Motion RBG akislarina doniistiiriiliir. Kodlamadan sonra goriintiiler islenmeye hazirdir. Gomiilii
cithaz, intranet’e bagl farkli 10T cihazlari i¢in giivenli aktarim saglayarak Message Queuing
Telemetri Aktarimi (MQTT) protokol aracisi olarak da gorev yapar. Ayrica, bulut aginda abone

gorevi gortir.
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SMS GateWay MQTT Broker

Internet

Sekil 2.13 10T cihazi igletim sistemi siireci

Veri toplama hizmetlerine ek olarak, gomiilii cihaz, eylem algilama olaylarini, video sensorii
girislerini ve rdle cikislarni kaydetmek icin kullanilan yerel bir veritabani igerir. Internet
baglantisi varken eylem algilamasi gergeklestirildiginde, bu olaylart SMS yoluyla veya e-posta ile
kullanicilara bildirmek igin tetikleyici uygulanir. Bu olaylar 10 saniye MPEG-4 videolart igerir ve
mesajlasma kodu blogu kullanilarak etkinlestirilebilir veya devre dis1 birakilabilir 6zelliktedir. Son
olarak, kameralar, Amazon Web Services (Amazon.com, Inc., Seattle, ABD), gibi ¢evrimigi bulut
platformlarinda barindirilan harici bir MQTT aracis1 kullanilarak herhangi bir yerden uzaktan
izlenebilir / kontrol edilebilir diizeydedir [69]. Donanim ve Yazilim uygulama adim bitirildikten

sonra model egitimi i¢in bir sonraki faza gecilmistir.
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2.3.3. Giris Verileri

Veri Kiimesi Ortami; Bu alt boliimde, kodlamada kullanilan veri seti aciklanmaktadir.
Deneysel ihtiyaclara yonelik olan veri seti, MS-COCO, kiyaslama paketi ve simiilasyon
teknolojileri kullanilmistir.

Genel kayp islevi su sekilde tamimlamir; Derin Ogrenmeyi kullanarak Eylem Algilamayi
calistirmak i¢in, gercek zamanli olarak tahmin edilen davranisin dogrulugu ile en zorlu
gdrevlerden biri olan ilgili veri setine ihtiya¢ duyulur. Onceden tanimlanmis bir smirlayic1 kutu
(6nceki), IoU oranina gore kesin referans nesneleriyle eslestirilir. Ozellik haritasiin her bir 6gesi,
kendisiyle iligkilendirilmis bir dizi varsayilan kutuya sahiptir. Temel dogruluk kutusu olan 0,5
veya daha biiyiik IoU'ya sahip herhangi bir varsayilan kutu eslesme olarak kabul edilir. Hesaplanan
smirlayict kutudaki bir nesnenin varliginda agin ne kadar giivenli oldugunu o6lgen giiven kaybi
dahil, her kutu i¢in SSD ag iki kritik bileseni hesaplar. Kategorik ¢apraz entropi ve konum kaybini
kullanarak, aglarin siirlayict kutularinin egitim verilerine dayanarak gergek olanlardan ne kadar
uzakta oldugunu tahmin ettigini hesaplar.

Genel kayip islevi formiilii [79] su sekilde tanimlanir:

1
L(x,cl g) = N (Lconf(x: c) + aLy(x, 1 9))

Burada N, eslesen varsayilan kutularin sayisidir. 300 ve 512 girisli standart SSD'nin diger
varyantlar1 ile MobileNet ve Inception modelleri bu arastirmada uygulanmais ve test edilmistir.

Mutlak performansi maksimize etmeyi degil, daha ¢ok transfer sonuglarini iyi bilinen bir
mimari Uzerinde inceleme hedef alindigi unutulmamalidir. Elde edilen sonuglarin
karsilastirilabilir, genisletilebilir ve ¢ok sayida arastirmaci i¢in faydali olmasi i¢in TensorFlow'un
referans uygulamasi kullanilmistir [85]. Arastirma c¢alismasi esas olarak Derin Ogrenme
algoritmalarini kullanan Eylem Algilama tekniklerine odaklanmaktadir. Bu nedenle dnceden
egitilmis goriintiileri aktararak dgrenme kullanilmistir. Ucretsiz MS-COCO veri setinde hazir
bulunan nesnelerin agirliklar1 kullanilmistir. Sekil 2.14°te, derin 6grenme algoritmasina (SSD)
dayali nesne algilamanin ayrintili sistem akis diyagramini temsil etmektedir [48]. Canli video
akisindaki nesneleri siniflandirmak i¢cin COCO veri setine dayali 6nceden egitilmis bir model
kullanilmistir. SSD'de, varsayilan sinirlayici kutular, nesnelerin ¢ogunun yakalanmasi icin farkli
dlgeklerde degisiklik gosterir. Ozellik haritalar1, evrisimli bloklarin sonuglaridir. Ozellik haritalari,
nesne algilama sansini arttirir. Verileri egitirken, siirlayict kutular diistik Birlik Kesisimine (IoU)

sahip olabilirler. Bu durum da olumsuz bir egitim 6rnegi anlamina gelir. Ayrica Negatif drnekler
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de gereklidir. Ciinkii agin 6grenilmesi gerekir. Bu siire¢ zor negatif madencilik olarak adlandirilir.
Birgok derin 6grenme uygulamasinin, aga cesitli boyutlardaki nesneleri algilamayi 6gretmesi
gerekir. Goriintii ¢ergeveleri farkli IoU oranlarinda test edilir. Veri biiyiitmede, nesnelerin benzer
olasilikla solda ve sagda goriinmesini saglamak i¢in goriintii ¢erceveleri yatay olarak cevrilir.
SSD'nin ileri gegisi sirasinda ¢ok sayida sinirlayici kutu olusturulur. Giiriiltii sinirlayict kutularin
kaldirilmasi oldukg¢a 6nemlidir. Bu nedenle, 0,45 IoU'dan daha az olan sinirlayici kutular, videoda
diisiik dogrulukla tespit edilen nesnelerin etiketlenmesine gerek olmadigindan g6z ardi edilebilir.
Bu teknik, maksimum olmayan baskilama (NMS) olarak bilinir. SSD'de kullanilan sinirlayici kutu
teknigi, Szegedy'nin Multibox'taki ¢calismasindan esinlenmistir (Szegedy ve digerleri, 2014). Sekil
2.14’te, COCO veri kiimesiyle derin 6grenme algoritmasina (SSD) dayali nesne algilamanin

ayrintili sistem akis diyagramini temsil etmektedir.

Baglangi COCO Veri Kiim esi Kullanan Onceden
E gitilmis Model
i , \
Ozettik Haritalars
-
Kamera Cihaant Baslatin
X

v axsavxlan Smuflama Zor Negatif
y Madencilik
s
Canli Video Alug
% Malksimum Olmayan
Bastirma (NMS) Ve Bayitme
o

E gitimli Modl Yiikleniyor

Girig Cergeves —NO SON
Single Shot Detector (SSD)

~

EVE Coldu Kutu: S1nsrlayict Kuts Regresyon Telmigi
On Isleme ‘ = : ) o
4 N Cokiu Kutu Kayb Igtevi B Yerellestirme

Video Karelerini Cikarin

Gri Tonlamalt >
Buan_'ap };‘JIGB Gergek
gl Renklere
Olarak Cikann S ¥

Déniistiriin

Sabit Onciiler

—_
Z J

s =4

\.

Sekil 2.14 Nesne algilama mekanizmasi ayrintili akis semast
Giiven kaybi, agin bir nesneyi ne kadar dogru algiladigi anlamina gelirken, konum kayba,

agi ongoriilen sinirlayici kutusunun egitim setinin temel gergeklerden ne kadar uzakta oldugunu

Olger. Her ozellik haritasi hiicresi, farkli boyutlarda bir dizi sinirlayici kutu ile iligkilendirilir. Bu
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oncelikler, temel gercegin 0,5'in lizerinde oldugu i¢in IoU'lar1 nedeniyle secilir. Bu, Sabit
oncelikler olarak adlandirilir. Birlesimin kesigimi, birlesim alanina gore toplam ortiisme alani
olarak hesaplanir. IoU 0,5'ten biiyiikse nesne algilama miikemmel kabul edilir. Coklu kutu teknigi,
konum ve giiven kayiplarini en aza indirmistir. Tek seferde, nesne yerellestirme ve siniflandirma,

agn tek bir ileri gecisinde yapilir.
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2.4. Faz Il: Donanim Ve Yazihm Uygulama, CNN'nin Egitilmesi, Modelin Test Edilmesi

2.4.1. Donanim Uygulama

2.4.1.1. 10T Donanimlar1 Uygulama

Bu tez calismasinda Windows ve Linux isletim sistemiyle c¢alisan iki bilgisayar
kullanilmistir. Windows diziistii bilgisayarda 10T sanal ortami olusturmak i¢in kullanilmis ve
Linux dizistii bilgisayar ise 10T cihazlarina baglanma ve kod uygulamasi i¢in kullanilmistir.

Cizelge 2.5 Calismada kullanilan bilgisayarlarin 6zellikleri verilmistir.

Cizelge 2.5 Calismada kullanilan bilgisayarlarin 6zellikleri

Parcalar Diziistii 01 Diziistii 02
(O] Linux Ubuntu 20 LTS  Window 10
CPU i7 i7
GPU 1GB 1GB
RAM 16GB 12GB
128 GB SSD + 1TB

HDD 500 GB SSD
HDD

2.4.1.2. 10T cihaz1 Raspberry Pi 3B ve Pi 4B'nin kurulmasi

Boarda Gii¢ Verilmesi; Raspberry Pi 3B ve Pi 4B'nin 2A ile 3.5A saglayabilen bir 5V
mikro USB gii¢ kaynagi kullanilarak ¢alistirilmasini 6nerirken, karsilagtirma testleri veya agir bir
is yiikii caligtirilmasi durumunda 4A gii¢ kaynagi kullanilmasini dnermektedir [68] [75]. Buradan
USB gii¢ kaynagiyla diisiik gerilim sorunlar1 yasanmasi durumunda, normal bir DC kaynagi
kullanilarak cihazin ¢alistirilabilecegi anlagilmaktadir.

Raspberry Pi Kamera VV2.1'i Kurma; Bu adimda, Raspberry Pi Camera VV2.1'in Rasberry
Pi kartina eklenmesi islemi yapilmistir. Bu islemler Sekil 2.15 ile Sekil 2.16°de gosterilmistir.
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Sekil 2.16 Pi Kamera Kurulumu RPi 3 Tarafindan Gosterimi
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Isletim sistemi goriintiisiiniin indirilmesi; Raspberry Pi icin 10T cihaz1 olarak segilen

isletim sistemi loT cihazlarin 6zelikleri Cizelge 2.3°de verilmistir.

Cizelge 2.3'de belirtildigi gibi Raspberry Pi OS'dir. Siirlim olusturma i¢in sistem, Raspberry
Pi OS siiriim 5.4 olan mevcut yeni stirim kullanilmistir. Kullanilan tiim teknikler, Raspberry Pi
OS baglant1 noktas1 desteklidir. En son Raspberry Pi OS Installer ISO'yu indirilmis ve is iStasyonu
ana bilgisayarinin yerel sabit diskine kaydedilmistir. Onerilen isletim sistemleri i¢in resmi
goriintiiler Raspberry Pi web sitesi indirme sayfasindan indirilebilir. SD Karta Isletim Kartinin
Yazilmasi, kullanilan isletim sistemine baglidir.

Yeni 10T isletim sistemini baslatilmasin ve Donamimin Test Edilmesi; hazirlanan SD kart
Raspberry Pi'ye takilarak sistem ¢alisir duruma getirilmistir. Tiim donanimin iyi ¢alistigi kontrol
edilmis olup, kamera ger¢ek zamanli video akisi i¢in test edilmistir. Sistem yiikseltmesinin de
yapildig1 Raspberry Pi'nin son masaiistii hali Sekil 2.17'de gosterilmistir.

10T Cihazininin Aga Baglanmasi, Sekil 2.11'de gosterildigi gibi, yerel yonlendiricideki
yerel DHCP Havuzundan IP'ye sahip olan hem Ethernet kablosu hem de Wi-Fi baglantisi ile aga
baglanilabilir.

Raspbian - VMware Workstation 14 Player (Non-commerclal use only)

Flle Virtual Machine Help

= 'wm:ommnmcm Tl 0| 1820

O
EL

To grab input, press Cul+G oM pY

Sekil 2.17 Raspberry Masaiistii
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Gomiilii ESP32-CAM cihaz uygulamasi; ESP32-CAM gomiilii aygit kablolari, Sekil

2.18'de gosterildigi gibi pimlere takilmistir ve agilmaya hazir duruma getirilmistir.

Memory

N

Microprocessor

Sekil 2.18 ESP32-CAM Genel bir gdmiilii sistem mimarisi
0OV2640 model Kameranin Takilmasi; [oT cihazlarin 6zelikleri Cizelge 2.3°de verilmistir.

Cizelge 2.3'de belirtildigi gibi OV2640 model kamera, Sekil 2.19'de gosterildigi gibi ESP32-
CAM Kartina takilmistir.

104 102 10141015]01 3148
@ & 8

Sekil 2.19 Attaching the Camera OV2640
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Anakarta Gii¢ Verilmesi ve Donanim Testi, ESPRESSIF, ESP32-CAM'in gii¢ kaynagi
icin 5V spesifikasyon gereksinimi kullanilarak ¢alistirilmasint 6nermektedir [76, 77].

Bu uygulama, USB gii¢ kaynaginizla diisiik gerilim sorunlar1 yasiyorsaniz, onu 'normal' bir
DC kaynagi kullanarak galistirabileceginiz anlamina gelir. Sekil 2.20'de (a) ve (b) gosterildigi gibi
bir diziistii bilgisayar ve 1000 mA gii¢ bankasi kullaniyoruz. Bununla beraber normal bir DC

kaynagi kullanarak cihaz calistirilabilir.

(a) (b)
Sekil 2.20 (a) Raspberry Pi 3 Model B (b) Raspberry Pi 4 Model B

Arduino IDE'nin ESP32 ile kullanilmas1 durumunda, kameranin test edilmesi islemi kurulan
ornek taslak kullanilarak yapilir.

Seri konsol kablolarimin boarda baglanmasi; ESP32-CAM, Sekil 2.21'de gosterildigi gibi
Arduino Uno cihazi ve Arduino IDE programi tarafindan seri arayliz kullanilarak PC'ye

baglanmistir.
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2.4.2.

Laptop <
with Arduino I1DE

202020

<
-
i

-
-
-

ESP32-CAM

ARDUINO

Sekil 2.21 Arduino UNO ile ESP32-CAM seri kablo baglantisi ve baglanti semast

Yazilm Uygulama

2.4.2.1. 10T i¢in Sanal ortam olusturulmasi

Kurulum, Windows isletim sistemi {izerinde gergeklestirilmistir. VMware is istasyonu 15,

orijinal Raspberry Pi 0T cihazini taklit etmek i¢in sanal bir 10T cihazi olarak se¢ilmistir. Kodlarin

gercek 10T {lizerinde uygulamaya hazir hale getirilene kadar testin tekrar tekrar ¢alistirilabilmesi,

orijinal goriintliinliin olabildigince hizli yedekleme ve geri yiikleme yetenegi ile kodlarin

uygulanmasi ve test edilmesi islemleri, olusturulan bu sanal ortamda gergeklestirilmistir. Sanal

makineyi kurma asamalar1 asagida verilmistir:

Sanal makine olusturma adimlari

En son Raspberry Pi OS Installer ISO'yu indirdik ve Is Istasyonu ana bilgisayarmin yerel
sabit diskine kaydettik.

"Yeni Sanal Makine Olustur" u se¢in

"ISO goriintiisiinii kullan" 1 se¢in ve Raspbian ISO dosyaniza g6z atin

Uyumluluk: Workstation 15 ve iizeri

Konuk Isletim Sistemi Ailesi: Linux

Konuk Isletim Sistemi Siiriimii: Debian GNU / Linux 10 (64-Bit)

CPU: 1 (veya istenen deger)

MEM: 1GB (veya istenen deger)
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e Sabit Disk 1: 10 GB

e Son olarak, Bitir ve Kapat'a tiklayin

e Sanal Makine, sihirbaz bittikten hemen sonra baslayacaktir

e Ust cubukta Baslat'a tiklayin

e Ilk meniiden Kur'u secin

e Klavye diizeninizi se¢in

e Boliim diskleri igin varsayilan segenekleri koruyabilirsiniz (tiim diski kullan> tek

boliimdeki tiim dosyalar> bitir> evet)

e Kurulum baslar

e Birkac dakika sonra kurulum sihirbazi devam eder

e Ana Onyiikleme kaydina 6nyiikleyici kurulumunu onaylaymn

e /dev/sda'y1 secin

e Yeni isletim sisteminizi yeniden baglatmaya devam edin

e Isterseniz VMWare Araglarini indirip kurmay1 segebilirsiniz (zorunlu degildir)

e ilk acilista bir sihirbaz baslayacaktir

e Size en uygun ayarlar1 se¢in

e Varsayilan sifreyi degistirin

e Sisteminizi giincelleyin ve son bir kez yeniden baslatin

e Sanal 10T cihazina baglanma

e Workstation 15'te sanal makinenin konsolu ile local PC'den baglanilir

Son adimda, Eylem Algilama teknikleri kod gereksinimlerini karsilamak i¢in 10T sanal

ortaminda Eylem Algilama teknikleri ¢aligtirilmistir. Tiim yazilim gereksinimleri uygulandiktan

sonra, bir sonraki alt boliimde gercek 10T cihazina donanim ve yazilimlar kurulacaktir.

2.4.2.2. Arduino IDE kurulumu

Arduino IDE'nin en son siirtimii Arduino web sitesinden indirilmistir. Komut dosyasi dogru
bir sekilde yiirtitiilerek, ¢iktilar olusturulur.

IDE'yi baslatmak i¢in, Arduino karti bilgisayara bir USB kablosuyla baglanilmistir.

Arduino IDE, (Unity meniisiinde) mevcuttur. Eger mevcut degilse, Arduino galistirilarak

komut satirindan baslatilabilir.
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2.4.2.3. Python ve C ++ IDE'yi Kurun (BU KURULUM ASAMALARININ HEPSi EKTE
GOSTERILEBILIR)

Calismada NetBeans kullanilmistir. NetBeans IDE 12'nin en son kararli stiriimiinii kurmak
i¢in Once, Java JDK' asagida gosterildigi gibi kurulur.

Adimlar takip edilerek kurulum tamamlanir. NetBeans IDE'yi baslatmak igin makine
yeniden baslatilir. islemler bittikten sonra artik proje kodu ve Eylem algilama algoritmalar:

olusturabilir [80][81].

2.4.2.4. Python Yiikleme

Python 3.7, temel olarak 10T cihazlari igin uygun olacagi i¢in se¢ilmistir. Anlasilmasi ve
kodlanmas1 kolay bir iist diizey programlama dilidir. Makine 6grenimi ve Derin Ogrenme
algoritmalarini gelistirmek i¢in en ¢ok kullanilan dildir. Burada, ana bilgisayar 10T cihazinin
kendisi oldugundan apt ve pip3 aracini kullanarak Linux sistemine sahip oldugundan, Linux
isletim sistemi ortamina Python'u kurma adimlar asagida belirtilmistir [18] [81].

Python 3.7'yi yiiklemek i¢in apt'yi kullanma; Raspberry Pi OS olan Debian igin apt paket
yoneticisi kullanilmistir. Baz1 Python paketleri Raspberry Pi OS arsivlerinde bulunabilir ve apt
kullanilarak kurulabilir. Raspberry P1i igletim sistemindeki Python 2.x ile uyumlu Python paketleri
her zaman bir python- 6nekine sahip olacaktir. Boylece, Python 2.x igin picamera paketi python-
picamera [81] olarak adlandirilir. Python 3 paketleri her zaman bir python3 6n ekine sahiptir. Bu
nedenle, Python 3’de picamera kurmak i¢in asagidaki komutlar kullanilmistir. Bu agamada Python

¢alisir duruma getirilmis olur.

2.4.2.5. Derin Ogrenme Cercevesi (Framework) Kurulumu

Bu adimda, 32 bit isletim sistemi ile Raspberry Pi lizerine TensorFlow cergeve kitapligi
kurulmaktadir. Biri Python 3 ve bir C ++ API kitapligi olmak iizere iki kurulum yapilir. Bu
kurulum Raspberry Pi 3 ve Pi 4 i¢in c¢alisir. TensorFlow, I0T cihazindaki yerel depolama SD-
mikro kartinda yaklasik olarak 1 GB yer kaplar.

TensorFlow, derin 6grenme i¢in 6zel olarak gelistirilmis kapsamli bir yazilim kitapligidir.
Cok miktarda kaynak tiiketir. Onceden olusturulmus derin 6grenme modellerini calistirmanin yani
sira; Eylem Algilama kodlarinda ihtiya¢ duyulan modelleri de caligtirabilir. Dondurulmus

TensorFlow modellerini TensorFlow Lite diiz tampon modellerine doniistiirmek ig¢in
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TensorFlow'un kitaplig1 kullanilmistir. Kodlarin ¢alistirilacagi lite modellerin desteklenmesi igin
0T cihazlarina kurulu TensorFlow Lite'a ihtiya¢ duyulur.

Gomiili cihazlarda eylem algilama uygulamasinda mikro denetleyici i¢in TensorFlow Lite
kullanilmasi uygun goriilmiistiir. Kullanilabilecek birgok hazir yapi modeli igerdiginden ¢ok daha
hizlidir ve daha az kaynak kullanir. ESP32 gibi kii¢iik 10T Gomiilii Cihazlar igin tasarlanmustur.

Onkosullar

e Raspberry Pi Modeli: Raspberry 3/4 (3B ve 4B'de test edilmistir)
e Raspberry Siiriimii: Debian Buster (Debian 10) veya listii
e Python Siiriimii: 3.7 (Yeni bir Raspberry Goriintiisii ile Varsayilan python 3.7)

Bu asamada TensorFlow ve TensorFlow Lite kurma islemi tamamlanmistir. Daha once

bahsedildigi gibi, 10T Gomiilii cihazi ESP32 ile mikro denetleyici i¢in TensorFlow Lite kodu

kullanilacaktir.

2.4.2.6. Coral Yaziliminin Yiiklenmesi

Yazilim gelistirme kiti indirilir ve paket ekte komutlar ile ana dizine verilmistir. Bu sekilde
Coral kurulum iglemleri tamamlanmais olur.

USB Donanimsal Hizlandiricisi, Sekil 2.22'de gosterildigi gibi, USB Coral eslik eden kisa
USB-C - USB-A kablosu kullanilarak takilmistir. Raspberry Pi {izerinde ¢alisan yazilimin, Edge
TPU donaniminin mevcut oldugunu tanimasina izin veren bazi udev kurallar1 ekledigi i¢in

kurulum komut dosyasi test edilmistir.

Sekil 2.22 USB Coral eslik eden kisa USB-C - USB-A kablosu kullanilarak takilmistir [82].

63



TensorFlow Lite'ta Cizelge 2.6’te hesaplanma tiirleri mevcuttur:

Cizelge 2.6 TensorFlow Lite'ta hesaplanma tiirleri [31].

Teknik Veri o ' Bgyyt Dogruluk Desteklenen
gereksinimleri Kkiiciiltme donamim
Post-training Onemsiz
float16 Veri yok 50% dogruluk CPU, GPU
quantization kayb1
Post-training -
. . Dogruluk CPU, GPU
0 L
dynamlc range Veri yok 75% kaybi (Android)
quantization
Post-training Unlabelled Daha kiigiik CPU, QPU
. . - (Android),
integer representative  75% dogruluk EdgeTPU
guantization sample kaybi Hexagon DSP
En kii¢iik CPU, GPU
Quantization- Labelled g (Android),
. o 75% dogruluk
aware training  training data kaybr EdgeTPU,

Hexagon DSP

Asagida, birkag model {izerinde egitim sonrasi niceleme ve nicelemeye duyarl egitim igin

gecikme ve dogruluk sonuglart verilmistir. Tiim gecikme sayilari, bir biiyiik ¢ekirdekli CPU

kullanan Pixel 2 cihazlarda 6l¢iiliir. Arag seti gelistik¢e, buradaki rakamlar da gelisecektir. CNN

Modelleri Asamalar1 Cizelge 2.7°de verilmistir.

Cizelge 2.7 CNN Modelleri Asamalari [31]

Top-1

i Top-1 Latency Latency
I\ggu}’a ?C((:;g?t Accuracy Latenc (Post (Quantiza Size Size
y (Fo (Quantiza .. Trainin tion (Origi  (Optimi
Model cy Trainin . (Origi | d
(Origi g tion nal) _ Awa_lrg nal) zed)
. Aware Quantiz Training) (MB) (MB)
nal) Quantiz Traini (ms) d
ed) raining) ed) (ms) (ms)
Mobilenet-
v1-1-224 0.709 0.657 0.70 124 112 64 16.9 4.3
Mobilenet-
v2-1-294 0.719 0.637 0.709 89 98 54 14 3.6
\'/gcept'on— 078 0772  0.775 1130 845 543 957 239
ng?ﬁ—"z 0770 0768  N/A 3973 2868  N/A 1783  44.9
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2.4.2.7. Movidius Yazilim Yiiklenmesi

Neural Compute Stick'i (NCS) desteklemek igin gerecken yazilimi kurmak igin asagidaki
adimlar izlenir. Devam eden kurulum hakkinda daha fazla giinliik ve sorun giderme saglayabilen
GUI konsolu araciligiyla kurulum yapmak icin 10T Raspberry Pi.

Asagidaki gibi ¢ikt1 alinmasi gerekir.

Hello NCS! Device opened normally.

Goodbye NCS! Device closed normally.

NCS device working.

Bu sekilde gubugun tespit edildigi ve diizgiin calistigi anlasilir.

MQTT Broker Kanah Uygulamasi; Bu tez calismasinda, 10T cihazi i¢in MQTT aracisi
olarak ThingSpeak'i kullanilmistir. MQTT, HTTP / REST'ten farklidir. Ozellikle hafif olacak
sekilde diisiik RAM ve CPU performansina sahip gomiilii aygitlar i¢in tasarlanmistir. Ayrica gogu
durumda MQTT daha az bant genisligi kullanir. Bu ¢alismada istemcilerin MQTT aracisina
baglandig1 ve diger miisterilerden veri almak icin veri yayinladigi veya konulara abone oldugu
MQTT islemleri kullanilmistir.

MQTT mesajlar1 kolay ve diisik RAM, CPU ve bant genisligi gereksinimleri olan
giivenliksiz TCP kullanarak gonderilmektedir. MQTT mesajlar1 WebSockets kullanilarak da
gonderilebilir. Bu, 1883 MQTT ic¢in standart baglant1 noktasi ag tizerinde engellendiginde gerekli
olabilir. WebSockets lizerinden MQTT kullanilirken, Sekil 2.23'te gosterildigi gibi iletisimi SSL

ile sifrelemek miimkiindiir.

/ \,
col /' ThingSpeak
MQTT Client NNACH ) \‘
(Publish) ) L IYIQTT Broke
PUBLISH Sy mat mak.come1BEs
2 \ ,//

5

1. Publish to a channel feed
nnels/<channellD>/publish/<apikey>

2. Publigh to a channel field feed

s ; lich/fialde fiald<f ntimbat anikays>
nanneliD>/publish/fields/field<fieldnumber=>/<apikey

Sekil 2.23 MQTT mesaj yayinlama siireci [83]

Raspberry Pi'de, ThingSpeak'e veri gondermek icin bir MQTT istemci kitaplhigi gereklidir.
Paho, bu 6rnekler i¢in kullanilan agik kaynakli bir MQTT istemci kitapligidir. Python dahil bir¢cok
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dile uyarlanmigtir. Ardindan, bir ThingSpeak hesabina ihtiya¢ duyulur ve akabinde iki alanli bir
kanal olusturmasi gerekmektedir. Veri toplamak i¢in Sekil 2.24'de gosterildigi gibi yeni bir kanal
olusturulmustur.

SIS Py Lok Wl s Tesarent

Commevtont Howws | 138
N b bt | 12
o S

WU b Uit Dt

Sekil 2.24 MQTT Yeni bir Kanal Olusturma [83]
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2.4.2.8. Cahsmada Kullanilan Kod

Bu boliimde, modeli 10T ve gomiilii cihazlarda calistirmak igin gereken kod bilgileri
verilmistir. Bu kod modeli, ¢evrimdisi ve dogrudan bir 10T cihazinda ¢alisabilen bir derin 6grenme
algoritmasi kullanarak eylem algilamanin nasil olusturulacagini ve dagitilacagini gostermektedir.
Dort ana 6ge olarak Python 3.0, TensorFlow Lite ile C ++ ve TensorFlow Lite Micro kullaniimis
ve derin 6grenmede kolay, diisiik kodlu bir sekilde cihazlara dahil edilmistir.

Cogu durumda, 10T cihazin1 Al yetenekleriyle etkinlestirmek, verileri cihazdan bir sunucuya
gondermeyi igerir [2]. Derin 6grenme hesaplamalar1 sunucuda gergeklesir ve ardindan sonuglar
uygun islem i¢in cihaza geri gonderilir. Ancak, veri glivenligi veya ag baglantis1 s6z konusu
oldugunda bu ideal veya uygulanabilir bir yaklagim degildir.

Calisan kod TensorFlow Lite ile birlestirilmis, Sekil 2.25'te gosterildigi gibi 10T ve Gomiili
cihazlara derin 6grenme islevselligi eklenmistir.

Sekil 2.25’te, derin 6grenme tabanli nesne algilamay1 (SSD) ¢alistiran 6nemli bir kod akis
semasini gostermektedir. OpenCV dahil olmak {izere farkl kitapliklar ice aktarilmaktadir ve SSD
algoritmas1 baglatilmistir. Kodda 20'den fazla nesne sinifinin tanimlayabildigi kolaylikla
goriilebilir. Video g¢ercevesi girdi olarak verilmistir ve SSD algoritmasi, dongii kosulu dogru
oldugu siirece gergeveleri isler. Video gergeve boyutu herhangi bir boyuta ayarlanabilir ve bu
deneylerde 300x300, 400x400 ve 800x800 piksel kullanilmistir. Teknik detaylar sonraki

boliimlerde agiklanmustir.
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Baglat

Dondurulmus modeli bellege yikle
ssdlite_mobilenet_v1_coco

n OPENCV 1
cu VIDEOCAFT URE Cahstirilmasi <

OpenCV w,

ilk kare = arkaplan k
Aszagidaki kareler kargilastirir
Fark edilmesi (i.e. optical flow)

Piksel degisikligi > HAYIR
10 px

EVET

1 : TENSORFLOW
Nesne Algilama Gerceklestirin

; R iadeKutulan Ve
TensorFlow Lite Tensorflow b Piarfat
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Sekil 2.25 Kullanilan kod tam akis semast
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2.4.2.9. TensorFlow Modeli Olusturma

TensorFlow Modeli olusturmak igin dncelikle gerekli Modiiller yiiklenmistir. Akabinde loT
Raspberry Pi'den, asagida gosterildigi gibi ¢oziiniirliikk ve kare hiz1 degerlerini modele atlayarak
"camera_type" islevi araciligiyla kamera Pi modeli baslatilir. Egitimden sonra, modeli 'kaydet'
islevi ile bir dosyada saklanir.

Son olarak, TensorFlow API doniistiiriicti kullanilarak Sinir Ag1 Modeli olusturularak ve
egitilmis ve TensorFlow Lite ve TensorFlow Lite Micro'ya eylem algilama modelleri yiiklemek
icin kullanilmigtir. SSD katmanlarini yiginlarken kodu bile TensorFlow model olusturma
kodundan oldukga fazla kendinden agiklamali ve daha basittir. SSD ¢agrisindaki return_sequences
parametresinin True olmasi gerekmektedir. Bu nedenle SSD hiicresinin ¢iktisi, son yigilmig
katman olmadig: siirece ¢ikt1 dizisindeki son sonug yerine tam ¢ikt1 dizisi olacaktir.

Onceki iki yazdirma ifadesi, modeli 10T iizerinde dondurup calistirdigimizda ihtiyag
duyulan giris diiglimii adin (¢ift yonlii 1 giris) ve ¢ikis diiglim adin1 (aktivasyon 1 / Kimlik)
yazdirmaktadir. Sekil 2.26’da derin 6grenmeye dayali eylem algilamanin ayrintili kod akis

semasini temsil etmektedir.

2.4.3. Cahsma Modelinin Egitimi

Bu caligmanin algoritmasinda, eylem algilama tekniklerini sunmak i¢in 6nceden egitilmis
bir model kullanilmistir. TensorFlow tipi ti¢ kitaplik kullanarak 6énceden egitilmis derin 6grenme
modeli ¢alistirllmistir. Bu {i¢ kitaplik TensorFlow, TensorFlow Lite ve TensorFlow Lite Micro
kullanilarak calismaktadir. Sekil 2.26’de, TensorFlow Lite Modeli i¢in egitim asamasindan

dagitim asamasina kadar olan tam yolu gostermektedir.
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Sekil 2.26 TensorFlow Lite Modeli i¢in egitim asamasindan dagitim agamasina kadar olan tam

yolu [67]

2.4.3.1. Neden onceden egitilmis bir model kullanilmistir?

Bir Evrigimli Sinir Agi'n1 (CNN) egitmek, verilere ve hedef goreve bagl olarak ¢ok kisa
stire ya da ¢ok uzun siire de gerektirebilir. Bu nedenle 6nceden egitilmis bir model kullanilmistir.
Onceden egitilmis ve aktarilmis §grenme modellerini kullanarak, vizyonla ilgili gérevleri cok daha
hizli ¢ézen derin 6grenme uygulamalari olusturmak miimkiindiir [84]. Egitmek i¢in gereken veri
miktarinin azaltilabilmesi i¢in Onceden egitilmis bir modele ihtiya¢ vardir. Bu olmadan,
algoritmamizda kullanilan modeli egitmek icin yaklasik 100,00 goriintiiye ihtiya¢ vardir. Bu
nedenle, sifirdan bir derin 6grenme modeli egitmek zaman ve ¢aba gerektiren bir siire¢ olabilir.
Ayrica TensorFlow, modeli SSD Mobilenet ile COCO veri setinde egitmistir ve bu model
algoritmamizda kullanilabilecek en hizli modellerden biridir. SSD Mobilenet-2'nin karsilastirmali
degerlendirmede en yiiksek FPS'ye sahip oldugunu Sekil 2.27°de gosterilmistir [26].
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Sekil 2.27 Derin Ogrenme ¢ikarim performansi [85]

2.4.3.2. Onceden Egitilmis Model Kurulumu

Bu boliimde, COCO veri kiimesinde dnceden egitilmis model kurulumu agiklanmaktadir.
Baglamda Ortak Nesneler (Common Objects in Context -COCO), Microsoft, Facebook ve ¢esitli
tiniversitelerdeki arastirmacilar tarafindan etiketlenmis ve smiflandirilmis kapsamli bir gorsel
koleksiyonudur. Yaklasik 90 nesne kategorisine sahip 200.000'den fazla resim igerir.

Nesne algilama veya nesne siniflandirma modelleri, insanlar, arabalar, bisikletler, bardaklar,
makaslar, hayvanlar gibi giinliik nesneleri tanimak i¢in bir baslangi¢ noktasi saglamak iizere
COCO veri kiimesinde egitilebilir. Calismamizda nesne algilama modeli olarak COCO veri

kiimesinde egitilmis bir MobileNet V1 modeli kullanilmigtir [26].
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2.4.4. Model performansi Testi

2.4.4.1. Kullamlan Modelin Sinir Agiminin Gorsellestirilmesi

Modeli ¢alistirmadan 6nce, dnceden egitilmis modelin Sinir Agin1 goriintiilemek i¢in Netron
kullanilmigtir. Netron, Sinir Aglari, derin 6grenme ve makine Ogrenimi modelleri igin
gorsellestirici olarak kullanilan 6nemli bir aragtir. Kullanilan modelin girdisi 300x300x3 bir dizidir

(tensor). Sekil 2.28'te Netron aracindan alinan anlik goriintii gosterilmektedir.

MODEL PROPERTIES

[ normalized nput_image_tensor

INPUTS

g ranie mormalized input nage tensor

typw wamen 4, N

anbzalion: <1 < 00078128 * |q - 128) s 09921878

= 150% 15024 location: 175

=y o

TTUNe Detection rame TFUte Detection PostProcess

typw: Floeti2

«150=150024 locabion: 167

yne TRUte Detection PostPyocesst
tyow flnetid

TRae_Dntextion_ name TFLite Detection PostProcess:2
type: floeti2

location: 169

TRUNE Detsction rame TrUte Detection PostProcess:3
typw #loetil

stice: 170

Sekil 2.28 Kullanilan Modelin Sinir Aginin Gorsellestirilmesi [86]

Labelmap.txt dosyasi, tiim olas1 kategorilerin sirali bir listesini ig¢erir. Bunlar, takip eden
MobileNet modelini egitmek i¢in kullanilan COCO medyalar ayn1 hizadadir.

TensorFlow Lite Model Maker Kiitiiphanesi, 6zel bir veri kiimesi kullanarak TensorFlow
Lite modelini egitme siirecini basitlestirir. Gerekli egitim verisi miktarini azaltmak ve egitim
stiresini kisaltmak i¢in transfer 6grenmeyi kullanir.

TensorFlow Lite Model egitimi is akis1 Sekil 2.29’de gosterilmistir.
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Sekil 2.29 TensorFlow Lite Model egitimi is akis1 [67]

Mikrodenetleyiciler i¢in TensorFlow Lite, yalnizca birkag kilobayt bellege sahip mikro
denetleyicilerde ve diger cihazlarda makine 6grenimi modellerini ¢aligtirmak i¢in tasarlanmistir.
Cekirdek ¢alisma zamani, Cortex M3 koluna 16 KB'ye sigar ve bir¢cok temel modeli ¢alistirabilir.
Isletim sistemi destegi, standart C veya C ++ kitapliklar1 veya dinamik bellek tahsisi gerektirmez.

Bunu basarmak i¢in, TensorFlow Lite doniistiiriicti kullanilmigtir.

2.4.4.2. Desteklenen platformlar

Mikrodenetleyiciler i¢in TensorFlow Lite, C ++ 11 ile yazilmistir ve 32 bitlik bir platform
gerektirir. Arm Cortex-M Serisi mimarisine dayali bir¢ok islemci ile kapsamli bir sekilde test
edilmis ve ESP32 dahil olmak {izere diger mimarilere tasinmistir. Cerceve bir Arduino
kiitliphanesi olarak mevcuttur. Ayrica Mbed gibi gelistirme ortamlari igin projeler tiretebilir. Acik
kaynaklidir ve herhangi bir C ++ 11 projesine dahil edilebilir [73] [87].

Bir mikro denetleyicide bir TensorFlow modelini dagitmak ve calistirmak icin asagidaki

adimlar gerceklestirilmistir:

2.4.4.3. 10T Model Optimizasyonu

10T icin optimize edilmis algilama modelleri, ¢esitli gecikme ve hassasiyet 6zellikleriyle
birlikte gelir. Her biri asagida agiklanan giris ve ¢ikis imzalarini takip eder.

Model Giris Imzasi, model girdi olarak bir goriintii alir, nesne algilama modelleri belirli bir
boyuttaki girdi goriintiilerini kabul eder. Bu durum, muhtemelen cihazinizin kamerasi tarafindan
yakalanan ham goriintiiniin boyutundan farkli olacaktir ve ham goriintiiniin modelin giris boyutuna
uyacak sekilde kirpilmast ve 6lgeklendirilmesi i¢in kod yazilmistir. Modelin kullandigi boyut
goriintiisii, her piksel basina li¢ kanal RGB (kirmizi, mavi ve yesil) ile 300x300 pikseldir, bu
goriintliiler modele 270.000 baytlik degerlerde (300x300x3) diizlestirilmis bir tampon olarak
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beslenir. Kullanilan model hesaplandik¢a, Cizelge 2.8’de niceleme alt boliimiinde daha fazla

ayrint1 vardir, her deger 0 ile 255 arasinda bir degeri temsil eden tek bir bayt olmalidir [73] [87].
Model Cikis Imzasi, 0-4 indislerine eslenmis dort dizi cikarir. Model, 0-4 indislerine

eslenmis dort dizi ¢ikarir. Cizelge 2.8 'de gosterildigi gibi 0, 1 ve 2 dizileri, her dizide her nesneye

karsilik gelen bir 6ge ile N algilanan nesneyi tanimlar [73] [87].

Cizelge 2.8 0, 1 ve 2 dizileri, her dizide her nesneye karsilik gelen bir 6ge ile N algilanan

nesneyi tamimlanmustir [73] [87]

Index Name Description

Multidimensional array of [N][4] floating-point values between
0 Locations 0 and 1, the inner arrays representing bounding boxes in the
form [top, left, bottom, right]
Array of N integers (output as floating-point values) each

1 Classes indicating the index of a class label from the labels file
9 Scores Array of N floating-point values between 0 and 1 representing
the probability that a class was detected
Number of
3 detections Integer value of N

Ornegin, model bir kisi ve arabayr algilayacak sekilde egitilmistir. Bir goriintii
saglandiginda, bu goriintii Cizelge 2.9'te belirlenen sayida algilama sonucunun ¢ikisini tahmin

eder.

Cizelge 2.9 Belirlenen sayida algilama sonucunun ¢iktisini tahmin edilmistir [73] [87]

Class Score Location

Car 0.92 [18, 21, 57, 63]
Person 0.88 [100, 30, 180, 150]
Bird 0.87 [7, 82,89, 163]

Nesne Konumunun Bulunmasi; model, algilanan her nesne i¢in konumunu ¢evreleyen
smirlayici bir dikdortgeni temsil eden dort sayi dizisi dondiirmektedir. Saglanan 6nceden egitilmis

model i¢in numaralar su sekilde siralanmistir [73] [87].
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[ top, left, bottom, right ]

Ust deger, dikdortgenin iist kenarinin goriintiiniin iist kenarina olan mesafesini piksel
cinsinden temsil eder. Sol deger, sol kenarin giris goriintiisiiniin solundan mesafesini temsil eder.
Diger degerler, benzer sekilde alt ve sag kenarlar1 temsil edilmektedir. Modelin piksel degeri
ciktist, kirpilan ve 6lgeklenen goriintiiniin konumunu ifade eder. Dogru yorum yapabilmek igin

ham goriintiiye sigacak sekilde 6lgeklendirme yapilmistir [73] [87].
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2.4.4.4. Model Egitim Sonrasi Niceleme

Egitim sonrasi niceleme i¢in kullanilan model, model boyutunu azaltabilen ve ayn1 zamanda
model dogrulugunda ¢ok az bozulma ile CPU ve donanim hizlandirici gecikmesini iyilestirebilen
bir doniistiirme teknigidir. Sekil 2.30'de gosterildigi gibi, TensorFlow Lite Converter kullanilarak
TensorFlow Lite formatina doniisiim yapildiginda, onceden egitilmis bir kayan TensorFlow

modeli nicelendirilmis olur.

Input Model Output Model
(custom smaW & fast
on-device ML model)

‘* Tensor + TensorFlow
Sekil 2.30 TensorFlow Lite Converter kullanilarak TensorFlow Lite formatina doniisiim

yapildigini [67].

Nicellestirilmis Tensor Gosterimi, 8 bitlik nicemleme, asagidaki formiil kullanilarak kayan

nokta degerlerine yaklasir [67].
real_value = (int8_value — zero_point) * scale

Gosterimin iki ana boliimii vardir [36]:

* Eksen basina (diger adiyla kanal basina) veya tensor basina agirliklar, sifir noktasi 0'a esit
olacak sekilde [-127, 127] araliginda int8 ikinin tamamlayic1 degerleriyle temsil edilir.

* Tensor basina etkinlestirmeler / girdiler, [-128, 127] araliginda int8 ikinin tamamlayici

degerleriyle ve [-128, 127] araliginda bir sifir noktasiyla temsil edilir.

2.4.4.5. Hesaplanmis Model Dogrulugu

Agirliklar egitim sonrasinda hesaplandigindan dolayi, 6zellikle kiigiik aglar i¢in bir dogruluk
kaybr1 olabilir. TensorFlow Lite model deposundaki belirli aglar i¢in dnceden egitilmis ve tam
olarak nicelendirilmis modeller saglanir. Hesaplamada herhangi bir bozulmanin kabul edilebilir
siirlar iginde oldugunu kabul etmek i¢in nicellestirilmis modelin dogrulugunu kontrol etmek

onemlidir. TensorFlow Lite model dogrulugunu degerlendirmek i¢in araglar vardir.
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Alternatif olarak, dogruluk diisiisii cok yiiksekse, nicelemeye duyarli egitim kullanilabilir.
Ancak bunu yapmak, model egitimi sirasinda sahte niceleme diigiimleri eklemek i¢in degisiklik
yapilmasini gerektirir. Bu ¢alismada egitim sonrasi niceleme teknikleri, nceden egitilmis mevcut
bir model kullanmaktadir [67] [88].

Sekil 2.31 deki goriintii ¢iktt adiminin (Stride), ¢iktinin girdi goriintii boyutuna goére ne kadar
kii¢iiltildigiiniin nasil belirledigini gosterir. Daha yiiksek olan ¢ikis adimi daha hizli ¢alisir ancak
daha diisiik dogruluk saglar.

Output Stride and
Heatmap Resolution

Aocur ety

input image

26 x 228
(width » helige)

heatnap S sccerazy
output stride

width resslution = helght
resoletion ¥ nim eypoints

Sekil 2.31 Hesaplama Cikis1 Adimlari ve Is1 Haritas1 Coziiniirliigi [88]

2.4.4.6. Model Doniistiiriicii

Bu boliimde, Sekil 2.32'da gosterildigi gibi TensorFlow Nesne Algilama API'sinden

TensorFlow Lite'a doniistiiriilen Single-Shot Detector modellerinin imzas1 agiklanmaktadir.
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Sekil 2.32 API'sinden TensorFlow Lite'a doniistiiriilen Single-Shot Detector [89].

Kullanilan nesne algilama modeli, birden ¢ok nesne sinifinin varligini ve konumunu
algilamak i¢in dnceden egitilmistir. Modelimiz, temsil ettikleri kisinin sinifin1 (6rnegin, bir kisi
veya araba) ve her bir nesnenin goriindiigii yeri se¢en verileri belirten bir etiketle birlikte ¢esitli
nesnelerin resimlerini igeren goriintiilerle egitilmistir [90].

Modele sonradan bir goriintii verildiginde, algiladig1 nesnelerin bir listesini, her nesneyi
igeren bir siirlayici kutunun konumunu ve algilamanin dogru olduguna dair giiveni gdsteren bir
puan verir. Model egitim agamasi bittikten sonra model ¢alistirma asamasina gegilmektedir [65]
[91].
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2.5. Faz lll: Modelin Cahstirilmasi, Sonuclarin Elde Edilmesi, Kod Analizi

2.5.1. Model Tasarim ve Uygulanmasi

Bu béliimde model tasarim ve gerceklemesi faz II’de belirtilen gereksinimler tamamlanarak
yazilim ve donanim uygulamasi yapilmistir. Algoritma i¢in kod dosyalar1 hazirlanmis ve kodun
calistirilabilmesi igin gerekli ayarlamalar yapilmistir. 10T cihazlarinda derin 6grenme kullanilarak
eylem algilama modeli hazir hale getirilmistir.

Bu boliimde anlatilan tasariminin amact modelin 10T ve gémiilii cihazlar iizerinde
calistirilmasi ve makul sonuglarin dretilmesidir. Bunun igin, veriler tf.data kiitliphanesiyle
yiiklenmelidir. Bu dogrultuda faz Il kodlar verilmis ve modelin alt bolimleri detayli olarak
egitilmistir. TensorFlow Lite modelini 10T ve Gomiilii cihaza dagitmak, Modeli 10T'ye yiiklemek
ve calistirmak i¢in Python API kullanilmistir. Gomiilii cihazlarda ise modeli yiiklemek ve
calistirmak i¢in C ++ API kullanilmistir. C ++ ve Python API'leri model {izerinde ¢ikarim
yapmadan once TensorFlow egitim kodunda kullanilan Session sinifindan farkli olarak
TensorFlow-lite'a 6zgii Interpreter sinifin1 kullanir. Yorumlayiciyi igin hem C ++ hem de Python
kullanilmis ve sonuglari sonraki iki bolimde paylasilmistir [92]. Ayrica 10T cihazlarina
yerlestirilecek modeli hazirlamak i¢in freeze graph araci kullanilmis ve ¢ikis diigiim ad1 "person"
olarak tanimlanmistir. Tahmin modelini ¢alistirmak i¢in aynt Model gomiilii cihazda da
kullanilmistir [88]. Sekil 2.33’de modelin yiikkleme asamasindan ¢ikti sonuglarina kadar olan tam

yol gosterilmektedir.

Use th
Load your Preprocess TFLite reciltin 2
model data interpreter €
output

Sekil 2.33 TensorFlow Lite Cikarim Is Akis1 [93].
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Kullanilan algoritmada, dnce yerel diskten dnceden egitilmis model yiliklenmistir. Boylece
kodlar verileri isleyebilmektedir ve TensorFlow Lite yorumlayici asamasinin bir sonraki adimina
gecilmektedir. Bu asamada, video ¢ergeveleri girdi oldugu i¢in bir agilir pencere goériinmektedir.
Giris akis1 gergek zamanli video akisi sagladigi siirece kod while loop'u tekrarlayacaktir. Her
video karesi, hareketli bolgeleri video karesinden ¢ikarmak icin ayri ayri islenir. Her video
karesindeki hareketli bolgeler, eylem tespiti i¢in TensorFlow Modeline gegirilmektedir.
Cercevenin boyutu esikten kiigiikse, dikkate alinmamaktadir. Aksi takdirde, gergeveyi bellege iter.
Ardindan, nesnenin etrafindaki siirlayic1 kutunun veri kiimesinde (COCO) eslesip eslesmedigi
kontrol edilmektedir.

Daha sonra, o hareketli nesnenin etiketi bulunur. Varsa, tespit edilen nesne etiketlenir. Tespit
edilen nesne "kisi" ise, mesaj MQTT aracisina yayinlanir ve ilgi alaninda meydana gelen yeni
eylemi son kullaniciya bildirmek i¢in SMS veya E-posta gonderilir. Son olarak, video akisindan
sonraki kareyi islemek i¢in bellek temizlenir. (Kodlama islemi Sekil 2.34 Kod isleme islevi akis

semasi'daki akig semasinda ayrintili olarak gosterilmistir) [94].

3 " Raspberry Pi
D
N @ ESP32-CAM

Swurlama Kutusu Olmadan S
Orijinal Resim Goranama g SOAMseY

Fotograf cek o
[ ©7 Kamera L= — Sinwrlayiar kutu

MQIT gander

Set Tamamland: Switch j—

? 1 Alarm Gonder
~
Tensor
onisleme TFIS Model —_— rotus isObjectDetected

) 0
o0 TELite Model
OpenCV
1t

®

TensorFlow Lite

Sekil 2.34 Kod isleme islevi akis semasi
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Ardindan, hizlandirict Coral (TPU) ve Movidius (VPU) igeren bir cihaz eklemek i¢in 10T
cihazinda ayn1 model ayni parametrelerle yeniden calistirilmistir. Donanim hizlandiricilarla
yapilan tiim ¢ikarimlarin TensorFlow Lite API'lerine (Python veya C / C ++) dayandigini akilda
tutmak 6nemlidir. Hali hazirda TensorFlow Lite kullanilarak bir ¢ikarim yapildigindan, modeli
loT HW hizlandiricida c¢alistirmak birkag yeni kod satirt gerektirmektedir. 10T donanim
hizlandiricilar, TensorFlow Lite modelleriyle uyumludur.

Uyumlu bir modelle hem Python hem de C / C ++ kullanilarak 10T donanim hizlandirict
tizerinde ¢ikarim yapilmaktadir. Her iki durumda da, 10T ve GOmiilii cihazlar igin, TensorFlow
APTI'lerini ve diger gelismis 6zellikleri saran kullanigli islevler saglayan Coral API'lerini kullanma
secenegi de mevcuttur. Her secenek ve gerekli yazilim asagida agiklanmis ve Sekil 2.35'te

gosterilmistir.

/
/TensorFlow model TRAIN 4 R EXroRY | Frozen graph N
- ¥ > tTensorFlow model) > | % ‘
. B Qs % J

CONVERT /

TensorFlow Lite CoMPILE DEPLOY S
( = J — BRGdlN | ocdware
.

Sekil 2.35 ¢ikarim igin ii¢ segenek ve ilgili yazilim bagimliliklari [73].

Modelin TensorFlow Lite Python API kullanilarak 10T {izerinde ¢alistirilmasi:

0T cihazlarinda (RPi 3B ve 4B) TensorFlow Lite modellerini ¢alistirmak igin standart
Python API kullaniimistir. Modeli ¢alistirmak i¢in Edge donanim hizlandiricilarinda mevcut bir
TensorFlow Lite kodu c¢alistirtlmistir. Kodun donanim hizlandirici tarafindan desteklenen 10T
cihazlarinda c¢alistirilmasi i¢in TensorFlow Lite Python API ve 10T donanim hizlandirici Caligma
Zaman (libedgetpu) kullanilmustir.

Varsayilan olarak, TensorFlow Lite yorumlayicis1t modeli CPU iizerinden yiiriitiilmektedir.
Ancak model 10T donanim hizlandiricisi igin derlenmisse islem basarisiz olur. Ciinkii bir loT HW
hizlandirict modeli, 6zel bir 10T HW hizlandiric1 operatorii igermektedir. 10T HW hizlandiricist

icin bir temsilci belirlenmesi gerekir. Ardindan, Yorumlayici 0T HW hizlandiric1 &zel

81



operatoriiyle her karsilastiginda, bu islemi 0T HW hizlandiricisina gonderir. Bu nedenle, loT HW

hizlandiricisinda ¢ikarim i¢in yalnizca TensorFlow Lite APl gerekmektedir.

2.5.2. Modelin C/ C ++ TensorFlow Lite API kullanilarak gomiilii cihazda ¢alistirilmasi

TensorFlow Lite modellerini ¢alistirmak icin standart C / C ++ API kullanilmistir. Bu
hizlandirict kurulumu igin, statik veya dinamik olarak baglanan Edge donanim hizlandirict
Calisma Zamani (libedgetpu) ve derlenmis TensorFlow Lite C ++ kiitiiphanesi kullaniimistir.
Standart modellerde tensor girdilerini ve islem sonrasi tensor ¢iktilarini 6nceden islemek igin
cesitli libcoral APIl'leri de kullanilabilir. Bu durum, bir modelin birden ¢ok 0T donanim
hizlandiriciyla boru hatti olusturmasi gibi ek 6zellikler saglar. C ++ ile Edge HW hizlandiricisinda
calistirma ¢ikarimi hakkinda ayrintilar 6nceki boliimlerde paylagilmistir. Coral cihazi kurulurken
modelin yiiklenmesi gereken tim kiitiiphaneler alinmistir(derleme yapilandirmalari gerektiren C
++ harig¢). Desteklenen platformlardan biri kullanilmadigi durumlarda bu kiitiiphaneler istenen
platformun amacina uygun olarak olusturulabilir. Yukarida gosterilen her kaynak ag¢ik kaynaklidir.

Model parcasinin egitimi tamamladiktan sonra, bir kisinin varligini veya yoklugunu
algilamak i¢in eylem algilamay1 gergeklestirmeye ve kamera verilerini bir goriintii sensdriiyle
yakalama islemleri gergeklestirilmistir. Bunun i¢in asagidaki adimlar uygulanmis ve bir mikro

denetleyicide TensorFlow modeli galistirilmistir.

2.5.3. loT'de Eylem Algilama Cahstirilmasi

Bu alt boliimde yapilan islemler temel olarak model ¢alistirir ve OpenCV kullanarak
kameradan bir kare yakalar, ¢er¢eveyi 300x300 piksele yeniden boyutlandirir (en boy oranini
korumaz) ve elde edilen tensorii TensorFlow Lite'a iletir. Invoke () islevi, ¢ercevede algilanan
nesnelerin bir listesi, her nesnenin bir giiven puani ve sinirlayict kutulari i¢in koordinatlarla geri
doner. Kod, bu koordinatlar1 alir ve kullaniciya gostermeden once nesnenin etrafina yesil bir
dikdértgen ¢izer. ik olarak, yeniden boyutlandirilabilen bir pencere olusturmak igin
cv2.WINDOW_NORMAL kullanilmistir. kinci olarak, her nesnenin merkezini hesaplayan ve
algilanan nesneleri konsola listeleyen bir boliim eklenmistir. Verilen Kod ¢alistirilinca 10T kamera
veya gomiilii cihaz kamerasinin beslemesini saglayan yeni bir pencere agilir.

Kod, TensorFlow Modelimizi yiiklemek, giris gorlntiisiini modele beslemek, modeli
calistirmak ve ¢gikarim sonucunu dondiirmek i¢in kullanilmistir. Daha sonra model, ¢ikis diigtimii

adlarindan olusan bir sira dizisi gegirilerek ¢alistiritlmistir. Burada hizli stil aktarim modeli igin,
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sadece bir giris diigiimii ve bir ¢ikig diiglimii vardir. Son olarak, modelin ¢ikt1 degerleri ¢ikti

diigiimii ad1 atlanarak alinmastir.
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2.5.4. Kiyaslama Kodu

Bu béliimde, Raspberry Pi 3 Model B, Pi 4 Model B ve ESP32-CAM iizerinde TensorFlow,
TensorFlow Lite ve TensorFlow Lite Micro kullanilarak yapilan orijinal kiyaslamalar
aciklanmistir. TensorFlow karsilastirmalari, TensorFlow ¢ergevesinin performansini test etmek
i¢in tasarlanmis agik kaynakli makine 6grenimi uygulamalaridir. TensorFlow Lite karsilagtirma
araglari, asagidaki 6nemli performans metrikslerine iliskin istatistikleri 6l¢er ve hesaplar.

Bunun icin izlenen adimlar;

* Baglatma siiresi

* [sinma durumunun ¢ikarim siiresi

 Kararli durumun ¢ikarim siiresi

* Baslatma siiresi sirasinda bellek kullanimi

* Genel bellek kullanimi1

Kullanilan cihaza bagli olarak, bu seceneklerden bazilari mevcut olmayabilir veya higbir
etkisi olmayabilir. Kiyaslama aract ayn1 zamanda yerel bir ikili benchmark model olarak saglanir.
Bu arag, Linux, Mac, gomiilii cihazlar ve l0T cihazlarinda bir kabuk komut satirindan

calistirilabilir. Kiyaslama mimarisinin sematik gosterimi Sekil 2.36’de gosterilmistir.

Benchmark
scenarios
Sec. 4

Data-set
Sec. 3

Perturbations Participants h
. Y
Target points
Start points Mation generation Trained
> Simulation |[€& modules
Reproduced L
trajectory v T
1
1
Y !
Demonstrated :
trajectory | Evaluation »| Ranking 1 ____ :
- Sec. 5 - Sec. 6

Sekil 2.36 Kiyaslama mimarisinin sematik gosterimi [95]

Tek bir ¢alistirmada birden ¢ok performans se¢enegini karsilastirmak i¢in kullaniglh ve basit

bir C ++ ikili programi da saglanmistir. Bu ikili program, bir seferde yalnizca tek bir performans
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secenegini kiyaslayabilen yukarida bahsedilen araca dayali olarak olusturulmustur. Ayni derleme
/ yikleme / c¢aligtirma siirecini paylasirlar, ancak bu ikili dosyanin BUILD hedef adi
benchmark model performance options'tir ve bazi ek parametreler gerektirir. Bu ikili program
icin 6nemli bir parametreler asagida verilmistir.

TensorFlow karsilastirma araci yerel komut satir1 ikili dosyalar1 olarak kullanilmigtir. 10T
cihazlart arasindaki c¢alisma zamani ortamindaki farkliliklar nedeniyle mevcut seceneklerin ve
¢ikt1 formatlariin biraz farkli oldugu unutulmamalidir.

Kod ikinci kez her iki durum arasindaki farklar1 géstermek icin hizlandirict donanima ile
uygulanmistir. Cikarim, Baglamda Ortak Nesneler (COCO) veri seti iizerinde egitilen model olan
MobileNet SSD derinlik SSD modeli ile gergeklestirilmistir. TensorFlow API doniistiiriicti
tarafindan TensorFlow Lite'a doniistiiriilmiistiir. Bu model, COCO veri kiimesiyle ¢alisan en hizli

model oldugu i¢in se¢ilmistir. TensorFlow API doniistiiriicti Sekil 2.37’de gosterilmistir [96]

TensorFlow APls

Data Type Backend
tf.Keras Low level AP! D P D
tf.Keras Mod Concrete
model Saved 1 Function(s) NN API
GPU
TFLite TFLite TFLite cPU
Converter Flatbuffer interpreter
server client

Sekil 2.37 TensorFlow API donistiirticii [96].

Model, oda iginde eylem algilama kodu ¢alistirilarak test edilmis ve daha sonra loT'ye ve
g6miilii cihazlara 5 voltluk gii¢ kaynagi saglamak i¢in bir telefon gii¢ bankasi kullanilarak disarida
calistirilmistir ve sonug gergek zamanl gecikme ve algilama dogrulugu olmak iizere iki faktore

odaklanmistir.
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2.5.5. Calismanin Sonuclarinin Olusturulmasi

Algoritmanin egitim siirecinin bir 6nceki boliimde tamamlanmasinin ardindan, bu béliimde
0T ve gomiili cihazlarda ¢alisan eylem algilama modelinden sonug iiretilmesi agiklanmaktadir.
Sonuglar, {i¢ faktorii temsil eden dnceki iki boliimden toplanacaktir. ilki, ¢alisan modelin hizim
temsil eden karsilastirmadar. Ikincisi FPS, {igiinciisii ise dogruluk i¢in giiven oramdir. Bu ii¢ faktor,
I0T cihazlarinda Derin 6grenme algoritmasi performansini degerlendirmek igin test verileri olarak
kullanilmistir.

Bir video iki smiftan olusur: gercek ortam igin kiigiik olgekli kisi, araba ve modeli
calistirmak icin kullandigimiz algoritmayr degerlendirmek igin kanit verileri olarak 300x300
piksel laboratuvar ortamina sahip hareketsiz goriintii. Yapilan testin sonuglar1 su sekildedir;

* Test videosunun her karesi, kiyaslama toplamak i¢in analiz edilmistir. Bunlar Dogruluk,
Kesinlik ve Geri Cagirma hesaplamalart icin gereklidir. Boylece performans puanlart kontrol
edilerek performans dl¢iimii yapilabilir.

» Sekil 2.38-2.40’ye kadar TensorFlow, TensorFlow Lite ve TensorFlow Lite Micro
tarafindan yapilan algilamalarin ekran goriintiilerinin yani sira algilamalarin giiven araliklar
gosterilmektedir.

* Verilen sekillerde de goriildiigli gibi, modellerin kisileri ve ulasim araclarini degisik a¢1 ve
mesafelerden maksimum % 99 giivenlikle basarili bir sekilde algilayip takip ettigi gortilmiistiir.

* Testler, web kamerasindan canli yayin saglanarak ve test verileri olarak gergcek ulasim

araclar kullanilarak birden ¢ok kez gerceklestirilmistir.
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Sekil 2.38 TensorFlow tarafindan yapilan ilk tahminler

FPS: 4.78

..‘caf: 38% - 75 3
| = ' C— e R YA |

AGItrm
et
gty

Sekil 2.39 TensorFlow Lite tarafindan yapilan ikinci tahminler
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Sekil 2.40 TensorFlow Lite Micro tarafindan yapilan tigincii tahminler

2.5.5.1. Giiven puam

Sonuglarin yorumlanmasinda tespit edilen her nesnenin puanina ve konumuna bakilir. Puan,
nesnenin gercekten algilandigina dair gliveni gosteren 0 ile 1 arasinda bir sayidir. Say1 1'e ne kadar
yakinsa model o kadar kesinlesir. Bu kesinlesme % 100 olasilik orantyla temsil edilir.

Modele bagli olarak, altinda tespit sonuglarinin atanacagi bir kesme esigine karar verilebilir.
Mevcut model i¢in gercekei bir kesme 0.5 puandir. Bu, tespitin gegerli olduguna dair % 50 olasilik
anlamina gelir. Bu durumda, dizideki son iki nesne goz ardi edilir. Ciinkii bu giiven puanlar1 0.5'in
altindadir.

Ince ayarli eylem algilama modeli,% 99'luk bir algilama dogruluguna ulagmstir. ince ayar
oncesinde ve sonrasinda 10T modelinin uygulanmasmin sonuglart Sekil 2.38-2.40’ye kadar
gosterilmektedir. Ug 10T kamerasinin giindiiz goriintiileri, modelin performansmi gercek diinya
senaryolarinda gosterir. [oT cihazlarinda model algilama giiven puani ¢alistirma sonuclar1 Cizelge

2.10°da gosterilmistir.
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Cizelge 2.10 10T cihazlarinda model algilama dogruluk puani ¢alistirma

Coral Movidius TFL

TF TFL
(TPU) NCS (VPU)  Micro
Pi3B 97.2 828 9962 98.3 -
Pi4B 98.4 885  99.95 98.7 -
ESP32-CAM - - - - 88.3

Cihazlarinda model algillama dogruluk puami c¢alistirmanin sonuglart Sekil 2.41°de

gosterilmistir.

110

97.2

100 99.6 g9g3 98.4 99.95 987

88.3

Confidence score %

Pi4B | ESP32-CAM

10T Boards

TensorFlow @ TFLite @ Coral(TPU) @ Movidius NCS (VPU) @ TF Lite Micro

Sekil 2.41 10T cihazlarinda model algilama giiven puani ¢aligtirma

Ayrica, sistemin gercek zamanli performansini degerlendirmek igin, farkli gomiilii donanim
ve |oT cihazlarinin kamera sayis1 géz oniine alindiginda her kurulumun elde ettigi maksimum FPS
sayist degerlendirilmistir. Bu amagla ¢esitli olaylarin yer aldigi 120 saniye siireli bir video
kaydedilmistir. Bu video, her bir gdmiilii cihaza ve donanim hizlandiricilarin her biri ile ayn1 anda
bes kereye kadar (yani, bes kamerali akiglar1 simiile ederek) yaymlanmastir. 10T cihazlari, o cihaza
uygulanan TensorFlow Modelini kullanarak her gergevede eylem algilama gergeklestirmistir.

TensorFlow'a yonelik NCS (Movidius) destegi sinirli olsa da, ¢alisan algoritmanin kullanimini
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kiyaslamak i¢in SSD MobileNet modeli kullanilmistir. Cizelge 2.11°da goriintiilenen sonuglar
verilmigtir. Sekil 2.42°de ise, ayn1 sonuglari gubuk grafik bigiminde gostermektedir.

Cizelge 2.11 10T cihazlarda galisan model igin performansi ger¢ek zamanli ms olarak
degerlendirilen sonuglari

RPi 3 RPi4 ESP32-CAM
Model B Model B (TF Lite Micro)
Coral USB 48.7 31.7 -
Movidius NCS 98.5 45.3 -
TF Lite 287 181 -
TF 471 253 -
TF Lite Micro - - 210
550
500
471
450
400
£ 350
5 300 287
(_% 250 253
é 200 S8 210
150
100 98.5 I
50 487 45.3
31.7 e
o B mmm
‘ coral USB ‘ Movidius NCS | Raspberry Pi (TF |Raspberry Pi (TF)| TF Lite Micro
Acceleration Lite)
0T Boards

Pi3ModelB8 @ Pi4ModelB @ ESP32-CAM (TF Lite Micro)

Sekil 2.42 10T cihazlarda ¢alisan model i¢in performansi ger¢cek zamanli olarak degerlendirilen

grafik

Her adimdaki FPS sayis1 ve dogruluk simirlayict kutu giiven oraninin yiizdesi Sekil 2.38-
2.40’ye kadar goriilebilir. Siniflandirma dogrulugunun FPS'nin yiiksek oraninda ¢ok yiiksek bir
degerde basladigi unutulmamalidir. Diisiik donanim, algoritma g¢aligirken modelde FPS'yi ve

eylem algilamanin dogrulugunu kademeli olarak azaltir [89]. Ayrica her tanimlama i¢in bir giiven
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kontrolii (yani olasilik) gerceklestirilmistir. Giiven yeterince yiliksekse (yani esigin istiinde ise),
tahmini ucbirimde ve eylem i¢in metin ve renk sinirlayici kutusunda goriintiilenir. Bu olay 6nceki
boliimlerde kod akis semasinda Sekil 2.25’de aciklanmustir. FPS sayis1 ve dogruluk sinirlayict kutu

giiven oraninin yiizdesi Cizelge 2.12’de verilmistir.

Cizelge 2.12 FPS sayis1 ve dogruluk sinirlayici kutu giiven oraninin yiizdesi

TF Coral Movidius TF Lite
TensorFlow )
Lite (TPU) NCS (VPU) Micro
Pi3B 1.37 219 129 8.3 -
Pi4B 2.17 478 344 30.5 -
ESP32-CAM - - - - 4.65

FPS sayis1 ve dogruluk sinirlayici kutu gliven oraninin yiizdesi Sekil 2.43’de verilmistir.

40

35 344
30 30.5

25

FPS

20

12.9
10

5 4.65

|
g7 209 | 217 | ”
0 B | — ]
Pi3B | Pi4B ] ESP32-CAM

|oT Boards

|
. |
|
|
|

TensorFlow @ TFLite @ Coral (TPU) @ Movidius NCS (VPU) @ TF Lite Micro

Sekil 2.43 FPS sayis1 ve dogruluk sinirlayict kutu gliven oraninin yiizdesi

2.5.5.2. 10T Cihazlarinin Sicaklik etkisi

Cihazlarin sicakligi modelin ¢alisma siiresine gore degismektedir. Bu degisiklik ve cihaz

tizerindeki etkilerini gérmek oldukga onemlidir. Sicaklik degisimini algilamak i¢in Sekil 2.44°de
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gosterildigi gibi sicaklik sensorlii kullanilmistir. Sekilde Raspberry Pi 3 10T cihazinin CPU tepe

noktasindan yakalanan sicakligi gosterilmektedir.

| Ambient: 72.2°C
| FTarget & 71.4°C

2.5.5.3. Giin 15181 ve mesafe etkisi

Sekil 2.38-2.40’de, nesne algilama algoritmasinin tipik ¢iktis1 gosterilmektedir. Bu 6rnek
sekilde,% 99,13 dogrulukla kisi ve% 99,86 dogrulukla ulagim araci olmak tiizere iki nesne
algilanmis ve karsilik gelen dogrulukla etiketlenmistir. Bazi araglar ve kisilerin tespit edilme
dogrulugunun, diistik 151k ve kameradan uzak olmalar1 nedeniyle diisiik ¢iktigi gozlemlenmistir.
Cizelge 2.103, degisen deneysel kosullar altinda nesne algilama dogrulugu agisindan performans
0zet sonuglarin1 sunmaktadir. Bu sonuglardan, standart TensorFlow derin 6grenme modelinin
kullanilmasinin yiliksek dogruluk verdigi anlagilmaktadir. Isik seviyesi ne ¢ok yiiksek ne de ¢ok
diisiik olmalidir. Geleneksel 151k, Cizelge 2.14'de verildigi gibi 201-1000 liiks arasinda olmali,
nesne kameraya yakin ve cergeve boyutu kiiciik, yani 300 x 300 olmalidir. Isik seviyesini
diisiiriiliince, karanlikta nesneyi tespit etmek kolay olmadigindan dogruluk da diismektedir. Nesne
kameranin yakinindaysa, dogruluk ¢ok yiiksek ¢ikmaktadir ve nesne kameradan uzaklastik¢a
dogruluk da diismektedir. Video karesinin boyutu arttirilinca video bulaniklagmakta ve dogruluk

diismektedir. Bulanik videoda nesne tespit etmek zorlasmaktadir.
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Cizelge 2.13 Giindiiz ve gece standart dis mekan 151k seviyeleri [97]

Durum Aydinlatma

(ftcd) (lux)
Sunlight 10000 107527
Full Daylight 1000 10752
Overcast Day 100 1075
Very Dark Day 10 107
Twilight 1 10.8
Deep Twilight 0.1 1.08
Full Moon 0.01 0.108
Quarter Moon 0.001 0.0108
Starlight 0.0001 0.0011
Overcast Night 0.00001 0.0001

Cizelge 2.14 Farkli galisma alanlar1 igin 6nerilen 151k seviyeleri [97]

o Aydinlatma

Aktivite
FC LUX

Warehouses, Homes, Theaters, Archives  13.95 150
Easy Office Work, Classes 23.25 250
Normal Office Work, PC Work, Study
Library, Groceries, Show Rooms, 46.50 500
Laboratories
Supermarkets, Mechanical Workshops,

) 69.75 750
Office Landscapes
Normal Drawing Work, Detailed
Mechanical Workshops, Operation 93.00 1,000
Theatres
Detailed Drawing Work, Very Detailed 1,500 -

_ 139.50 - 186.00

Mechanical Works 2,000

Isletim sistemi, Raspberry Pi, Coral ve NVIDIA Jetson Nano'da asagidaki sonug¢ CPU

sicakliklarini bildirmistir.
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$paste <(cat /sys/class/thermal/thermal_zone*/type) <(cat

/sys/class/thermal/thermal_zone*/temp) | column -s $'\t' -t | sed
's/\(-\)..$/.\1°C/"

AO-therm 38.0°C
CPU-therm 31.0°C
GPU-therm 30.5°C
PLL-therm 28.5°C
PMIC-Die 100.0°C

thermal-fan-est 31.0°C

TensorFlow calistiran hizlandirilmamis Raspberry Pi karti, genisletilmis test sirasinda 75 °
C'lik bir sicakliga ulagsmistir ve ek kademeli kisilmanin meydana gelecegi 80 ° C noktasina
yaklasmistir. Bu CPU'nun termal kisilmasindan muzdarip oldugu anlamina gelir. Bu nedenle,
Raspberry Pi'yi kullanarak uzun siireler boyunca ¢ikarim yapilmast durumunda, CPU kisilmasini
onlemek icin pasif bir sogutucu eklenebilir yada kiiglik bir fan kullanilabilir. Derin 6grenme

modelini ¢aligtirirken tiim IoT cihazi i¢in yakalanan sicaklik degerleri Cizelge 2.15’te verilmistir.

Cizelge 2.15 Derin 6grenme modelini ¢aligtirirken tiim 10T cihazi i¢in yakalanan sicaklik

degerleri

Ortalama Cihaz Sicakhigi (°C) Tepe CPU Sicakhgi (°C)

Coral USB 31 65
Movidius NCS 32 67
Pi 3 Model B 29 71
Pi 4 Model B 30 75
ESP32-CAM 31 71

USB Hizlandiricinin dis yiizeyi 10 ° C daha sicak ¢alisan Intel Neural Compute Stick 2 ile
karsilastirildiginda, ¢ikarim sirasinda oldukca soguk kaldig1 gozlemlenmistir. Bu gézlem sirasinda
Raspberry Pi CPU sicakligi + 9 °C daha yiiksek oldugu goriilmiistiir.

Coral Board'un dis sicakligi da 6lgiilmektedir. Coral iizerindeki fan, CPU sicakligi ~ 65 °©
C'ye ulastiginda donmekte ve CPU sicakligini ~ 60 ° C'ye diigiirmektedir. Bu, sogutucunun dig
sicakligini ~ 50 ° C'den ~ 35'e diistirmiistiir. Modelde bahsedilen fan sogutmada kullanilmistir.

IoT cihazi igin yakalanan sicaklik degerleri Sekil 2.45’de gosterilmistir.
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{ Normal Device Temp ("C) @) Peak CPU Temp (*C)

Temperature °C

Movidius NCS Pi3 Model B Pi 4 Model B ESP32-CAM

loT Boards

(@)

ESP32-CAM 20.26%

Pi4 Model B 19.61%_ —~Movidius NCS 20.92%

Pi 3 Model B 18.95%

(b)

Sekil 2.45 (a) ve (b), derin 6grenme modelini ¢alistirirken tiim 10T cihazi igin yakalanan sicaklik

degerleri
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2.5.5.4. Bildirimlerin Yaymlanmasi

Algilama yapildiginda mesaj yayini, kamerada tespit edilen bir kisiye baglant1 kuruldugu
andan itibaren yapilir. Sonuglar degisen 151k seviyeleri, ¢cerceve boyutu ve nesnenin kameraya olan
mesafesi ile toplanmistir. Toplam uygulama siiresi, 151k seviyesi karanlik oldugunda, 1s1k
seviyesinin parlak oldugu duruma goére daha fazladir.

Bir kisi algilandiginda kullaniciya iki tiir bildirim mesaji gonderilir. Sekil 2.46 (a), ilgi
alaninda tanimlanan kisiyi bilgilendirmek i¢in alinan bir e-postanin ekran goriintiisiidiir. Node-
maililer kitapligi, kullanicilara bildirim e-postalar1 géondermek igin kullanilir. Sekil 2.46 (b), ilgi
alaninda bir kisinin tespit edildigini kullaniciya bildirmek i¢in SMS bildirimini gosteren mobil

ekran goriintiisiidiir. Nexmo API, kullanicilara SMS bildirimleri gondermek i¢in kullanilir.

v
[loT _al]
[loT_a1]
bir person tespit edildi
[FREE SMS DEMO,TEST]
Bir “person” tespit edildi 4
(a) e-posta bildirimine dayali hizmet (b) SMS bildirimine dayali hizmet

Sekil 2.46 (a) ile (b) Kullanici bildirim hizmeti mesajlarinin anlik goriintiileri
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3. BULGULAR

Bu tez calismasi, derin 6grenme modelini kullanarak eylemi tespit eden IoT cihazi ile bu
tespit esnasinda yasanan muhtemel limitlerle arasindaki iliskiyi gostermektedir. Son zamanlarda
gelisen bilgisayar gorme algoritmalari, derin O0grenme ve biiylik Olgekli veri kiimelerini
kullanmaktadir. Bunlar, biiyiik 6l¢ekte donanim hizlandirmasina katki saglayan, karmasik ve ¢ok
katmanli sinir aglarinin verimli Ogretimine ve c¢ikarimini saglamamak i¢in saglam paralel
hesaplama mimarilerine bagldir.

Donanim hizlandirmalart  bilgi islemde geleneksel CPU’larda calisan yazilim
uygulamalarina gore daha fazla verim ve daha diisiik gecikme avantajina sahiptir. Gegmiste von-
Neumann tipi bilgisayarlarin (CPU’lar) iiretilmesinin baglica nedeni aslinda karmasik goérev
planlamasiyla birlikte seri hesaplama yapma gorevi gormekteydi. Eski CPU’lar yiiksek enerji
tiiketiminden yola ¢ikarak, ayni anda yapilan yogun hesaplamalarin da neden oldugu yiiksek hafiza
bant genisligini,  biiyilkk hesaplamalarin tekrar yapilmasi konusunda oldukc¢a sorunlar
yasanmaktaydi. Cilinkii hafiza bant genisligi yetersiz kaliyordu. Cizelge 3.1’de, Derin 6grenme
calisma modelinin performansi, hassaslik ve saglamlik agisindan diger yaklasimlara gore
karsilastirilmast gostermektedir.

IoT modellerin CPU, GPU ve RAM Kkalitesine gore normalde 25 frame (FPS) iireten
kameranin trettigi frameler daha fazla islenebilmektedir, daha disiik kaliteli bir IoT modeli 2 ile
4 aras1 frame alabilirken daha kaliteli bir IoT model 25 frame alabilmektedir, bu sonug Cizelge
3.1°de gosterilmistir.

FPS (saniyede cergevesi) numaralari her kurulum i¢in Cizelge 3.1’de ayrintili olarak
goriilmektedir. Burada ¢ikan sonuglara gére CPU, GPU ve RAM'in IoT ve embedded cihazlariyla
birlikte kullanildiginda FPS iizerindeki degisimine direk olarak etkisi ile ilgilidir. Ram ve
CPU’unun birlikte ¢aligmasinin gerekliligi aslinda TensorFlow Lite’in CPU’da ¢alisirken, GL
boliimii ile hafiza tampon 6zeliklerinin birlikte calisamadiginin anlagilmasi bakimindan 6nemlidir.

Dolayistyla TensorFlow hafiza alaninin boyutunu kiigiiltebilmek igin hafiza ofset hesaplama

yaklasimini kullanmaktadir.
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Cizelge 3.1 Algilama Modelini Calistirirken Tiim 10T Cihazlari I¢in Performans Uzerindeki

Degisimi
ort. Fps | TFL | 1f TFL NCS Coral TPU
Micro Movidius
ESP32-CAM | 4.65 / / / /
. 108 6.0 46

Pi 3B / 137 | 7| 219 | D 8.3 N 12.9

1 +08 1 +256 l+21 1421
Pi 4B / 217 |20 478 | T2 | 305 | T3] a4

- > >

Sonuglara bakildiginda, TensorFlow’un kullandigi lite modelin MB’dan KB*ta sikistirilmis
sinirlt ve limitli hafizanin quantization 6zelligi kullanilarak kaldirilmak zorunda oldugunu
gosterilir.

Biz bu calismanin gelistirme esnasinda bazi ayarlarin daha yiiksek etkiye ve hassasliga sebep
olabilecegini fark ederek bazi 6nlemler aldik. Bu énlemler i¢in:

e  Oncelikle kamera pozisyonunun aldig1 151k en az 150 lux ile giindiiz kosullarinda ¢ok daha
kaliteli bir tespit yapmasi agisindan gerekli oldugu kanisina varildi.

e ikinci adimda kisisel tespitler icin kullanilan cihazin kisiye miimkiin olan en yakin dik
acida 3 ila 35 metre arasinda olmasi onerilmistir.

e Son olarak embedded cihazindaki hesaplamalar ile video biiyiikliigiinii diisiiren etkiler,
Mgili kullanicilarin alanlarma gére tanimlanmustir.

0T ve embedded cihazinin enerji tiikketimi nedeniyle, Pi 4 cihazinin pi 3 ve ESP32 CAM
dan daha fazla enerji tiiketimi yaptig1 tespit edilmistir. Bununla ilgili olarak, ESP32-CAM
cihazinin daha diisiik enerji tiikketimi yaptigi

Cizelge 3.2’de gosterilmistir. Bu sonuglar, IoT cihazinin ¢alistigi esnada gerek duydugu

enerji ile bataryanin dmriiniin kayda deger bir sekilde etkili oldugu gosterilmektedir.
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Cizelge 3.2 10T cihazlan giig tiiketen degerleri [98][99]

Cihaz Durumu Gii¢ Tiiketimi
Raspberry Pi 4B ldle 540 mA (2.7 W)
ab -n 100 -c 10 (uncached) 1010 mA (5.1 W)
100% CPU load 1280 mA (6.4 W)
ldle 260 mA (1.4 W)
Raspberry Pi3B  ab-n100 -c 10 (uncached) 480 mA (2.4 W)
100% CPU load 730 mA (3.7 W)
ldle 6 mA (0.03 W)
ESP32-CAM Minimum 20-180 mA (0.5 W)
Maximum 310 mA (1.6 W)

Yapilan ¢aligmanin desteklenmesi bakimindan, IoT ve gomiilii cihazlarda ¢alisan derin
O0grenme algoritmalarinin, algilama performansini degerlendirmek i¢in bir deney yapilmistir. Veri
seti hazirlandiktan sonra, bu algoritmalar {izerine kullanilan veri seti lizerine 6nceden egitilmis bir
model kullanilmistir. Onceden egitilmis olan modeller, sahada toplanan test videolarinda da test
edilmistir.

Caligmanin devaminda, derin 6grenme tekniklerinin kullanilarak calisan eylem algilama
modelinin fizibilitesi ve verimliligini gostermek ic¢in IoT cihazlar1 ve gOomiilii cihazlar
kullanilmistir. Akabinde kod dagitilarak, derin 6grenme kullanilmis ve eylem algilama modelinin
IoT ve gomiilii cihazlar iizerindeki sinirlamasi incelemeye alinmistir. Yapilan incelemeler
sonucunda yerel bir entegre islem gorme ortaminda eylem algilama i¢in bir tasarim 6nerilmistir.

Sonug olarak, IoT HW o6zelliklerinin (Ram, CPU ve destekleniyorsa GPU) 6nceki boliimde
de goriildigii iizere, derin Ogrenme calistirma algoritmasin1i 6nemli oOlgiide etkiledigi
gosterilmektedir. Bu etkilesim, derin 6grenme modelinin performanst bakimindan da bir
degisiklige yol agabilir. IoT ve gomiilii cihazlardaki ¢ikarimlarimiza gére, bu modeli galistirmanin
(arastirma dahilinde ESP32-CAM kullandik), siki kaynak kisitlamalar1 nedeniyle zor oldugunu
unutmamak gerekir. Sinirl1 donanim kati giic gereksinimleri ile birlikte ¢alismak zorundadir. Bu
calismada hedeflenen amac, [oT cihazlarinda eylem algilama modelini ¢alistirmak i¢in daha iyi
bir performans elde etmek icin optimize edilebilen derin 6grenme destekli kiitiiphanelerde bulunan
sinirlamalart gostermek istemekteyiz. Bunun i¢in ii¢ ¢esit TensorFlow kullandik. Veriler,
TensorFlow Lite’in (TFLite) bellek kullaniminin daha net anlagilmasina katkida bulunur ve sinirlt

kaynaklarla IoT gomiilii cihazlarda ¢ikarim yapmak i¢in daha da i1yi hale getirilebilir diizeydedir.
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Boylece CPU kullanimi azalacak ve CPU kullaniminin azalmasi genel pil kullanimini da
azaltacaktir [26].

Derin 6grenme ¢ikarimi yalnizca sunucular i¢in bir gorev olarak kabul edilirken, teknolojide
yasanan son gelismeler, ¢cikarim gorevinin gecikmeden gizlilige kadar ¢esitli nedenlerle istenen
IoT'ye ve gomiilii cihazlara tasinmasina izin vermektedir. Bu cihazlar, islem giiciiniin ihtiyag
duydugu pilleri, diisiik fiziksel CPU bellekleri ve 6nbellegi ile sinirlidir. Boylelikle etkili bir bellek
yOneticisi, ugtaki derin sinir ag1 ¢ikarimi igin olduk¢a 6nemli bir bilesen haline gelir [27]. Bellek
tamponlari, derin sinir aglarindaki orta tensdrler arasinda akillica paylagsmak i¢in TensorFlow
stratejisini arastirilarak, bunlart kullanmak, bellek sinirlamasmin kilidini agmaya ve loT
cihazlarinda bellek ayak izini optimize etmeye neden olabildigi gozlemlenmistir. Bunun
sonucunda, IoT cihazi donanim iyilestirmesinin Derin Ogrenme modelinin performansini dnemli
olgiide arttiracagim gostermektedir. Ote yandan, Derin Ogrenme metodu, basit ve mikro
modellerin kullanilarak HW etkisini optimize etmeye calisildiginda, tespit siirecinin hizinin
iyilestirdigi Onemli oranda fark edilmistir. Yine de bu durum modelin dogruluguna zarar
vermektedir. Derin 6grenme metodunun basit modelinin kullanilmasi1 bile dogruluga zarar
verdiginden dolay, farkli bir yontemle bunu minimize etmeye ¢alistik. Onceki arastirmalardan
yola ¢ikilarak, diisiik maliyetli ve diisiik giiglii [oT cihazlarini dikkate alarak, diger arastirmacilarin
gomiilii cihazlar1 gormezden gelmesi, bizi Derin Ogrenme modeline odaklamistir. Bu sonuglar
dogrultusunda, IoT cihazinin ve Derin Ogrenme modelinin birbirinden dogrudan etkilendigi ortaya
cikmaktadir. Yaptigimiz ¢alismanin bulgularindan yola ¢ikarak, IoT donanimini destekleyen ve
DL modelinin dogrulugunu optimize eden mikro denetleyiciler i¢in derin 6grenme Lite modelleri
lizerinde arastirma yapilmasi gerektigi sonucuna varilmistir.

[k olarak, bu calismanin okuyuculari, gesitli derin 6grenme modelleri ve IoT cihazlariyla
anlasilmas1 ve iizerinde caligitimasi gereken IoT, Makine Ogrenimi, Derin Ogrenme ve Sinir
Aglarimin ¢alismasiyla ilgili bilgileri bulabilir. Okuyucular ayrica IoT ve gdmiilii cihazlarda gergek
zamanli eylem algilama ve nesne tanimay1 gerceklestirmek i¢in en uygun derin 6grenme
algoritmalar1 hakkinda bilgi bulabilir ve TensorFlow’un derin 6grenme modelleri TensorFlow Lite
ve TensorFlow Lite micro'yu 6nemli 6l¢tide daha iyi anlasilabilir hale getirir.

IoT cihazlarinda istenen algilamalar1 gergeklestirmek igin en Onemli nokta, derin
O0grenmenin 6nceden egitilmis modelinin veri kiimesi hazirlanmasindaki adimlar1 hakkinda bilgi
edinilebilmesidir. Uygulayicilar, derin 6grenme algoritmalarinin siniflandirma performansin
degerlendirmek i¢in ¢esitli degerlendirme 6lg¢iitlerine iliskin bilgileri toplayabilirler. Uygulayicilar

bu arastirma ile elde edilen sonuclart kullanarak benzerliklerine bagli olarak bu yontemleri
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calismalarina dahil edebilirler. Ayrica bu arastirmanin siirlamalarindan ders c¢ikarabilir ve
arastirmalart i¢in daha iyi sonuclar elde etmeye caligabilirler.

Genel tasarim, bir modelin bir IoT iizerinde veya bir seferde gomiilii cihazlarda
calistirilmasiyla sinirliydi. Daha fazla eklenecek olan cihazlar sayesinde, maksimum diizeyde alan1
kapsayan biiyiik bir resim gostermek ve genis kullanilabilir uygulama saglamak i¢in daha yararl
sonuglar doguracaktir.

IoT'yi diger platform hizmetlerinden, mevcut isletim sistemi siirlimlerine dahil etmek daha
1yi olacaktir. Raspberry Pi 3B'de Android, google IoT platformu [28] tarafindan desteklenen bir
0T cihaz1 olarak c¢alistirdik. Makinenin gercek zamanli olarak video akisi saglamadigi
gozlemlenmistir. Bununla birlikte hareketsiz bir gorlintii nesnesi siiflandirmamiz da vardir.
Dolayisiyla bu calisma, gercek zamanli [oT video akisina dayali bir tasarim 6nerdigi i¢in, deneysel
kurulumumuza dahil edilmemistir. Diger IoT platformlarinda daha fazla arastirma yapilabilir.
Bunlar ARM ve x86 / x64 cihazlarda ¢alisan “Microsoft10 IoT Core” ve google “android seyler”
ornek verilebilir.

HW hizlandiricinin derin 6grenme mikro modeli calistirma siirecinde bir faktdr olup
olmadigint ve mikro denetleyici derin O6grenme modellerini destekleyen gomiili HW
platformlarina odaklanip odaklanmadigini belirlemek i¢in daha fazla arastirma yapilmasi
gerekmektedir. Daha fazla arastirmaci, farkli uygulama alanlarinda uygulanacak diistik giiglii ve
diisiik maliyetli IoT cihazlar iizerine farkli bir ¢aligma yapabilir. Yapilan ilk arastirma hedefi
hakkinda dordiincii boliimde sunulan sonuglardan birka¢ sonug cikarilabilir ve gelistirilebilir.
Verilerin toplandigi 6rneklem kiigiik olsa bile, arastirmaci buldugu sonuglari, sektoriin ortalama
beklentilerine gore diizenli bir uygulamaya genellestirilebilecek anlamli bulgular ve i¢goriiler

saglayabilir.
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4. SONUC VE ONERILER
4.1. Sonucg

Bu tez ¢alismasinda, 10T ve gomiilii cihazlarda eylem algilama i¢in derin 6grenme yaklasim
modelleri incelenmistir. Arastirma dahilinde kullanilan sistem, derin 6grenme uygulamalari, farkl
modeller (yiiksek hassasiyet ve diisiik gecikme hiz1), degisken hedef uygulamalari ve kullanicilarin
ihtiyaglarina yonelik yerlesik bir ana yap1 saglayabilmektedir. Bu tezin ana amaci derin 6grenme
yaklasimini kullanan eylemleri tespit eden, 10T cihazinin limitlerini 6lgmek ve bunlar1 gézden
gecirmektir. Ug sekilde kullanilan yontemde, IoT’yi kiyaslamak ve analiz etmek icin geleneksel
bulut IoT modellerinin gecikme hizi enerji tiiketimi ve hassaslifi onceki bdliimlerde de
anlatilmistir.

Tez ¢alismasinda kullanilan model ile ToT gomiilii cihazlar ig¢in derin 6grenme g¢ergeve
kitapliklarim1 kullanan diisiik maliyetli, diisiik giiclii bir eylem algilama sistemi uygulamalari
ortaya konmustur.

Modelin etkinligini uygulamak ve test etmek i¢in TensorFlow platformu derin 6grenme
kitaphig: kullanilmistir. Cesitli IoT cihazlar i¢in model algilama hizi, algilama dogrulugu, yanit
sliresi, ag, saglamlik ve gili¢ tiiketimi gibi farkli Ozellikleri karsilagtirilmistir. Model
performansinin artirilmasi i¢in algilama dogruluk orani, saniyede islenen c¢ergeve sayist (FPS) ve
cercevelerin iglenebilme kapasitesinin artirilmasi gerektigi ortaya konmustur. IoT cihazinin CPU,
GPU, RAM gibi kaynaklarinin artirllmasi, TPU ve VPU gibi donanim hizlandiricilarinin
kullanilmasi, standart DL yerine mini DL tekniklerinin kullanilmasi ile model performanslarinin
artt1g1 sonucu elde edilmistir.

Yapilan bu ¢alismanin IoT cihazlarinda DL teknigi kullanacak calismalar i¢in IoT cihazi
secimi ve TUzerinde kullanilacak DL modellerinin se¢iminde biiyiikk fayda saglayacagi

disiiniilmektedir.
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4.2. Oneriler

Bundan sonra yapilacak olan ¢aligsmalar, aragtirmacinin yaptigr Derin 6grenme modelini
kullanan 10T gémiilii cihazinin kullanilarak eylemin tespit edilmesidir. Uygulanan Derin 6grenme
IoT cihazlar1 ve gomiilii cihazlar1 arasinda kayda deger bir fark vardir. HW’nin kullandig1 ¢evre
kosullari, belirtilen modelin etkilerinin farkli olacagi ve performansinin da degisimi konusunda
etkileyici olacaktir.

Gelecekteki galismalar, IoT gomiilii cihazlarint destekleyen mikro diizeyde derin 6grenme
kontrol modellerini ve HW hizlandiric1 destekleyen ¢oklu IoT cihazlarini1 degerlendirecektir. Daha
sonra da Onerilen baz1 dizaynlar1 gémiilii cihazlari ile ayn1 anda entegre edilebilir.

Sebekelere Uygun Alternatif bir 6rnek olarak DeeploT, Tiny YOLO, Tiny SSD ve
FEATURE PYRAMID verilebilir.

Yakin zamanda, TensorFlow kitapliginin mobil ve gomiilii cihazlari i¢in hafif bir ¢6ziim
olan TensorFlow Lite piyasaya siiriilmiistiir. Hazirlanan bu platform, diisiik bir gecikme ve kiigiik
ikili 6lcekleri de makinanin etkilesimi halinde 6grenmesini ve ayrica bu donanimin hizlanmasini
miimkiin kilmistir. Sonug olarak bu sistemler i¢cin 6rnegin NVIDA JETSON TX2 ¢ok az bir
maliyet ile performansin arttirilmasi ile donanim sorununa ¢6ziim odakli sunulabilir ve bu kabul

edilebilir bir degerdir.
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