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ABSTRACT 

A Computational Model and Psychological Investigation  

of Event Segmentation and Learning 

 

Event is a fuzzy term that refers to bounded spatio-temporal units, which guide 

behavior to allow adaptation to complex environments. The study of event 

segmentation investigates mechanisms behind detecting these spatial-temporal units. 

Event segmentation theory states that people predict ongoing activities and monitor 

their prediction errors for segmentation. In this study, the mechanism underlying the 

event segmentation ability was enlightened with computational models and 

psychological experiments. Firstly, inspired by event segmentation theory and 

predictive processing, a computational model of event segmentation and learning 

was introduced. The performance of the model was compared with humans in point-

light displays-based psychological experiments to verify that it can segment ongoing 

activity into meaningful units, learn them via passive observation, and represent them 

in its internal representational space. Results indicated that the computational model 

reached a comparable performance to humans in event segmentation and event 

representation experiments. Secondly, focusing on the role of prediction errors in 

event segmentation, several psychological experiments were conducted with the aim 

of revealing the effect of sensory information (bottom-up processes) and expectation 

(top-down influence) on perceived event boundaries. Results of psychological 

experiments were discussed in light of possible implications and future directions. 
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ÖZET 

Olay Ayırma ve Öğrenmenin Hesaplamalı Bir Modeli  

ve Psikoloji Temelli Bir Araştırması 

 

Olay sınırlı uzaysal ve zamansal bir birime işaret eden belirsiz bir terimdir ve 

davranışları yönlendirerek karmaşık ortamlara uyumu sağlar. Olay ayırma 

çalışmaları uzaysal ve zamansal birimlerin tespitinin altında yatan mekanizmaları 

araştırır. Olay ayırma teorisi ise insanların süregelen aktiviteleri tahmin ettiğini ve 

olayları birbirinden ayırmak için öngörü hatalarını sürekli olarak izlediğini öne sürer. 

Bu çalışmada, olay ayırma yeteneğinin altında yatan mekanizma hesaplamalı 

modeller ve psikoloji deneyleri yoluyla aydınlatılmaya çalışılmıştır. İlk olarak, olay 

ayırma teorisinden ve öngörülü işlemeden ilham alınarak, olay öğrenme ve 

ayırmanın hesaplamalı bir modeli geliştirilmiştir. Modelin süregelen aktiviteyi 

anlamlı bütünlere ayırdığını, onları pasif gözlem ile öğrendiğini ve içsel temsil 

uzayında temsil ettiğini kanıtlayabilmek için, modelin performansı nokta-ışık 

görüntülerinden yararlanılarak oluşturulan psikoloji deneyleriyle test edilmiştir. 

Sonuçlar hesaplamalı modelin olayları ayırma ve temsil etme performansının 

insanlarla kıyaslanabilir düzeyde olduğunu göstermektedir. İkinci olarak, tahmin 

hatalarının olay ayırmadaki rolü dikkate alınarak, duyusal bilginin (aşağıdan-

yukarıya işleme) ve beklentinin (yukarıdan-aşağıya etki) algılanan olay sınırları 

üzerindeki etkisi incelenmiştir. Bu kısımdaki araştırmaların sonuçları olası çıkarımlar 

ve gelecekte yapılacak çalışmalar açısından tartışılmıştır. 
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CHAPTER 1 

INTRODUCTION 

 

Humans experience a continuous stream of information flow and need to chunk their 

experience into meaningful units to show robust, adaptive, and intelligent behavior. 

In the spatial experience, they transform scenes into meaningful objects. In the 

spatio-temporal experience, they divide a sequence of scenes into events, 

contributing to perception, memory, and action (Zacks, 2020; Zacks & Swallow, 

2007). The event, a fuzzy term referring to discrete sequential units that have a 

beginning and an end, corresponds to a range of diverse and rich structures. For 

instance, some events are formed around a goal, whereas others do not. Some events 

are short, whereas other events are large. Events may vary in time from minutes to 

years (Zacks & Swallow, 2007).  

Newtson (1973) conducted initial studies on event segmentation and 

developed the famous paradigm called unitization. In this paradigm, participants are 

asked to watch a movie and divide it into meaningful units by pressing a button. 

Conducting unitization-based psychological studies, Newtson showed that the 

responses of participants, so-called event boundaries, have a substantial agreement 

across participants such that the positions of responses are persistent in time. 

Participants can also detect the smallest (fine-grained) and largest events (coarse-

grained) in a movie with and without task instruction, implying that events are 

hierarchically structured (Hard, Recchia, & Tversky, 2011; Zacks et al., 2001). Even 

infants are sensitive to event structures. They show increased attention when a goal-

oriented event is disrupted (Baldwin, Baird, Saylor, & Clark, 2001). 
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Subsequent research studying event segmentation with functional magnetic 

resonance neuroimaging (fMRI) demonstrated that event segmentation is an 

automatic process in passive observation of activities (Zacks et al., 2001) and during 

reading (Speer, Zacks, & Reynolds, 2007). That is, observers detect event boundaries 

automatically. Event boundaries organize episodic memory of observers for objects 

and scenes (DuBrow & Davachi, 2014; Newtson & Engquist, 1976; Radvansky & 

Copeland, 2006) and seem to be sufficient to understand and recall the whole event 

(Schwan & Garsoffky, 2004). 

One of the most emphasized topics in the event segmentation literature is 

why event boundaries have a special place among other frames. Research showed 

that event boundaries are positions in time that witness a perceptual change, which 

can be about location, movement, and relative distance or a goal change referring to 

agents' intentional acts (Cutting, Brunick, & Candan, 2012; Hard, Tversky, & Lang, 

2006; Huff, Papenmeier, & Zacks, 2012; Kurby & Zacks, 2008; Newtson, Engquist, 

& Bois, 1977; Zacks, Speer, Swallow, & Maley, 2010). Perceptual change conveys 

not only sensory change but also conceptual changes. The interrelation of sensory 

changes such as simple movement features and conceptual changes such as goals or 

intentions make event boundaries unique. In other words, event boundaries are 

determined by the perceptual cycle formed by the bottom-up processing of sensory 

features and the top-down processing of conceptual knowledge (Neisser, 1976; 

Zacks, 2020; Zacks & Swallow, 2007). 

The second most emphasized topic in the event segmentation literature is the 

mechanism that results in segmenting events. The most influential theory in the 

literature is the event segmentation theory (EST) (Zacks, Speer, Swallow, Braver, & 

Reynolds, 2007; Zacks & Swallow, 2007), which proposes an information processing 
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model of event segmentation (Zacks et al., 2007) (see Figure 1). According to the 

EST, event models are working memory representations by which people constantly 

make perceptual predictions by receiving sensory information as an input. Each 

prediction generates a prediction error due to the constant uncertainty in the world, 

and transiently increasing prediction error triggers another event model to predict the 

following sensory input. Event transition locations are event boundaries; that is, these 

positions correspond to button responses of participants in the unitization paradigm. 

Several studies have supported the theory's predictions about the role of prediction 

errors in segmenting events. In one study, where participants were asked to predict 5 

seconds ahead, the authors found that participants made more prediction failure in 

boundary frames than within-event frames (Zacks, Kurby, Eisenberg, & 

Haroutunian, 2011). In another study, it was found that predictive eye movements to 

object in within-event frames are likely to be faster than boundary frames (Eisenberg, 

Zacks, & Flores, 2018). A recent study using the dwell-time paradigm, which 

measures the looking time for scenes in a sequence, showed that people spend more 

time on event boundary frames (Hard et al., 2011). Overall, these studies 

demonstrate that event boundaries are frames on which people monitor transient 

prediction error. 

 



 

 4 

 

Figure 1  The information processing model of the EST 

According to the model, the current sensory information is used to select an event 

model from the event schemata when the switch is closed. After selecting the new 

event, the switch is opened again; the new event is used for perceptual processing 

and perceptual prediction. If the prediction error shows a transient increase, the 

switch is closed to form a new event. The points at which the switch is closed are 

called event boundaries (Reynolds, Zacks, & Braver, 2007; Zacks et al., 2007). The 

figure is adapted from Zacks et al., (2007). 

 

The capability of segmenting events allows humans to use the rich sensory-

motor information flow (Richmond & Zacks, 2017). For this reason, studying event 

segmentation is essential not only for psychology and cognitive science but also for 

artificial intelligence and robotics (Zacks, 2020).  There are several computational 

cognitive scientific (Franklin, Norman, Ranganath, Zacks, & Gershman, 2020; 

Gumbsch, Kneissler, & Butz, 2016; Gumbsch, Otte, & Butz, 2017; Metcalf & Leake, 

2017; Reynolds et al., 2007), artificial intelligence, and robotics models (Butz, 

Bilkey, Humaidan, Knott, & Otte, 2019; Gumbsch, Butz, & Martius, 2019; Nery & 

Ventura, 2011; Wei, Zhao, Zheng, & Zhu, 2016). Despite this interest, a small 

number of studies compared their models with human performance (Franklin et al., 

2020). 

In general, this thesis focuses on two topics. One of these is developing a 

computational model of event segmentation and learning and verifying its 
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performance by a set of experiments. The second is conducting psychological 

experiments to explore the perceptual cycle, which refers to the relationship between 

sensory information and expectation on the perception of event boundaries. Since 

these two topics lay on similar and different issues, the introduction was prepared to 

introduce readers to the overlapping concepts. 

 

1.1  Event granularity 

People are capable of segmenting events in varying granularities and lengths. 

Suppose that you are observing a person who is doing the dishes. This activity can be 

segmented in significantly different ways, such as putting a breakpoint for each cup 

or completing all activities. While the first segments are called fine-grained events, 

the second segments are called coarse-grained events. In unitization-based 

experiments, participants are asked to find the shortest natural/meaningful events for 

fine-grained events and the largest natural/meaningful events for coarse-grained 

events (Hard & Tversky, 2003; Newtson, 1973; Zacks, 2004). Coarse- and fine-

grained events have characteristic differences. Fine-grained events are more 

explainable by verbs related to the physical change than coarse-grained events. 

Conversely, coarse-grained events are more conceivable by verbs implying 

intentionality (Hard & Tversky, 2003; Hard et al., 2006). When it comes to action 

segmentation, fine-grained events are described by verbs implying actions, while 

coarse-grained events are described by nouns implying objects (Kurby & Zacks, 

2008). In general, fine-grained events are often involved by coarse-grained events 

(Hard et al., 2011; Zacks et al., 2001), and both are processed automatically during 

passive observation (Zacks et al., 2001). According to the EST, humans make 

perceptual predictions in multiple timescales simultaneously for fine-grained and 
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coarse-grained event segmentation. As for the theory, the difference between fine-

grained and coarse-grained events is their sensitivities to incoming prediction errors. 

That is, fine-grained event models might be sensitive to minor prediction errors 

compared to coarse-grained ones, which need more prediction errors for event 

boundary detection (Zacks et al., 2007). 

The perceptual cycle determining event boundaries manifests itself in the 

context of event granularity. Fine-grained event boundaries primarily depend on the 

bottom-up processing of sensory features; on the other hand, coarse-grained event 

boundaries are primarily based on top-down processing of conceptual knowledge 

(Neisser, 1976; Zacks, 2020; Zacks et al., 2007; Zacks & Swallow, 2007). It is 

sensible that boundaries between small units (lifting the glass from the table) are 

readily detectable via sensory change; however, for merging various small segments 

in a larger event segment, conceptual knowledge might be required (lifting the glass 

from the table and going out from kitchen). While fine-grained segmentation 

boundaries are detectable by tracking movement features, coarse-grained 

segmentation boundaries are discernible by tracking goals and intentionality related 

to conceptual change. In the present studies, one or two sides of this perceptual cycle 

were manipulated to understand the relative relationship between the bottom-up and 

the top-down processes in detecting event boundaries. 

 

1.2  Sensory information and conceptual knowledge 

What is the mechanism behind the relationship between the two sides of the 

perceptual cycle? Research suggests that top-down influence makes segmented 

events coarser. For example, predictable behaviors are generally segmented into 

coarser units than unpredictable ones (Newtson, 1973; Wilder, 1978b, 1978a). 
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Participants segment events into coarse-grained units when having prior knowledge 

(Graziano, Moore, & Collins, 1988; Markus, Smith, & Moreland, 1985). In line with 

these studies, researchers investigated the relationship between movement features 

and their interpretation using simple shapes. For instance, Hard et al. (2003; 2006) 

studied ambiguous event segmentation by using chase and hide-and-seek movies 

depicting social interactions by simple movements (see Figure 2) (Heider & Simmel, 

1944). They manipulated the knowledge of people on depicting events by controlling 

the number of observations. In their first observation, people relied on physical 

changes and unitized finer events, whereas, in the fifth observation, they detected 

coarser events, relying on conceptual knowledge. The study showed that learning 

(top-down influence) changed the way people interpret movies and therefore 

perceived event boundaries (Hard & Tversky, 2003; Hard et al., 2006).  

Additional evidence of the role of top-down influence on perceived event 

boundaries comes from the study conducted by Zacks (2004), who investigated the 

effect of intention on the segmentation of simple movements of a circle and rectangle 

(see Figure 2). In his first experiment, Zacks (2004) found that people who think that 

movements of shapes were generated by an equation observed more event 

boundaries than people who think that shapes were managed by players. Although 

the subsequent experiment could not find this effect, it remained clear that perceiving 

intentionality changed the way of processing movement features in the detection of 

event boundaries (Zacks, 2004). In this study, participants seeing intentional 

movements segmented events by giving prominence to the relative distance of 

shapes; on the other hand, those seeing movements generated by an equation focused 

on the acceleration of a particular shape (Zacks, 2004).  
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These studies (Hard & Tversky, 2003; Hard et al., 2006; Zacks, 2004) 

concentrated on how top-down processes affect the perception of event boundaries, 

namely, on the one side of the perceptual cycle. The other side of the perceptual 

cycle considers the role of sensory information in generating perception. In this 

thesis, computational as well as psychological experiments were conducted with a 

focus on examining the effect of sensory reliability on perceived event boundaries. 

Predictive processing and prediction error signals present a meaningful 

interpretation of seminal studies (Graziano et al., 1988; Hard & Tversky, 2003; Hard 

et al., 2006; Markus et al., 1985; Newtson, 1973; Wilder, 1978b, 1978a; Zacks, 

2004) and illuminate the sensory part of the perceptual cycle. 

 

 

Figure 2  Simple stimuli used in reference papers 

(A) shows interactions of simple shapes in Hard et al. (2003; 2006). From 

interactions of shapes, one can perceive social interaction. (B) displays a sample of 

movements of two simple shapes used in Zacks (2004). The figure is adapted from 

Hard et al. (2003; 2006) and Zacks (2004). 
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1.2.1  Predictive processing and prediction error signals 

Predictive processing is a unified framework put forward to explain cognition as a 

whole. As for the framework, the brain generates mental models to predict the 

current sensory information and updates mental models via prediction error signals 

(De Lange, Heilbron, & Kok, 2018; O’Reilly, 2013; Wiese & Metzinger, 2017). 

From the perspective of predictive processing, event models proposed by the EST are 

similar to mental models aiming to predict the current sensory input. 

Predictive processing assumes that perception is a construction process that is 

emerged from the interaction between bottom-up and top-down processes. While 

bottom-up processing of sensory information provides necessary ingredients of 

perceptual content, top-down processing of influence integrates those depending on 

the prior knowledge, which can be modeled in a Bayesian manner (O’Reilly, 2013; 

Wiese & Metzinger, 2017). The brain is a prediction machine that attempts to guess 

incoming sensory inputs with top-down expectations (Clark, 2013), but how 

expectations influence perception? When sensory information is noisy and weak, 

expectations manage and modulate the perception of agents. For instance, a cloud of 

dots' perceived direction can be changed according to the expectation if the incoming 

sensory information is noisy (Chalk, Seitz, & Series, 2010; Kok, Brouwer, Van Gerven, 

& De Lange, 2013). In such cases, the top-down influence dominates perception. 

Conversely, if the incoming information is evident or the current expectation is weak 

and unreliable, the expectation resulting from top-down influence cannot dominate 

perception (De Lange et al., 2018; O’Reilly, 2013). In short, the contribution of 

expectation and sensory information to perceptual construction depends on their 

relative reliabilities (confidences). The influence of prior knowledge on perception is 

at most when expectations are reliable, but stimuli are ambiguous; on the other hand, 

its effect is lowest when expectations are weak and stimuli are reliable. From the 
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perspective of predictive processing, this harmony is achieved by the dynamic regulation 

of prediction error signals. When sensory information is unreliable, the valence of the 

prediction errors is reduced by giving rise to the high valence of expectations. On the 

contrary, when it is reliable, the valence of prediction errors increases, which results in 

the high valence of sensory information (Bastos M. et al., 2012; De Lange et al., 2018; 

Feldman & Friston, 2010). This point of view can make the results of already 

mentioned studies clearer in the light of event segmentation (Graziano et al., 1988; 

Hard & Tversky, 2003; Hard et al., 2006; Markus et al., 1985; Newtson, 1973; 

Wilder, 1978b, 1978a; Zacks, 2004). 

 

1.2.2  Prediction error signals and event boundaries 

According to the EST, event models are working memory representations by which 

one can make predictions and generate expectations. While predicting with the help 

of event models at hand, the system monitors prediction error signals coming from 

these predictions for revealing event boundaries. Employing the reasoning borrowed 

from predictive processing, if the sensory information is not reliable, people should 

rely on their expectations by reducing the importance of prediction errors, which 

should cause coarser event models and, therefore, coarser event segments. In brief, 

unreliable sensory information should lead people to form coarser event segments if 

they think their expectations are reliable. Indeed, the results (Graziano et al., 1988; 

Hard & Tversky, 2003; Hard et al., 2006; Markus et al., 1985; Newtson, 1973; 

Wilder, 1978b, 1978a; Zacks, 2004) pointed out this direction. Despite the apparent 

role of prediction errors regulating the perceptual cycle, to the best of our knowledge, 

there is no study aiming to inspect the effect of the relative reliability of sensory 

inputs and expectations on perceived event boundaries.  
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Experiments designed for investigating the two sides of the perceptual cycle 

require an easily manipulable and informationally rich stimulus. For this reason, 

point-light displays were used for both psychological and computational experiments 

in order to express meaningful sequential information of natural human behaviors. 

 

1.3  Biological motion perception and point-light displays (PLDs) 

Animals have a strong tendency towards biological movements such as motor 

actions, locomotion, facial expressions, and gestures because perceiving them has a 

substantial survival value (Giese & Poggio, 2003; Johansson, 1973; Troje & 

Basbaum, 2008). Probably, one of the most compelling pieces of evidence for this 

claim is that humans can perceive biological motion even from moving dots. 

Johansson (1973) invented the famous point-light walker, depicting human walking 

by several points without pictorial information. With the help of relative movement 

of points, people perceive various kinds of human movements, emotions, actions 

(Alaerts, Nackaerts, Meyns, Swinnen, & Wenderoth, 2011), and gender (Troje & 

Basbaum, 2008). 

 Since PLDs can convey meaningful sequence information by a set of points, 

they are easily manipulable for psychological experiments. Besides their benefit, 

they are noticeably advantageous for developing computational models because they 

reduce data dimensionality and processing time. PLDs have a history in 

computational modeling of event segmentation (Metcalf & Leake, 2017; Reynolds et 

al., 2007) and empirical research (Hemeren & Thill, 2011; Noble et al., 2014). In 

computational and psychological experiments, PLDs were used to represent human 

behaviors. 
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1.4  The aim of the thesis 

So far, the general content closely related to two studies in this thesis has been 

described. In general, the main aim of this thesis was to investigate the perceptual 

cycle from the perspective of predictive processing. In the first part of this thesis, a 

computational model of event segmentation and learning was developed, and its 

event segmentation performances were compared with humans. In this part of the 

study, only one side of the perceptual cycle was manipulated, namely sensory 

information. It was manipulated to reveal (1) whether a reduction in sensory 

reliability would make segmented events coarser and (2) whether a similar effect 

would be seen in the decisions of the computational model. As further validation, 

event representations of the computational model were compared with those of 

humans. 

In the second part of the thesis, the relative effect of sensory information and 

expectation on perceived event boundaries was investigated by psychological 

experiments. Two sides of the perceptual cycle were manipulated to reveal their 

interaction in the perception of event boundaries. In general, it was expected that the 

reliable expectation would decrease the valence of prediction error, and reliable 

sensory input would upgrade the importance of prediction error. In particular, it was 

predicted that reliable expectation along with unreliable sensory input would reduce, 

whereas unreliable expectation would increase the number of perceived event 

boundaries.
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CHAPTER 2 

A COMPUTATIONAL MODEL  

OF EVENT SEGMENTATION AND LEARNING 

 

The EST proposes an information processing model of event segmentation learning 

to explain how people segment continuous information flow into discrete events 

(Reynolds et al., 2007; Zacks, 2020; Zacks et al., 2007). According to the EST, event 

models are working memory representations by which people constantly make 

perceptual predictions by receiving sensory information as an input. Each prediction 

generates more or less a prediction error due to the constant uncertainty in the world. 

The transiently increasing prediction error marking the current event model being 

incompetent for making predictions triggers another event model to predict the 

following sensory input. The event model transition locations determine event 

boundaries in time and correspond to button responses of participants in the 

unitization paradigm. 

In line with the EST, predictive processing appeals to prediction error. 

Predictive processing is a conceptually unified framework aiming to explain 

cognition as a whole. It asserts that the brain generates mental models to predict 

current sensory information and develops mental models by learning from prediction 

error signals (Clark, 2013; O’Reilly, 2013; Wiese & Metzinger, 2017). The 

framework gives central importance to the top-down influence of mental models 

generated by the brain. Event models proposed by the EST are comparable to mental 

models introduced by predictive processing, and they share certain similarities. Both 

event models and mental models make a prediction, contribute to sensory 

information, and represent knowledge. Recent studies search for collaboration 



 

 14 

between event cognition and predictive processing (Gumbsch et al., 2017; Hohwy, 

Hebblewhite, & Drummond, 2021; Stawarczyk, Bezdek, & Zacks, 2021). 

Several computational models of event segmentation were developed in 

cognitive science (Franklin et al., 2020; Gumbsch et al., 2019, 2016, 2017; Metcalf 

& Leake, 2017; Reynolds et al., 2007). For instance, Reynolds et al. (2007) 

developed a set of computational models in order to investigate the assumptions of 

the EST and tested those models by PLDs. Their primary model was based on a 

gated-recurrent neural network (GRNN), adjusting its internal representation with the 

help of a gating mechanism. In one of their simulations (IIIB), the gating mechanism 

was signaled by either a supervised (using ground-truth event change) or self-

supervised (using an equation over prediction error signal statistics) manner for the 

event change. Even though both models demonstrated that the EST proposes a 

plausible information-processing model of event segmentation, they could not learn 

and segment human behaviors in varying granularities. Moreover, transitions 

between human behaviors used by Reynolds et al. (2007) included unnatural 

interpolations and abruptions dissimilar to the continuous information stream people 

experience. Improving the model proposed by Reynolds et al. (2007), Metcalf and 

Leake (2017) added a reinforcement learning agent controlling the gating mechanism 

of GRNN. The involvement of the reinforcement learning agent made the equation 

used by Reynolds et al. (2007) unnecessary. Even though Metcalf and Leake (2017) 

showed that their model outperformed the classical model developed by Reynolds et 

al. (2007), it faces similar challenges. 

Gumbsch et al. (2016, 2017) developed a model of event segmentation and 

learning to chunk sensory-motor information flow for learning and planning in 

robots. They represented events by a set of linear models corresponding to different 
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sensory dimensions, which hindered the model from representing events in a 

multimodal manner and discovering the possible relationships between different 

sensory modalities in an event unit. Being designed to interact with the world, these 

models were not developed for passive observation, even though the literature on 

event segmentation is primarily dependent on this observation type (Hard & Tversky, 

2003; Hard et al., 2006; Newtson, 1973; Newtson & Engquist, 1976; Newtson et al., 

1977; Zacks, 2020; Zacks et al., 2001).  

To the best of my knowledge, there is no event segmentation model whose 

segmentation decisions are directly compared with human data except the one 

developed by Franklin et al. (2020). Even though this is not necessarily a limitation 

for robotic models interacting with the world (Gumbsch et al., 2019, 2016, 2017), it 

is essential for computational models as an assessment criterion (Metcalf & Leake, 

2017; Reynolds et al., 2007). Franklin et al. (2020) utilized a neuro-symbolic neural 

network approach to capture human event cognition and its domains such as event 

memory, segmentation, retrieval, and inference. Segmentation decisions of the model 

were compared to human data in naturalistic videos, distinguishing the model from 

other models discussed. Although they showed that their model could capture a wide 

range of phenomena in event cognition, including event segmentation, it had certain 

limitations. Firstly, the correlation score of the computational model with human data 

was not satisfactory; secondly, segmentation decisions of the model for varying 

granularities were not compared to human data. Finally, the hierarchical nature of 

event segmentation was beyond its capabilities. 

Inspired by models developed by Gumbsch et al. (2016, 2017), a 

computational model of event segmentation and learning was developed in this 

study. The proposed computational model consists of multi-layer perceptrons (i.e., 
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feed-forward neural networks having more than one layer) representing and learning 

to predict event segments. These multi-layer perceptrons, called event models, are 

regulated by a computational architecture. Bearing a resemblance to the suggested 

cognitive system by the EST, the computational architecture tracks prediction errors 

generated by event models for event model transition and, consequently, determining 

event boundaries. The computational architecture also decides when a new event 

model is generated, and old event models are trained. In line with predictive 

processing, event models are trained to reduce prediction error signals to represent 

the world. Their aim, reducing incoming prediction error signals, connects the 

proposed computational model with the predictive processing framework. The 

proposed model is fully self-supervised and learns the relationship in the data by 

utilizing the prediction error signals, meaning that it does not need explicit human-

made labels for learning and segmenting events. 

As our contribution, the proposed model can produce multimodal event 

segments in varying hierarchies via passive observation, learn those segments in a 

self-supervised manner with the help of multi-layer perceptrons, and represent these 

events in a meaningful way in its latent dimensions. Besides computational 

experiments, it was shown by two online PLDs-based psychological experiments on 

event segmentation decisions and event similarity judgments that performances of 

the model were comparable to those of participants. Also, those online psychological 

experiments were used to assess whether (1) the reduced rate of change and sensory 

reliability would decrease the number of perceived event boundaries and (2) 

similarity is a meaningful relationship in the context of events. Specifically, in the 

psychological experiments of event segmentation, the unitization paradigm 

(Newtson, 1973) was used to receive event segmentation decisions. In the 
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psychological experiments of event representation, the pairwise ranking paradigm 

was conducted for gathering human similarity judgments between events.  

In computational and psychological experiments of event segmentation, roles 

of sensory reliability and change were examined. In the literature, it was suggested 

that sensory reliability reduces the effect of prediction error (De Lange et al., 2018) 

from the perspective of the EST, and therefore, decreases the number of perceived 

event boundaries. It was also shown that change increases the likelihood of 

perceiving event boundaries (Cutting et al., 2012; Hard et al., 2006; Huff et al., 2012; 

Newtson et al., 1977; Zacks et al., 2010), and change is greatest at event boundaries 

(Hard et al., 2011). To test this, two types of videos, namely normal and noisy, were 

generated with the purpose of investigating the effect of sensory reliability on 

perceived event boundaries by psychological experiments. The normal video 

included PLDs expressing rich human behaviors such as jumping, push-upping, and 

complex object searching. In contrast, the noisy video was generated by a smoothing 

operation applied on normal video, which reduces the change between successive 

timesteps. In unitization-based psychological experiments, participants' segmentation 

decisions for normal and noisy videos for different granularities (i.e., fine and coarse-

grained segmentation). In general, in this part of the study, it was analyzed that 

whether event boundary decisions of the model (1) are comparable to those of 

participants in terms of number and locations of boundaries, (2) are affected by the 

video similar to participants' event boundary decisions, and (3) ambiguous sensory 

information makes perceived event segments coarser. Results of computational 

experiments on event segmentation showed that, despite occasional mismatches, the 

proposed computational model performed well in segmenting human behaviors in 

varying granularities and learning them. Moreover, ground truth from psychological 
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experiments demonstrated that segmentation decisions of the model are mainly 

consistent with humans.  

In the psychological experiments of event representations, an online 

experiment was conducted for receiving pairwise similarity judgments from people 

as ground-truth data. Then, these results were analyzed to find out (1) whether the 

notion of similarity is meaningful in the context of event cognition and (2) whether 

the proposed mode captured event similarity judgments of people in its low 

dimensional latent representations. Results concluded that event similarity judgments 

of participants showed a remarkably high correlation, and the proposed model also 

successfully captured semantic relationships between events. 

 

2.1  Computational model 

In this part, how the proposed computational model segments a sequence of 

information into different events (event segmentation) and how it organizes the 

relationship between events in its latent dimensions (event representations) were 

analyzed. Furthermore, its capabilities were assessed by the ground-truth data 

received from psychological experiments. 

 

2.1.1  Proposed model 

The proposed model was based on the computational architecture proposed by 

Gumbsch et al. (2016, 2017). Researchers developed a computational architecture 

consisting of event models making predictions for the following sensory information 

and a generic system regulating these event models by considering their respective 

prediction error signals. Each event model involves a set of linear models 

corresponding to the sensory modalities received as input, and each linear model 
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predicts one type of sensory modality. The prediction error signal is utilized for 

linear model training and calculating a dynamically changing threshold value, called 

surprise threshold. When the prediction error of an active linear model is higher than 

its surprise threshold (i.e., the current forward model is unqualified for current 

sensory prediction), the system enters into the search period to select among different 

linear models and continues to predict.  

 Consistent with the suggestion of the EST, the architecture controls 

granularities of events to be segmented by changing the sensitivity of models to 

incoming prediction error signals. According to the EST, fine-grained events are 

highly prone to incoming prediction error, whereas coarse-grained events are 

insensitive. Similar to the EST, the surprise threshold formula includes a parameter 

called the confidence parameter to regulate the sensitivity of models to prediction 

error signals. The confidence parameter regulates the tolerance of models to the 

received prediction error. Lower confidence parameters lead the system to enter the 

search period more frequently and, consequently, detect more event boundaries and 

event segments (Gumbsch et al., 2017).  

In their model (Gumbsch et al., 2016, 2017), each event model consists of 

linear models responsible for predicting one modality; in particular, motor modality 

plays a role in event formation. These properties bring several challenges to their 

model to capture the performances of humans in segmenting activities via passive 

observation. Firstly, events are complex structures that are composed of associations 

between different modalities. For instance, visual and auditory information goes 

hand-in-hand in our everyday experience, but their model cannot capture 

associations. Secondly, the relationship between time and a sensory dimension is not 

always linear. For example, even in their simplest form, human behaviors can be 
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expressed only by nonlinear functions. Finally, the event segmentation literature is 

based on passive observation (Newtson, 1973), which does not necessitate motor 

modality activation during event segmentation.  

A general overview of the proposed model and an example of stimuli used in 

this study were given in Figure 3. In general, (1) event models were changed with a 

multi-layer perceptron capable of approximating nonlinear functions. In this way, the 

proposed model was altered to approximate complex sequences and learn 

associations between possible modalities. Also, (2) the role of motor modality was 

reformulated to segment events during passive observation. 

 

 

Figure 3  The overview of the computational model and PLDs 

(A) The overview of the proposed model. In the online prediction phase, the current 

event model makes a prediction, the current prediction error is calculated, and the 

surprise threshold is computed. If the current prediction error is more than the 

surprise threshold, the system enters the search period where the best model is 

returned for online prediction. (B) shows a point-light display representing a human 

figure. 

 

2.1.1.1  Online prediction 

The proposed architecture has one active event model 𝑀𝑡 at time 𝑡. The event model 

𝑀𝑡 predicts the change Δ𝑆𝑡+1
′  observed in the sensory input. Therefore, the predicted 

sensory observation is computed by (1). 



 

 21 

 
𝑆𝑡+1

′ =  𝑆𝑡 +  Δ𝑆𝑡+1
′  (1) 

Given the observations, the active model 𝑀𝑡 makes online predictions by 

sensory input, learns from prediction error signals by changing neural network 

weights (i.e., multi-layer perceptron) via backpropagation, stores them, and 

calculates a dynamically changing threshold with stored errors. If the error of 𝑀𝑡 

exceeds the surprise threshold, which is a sign of incompetency, the computational 

model enters the search period to return a competent event model for predicting the 

following sensory input. 

 

2.1.1.2  Surprise threshold and search period 

Similar to Gumbsch (2016, 2017), for each generated event model, our model has a 

surprise threshold φ𝑀 determining how much prediction error can be tolerated, and 

when an event model is not suitable for predicting the following sensory observation. 

The threshold φ𝑀 is calculated by the rolling mean of stored prediction errors �̅�𝑀 and 

of the variance σ̅𝑀. The rolling mean has a window 𝑤. The confidence parameter θ 

regulates the coarseness of the event to be segmented. φ𝑀 is calculated by (2). 

 

φ𝑀 =  �̅�𝑀 + θ ∗  𝜎(�̅�𝑀) (2) 

If the prediction error of an event model exceeds φ𝑀, the system enters into 

the search period for the purpose of finding a suitable event model 𝑀𝑖. At the 

beginning of the searching period, a potential event model is generated with random 

weights. All event models on hand are then trained for rehearsal duration that 

amounts to the number of epochs used in the search period phase. After the training 

procedure is over, the event model receiving the least mean squared error value is 
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returned for online prediction, the new event model is removed if it is not the best 

one. The effect of training on all event models except the best one is removed.  

In order to return the best possible event model from the search period, the 

training set should include the next 𝑛 timesteps in the sequence, that is 𝑆𝑡:𝑡+𝑛. 

Simultaneously, event models should not forget their sensory experience history, 

which can be referred as 𝑀𝑖𝑠. This is particularly challenging as multi-layer 

perceptrons are prone to catastrophic forgetting (French, 1999), which defines a 

situation in which novel information erases the information learned. For this reason, 

a training set for each event model was sampled from the combination of 𝑆𝑡:𝑡+𝑛 and 

𝑀𝑖𝑆
. 

 

2.1.1.3  Memory range and replay 

When encountered with a surprise signal, the system enters a search period. The 

extensive search in the search period to return the best event model increases the 

training time exponentially as a function of event models in the system. To overcome 

this problem, following each training epoch, the system detects event models not 

used for 𝑛 epochs (i.e., memory range) and removes them to improve computational 

efficiency.  

Another problem the system faces is that the online training regimes of multi-

layer perceptrons are not stable. To foster memory consolidation, avoid catastrophic 

forgetting, and reduce training time, a replay phase was introduced, in which each 

event model 𝑀𝑖 used in the recent epoch are trained by 𝑀𝑖𝑆
. A replay phase was 

observed in the hippocampal regions of the brain, and it is mainly used for memory 

consolidation (Ólafsdóttir, Bush, & Barry, 2018). Besides its role in the brain, it was 
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suggested as a computational technique to stabilize the training process of 

reinforcement learning agents (Andrychowicz et al., 2018). 

So far, the formalization of the computational model has been described; 

next, the sequential information given to the computational model and shown to the 

participants will be detailed. 

 

2.1.2  Dataset preparation with PLDs 

Natural human behaviors in computational and psychological experiments were 

taken from the KIT Motion-Language Dataset (Plappert, Mandery, & Asfour, 2016). 

The overall activity included 12 human behaviors, such as walking, jumping, picking 

an object, sitting on a chair, and searching for an object. Behaviors were determined 

to be rich as much as possible to determine the genuine capabilities of the model with 

respect to ground truth received from human data. Selected behaviors were 

represented in PLDs format using X and Y dimensions of 14 markers (RFHD, 

LFHD, LBHD, RBHD, RSHO, LSHO, RELB, LELB, RWRA, LWRA, RKNE, 

LKNE, RTOE, LTOE). Selected behaviors were added back-to-back through 

interpolating the marker positions. Here, to prevent participants and the 

computational model from exploiting unnatural interpolation trajectories as 

segmentation cues, two behaviors were added back-to-back if the distance between 

the end of the first and the start of the second behavior is the smallest option in 

possible permutations. One exception to this permutation was the control behavior 

selected for assessing data reliability. The control behavior appeared in a video two 

times. Its first appearance was between 42.75-71.5 seconds, and its second 

appearance was in 209.25-237.5 seconds. The control behavior can be defined by 

“lifting and lowering an object by hand”; it was selected because it involves sharp 
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hand movements in the Y dimension, which serves precise sensory information for 

event segmentation decisions. 

This was the preparation of the normal dataset. Another dataset, namely a 

noisy dataset, was created to investigate the role of change and sensory reliability in 

event boundary detection in humans and the proposed computational model. The 

preparation of the noisy dataset was explained after its purpose was clarified in the 

following sections. 

 

2.2  Event segmentation experiments 

The proposed computational model was tested both for event segmentation and event 

similarity judgments. In the following subsections, psychological and computational 

experiments on event segmentation were described. 

 

2.2.1  Psychological experiments of event segmentation 

In psychological experiments of event segmentation, two experimental conditions 

were determined. One was event granularity (fine-grained and coarse-grained 

segmentation), and the other was sensory reliability (normal input, noisy input). The 

dependent variables were the number and positions of the event boundaries. 

 

2.2.1.1  Event granularity 

People are capable of segmenting into events with varying granularities following the 

task instructions in psychological experiments. For fine-grained events, participants 

are asked to find the shortest natural/meaningful events. On the other hand, for 

coarse-grained events, they are asked to find the largest natural/meaningful events 

(Newtson, 1973; Zacks & Swallow, 2007). 
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2.2.1.2  Event segmentation, change, and reliability of sensory information 

There is an intrinsic relationship between the change and event segmentation 

(Cutting et al., 2012; Hard et al., 2011, 2006; Huff, Meitz, & Papenmeier, 2014; 

Kurby & Zacks, 2008; Newtson et al., 1977; Zacks, 2020; Zacks et al., 2010; Zacks 

& Swallow, 2007). Specifically, Hard et al. (2011) demonstrated that changes at 

event boundaries are more numerous than those at other frames. At the same time, 

changes are maximal at the event boundaries of coarse-grained units.  

From the perspective of predictive coding, the relative reliability of 

expectations and sensory information determines perception. Ambiguous sensory 

information (i.e., noisy video) reduces the effect of perceived prediction error (De 

Lange et al., 2018). Therefore, from the perspective of the EST, it should decrease 

the number of perceived event boundaries. That is, reduction in change should also 

decrease the number of perceived event boundaries. With the aim of verifying (1) 

this information in the literature and (2) assessing whether the proposed model's 

event boundary decisions are affected similarly to participants' decisions, two 

datasets/videos -normal and noisy- involving the same behaviors were prepared. 

While the normal dataset/video was prepared by directions mentioned in the 

dataset preparation part, the noisy video was prepared by reducing the change in the 

normal video by Gaussian noise (window: 40, standard deviation: 10). This resulted 

in a video whose fine dynamics were smoothed, and movements of points were 

perceived as much more fluent. In this way, two 16 Hz and 270-second videos were 

created. The experiment was prepared in Psychopy3 (Peirce et al., 2019) and 

conducted on an online platform named Pavlovia. 
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2.2.1.3  Participants 

The experiment had two experiment conditions: sensory reliability (normal input, 

noisy input) and event granularity (fine-grained, coarse-grained segmentation). 

Nineteen participants (9 female, mean age 25) were recruited for a within-subject 

design. Being selected via convenient sampling voluntarily, participants were 

primarily undergraduate and graduate university students. None of the participants 

had a problem with vision. Participants received a chance to be eligible for the 150 

Turkish liras Amazon gift voucher lottery. Participants' anonymity and 

confidentiality were established by separating any possible personal references from 

required experimental data. Since participants were native speakers of Turkish, all 

experimental materials from informed consent to experimental instructions were 

prepared in Turkish. The study was consistent with the requirements of research 

ethics and confirmed by the Boğaziçi University Ethics Coordinating Committee (see 

Appendix A). 

 

2.2.1.4  Procedure 

Participants were reached from the internet, informed about the experiment to a short 

extent, and asked whether they were voluntary for participating in the study. Upon 

their agreement, they were sent a link generated by the online experiment platform 

(i.e., Pavlovia). They could read and accept informed consent, fill in a demographic 

form and a short questionnaire, and complete the experiment from the provided link. 

In the informed consent, they were informed of the voluntary nature of the 

experiment and allowed to leave the experiment in case they felt uncomfortable. The 

short questionnaire included questions about (i) their demographic background, 

whether (ii) they use glasses or lens, (iii) they have any psychological or neurological 
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problems and (iv) use any drugs for treatment. Then, participants were informed 

about the experiment, such as what event segmentation is, and experimental 

instructions, such as the requirement of attending the experiment in a quiet and 

proper place. 

 Each participant firstly segmented the normal video and then the noisy video; 

for the segmentation of two videos, the experiment was the same. The experiment 

started with the instruction of the segmentation granularity condition, asking 

participants to segment the video into either the shortest, natural, and meaningful or 

the longest, natural, and meaningful events by pressing the space button. The level of 

segmentation granularity was counterbalanced. Participants were observed and 

segmented the video two times for each level of granularity. In the second 

observation, participants were asked to segment events in the shortest or longest 

possible way according to the granularity level to receive sound ground-truth data for 

the computational model. Throughout the study, these observations were coded for 

maintaining simplicity, such as Fine 1, Fine 2, Coarse 1, and Coarse 2. For instance, 

Fine 1 refers to the first observation of the fine-grained segmentation level. 

Participants were informed that the system coded their decisions by the 

appearance of a grey rectangle at the bottom of the video due to pressing the space 

button. A captured scene that was shown to the participants was given in Figure 4. 
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Figure 4  Screen of participants in event segmentation experiment 

Each participant attended the experiment by using the online experiment link 

provided. After receiving the required instructions, they were shown a movie 

composed of moving dots whose movements were changed according to the level of 

sensory reliability (noisy or normal). The depicted human figure is looking slightly 

upwards with its arms raised. When the participant pressed the space button 

throughout the experiment, a grey rectangle appeared, informing the participant that 

the response was received. 

 

Subsequent to the segmentation of movies in a level of segmentation 

granularity, participants were asked to answer a two-choice question asking, “Which 

way did you segment the video you have seen?” with two possible answers “the 

shortest, meaningful and natural way” and “the longest, meaningful and natural 

way,” to detect participants who could not attend the experiment. After then, they 

received open questions such as (i), please describe what you have seen from the 

videos shown during the experiment, (ii) have you ever seen similar images to those 

you were presented in the videos, and (iii) please mention your comments and 

impressions about the experiment. Following open questions, they ranked two 

expressions in a subjective rating scale (1-5) in accord to their perception: (i) I 

thought that movements of points express a human figure, and (ii) I thought that 

movements of points express certain human behaviors (walking, eating, or jumping, 

etc.). Finally, participants were requested to write their emails to be considered for 

the Amazon gift voucher lottery. 
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2.2.1.5  Results 

Online psychological experiments pose additional challenges for psychological 

experiments. One of those challenges is data reliability (Gosling & Mason, 2015). 

For this reason, several control measures were employed before applying statistical 

tests on the data to maintain data reliability. 

Firstly, whether participants relied on the segmentation granularity instruction 

was checked by comparing their responses in Fine 2 and Coarse 2 levels. According 

to the instruction, they should produce more responses in Fine 2. For this reason, two 

participants were excluded from the analysis as their number of responses were more 

in Coarse 2 than Fine 2 in normal video segmentation. On the other hand, examining 

the same for noisy video segmentation did not result in any reliability problem.  

Secondly, whether the responses of the remaining participants were reliable in fine-

grained and coarse-grained segmentation levels was checked by comparing them. 

Participants' responses were turned into a continuous representation format by a 

mixture of Gaussian distributions, each corresponding to one button response, to 

compare two discrete sets of responses. For fine-grained segmentation, the normal 

distribution generated for each button pressing was determined to be 𝑁(t, 1), 

whereas, for coarse-grained segmentation, it was determined to be 𝑁(t, 4) as the 

transition between two coarse-grained units might take more time than that of two 

fine-grained units. For exploring the reliability in coarse-grained segmentation, 

Gaussian response distributions of Coarse 1 and Coarse 2 were compared by Pearson 

correlation coefficient (r). Responses of participants showing very weak or inverse (r 

< .1), but significant correlation (a = .05) were excluded. This procedure resulted in 

the exclusion of three participants. The responses of the remaining participants were 

tested for two parts of control behavior in Fine 2 by employing the same method. 
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This operation, along with outlier checking (z > 2.98), did not result in data 

exclusion. There remained 14 participants whose event segmentation decisions were 

considered for hypothesis testing. 

The assumption of normality was checked for each possible group (Event 

Granularity x Sensory Reliability x Observation Order) by Shapiro–Wilk test, which 

showed that response distributions of Fine 1 (W = 0.846, p = .019) and Fine 2 (W = 

0.798, p = .005) in the segmentation of normal video were significantly non-normal. 

On the other hand, Fine 1 (W = 0.855, p = .026) was non-normal, too. Considering 

this fact, Friedman's ANOVA was used in order to detect any statistically significant 

difference between groups. Analysis revealed that the number of responses 

significantly and meaningfully differed across groups (X2(7) = 80.93, p = .000). 

Aiming at finding out specific group differences, Wilcoxon signed-rank test 

was applied, at the same time, using Holm–Bonferroni method to adjust p values in 

order to avoid from inflating Type 1 error rate. One of the hypotheses, the number of 

event boundaries produced by participants would be less in the noisy video than the 

normal video, turned out to be true, as shown in Figure 5. Participants perceived a 

smaller number of event boundaries in noisy video (M = 32.71, Mdn = 17.5, SEM = 

4.44) than in normal video (M = 41.91, Mdn = 22.5, SEM = 5.95), W = 879.0, p = 

.021, r = .191. Similarly, an identical trend was seen in the fine-grained and coarse-

grained segmentation of videos. For the fine-grained segmentation level, the normal 

video (M = 68.14, Mdn = 43, SEM = 9.56) received more response than the noisy 

video (M = 52.50, Mdn = 43.5, SEM = 6.98), W = 288.5, p = .016, r = .31. Similar to 

fine-grained, the coarse-grained segmentation level saw the same trend, normal (M = 

15.67, Mdn = 16, SEM = 1.49) and noisy video (M = 12.92, Mdn = 10.5, SEM = 

1.66), W = 203.5, p = .018, r = .33, with a higher effect size. Results verified that 
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change and reliability of sensory information affect the number of perceived event 

boundaries. Effect size calculations (r) for Wilcoxon signed-rank tests were based on 

Rosenthal (2011, p. 19). 

 

 

Figure 5  Overall results of the experiment of event segmentation 

The mean number of responses of each group with corresponding standard errors of 

the means were given (+/- 2 SEMs). SEMs were normalized by the method proposed 

by Cousineau (2005) to remove the effect of individual variability on error bars. 

 

As for the observation order, observing normal and noisy videos two times in 

coarse-grained segmentation condition reduced the number of responses (Coarse 1: 

M = 16.39, Mdn = 14.5, SEM = 1.70 and Coarse 2: M = 12.21, Mdn = 11.5, SEM = 

1.39, W = 351.0, p = .000, r = .59), as expected. In contrast, in fine-grained 

segmentation condition, the number of responses increased in the second observation 

(Fine 1: M = 53.03, Mdn = 38.5, SEM = 7.57 and Fine 2: M = 67.60, Mdn = 47.0, 

SEM = 9.14, W = 25.0, p = .000, r = .51). 

Overall, results demonstrated that the reduced change removing fine 

dynamics of behaviors and unreliable sensory information decreased perceived event 
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boundaries. The second observations were considered throughout the result section 

since responses of participants in the second time would be more reliable as ground-

truth data than their first observations. 

The results showed that disrupting and smoothing fine dynamics of observed 

actions resulted in detecting coarser event segments. Another question might be 

about the role of change in detecting event boundaries. Hard et al. (2011) suggested 

that the degree of change was maximal at coarse-grained event boundaries. With the 

aim of assessing this finding, event boundary histograms representing response 

probabilities of participants over time were computed. Event boundary histograms 

were generated by grouping responses of participants into n-second bins and 

normalizing each bin value by the number of participants. The unitization paradigm 

requires participants to report observed event transitions by a button. The reporting 

process takes time because of the decision-making process and/or the activation of 

motor modality. For this reason, correlations were computed by shifting response 

distributions backward in time to assess the relationship between change and 

response probabilities of participants in-depth. Response probabilities were revealed 

by computing event histograms with 0.25-second bins. Correlations between change 

and response probabilities of participants for fine-grained and coarse-grained 

segmentation were computed (see Figure 6) as a function of time.  

Figure 6A and Figure 6C show that participants utilized the degree of change 

for detecting fine-grained event boundaries. On the other hand, Figures 6B and 6D 

show that coarse-grained segmentation responses were uncorrelated with the degree 

of change. This finding entirely contradicts that of Hard et al. (2011). This might be 

because of the difference between these studies in stimulus types used (PLDs vs. 

naturalistic stimuli) and techniques employed to quantify the degree of change 
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(Absolute difference between points in successive timesteps vs. change detection 

algorithm). This point will be enlightened in the discussion. 

 

 

Figure 6  Event boundary responses and the degree of change 

The Pearson correlation coefficients were calculated between event histograms with 

0.25-second bin size and the degree of change. The unitization paradigm requires 

pressing a button to mark an event boundary. Certain processes such as decision 

making and motor modality activation for button pressing may produce a lag. For 

this reason, computed fine-grained and coarse-grained event histograms were shifted 

backward in time to reveal the genuine relationship between the absolute sensory 

change and event boundaries. The absolute sensory change could predict fine-grained 

segmentation decisions (A, C) but coarse-grained segmentation decisions were 

uncorrelated (B, D). 
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2.2.2  Computational experiments of event segmentation and learning 

Now that it is stated how the ground-truth data were obtained, the training and testing 

procedures employed for the computational model can be explained. 

 

2.2.2.1  Procedure 

Before feeding the computational model with data, the normal and noisy datasets 

were subjected to a min-max normalization operation. To maintain the computational 

efficiency and reduce the processing time, the dataset was reduced to 4 Hz, which 

amounts to 1076 timesteps representing X and Y dimensions of 14 markers. The 

computational model was written in Jupyter Notebook by Python 3.7.6 programming 

language. All machine learning models were prepared by using TensorFlow-Keras 

(Chollet, 2015). 

Twelve computational models were trained for four groups (sensory 

reliability x segmentation granularity). Each computational model was then tested for 

the same trained sequence. Hyperparameters of the model were determined for the 

fine-grained and coarse-grained segmentation of the normal dataset/video. The same 

hyperparameters were then re-used to segment noisy dataset/video to observe the 

effect of reduced change on the computational model's segmentation decisions. 

Therefore, it was aimed at testing whether the proposed model (1) captures human 

event segmentation decisions qualitatively and quantitatively and (2) is affected by 

the reduction of the rate of change. 

The selected hyperparameters are given in Table B1 (Appendix B). As is 

described earlier, the confidence parameter θ regulates the surprise threshold φ such 

that higher θ makes segmented events coarser as upcoming errors are more likely to 

be below the surprise threshold. Another critical parameter determining the decision 
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of the model is the window of rolling mean, namely 𝑤. Determining the denominator 

of the rolling mean operation, 𝑤 regulates the impact of recently received prediction 

error signals on φ. Higher θ and 𝑤 values were selected for coarse-grained than fine-

grained segmentation. 

 

2.2.2.2  Results 

In this section, firstly, how the proposed computational model utilizes prediction 

error signals for event segmentation and learning was explained. Secondly, decisions 

of the computational model with ground-truth data from psychological experiments 

were assessed.  

Segmentation decisions of the computational model for a simple movement 

sequence were shown in Appendix C. The figure also depicts how the proposed 

computational model utilized prediction error signals for detecting event boundaries. 

The computational model computes a dynamically changing threshold value for each 

event model to detect their suitability for the timestep. If the current error of the 

event model exceeds the surprise threshold rate, the system enters the searching 

period to find the best event model. In each run of the computational model, the 

locations when an event transition occurs were accepted to be an event boundary. For 

both normal and noisy videos, X and Y trajectories of the given sequential 

information, response probabilities of participants for the fine-grained and coarse-

grained event boundaries, response probabilities of trained computational models, 

and the accompanying absolute sensory change were given (see Appendix D and 

Appendix E). The mean of mean squared errors seen by event models throughout 

training epochs was given in Figure 7. Figures 7A and 7B represent the mean of 

mean squared errors received by models through training epochs. Figure 7C displays 
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the mean thresholds and errors received by event models in the segmentation of 

normal videos. In line with the EST, tolerances of event models (i.e., thresholds) 

determine coarse-grained and fine-grained event models. 

 

 

Figure 7  Training errors and thresholds of event models 

(A) and (B) show training errors through epochs for fine-grained and coarse-grained 

event models. The Mean Squared Error (MSE) received by each event model in the 

online prediction phase was averaged to compute the training errors. Then, the mean 

errors received by each event model in each epoch were averaged. (C) represents 

thresholds and received errors from fine-grained and coarse-grained event models in 

the last epoch for the normal video segmentation. As predicted by the EST, coarse-

grained event models had more tolerance to observed prediction errors. Error bars 

and fields represent +/- SD. 

 

In line with the literature (Franklin et al., 2020), the point-biserial correlation 

technique was used to quantify the segmentation decisions of the computational 

model. Firstly, point-biserial correlation values of individual participants with respect 

to 1-sec event boundary histograms for the normal video were calculated, giving 
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participants performance distributions. Secondly, the same operation was applied for 

revealing the performance of the proposed computational model. Finally, to compare 

the proposed model with a random baseline, two control models were devised: 

random and change models. While the random model selects event boundaries 

uniformly by giving each timestep the same weight, the latter selects them by 

considering the absolute sensory change at that timestep.  

Figure 8 presents that the proposed computational model was better than 

control models (sampled 12 models for each). For fine-grained segmentation, the 

proposed computational model received mean r = .199, where minimum r is .141 and 

maximum r is .27. The performance of the model was significantly more correlated 

with event boundary histograms than random (r = .018, z = 2.11, p = .017, one tailed) 

and change (r = .001, z = 2.31, p = .01, one tailed) models. The proposed model (r = 

.12, minimum r = .067, maximum r = .21) was also better at deciding coarse-grained 

boundaries than random (r = -.015, z = 1.57 p = .057, one tailed) and control (r = -

.016, z = 1.59, p = .055, one tailed) models. In contrast, the correlation value of the 

proposed computational model with respect to fine-grained (r = .394, z = 2.48, p = 

.006) and coarse-grained (r = .366, z = 3.03, p = .001) ground-truth was significantly 

less. Note that mean values were used for statistical comparisons. 
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Figure 8  The correlation scores of computational models in event segmentation 

The point-biserial correlation scores were computed between event segmentation 

decisions of participants and models with event boundary histograms produced from 

group data. In this way, the score of average participants in event segmentation can 

be compared with those of models. For example, the mean correlation of participants 

with the group is approximately .4 for fine-grained and coarse-grained segmentation. 

It is also clear that the proposed model outperformed control models. The y axis 

shows the mean and corresponding SD. 

 

The model successfully predicts event boundaries; however, considering the 

temporal nature of event boundaries, a direct comparison without considering time 

might not thoroughly assess the model’s capabilities and may hinder revealing the 

actual performance of the computational model. For example, participants’ responses 

marking event boundaries might be delayed due to the time taken for decision-

making or acting. In contrast, a computational model might anticipate event 

boundaries as it does not have such time lags. Due to this fact, for a thorough 

comparison, performances of computational models should be calculated by 

considering possible time lags, which is similar to the analysis revealing the 

relationship between the absolute sensory change and response probabilities (see 

Figure 6). 
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Figure 9 shows the time-dependent performances of computational models. 

To determine whether the proposed model anticipates event boundaries before 

participants' responses, decisions of computational models were shifted forward in 

time up to 2 seconds (8 frames). 

 

 

Figure 9  Time-dependent correlations of computational models 

The unitization paradigm needs participants to decide which timestep is an event 

boundary. Specific processes such as decision making and activating motor modality 

for button pressing may take time. To take this fact into account, event boundaries 

decided by the computational model were shifted forward in time. In this way, point-

biserial correlation coefficients were computed for each model. The figure shows the 

mean number of correlations calculated for each computational model with 

corresponding standard errors of the means (+/- SEMs). (A) and (B) show that the 

proposed computational model was better than control models and reached a 

comparable performance with humans in fine-grained and coarse-grained 

segmentation tasks. 

 

The performance of the computational model in fine-grained segmentation 

reached its peak point at a 0.5-second shift with r = .254 (rmax = .32, rmin = .188) 

when the mean r of participants was .394 (see Figure 8). These two correlation 

values were not statistically different (z = -1.81, p = .068, two-tailed). Moreover, the 

best version of the model (rmax = .32) received a more similar performance with the 
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population (z = -0.98, p = .32, two-tailed). On the other hand, for coarse-grained 

segmentation, the performance of the computational model was maximized after a 1-

second shift (rmean = .196, rmax = .256, minimum rmin = .06), when the mean r of 

participants was r = .366, which were differed significantly (z = -2.14, p = .032, two-

tailed). Nevertheless, the best coarse-grained segmentation performance (r = .256) 

was very comparable to those of participants (z = -1.40, p = .158, two-tailed). 

Overall, these results demonstrated that the proposed model reached a considerable 

event segmentation performance and could anticipate when an event segmentation 

occurs.  

It can be understood from Figure 6 that the performance of participants in 

coarse-grained event segmentation is not explainable by change. A similar analysis 

can be employed to investigate the relationship between responses of the 

computational model and the absolute change (see Figure 10). The figure shows that 

the computational model is responsive to absolute changes seen in the video. Its fine-

grained segmentation decisions were more explainable by absolute change than its 

coarse-grained segmentation decisions. In this respect, it can be said that it is roughly 

similar to the discrepancy shown by participants between fine-grained and coarse-

grained segmentation (see Figure 6). One peculiar feature of this relationship is that 

absolute change in the X dimension was nearly not correlated with responses of the 

computational model, which might be because of the change produced in the X 

dimension compared to the Y dimension. Remember that the driving factor of the 

computational model is prediction error signals, which combine prediction errors in 

both X and Y dimensions. Suppose the amount change, and consequently, the 

prediction error is less in the X dimension. In that case, it does not accompany event 

segmentation boundaries because the produced error due to the change in X 
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dimension does not exceed the threshold, which is computed by the combination of 

prediction error signals received from two dimensions. 

 

 

Figure 10  The relationship between responses of the proposed model and change 

The figure shows time-dependent correlations between absolute sensory change and 

responses of the proposed model for fine-grained (A) and coarse-grained (B) 

segmentation. The coarse-grained segmentation decisions of the proposed model 

were less explainable by absolute change than its fine-grained segmentation 

decisions. In comparison with the decisions of participants, the higher correlation 

scores were received when decisions were not shifted, which shows that the 

computational model reacts to the change immediately, as predicted.  

 

So far, the capabilities of the proposed computational model in the 

segmentation of the normal video have been discussed. This study further aimed to 

examine whether decisions of the proposed computational model would be biased by 

the quality of sensory input (video type). Note that the number of segments produced 

for the noisy video was less than those produced for the normal video. Figure 11 

displays the number of event boundaries detected by the computational model along 

with the ground-truth data. Here, labels in the X dimension show conditions from 

which the number of responses was received. Figure 11B shows the number of 

responses when the computational model is trained and tested for the same video. 
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Figure 11B shows that the sensory information quality biased the decisions of the 

computational model in a reverse trend observed in human data (see Figure 11A) for 

fine-grained segmentation but not for coarse-grained segmentation, which is contrary 

to the expectations. 

Note that retraining the computational model for the noisy video might not be 

the best way to test whether reduced change or sensory reliability bias the 

computational model in the same way as humans. Participants might have tried to 

use their already acquired event models (for example, walking), have higher 

tolerances for the upcoming prediction errors, and make prediction and event 

segmentation. In line with this idea, the computational model trained for the normal 

video was also tested for the noisy video to see whether its decisions would be biased 

by the change in sensory quality (see Figure 11C). It can be seen from the figure that 

when the computational model trained by the normal but tested by the noisy video 

displays not exact but a similar bias with humans.  

 

 

Figure 11  The responses for normal and noisy videos 

The figure shows the mean number of event boundaries detected by computational 

models and participants with corresponding SEMs. Note that SEMs were not 

corrected for individual variability. (A) displays the mean responses of participants 

for normal and noisy videos. Fine-grained responses of participants were reduced 

from the normal to noisy video. (B) and (C) display different test runs. (B) represents 

when the computational model is retrained for the noisy video, while (C) illustrates 

when the computational model is tested for the noisy video. 
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Along with the comparison based on the number of boundaries detected in 

videos, event segmentation decisions of the computational model for the noisy video 

were evaluated by ground-truth data. Results revealed that the performance of the 

proposed model trained for either normal or noisy videos was better than control 

models (see Figure 12). Figure 12A and Figure 12C represent that computational 

models trained for fine-grained segmentation reached their peak points when their 

responses shifted 1-sec. On the other hand, Figure 12B and Figure 12D illustrate that 

computational models trained for coarse-grained segmentation were better than 

control models. However, those performances were not comparable to the results 

expressed so far. It should be emphasized that hyperparameters of the computational 

model were selected for the normal video, not for the noisy video. 

Remember that while preparing videos, coarser events taken from the KIT 

Motion-Language Dataset (Plappert et al., 2016) were added to one another by 

interpolation. Computational models might exploit those interpolated trajectories. 

For this reason, analyses on event segmentation were also performed without them 

(Appendix F and Appendix G). 
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Figure 12  The performance of the model in noisy video segmentation 

(A) and (B) show the performance of the model when it was trained and tested for 

the segmentation of the noisy video. On the other hand, (C) and (D) display the 

performance of the model when it was trained for normal and tested for the noisy 

video. Point-biserial correlation values were calculated between event boundary 

histograms as ground-truth and event boundary decisions of models. Event boundary 

decisions of models were shifted forward in time to reveal time-dependent 

correlations. Note that points refer to mean values, and fields represent SEMs. 

 

2.2.3  Summary of event segmentation experiments 

In short, to verify the computational model with ground truth received from human 

data, a dataset was prepared by PLDs expressing natural human behaviors such as 
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jumping, push-upping, and searching for an object. Event segmentation and change 

were correlated in the literature (Hard et al., 2011), and reduced sensory reliability 

was suggested to lead to coarser event segments. Another dataset (noisy video) with 

a reduced rate of change was created to test this idea as well as generate a validation 

set for the proposed computational model. Participants were recruited to segment 

videos generated by two mentioned datasets in the shortest (fine-grained) and the 

longest (coarse-grained) possible way. At the same time, hyperparameters of the 

computational model were determined for fine-grained and coarse-grained 

segmentation. 

Psychological experiments demonstrated that change was a crucial parameter 

for the detection of event boundaries. As the rate of change was reduced, the 

perceived length of events extended, and the number of event boundaries perceived 

by human observers decreased. This conformed to the results found by Hard et al. 

(2011) and predictions of this study about sensory reliability.  

Computational experiments confirmed that the proposed computational 

model (r = .199 and r = .12 for fine-grained and coarse-grained segmentation, 

respectively) was better correlated with the ground-truth than control models (see 

Figure 8). Moreover, as time shifted forward, correlation scores of the computational 

model (r = .254 and r = .196 for fine-grained and coarse-grained segmentation, 

respectively) with the ground-truth data (r = .394 and r = .366 for fine-grained and 

coarse-grained segmentation, respectively) increased. This might be because the 

computational model does not have lags due to its very nature (see Figure 9). 

Overall, the study demonstrates that the proposed computational model 

captured the essence of event segmentation by showing similar event segmentation 

behaviors with people. The performance of the model was comparable to those of 
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participants in terms of number and locations of boundaries and affected by the noisy 

video in such a way that it showed not exact but comparable bias against the 

reduction of change.  

 

2.3  Event representation experiments 

Psychological and computational experiments of event segmentation demonstrated 

that the model could capture event boundary judgments of human observers. This 

section discovered a mostly uncovered topic, which is similarity judgments between 

events.  

This study had two primary aims. The first aim was to examine event 

similarity judgments of participants. If the similarity is a valid property from the 

perspective of people, then the similarity relationship between extracted segments 

can be exploited to resolve the central problem of the proposed computational model, 

which is the independence of event models. To test this, one can check whether 

similarity judgments of people correlate with one another. The second aim was to 

explore whether event segments discovered by the computational model can be 

represented in a latent representational space in a meaningful way. 

 

2.3.1  Representations and similarity 

Representations are extremely functional theoretical constructs in studying cognition. 

They refer to so-called mental objects with semantic properties and specific 

relationships between other mental objects (Pitt, 2020). It is thought that 

representations have an essential place in cognition as they provide a basis for 

categorization and, consequently, generalization. The relationship between two 

representations can be approximated by the distance/similarity between them in the 
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representational space. The distance/similarity between two representations can 

generate a representational space on which representations are located (Shepard, 

1980). Due to this two-way relationship, the similarity is an invaluable metric to be 

employed in investigating how the system organizes knowledge and which bases it 

uses. Therefore, artificial intelligence and cognitive psychology have been using 

similarity judgments of systems and people to understand how machines and people 

represent information. 

Representation learning is one of the core research programs in artificial 

intelligence, learning useful and representative information from low-level sensory 

data (Bengio, Courville, & Vincent, 2014). For instance, a prominent machine 

learning model, deep neural networks, can learn distributed and semantically 

meaningful data representations by mimicking complex cognitive abilities (Bengio et 

al., 2014; Urban & Gates, 2019). They generate more and more abstract 

representations of data as the number of hidden layers increases (Urban & Gates, 

2019). The similarity between representations of a deep learning model can be found 

by a similarity or distance metric (i.e., Euclidean distance or cosine similarity) and 

exploited to capture semantic and categorical relationships between represented 

entities. For example, the semantic relationship between words and sentences 

(Mikolov, Sutskever, Chen, Corrado, & Dean, 2013; Rogers & McClelland, 2005), 

objects (Deselaers & Ferrari, 2011), scenes (Eslami et al., 2018), and episodes 

(Rothfuss, Ferreira, Aksoy, Zhou, & Asfour, 2018) were captured with the help of 

the distance/similarity between representations learned by a deep learning system. 

The formation of representations is also a fundamental subject area in 

cognitive science. They give researchers a clue how humans organize knowledge, 

generalize between instances, and make analogical transfers (Blough, 2001; 
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Nosofsky, 1992; Shepard, 1987; Tversky, 1977). Unsurprisingly, one way of 

achieving human mental representations is investigating human similarity judgments 

that catch the semantic relationship between represented units (Shepard, 1980, 1987; 

Shepard & Arabie, 1979). The role of representation and similarity judgments in 

artificial intelligence and cognitive science suggests that the notion of representation 

is valuable for comparing people and machines.  

Recent research adopting this approach demonstrated that representations 

generated by image classifiers could approximate representations of objects 

(Peterson, Abbott, & Griffiths, 2018). Specifically, the research showed that image 

classifiers could explain a high proportion of total variance in human similarity 

judgments between objects and predict human categorization performances. Utilizing 

one-layered neural networks, further research extracted core dimensions of objects 

by learning from human similarity judgments and demonstrated that perceptual and 

conceptual properties of objects might be embedded into an interpretable low-

dimensional space (Hebart, Zheng, Pereira, & Baker, 2020).  

Representations of entities and their similarity judgments are intertwined such 

that one can find out the former from the latter and vice versa. In the context of 

events, is it possible to regard events as spatio-temporal objects holding a similarity 

relationship? If it is, then event similarity judgments can be used to compare 

representations formed by machines and humans. 

 

2.3.2  Event representations and similarity judgments 

Event representation literature is very rich and represents a diverse set of studies 

from cognitive sciences. The literature encapsulates research on predictive 

invocation of event representations (Blom, Feuerriegel, Johnson, Bode, & 
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Hogendoorn, 2020), prospective coding and producing events (Schütz-Bosbach & 

Prinz, 2007), similarity judgments over events depicted as sentences (Day & Bartels, 

2008), computational modeling of brain activation patterns of events expressed by 

sentences (Wang, Cherkassky, & Just, 2017), scene and event-based mental 

scenarios (Sheldon & El-Asmar, 2018), event representation capabilities of children 

(Fivush, Kuebli, & Clubb, 1992), causality and continuity in representing events 

(Kominsky, Baker, Keil, & Strickland, 2021). In computational modeling, recent 

research developed computational models using event representations for story 

generation (Shen, Fu, Deng, & Ino, 2020) and learning event representations in graph 

embeddings (Dias & Dimiccoli, 2018; Dimiccoli & Wendt, 2020). In contrast, 

despite the importance of event representations, the similarity between events is a 

mostly concealed study area associated with action categorization.  

Studying similarities between actions, researchers asked participants to 

arrange videos depicting actions according to their perceived similarities 

(Kriegeskorte & Mur, 2012; Tarhan, de Freitas, Alvarez, & Konkle, 2020; Tarhan & 

Konkle, 2018). This way, they investigated the degree to which different features 

explain action similarity judgments of participants. According to the literature, high-

level semantic features such as the definition of action explain similarity judgments 

of participants well compared to low-level features dependent on visual shape 

features (Tarhan et al., 2020; Tarhan & Konkle, 2018). This line of research requires 

the involvement of fine-grained and coarse-grained action units as these two types 

might depend on qualitatively different sensory and conceptual features (Hard et al., 

2011, 2006; Hard & Tversky, 2003; Kurby & Zacks, 2008; Zacks et al., 2007). 

The current study leans on PLDs representing events without the pictorial 

depiction; thus, it can be counted as an action categorization or identification 
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research similar to those of Tarhan et al. (2020; 2018). The dissimilarity between this 

study and Tarhan et al. (2020; 2018) is that the current study involves the similarity 

judgment of both fine- and coarse-grained action units and does not aim for 

searching features predicting action similarity judgments of people best. Instead, a 

second online psychological experiment was designed to receive similarities between 

events. Those event similarities were used to find out (1) whether the notion of 

similarity is meaningful in the context of event cognition and (2) whether the 

proposed model captured event similarity judgments of people.  

In particular, the performance of the proposed computational model in this 

task would be a sign (1) for validating the model as a model of human event 

segmentation and show (2) whether a similarity-based metric can connect unique 

event models generated by the computational model to one another. 

 

2.3.3  Computational experiments of event representation 

The proposed model segments a sequence of information into unique events which 

are not connected. Although perceptually similar parts in a sequence are tended to be 

represented by the same event model, they do not have to do so. The independence of 

event models generated by the computational model brings limitations to 

generalization and hierarchical segmentation of events, which are solvable by 

relating event models. In other words, the proposed model is based on bottom-up 

processing and segmentation of sensory information without the proper guidance of 

familiarity and knowledge (i.e., top-down influence). A meaningful latent space 

representing the relationship between event models can be exploited to form a top-

down influence regulating bottom-up information processing.  
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In this section, two representation discovery techniques were developed for 

relating event models and their respective videos in a latent representational space, 

namely hierarchy-based and prediction-based techniques. Then, event similarity 

judgments of the proposed computational model were computed. 

 

2.3.3.1  Hierarchy-based technique for representation discovery (HBT) 

An image classifier learning to classify objects can represent each object by its neural 

activations. One can find the relationship between, for example, a table and a chair 

by feeding their respective images into a trained multi-layer perceptron to receive 

their activations (representations) and computing the distance between those 

activations (Deselaers & Ferrari, 2011). This is because the network learns 

generalizable and meaningful features across inputs according to the task. Even 

though the proposed model utilizes multilayer-perceptrons as event models, 

activations produced by event models cannot be compared directly as their 

independence make this comparison meaningless.  

Here, constructing a similarity relationship between event segments, a 

hierarchical multi-layer perceptron model is devised to generate a map from the 

sensory information and an event model. Therefore, the hierarchical multilayer-

perceptron grasps the relationship between usually independent event models with 

the help of sensory information. Formally, the hierarchical model 𝐻 does (3). 

 
𝐻(𝑆𝑡−𝑛:𝑡) =  𝑀𝑡 (3) 

This way, the hierarchical model 𝐻 predicts the model 𝑀 at time 𝑡 by 

receiving sensory information 𝑆 with a window of 𝑛. After training 𝐻, representation 

𝑅𝑡 for 𝑆𝑡 is received by feeding the model 𝑆𝑡−𝑛:𝑡. In order to find the distance 

between two segments, each sensory input 𝑆𝑡 is represented in two-dimensional 
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representational space by PCA (Principal Component Analysis) (Wold, Esbensen, & 

Geladi, 1987) or t-SNE (T-Distributed Stochastic Neighbor) (van der Maaten & 

Hinton, 2008). The representation 𝑅𝑎 for a given segment 𝑆𝑡1:𝑡2 is found by 

𝜇(𝑅𝑡1:𝑡2). The similarity between two event segments is found by (4). 

 
𝑆𝑖𝑚(𝑆𝑡1:𝑡2, 𝑆𝑡3:𝑡4) = 1 − 𝐸𝑢𝑐𝑙𝑖𝑑(𝜇(𝑅𝑡1:𝑡2), 𝜇(𝑅𝑡3:𝑡4)) (4) 

 

2.3.3.2  Prediction-based technique for representation discovery (PBT) 

Another way of receiving representations of independent multi-layer perceptrons is 

to deduce their relationships from their behaviors. Each event model in the proposed 

computational model learns to predict a set of points in a segment. If two segments 

are similar, then it can be expected that two event models trained for those segments 

should make similar predictions, and the degree of similarity between these 

predictions points out the relationship between them.  

In this so-called prediction-based technique, the distance of predictions of 

two event models is compared by the Dynamic Time Warping (DTW) (Giorgino, 

2009; Ney & Ortmanns, 1999). DTW measures the distance between two time-series 

data when their speed varies. For example, it can capture the distance between 

running movements at different speeds. Formally, suppose that 𝑆𝑡1:𝑡2 is predicted by 

𝑀𝑎 and  𝑆𝑡3:𝑡4 is predicted by 𝑀𝑏, the similarity between two segments is computed 

by (5). 

 𝑆𝑖𝑚(𝑆𝑡1:𝑡2, 𝑆𝑡3:𝑡4 )

= 1 − 𝐷𝑇𝑊(𝑀𝑎(𝑆𝑡1:𝑡2), 𝑀𝑏(𝑆𝑡1:𝑡2))

+ 𝐷𝑇𝑊(𝑀𝑏(𝑆𝑡3:𝑡4), 𝑀𝑎(𝑆𝑡3:𝑡4)) 

(5) 
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2.3.3.3  Procedure 

Upon training the computational model for the fine-grained and coarse-grained 

segmentation of the normal video, event segments were extracted with the help of 

event boundary judgments of a computational model. Each event segment was coded 

by its event model and its order on the sequence. For example, if the segment is 

predicted by an event model named five and the third segment the model predicts, 

the segment is named as 5-3. After then, HBT and PBT were applied to find 

similarities between detected event segments. 

On the other hand, for the HBT, a neural network model was trained to 

categorize timesteps represented by a given window. Event categories were 

represented by using the one-hot encoding technique. Hyperparameters decided for 

the neural network were given in Table B2 (Appendix B). After the neural network 

model was fully trained, its activations for respective frames were received and 

averaged to represent event segments. Two similarity matrices and latent 

representations were created for HBT with t-SNE and HBT with PCA by these 

representations.  

As a baseline to evaluate proposed representation discovery techniques, two 

other similarity matrices were produced. Those baselines were named DTW on 

trajectories and DTW on change. They were the same with the PBT, except the 

former compared trajectories based on their actual trajectories, and the latter assessed 

their similarities using their changes in time. 

 

2.3.3.4  Initial results 

The computational model generated 87 fine-grained events and 18 coarse-grained 

event segments for the normal video in the event segmentation phase. Fine-grained 
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event segments were represented by 33 unique events, whereas coarse-grained event 

segments were represented by eight unique events.  

 Two neural network models were trained for mapping sensory inputs to 

events. Note that event labels were extracted by the event segmentation algorithm 

and not taken from the ground-truth data. Accuracies and losses for neural networks 

mapping fine-grained and coarse-grained event segments through epochs are given in 

Figure 13. Accuracies reached .95 and .93 in the mapping of coarse-grained and fine-

grained event segments to respective sensory information. Here, an additional 

validation dataset was not used since the model was developed for analysis. Pearson 

correlation coefficients of proposed techniques and baselines were given in 

Appendix H. 

 

 

Figure 13  Accuracy scores and losses of hierarchical models 

Accuracy scores and losses of the hierarchical model mapping sensory inputs to 

event models extracted from the computational model of event segmentation are 

given. It can be seen from the figures that hierarchical models successfully learned 

connecting sensory information to their respective events determined by the 

computational model. 

 

2.3.4  Psychological experiments of event representations 

An online psychological experiment including pairwise similarity judgments of 

events was designed to assess representation discovery techniques and discover 

whether similarity matrices created by HBT and PBT are meaningful. Psychological 
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experiments were designed by Psychopy3 (Peirce et al., 2019), and online 

experiments were conducted via Pavlovia. 

 

2.3.4.1  Dataset preparation 

Receiving the segmentation decisions of the computational model for the normal 

video, identified fine-grained and coarse-grained segments were extracted as 

different videos representing events. Since the current experiment was based on 

pairwise comparisons of videos, the number of segments was vital as it determined 

possible comparisons. The number of event segments extracted by the computational 

model in fine-grained segmentation was 87 and in coarse-grained segmentation was 

18. Extreme event segments were selected for psychological experiments because 

using this many videos would have been unfeasible (for fine-grained 7569 and for-

coarse grained 324 comparisons).  

To find event segments to be used in psychological experiments, cumulative 

distances of each event segment with other event segments were calculated. For 

detecting fine-grained event segments, event segments in minimum 5% or maximum 

5% were considered extreme. For coarse-grained event segments, event segments in 

minimum 25% or maximum 25% were considered extreme as the number of coarse-

grained segments was considerably less than fine-grained segments. The exact 

process was applied for three techniques as they generated different distances (HBT 

with PCA, HBT with t-SNE, and PBT). This procedure resulted in 21 videos for fine-

grained and 12 videos for coarse-grained segmentation and reduced the required 

comparison to 444 comparisons for fine-grained and 144 comparisons for coarse-

grained event segments. Since the number of comparisons to be made is still huge, a 

sampling schema -explained in the procedure section- was used. 
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2.3.4.2  Participants 

Forty-two participants (32 female, mean age 21) were recruited for the study from 

the Research Participation System of Boğaziçi University. Participants were mostly 

university students, did not have a problem with vision, and received 0.5 course 

credit and a chance for the 150 Turkish liras Amazon gift voucher lottery. 

Anonymity and confidentiality of participants were established by separating any 

possible information having personal references from required experimental data for 

analysis after the experiment was completed. Since participants were native speakers 

of Turkish, all experimental materials from informed consent to experimental 

instructions were prepared in this language. The study was consistent with the 

requirements of research ethics and confirmed by the Boğaziçi University Ethics 

Coordinating Committee (see Appendix A). 

 

2.3.4.3  Procedure 

The procedure until the entrance of the experiment was the same as the previous 

experiment. Each participant judged the degree of similarity between videos of fine-

grained events and coarse-grained events separately. For each participant, seven fine-

grained and four coarse-grained event videos were sampled. Each participant made 

49 comparisons for fine-grained and 16 comparisons for coarse-grained events as 

different blocks, and their order was counterbalanced. 

Participants were shown two videos side-by-side and had a chance to play 

videos by K and L for left and right, respectively. With the help of a continuous 

ranking slide at the bottom of the screen, they reported the degree of similarity they 

perceived and passed the other pair of events by pressing the space button. This 
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would give them a chance to check one more time to make sure of their similarity 

judgments (see Figure 14). Participants were asked to rate two sentences at the end of 

two blocks: (i) I thought that movements of points express certain human behaviors 

(walking, eating, or jumping, etc.), and (ii) I had a hard time comparing human 

movements in terms of similarities. 

 

 

Figure 14  The screen of participants during event similarity experiments 

At the above part of the figure, it is noted that “Please rate two videos according to 

their similarities. You can use K to watch the video at the left, L to watch the video 

at the right. You can use the scale for deciding and press the space button to record 

your decision.” The scale has the following ratings in order: completely different, a 

little similar, look alike, look very similar, completely identical. 

 

2.3.4.4  Results 

Upon completing the experiment, participants' subjective ratings about the task 

difficulty and action identification were assessed. The former could show whether 

similarity is a meaningful metric held between events, and the latter informed about 

the reliability of the experiment (Figure 15). Figure 15A illustrates that participants 
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sometimes had a hard time comparing actions to one another. On the other hand, 

Figure 15B shows that they detected and understood actions expressed by PLDs. 

 

 

Figure 15  Subjective ratings for task difficulty and action identification success  

(A) shows the degree of task difficulty. The mean is at approximately 2.5, which 

overlaps with “I had a hard time sometimes comparing human movements in terms 

of similarities.” (B) demonstrates that participants understand the underlying actions 

represented by PLDs. Error bars represent standard deviations (+/- SD).  

 

Participants' subjective similarity ratings were averaged out to receive the group 

similarity decisions. One of the most important features of similarity is that it is 

transitive. The order of comparison should not affect the judgments of raters. In other 

words, the similarity between events a and b should be the same as events b and a. 

Upper right and lower left side of similarity matrices were compared to one another 

to check this property. Two diagonal parts of fine-grained (r = .958, p = .000) and 

coarse-grained event similarity matrices (r = .960, p = .000) were correlated 

significantly. It can be concluded that transitivity as a feature was held in similarity 

judgments. For applying statistical tools such as multidimensional scaling and 

hierarchical segmentation to a given matrix, the matrix should be symmetric, 

meaning that two diagonal parts should include the same values. For this reason, two 
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diagonal parts of two matrices were averaged out, and diagonals of similarity 

matrices were determined to be 1. 

Similar to the idea employed in the event segmentation experiments, one can 

receive performances of individual participants with respect to group decisions. The 

performance distributions of participants could be achieved by computing the 

Pearson correlation coefficient between each participant and the group. This type of 

investigation (1) revealed correlation distributions of participants, and (2) provided a 

chance for comparing similarity judgments of the proposed computational model 

with participants. Results revealed that the mean Pearson correlation coefficients of 

participants were .90 and .92 for fine-grained and coarse-grained event segments, 

respectively. Despite the report of participants in task difficulty, their correlations to 

the group were high. 

Remember two techniques, namely HBT (Hierarchy-Based Technique) and 

PBT (Prediction-Based Technique), suggested for representation discovery from the 

proposed computational model. While the former had two results extracted by PCA 

and t-SNE, the latter involved comparing sensory predictions by DTW. Figure 16 

displays correlations of proposed similarity techniques and baselines with group 

decisions for fine-grained and coarse-grained event segments. For fine-grained and 

coarse-grained events, similarity scores were .435 and .614 in HBT with t-SNE, .12 

and .359 in HBT with PCA, .128 and .393 in DTW on predicted trajectories, .259 

and .422 in DTW on real trajectories, and .149 and .405 in DTW on change.  

The correlation scores of HBT with t-SNE were better than other techniques 

and baselines. Statistical tests revealed that correlation score of HBT with t-SNE (r = 

.435) was significantly higher than DTW on real trajectories (r = .259) for fine-

grained units, (z = 2.973, p =.001). The same also applied for coarse-grained units 
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where HBT with t-SNE (r = .614) was significantly higher than DTW on real 

trajectories (r = .422), (z = 1.32, p = .012). Results indicated that forming internal 

representations from neural network activations using t-SNE yielded better results 

than other techniques, including baselines receiving the real data, in approximating 

human mental event representations. Apart from HBT with t-SNE, PBT with DTW 

exploiting predictions of event models reached a similar score with DTW on change 

in fine-grained and coarse-grained segmentation, implying that event models 

approximated ground-truth data properly. 

 

 

Figure 16  Correlations of representation discovery techniques and baselines 

The figure shows Pearson correlation coefficients computed for assessing the 

relationship between similarity judgments of representation discovery techniques and 

humans for selected fine-grained and coarse-grained event segments. The best 

technique was HBT with t-SNE receiving outstanding performance compared to 

baseline models, namely DTW on real trajectories and DTW on change. Even though 

correlation scores were not approximated perfectly, they were comparable to human 

performance, especially for coarse-grained event segments. 
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So far, these results overall have shown that (1) people are capable of judging 

similarities between events, and (2) this property validated the proposed 

computational model. Similarity judgments can be converted to internal 

representations using self-organizing maps (SOM) (Kohonen, 1990), which is an 

unsupervised dimensionality reduction technique that can generate spatially 

organized internal representations. It can discover the semantic relationship between 

represented units by preserving the topological relationship between them. For this 

reason, self-organizing maps were used to extract meaningful representations from 

similarity judgments of participants and HBT with t-SNE (for selected 

hyperparameters and training errors, see Appendix I and Appendix J). Internal 

representations of HBT with t-SNE were mapped to participants’ by the orthogonal 

Procrustes method (please look at SciPy orthogonal Procrustes method) 

(Schönemann, 1966). The method does not violate the Euclidian distance between 

represented elements.  

As is mentioned, SOMs extract topological relationships between represented 

units by using neurons lying on a spatial map. As the distance between the two 

represented units increase, their similarities reduce. The resulting two-dimensional 

latent dimensions which represented fine-grained events were given in Figure 17. 

The degree of closeness is expected to represent the degree of semantic similarity. 

One of the first features catching attention is the closeness of representations created 

by the computational model and humans, aligning with the resulting Pearson 

correlation coefficient value (r = .435). In SOM, each neuron represents a possible 

cluster. It can be seen from the figure that event segments represented by two 

systems tend to be represented by the same or neighborhood neurons (look at 10-0 

and 10-1 in Figure 17A, and 7-0 and 7-1 in Figure 17B). Moreover, SOM extracted 
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topological relationships between units. For instance, event segments in Figure 17A 

represent walking, Figure 17B walking and leaning down, Figure 17C a complete 

bending (i.e., crouching down), Figures 17D and 17E various kinds of hand 

movements. Despite this mapping between fine-grained event segment 

representations formed by the two systems, there are several inconsistencies. One 

example is representing the event segment coded as 0-1 (see Figures 17D and 17E). 

The computational model considered 0-1 more similar to 2-0 and 19-0, whereas 

humans thought that it is more like 20-0, as expected. Here the distance of the neuron 

representing 0-1 was very distant from neighborhood neurons, which shows the 

possibility that it was found quite different from the surrounding fine-grained event 

representations. 
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Figure 17  SOM results for fine-grained event representations 

SOM was applied to similarity matrices of ground-truth and HBT with t-SNE for 

fine-grained event segments to extract representations in a two-dimensional map. 

Then, representations of HBT with t-SNE, shown by circles, were mapped to ground-

truth data, shown by rectangles, by the linear orthogonal Procrustes method. The 

same color represents segments extracted from the same event. Event segments, in 

general, are represented by the same or neighborhood neurons (look at 10-0 and 10-

1, 7-0 and 7-1). Moreover, SOM extracted the topology, as expected. For example, 

(A) represents walking, (B) walking and leaning down, (C) a complete bending (i.e., 

crouching down), (D), and (E) various kinds of hand movements. Despite this, there 

are several deviations. For instance (D and E), the computational model considered 

0-1 more similar to 2-0 and 19-0, whereas humans thought it was more like 20-0. 

 

In addition to fine-grained event segments, representations produced for 

coarse-grained event segments were given in Figure 18. Consistent with the degree 
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of correlation scores received (r = .614), locations of representations produced by 

two systems tended to overlap one another (see Figure 18A). In comparison to fine-

grained event segments, coarse-grained event segments are rich such that they 

include diverse movement sequences. For this reason, it is hard to interpret 

topological relationships between segmented coarse-grained event units. For 

example, Figure 18B shows the relationships between three coarse-grained events, 

namely 0-3, 7-0, and 8-0. They are, in general, different event segments sharing 

certain similar movement parts. For example, each of them involves a bending 

movement. The model and humans might spot those similarities in the video. On the 

other hand, Figure 18C shows an interesting difference between the results of the 

computational model and humans. Humans found 2-0 and 2-1 similar; on the other 

hand, the computational model did not find the genuine relationships between 2-0 

and 2-1, even if the same event model predicted them. Here, the difference might be 

because of the behavior of raising both hands together occurring in the event segment 

2-1 but not in 2-0. This shows that humans might naturally expect that raising either 

one or two hands was quite similar; on the other hand, the computational model 

considered 2-0 more like 7-0 shown in Figure 18B. 
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Figure 18  SOM results for coarse-grained event representations 

SOM was applied to similarity matrices of ground-truth and HBT with t-SNE for 

coarse-grained event segments to extract representations. Then, representations of 

HBT with t-SNE, shown by circles, were mapped to ground-truth data, shown by 

rectangles, by the linear orthogonal Procrustes method. The same color represents 

segments extracted from the same event. It is hard to interpret topological 

relationships between segmented coarse-grained event units. (A) shows an instance, 

(B) shows the relationships between three coarse-grained events, namely 0-3, 7-0, 

and 8-0. They share a similar movement, which can be defined as bending. On the 

other hand, (C) shows a divergence between humans and the computational model. 

Humans, but not the computational model, found 2-0 and 2-1 similar, which might 

be due to the behavior of raising both hands together in 2-1 but not in 2-0. This 

deviation shows that humans might naturally think that raising either one or two 

hands should be similar. 
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2.4  Discussion 

In this study, a computational model of event segmentation and learning was 

developed by considering the limitations in the literature. Some studies used stimuli 

having discontinuities (Metcalf & Leake, 2017; Reynolds et al., 2007), some of them 

was not capable of segmentation in varying granularities (Metcalf & Leake, 2017; 

Reynolds et al., 2007), some of them only worked in the context of interaction 

(Gumbsch et al., 2019, 2016, 2017), some of them did not test their model with 

ground-truth data (Gumbsch et al., 2019, 2016, 2017; Reynolds et al., 2007), and to 

best of my knowledge, the only model using human segmentation decision as 

ground-truth data for validation was tested one granularity level (Franklin et al., 

2020).  

In their model (Gumbsch et al., 2017, 2016), each event model is bound to 

one modality, and motor modality plays a role in event formation. These properties 

bring several limitations. For instance, their model cannot capture non-linear 

associations between different modalities and was not extended to passive 

observation (Newtson, 1973), which does not necessitate motor modality activation. 

Limitations in the literature and the model (Gumbsch et al., 2016, 2017) were 

overcome by developing a computational model to produce multimodal segments in 

varying hierarchies in a meaningful and interpretable way.  

One of the first properties of the computational model drawing attention is 

that it received comparable correlation scores with participants. The proposed model 

received .199 and .12 correlation scores for fine-grained and coarse-grained 

segmentation, respectively. Furthermore, as time shifts forward, it received .254 and 

.196 mean correlation scores for fine-grained and coarse-grained segmentation. The 

considerable change in correlation scores as time shifts forward demonstrates that 



 

 67 

one should be cautious in comparing artificial intelligence systems and people as 

they may have different characteristics making a complete comparison hard (Funke 

et al., 2021). In the context of event segmentation, one should consider possible time 

lags that can occur due to other perceptual, motor, or cognitive processes in the 

decisions of humans. Even though this study analyzed the performances of models 

by considering time lags,  it was an approximation. Further research can benefit from 

the dwell-time paradigm that can measure locations of fine-grained and coarse-

grained event boundaries without delay (Hard et al., 2011). Compared to another 

study that tests their model with ground truth data for one granularity level via 

naturalistic videos (Franklin et al., 2020), the point-biserial correlation score of the 

proposed model with respect to ground-truth data were high. The computational 

model of Franklin et al. (2020) received .143 as a point-biserial correlation. Overall, 

these findings demonstrate that the proposed computational model showed a 

considerable improvement over the literature (Franklin et al., 2020) and reached 

human-level event segmentation performance. However, compared to Franklin et al. 

(2020) using naturalistic videos, the current study used PLDs for event 

representation. 

Correlation analyses to uncover the relationship between responses of the 

computational model and sensory change were conducted. When compared to 

absolute sensory change (see Figure 10), it can be inferred that fine-grained 

segmentation decisions of the computational model were driven more by absolute 

sensory change than their coarse-grained segmentation decisions. There was a 

reduction of the effect of the absolute sensory change from fine-grained to coarse-

grained segmentation, as shown in the performances of human observers. In coarse-

grained segmentation, the computational model may have developed a top-down 
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influence regulating its event segmentation decisions. However, this did not point out 

a complete top-down effect seen in human event segmentation decisions. 

Although the proposed computational model did not receive a label on event 

segmentation points people make, it still needed further validation to be a promising 

computational model of event segmentation mimicking human perceptual and 

cognitive processes. One validation standard was testing the computational model for 

another video having less sensory change and comparing whether the computational 

model showed a similar bias to the video with people. In psychological experiments, 

the noisy video received considerably fewer event segmentation decisions. When re-

trained for the noisy video, the computational model did not produce coarser 

segments; instead, it generated more event boundaries because the computational 

model adapted to the rate of change in the video and regulated its threshold values in 

accord with incoming errors. On the other hand, when only tested with the noisy 

video after trained for the normal video, the model did not increase the number of 

event boundaries. The latter approach is more meaningful than the former one as 

people might use incoming priors they developed while segmenting the noisy video. 

Moreover, further analyses showed that the proposed computational model received 

more correlation scores than control models in the noisy video segmentation even 

though its hyperparameters were not explicitly selected for it.  

The second validation standard employed was checking whether the event 

segmentation model captured the similarity relationship between event segments. For 

this aim, an online psychological experiment was conducted to receive similarity 

judgments of people for events, and these judgments were compared with those of 

the computational model. Results revealed that people could assess similarities 

between events and were very reliable in their similarity judgments. Specifically, the 
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mean Pearson correlation score between each participant and the group was .90 and 

.92 for fine-grained and coarse-grained event comparisons, respectively. The 

proposed computational model empowered with a representation discovery 

technique, namely HBT with t-SNE, reached a considerable correlation score with 

humans (.435 and .614 correlation scores for fine and coarse event similarity 

judgments), although it did not achieve human performance. Moreover, received 

correlation scores were higher than baseline models that computed similarities 

between events by ground-truth data (i.e., DTW between real trajectories and change 

trajectories). On the other hand, PBT with DTW received a comparable correlation 

score with DTW on change for both fine-grained and coarse-grained events, which is 

sensible as event models were optimized for capturing change. It should be noted 

that HBT with t-SNE was dependent on the event segmentation performance of the 

proposed model only partially,  namely in receiving labels for timesteps. In contrast, 

PBT with DTW was entirely dependent on predictions of event models and can be 

more proper for validating the event segmentation performance of the model. The 

success of HBT with t-SNE over proposed techniques and baselines in capturing 

event similarity judgments showed the possibility of a hierarchical model binding 

event models at a later phase of the cognitive system. 

Despite this performance, HBT and this study had an importation limitation. 

Compared to static units such as images or words, events unfold in time. They 

consist of rich and diverse sequential information, which requires turning frame-

based representations into event-based representations. In this study, a simple mean 

operation was applied to frame-based representations to extract an event-based 

representation. Despite its simplicity, this operation gives equal importance to each 

frame in representing an event, and therefore in similarity comparison. This may not 
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be the most proper operation as humans remember the first and the end of a sequence 

better than its midpoint, known as the serial position effect (Jonides et al., 2008; 

Murdock, 1962). Also, event boundaries were more informative for an event than 

within-event frames (Baldwin & Pederson, 2016; Kosie & Baldwin, 2019, 2016). 

Despite these limitations and suggested feature directions, the results were quite 

strong since the computational model did not receive ground-truth data. Instead, it 

autonomously captured similarity judgments of people and generated a semantically 

meaningful latent representation space. 

The proposed model has certain shortcomings. Firstly, event models in the 

proposed model are distinct entities used for prediction, even though human 

behaviors are grouped in various clusters. That is, there might be an infinite number 

of versions of taking a step or jumping, and generating a model for each possibility is 

infeasible. In the second part of the study, different events were bound to one another 

in the hierarchical neural network representations. Subsequent research can examine 

how the relationship between event models can be fostered. Secondly, even though 

the proposed model can segment events in varying granularities, it could not capture 

hierarchical relationships between event units and use this information for coarse-

grained segmentation. Although similarities between events were tried to be 

exploited for hierarchical segmentation of events by hierarchical clustering, it was 

not successful. Probably, hierarchical segmentation requires tracking higher-order 

statistical regularities between event units (Franklin et al., 2020; Schapiro, Rogers, 

Cordova, Turk-Browne, & Botvinick, 2013). Schapiro et al. (2013) demonstrated that 

prediction error is not necessary for event segmentation; instead, humans can learn 

temporal regularities between event segments and use these higher-level statistical 

groupings for event segmentation. It is also possible to extend the proposed model in 



 

 71 

this way by learning the temporal regularities between event labels by a hierarchical 

recurrent neural network model.  

Finally, despite being capable of detecting coarse-grained event boundaries, 

the proposed model did not develop a complete top-down effect as participants have 

(compare Figure 6 and Figure 10). Further research could investigate the possibility 

of using a dynamically formed latent representation space in a hierarchical neural 

network that captures relationships between events. Such a latent representation 

space might allow the proposed model to learn new events faster (exploiting already 

trained but similar models) and produce event segments based on already acquired 

knowledge. For the latter, principles of predictive processing can be utilized; namely, 

the relative reliabilities of expectation and sensory information shape what is 

perceived. Different confidence values of the decision in the searching period 

(sensory reliability) and the decision with the latent representation space 

(expectation) can be integrated to maintain harmony between bottom-up and top-

down processes in event segmentation. Compared to data-driven models, the 

proposed model allows for explicit integration of systems and testing predictions of 

the predictive processing framework and the EST together. For example, one can 

extend the proposed model into a time perception model, which can aggregate 

prediction errors for assessing the duration of an event (Basgol, Ayhan, & Ugur, 

2021; Fountas et al., 2020).  

Another limitation of the proposed model is its computational inefficiency. 

The proposed model trains all event models to find the next event model for each 

searching period, which prevents modelers from using data that have a higher 

number of dimensions and developing more complex deep learning models for 

simulating event models. This is why the current study did not test the proposed 
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model in the segmentation of videos displaying natural activities and used PLDs to 

represent human behaviors. However, using PLDs brings certain limitations. For 

example, PLDs cannot represent human-object, human-human interaction, and 

changes related to background information in detail. The dimension of the RGB-

coded images can be reduced by an already trained object identification model such 

as AlexNet (Krizhevsky, Sutskever, & Hinton, 2012) or a dimensionality reduction 

algorithm. In this way, the model can segment natural videos into meaningful parts. 

PLDs were also used as an input to the hierarchical model to maintain the 

correspondence. The hierarchical model used in this study was a plain feed-forward 

neural network discovering the similarities between fine-grained and coarse-grained 

event segments. In the case of using sequences of images (i.e., videos) for 

representing events, convolutional neural networks (CNNs) might be more 

advantageous than purely feed-forward neural networks. It is known that CNNs 

outperform feed-forward neural networks in vision-based tasks (Goodfellow, Bengio, 

& Courville, 2016), and they are utilized for modeling human similarity judgments in 

various domains (Haushofer, Livingstone, & Kanwisher, 2008; Jozwik, Kriegeskorte, 

Storrs, & Mur, 2017). 

In the first part of the thesis, a computational model of event segmentation 

and learning was developed considering the literature. The computational model was 

validated in three ways. Firstly, its segmentation decisions for a sequence of natural 

human activity were evaluated. Secondly, its decisions were compared with those of 

humans when the sensory reliability and the sensory change were reduced. Finally, 

similarity judgments of the computational model were compared with those of 

humans. The proposed model has successfully passed all these validation tests and 

offers an extension to interrelated subjects.  
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The relationship between sensory information and expectation and their 

possible computational relationships were investigated with the help of the 

computational model. The focus was partly on the role of reduced sensory reliability 

in event segmentation. In the next section of this thesis, their complete relationships 

in determining event boundaries were examined through psychological experiments. 
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CHAPTER 3 

PSYCHOLOGICAL EXPERIMENTS ON EVENT BOUNDARY PERCEPTION 

 

A general overview of the content of psychological experiments was explained in the 

introduction. Basically, despite the existence of theoretical knowledge (De Lange et 

al., 2018; O’Reilly, 2013), a computational exploration (Gumbsch et al., 2017), and 

psychological experiments (Hard & Tversky, 2003; Hard et al., 2006; Zacks, 2004), a 

coherent assessment of how the system integrates sensory information and 

expectations in the context of event segmentation needs to be illuminated.  

According to the predictive processing framework, sensory information and 

expectations modulate perception hand in hand with relative reliabilities. The main 

catchphrase to be mentioned is, when the expectation is reliable, the valence of 

prediction errors is reduced. On the other hand, when sensory information is 

unreliable, the valence of the prediction errors is reduced by giving rise to the high 

valence of expectations (Bastos M. et al., 2012; De Lange et al., 2018; Feldman & 

Friston, 2010). This relationship can be interpreted in the context of event 

segmentation to investigate the perception of event boundaries, as the prediction 

error monitoring determines their occurrence. 

Hard et al. (2006; 2003) and Zacks (2004) investigated the effect of reliable 

expectation and unreliable sensory information. Researchers influenced participants' 

expectations either by showing a video multiple times (Hard & Tversky, 2003; Hard 

et al., 2006) or stating that movements in the videos display a purpose (Zacks, 2004). 

Confirming the literature (Graziano et al., 1988; Hard & Tversky, 2003; Hard et al., 

2006; Markus et al., 1985; Newtson, 1973; Wilder, 1978b, 1978a; Zacks, 2004), they 

both found that the effect of familiarity or intention attribution makes the perceived 
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event segments coarser. The reduced valence of the prediction error signals resulting 

from unreliable expectation must have regulated perceived event segmentation in 

these studies. This implies that only one part of the perceptual cycle was studied (the 

effect of expectation reliability on sensory inputs); a coherent picture of the 

relationship between bottom-up and top-down processes in event segmentation 

necessitates examining the relative perceived reliabilities of sensory information and 

expectation. 

From the perspective of predictive processing, reliable expectation down-

grade the valence of prediction errors due to sensory input. People should observe 

less important prediction error signals when having reliable expectations and detect a 

small number of event boundaries (coarse events). In contrast, the unreliable 

expectation should upgrade the valence of prediction errors. When having unreliable 

expectations and not being confident about what they see, people should monitor 

more important prediction error signals and find many event boundaries (finer 

events). Moreover, the interaction between the reliabilities between sensory 

information and expectation should be meaningful. When expectations are reliable 

and sensory information is unreliable, people should perceive down-graded 

prediction error signals, leading to a reduction in the number of perceived event 

boundaries (coarser events). In contrast, when both expectations and sensory 

information are unreliable, people should perceive upgraded prediction error signals, 

increasing the number of perceived event boundaries (finer segments). 

Since the association between bottom-up processing of sensory information 

and top-down influence of expectations are tightly coupled, a flexibly manipulable 

stimulus is required (as in similar studies, Hard et al., 2006; Hard & Tversky, 2003; 

Zacks, 2004). Meanwhile, the stimulus should convey meaningful sequential 
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information when sensory information is unreliable, noisy, and ambiguous. Here, as 

in the previous study, PLDs were utilized as they give outstandingly strong 

biological motion impressions even in the presence of noise (Bertenthal & Pinto, 

1994; Giese & Poggio, 2003; Johansson, 1973; Troje & Basbaum, 2008). Along with 

their suitability for manipulating sensory reliability, they can be used to manipulate 

expectation because of the famous inversion effect, which refers to the disruptive 

effect of inversion on PLDs (Bertenthal & Pinto, 1994). When PLDs are inverted, 

people have difficulty identifying human figures (Bertenthal & Pinto, 1994; Troje & 

Westhoff, 2006), and the disruption in perception remains even when they know that 

the display is inverted (Pavlova & Sokolov, 2003). With their unique properties, 

PLDs allowed for investigating the relative reliability of expectation and noise on the 

perceived event boundaries. 

In unitization-based psychological experiments, four groups of participants 

watched different movies with varying sensory and expectation reliabilities. The 

inversion effect was used to manipulate expectation reliability by showing groups 

either an inverted or not inverted version of PLDs (Bertenthal & Pinto, 1994; Troje 

& Westhoff, 2006). The noise was added to PLDs for impairing the reliability of 

sensory information, which inhibits participants from receiving precise and clear 

information. 

 

3.1  Method 

The experiment had four experimental conditions, namely sensory reliability (normal 

input, noisy input), expectation reliability (inverted, not-inverted displays), event 

granularity (fine-grained and coarse-grained segmentation), and observation order 

(first observation, second observation). The independent variable of the study was 
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the number and location of responses of participants. The experiment was prepared 

in Psychopy3 (Peirce et al., 2019) and conducted on an online platform named 

Pavlovia. 

 

3.1.1  Participants 

One hundred forty-six participants (96 female, mean age 22) were recruited for a 

within-subject design study. Being selected via convenient sampling voluntarily from 

the Research Participation System of Boğaziçi University, participants mainly were 

undergraduate and graduate university students. None of the participants had a 

problem with vision. Other details were the same as those conducted for receiving 

ground-truth data for event similarity judgments. 

 

3.1.2  Experimental stimulus 

As in the previous experiment, natural human behaviors were taken from the KIT 

Motion-Language Dataset (Plappert et al., 2016). The overall activity includes eight 

behaviors, which were determined to be as rich as possible. Selected behaviors were 

represented in PLDs format using X and Y dimensions of 16 markers (RFHD, 

LFHD, LBHD, RBHD, RSHO, LSHO, RELB, LELB, RWRA, LWRA, RKNE, 

LKNE, RTOE, LTOE, CLAV, STRN). Selected behaviors were added back-to-back 

through interpolating the marker positions. Here, two behaviors were added back-to-

back if the distance between the end of the first and the start of the second behavior 

is the smallest in possible permutations. To control fine-grained segmentation 

decisions of participants, control behaviors that appeared in the video two times 

(51.16-89.33, 203.33-241.66 seconds) were included. The control behavior was the 

same as the one used in the previous experiment of event segmentation. Upon 
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preparing a base movie (6 Hz and 261-second), the movie was altered in several 

ways to manipulate the reliabilities of expectations participants form and sensory 

information videos convey. 

 

3.1.2.1  Manipulating the reliability of sensory information 

In the previous experiment, the sensory information conveyed by points in the 

display was manipulated two ways so that the fine-grained dynamics of behaviors 

were removed with the purpose of making them weak, ambiguous, and noisy (De 

Lange et al., 2018). In the current experiment, the same algorithm with the 

psychological experiment for receiving ground-truth data was used to make videos 

noisy; Gaussian temporal noise was added to data by window (40) and standard 

deviation (10). Even though this type of noise could reduce perceived boundaries in 

the previous experiment, it had the potential to create a confounding variable for 

psychological experiments as it also manipulates the sensory change (Hard et al., 

2011). For this reason, the amount of sensory change shown in reliable and 

unreliable videos was kept the same by a simple algorithm (see APPENDIX F). The 

degree of change for each timestep was quantified as the absolute difference between 

markers in two successive frames. The algorithm changes the locations of two 

markers (CLAV, STRN) through time in the noisy video to match absolute changes 

in normal and noisy videos. While doing so, the algorithm moves markers in a virtual 

box created minimum and maximum values of X and Y dimensions for a particular 

timestep. 

 The resulting video had two effects on the quality of sensory information: the 

removal and the distortion of information. The sensory information was removed by 

Gaussian temporal noise such that the resulting displays lacked subtle and fine 
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dynamics of behaviors. On the other hand, the sensory information was distorted by 

markers (CLAV, STRN), undertaking matching absolute changes between normal 

and noisy videos. Despite this reduction in reliability of sensory information, a 

human figure and some behaviors were still recognizable (expectation), which was 

manipulated by the inversion effect. 

 

3.1.2.2  Manipulating the reliability of expectation 

The brain is a prediction machine generating expectations with the help of the current 

sensory data and mental models. Manipulation of expectation required not changing 

movement features people perceive but influencing their way of seeing the ongoing 

information flow. In order to manipulate the reliability of expectation, we simply 

turned the video upside-down by benefiting from the inversion effect, which disrupts 

human impression (Bertenthal & Pinto, 1994; Pavlova & Sokolov, 2003; Troje & 

Westhoff, 2006). In this way, the reliability of expectations that people have while 

observing the video was manipulated. To interfere with the human impression more, 

a looming operation, which shrinks and grows points in the point-light display (Hunt 

& Halper, 2008), was added for all videos. The algorithm that generates looming for 

each marker can be found in Appendix K. 

 

3.1.2.3  Video generation 

Thirty videos were generated for each between-subject group to avoid possible 

confounding effects, and the video to be watched and segmented by a participant was 

chosen randomly. In each pass of the video creation process, a video involving PLDs 

was generated for each group. Firstly, looming values representing the radiuses of 

each marker in each timestep were generated by the algorithm (see Appendix K). 
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Secondly, change values of normal and noisy videos -prepared by Gaussian temporal 

noise-, matched one another (with the help of the algorithm given in Appendix L). 

Finally, for inverted groups, respective normal and new noisy videos were inverted. 

Therefore, four different movies having the same looming history for their markers 

and the same CLAV and STRN positions were created. The p values and correlation 

scores of Pearson correlation tests between absolute change values of normal and 

created noisy videos were given in Figure 19. The figure shows that p values were 

between .517 and .634 and r values were between .942 and .957. That is, the videos 

shown to participants were nearly the same in terms of absolute sensory change. 

 

 

Figure 19  Pearson correlation tests between normal and noisy videos 

Normal and noisy videos were created for psychological experiments to manipulate 

the sensory reliabilities of displays. Since event segmentation is related to change, its 

distortion might create a confounding variable. For this reason, an algorithm was 

devised for maintaining the exact absolute sensory change between videos. The 

figure shows the Pearson correlation test applied to reveal relationships between 

absolute sensory changes of normal and noisy videos. Each normal video was 

compared with the noisy video resulted from the algorithm. Tests established that 

there was no difference between normal and noisy videos in terms of absolute 

sensory change. Note that p values were between .517 and .634, whereas r values 

were between .942 and .957. That is, the two videos had the nearly same amount of 

absolute sensory change. Error bars represent +/- SD. 
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3.1.3  Procedure 

The entrance of the experiment until the experimental instructions was the same as 

the one in the previous experiment. Each participant was randomly assigned to one 

of the four groups (sensory reliability and expectation reliability). The experiment 

started with the instruction of the segmentation granularity condition, asking 

participants to segment the video into either the shortest, natural, and meaningful or 

the longest, natural, and meaningful events by pressing the space button. The level of 

event granularity was counterbalanced. Participants were observed and segmented 

the video two times for each level of granularity. Throughout the paper, these 

observations were coded for maintaining simplicity, such as Fine 1, Fine 2, Coarse 1, 

and Coarse 2. 

After the segmentation of movies in one hierarchy, participants were shown a 

two-choice question asking, “Which way did you segment the video you have seen?” 

with two possible answers “the shortest, meaningful and natural way” and “the 

longest, meaningful and natural way.” This question was named the attention 

question. After then, they were received open questions such as (i), please describe 

what you have seen from the videos shown during the experiment, (ii) have you ever 

seen similar images to those you have shown in the videos, and (iii) please mention 

your comments and impressions about the experiment. Following open questions, 

they ranked two expressions in a subjective rating scale (1-5) in accord to their 

perception: (i) I thought that movements of points express a human figure, and (ii) I 

thought that movements of points express certain human behaviors (walking, eating, 

or jumping). Finally, participants were requested to write their emails to be 

considered for the Amazon gift voucher lottery.  
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3.2  Results 

Specific measures were adopted for maintaining the data quality. First of all, 

attention was paid to the participants' reports about whether the video they watched 

was frozen or not. Secondly, participants’ answers to attention questions were 

examined to find out whether participants attended the experiment. Thirdly, 

intragroup correlations were calculated to find out diverging event segmentation 

decisions. Fourthly, correlations of participants to their responses (interparticipant 

correlations) were calculated to detect unstable segmentation decisions. Finally, 

outliers were detected. All reliability analyses except the freezing problem were 

performed based on observations because all reliability measures assessed the 

participants' reliability for a particular observation (Fine 1, Fine 2, Coarse 1, Coarse 

2). 

 

3.2.1  Reliability analyses 

According to reports of participants, 22 participants had experienced a stuck while 

watching videos. Firstly, their answers were excluded from the analysis (88 

observations in total).  Secondly, observations that did not receive correct attention 

answers were detected. It turned out that 45 observations were received wrong 

answers, which were excluded from analyses. Thirdly, intragroup correlations were 

calculated to find out diverging participants. An event breakpoint histogram was 

computed for each group, and the group members' correlations were calculated with 

the group by a point-biserial correlation test. The correlation coefficients of 

participants to their groups were given in Appendix M. Twenty-eight observations 

receiving low correlation scores (r < .1) were excluded from the analysis. Fourthly, 

correlations of participants' decisions with their own decisions were calculated (like 
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the procedure explained in 2.2.1.5), which yielded no reliability problems. Finally, 

11 observations were determined to be outliers (z > 2.98). These processes overall 

resulted in 172 observation exclusions (see Appendix N). 

 

3.2.2  Hypothesis testing 

Initially, to investigate whether the manipulation expectation worked, participants’ 

rankings on the human impression and human figure ratings were investigated (see 

Figure 20). Two-way ANOVA analysis revealed that there were main effects of 

expectation (F(1, 414) = 34.16, p = .000, η2 = .076) and of sensory reliability (F(1, 

414) = 35.22, p = .000, η2 = .078) on the degree that participants have seen a human 

figure. Specifically, Tukey post hoc tests revealed that the mean of the not-inverted 

group was significantly greater than that of the inverted (difference = 0.747, t = 5.59, 

p = .001, r = .264). On the other hand, the mean of noisy group was significantly less 

than the normal group (difference = -0.757, t = -5.68, p = .001, r = -.2685). That is, 

both observing noisy and inverted displays hinder participants from seeing a human 

figure. Similarly, another two-way ANOVA analysis revealed that there were main 

effects of expectation (F(1, 414) = 84.51, p = .000, η2 = .169) and of sensory 

reliability (F(1, 414) = 25.18, p = .000, η2 = .057) on the degree that participants 

have seen human behaviors. Particularly, Tukey post hoc tests further showed that 

the mean of the not-inverted group was significantly greater than that of the inverted 

(difference = 1.085, t = 8.92, p = .001, r = .4). On the other hand, the mean of noisy 

group was significantly less than the normal group (difference = -0.587, t = -4.54, p 

= .001, r = -.217). This means that both observing noisy and inverted displays hinder 

participants from seeing particular human behaviors such as walking, jumping, and 

eating. The primary aim of the study was to manipulate human impressions by the 
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inversion of PLDs. However, it turned out that noisy video disturbed participants' 

expectations, which should be paid attention to throughout analyses. 

 

 

Figure 20  Participants’ reports on perceived human figures and behaviors 

After the experiment, participants were asked to rate two questions to understand 

whether manipulations worked. While the left figure shows ratings of participants for 

“I thought that movements of points express a human figure,” the figure at the right 

displays their ratings for “I thought that movements of points express certain human 

behaviors (walking, eating, or jumping, etc.).” Error bars represent +/- SEM. 

 

Here, the effects of variables on the number of responses were analyzed. 

Four-way between-subject ANOVA (due to excluded data) on the effects of 

reliability of expectation, reliability of sensory information, segmentation 

granularity, and segmentation order on the number of responses was analyzed. 

Results revealed only the main effect of segmentation granularity (F(1, 414) = 97.89, 

p = .000, η2 = .19) (see Figure 21). Tukey post hoc test showed that the mean number 

of responses in coarse-grained segmentation was significantly lower than that of fine-

grained segmentation (difference = -25.17, t = -10.00, p = .001, r = -.44). 
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Figure 21  Number of responses in psychological experiments 

The figure shows the responses of participants in different groups. The two figures at 

the top show responses for the normal video, whereas the two figures at the bottom 

display responses for the noisy video. Fine-grained segmentation responses are given 

at the left, whereas coarse-grained segmentation responses are given at the right side 

of the figure. Blue and orange colors are used for displaying the number of responses 

in inverted and not-inverted displays, respectively. Responses of participants 

revealed that there were no significant differences between groups apart from the 

segmentation granularity. Error bars indicate the standard errors of the mean (+/- 

SEM). 

 

Analyses showed no significant effect of the reliability of sensory 

information and expectation on the number of responses. High SEMs seemed to 

hinder discovering a significant relationship between variables. The main effects of 

sensory reliability and expectation on the number of event boundaries were shown in 

Figure 22. 
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Figure 22  Effects of experimental variables on the number of responses 

The figure illustrates the effects of experimental conditions on the number of 

responses produced by participants. (A) shows the effect of display inversion, 

whereas (B) displays sensory reliability on the responses. Trends were not as 

expected except that of coarse-grained segmentation in the display inversion. In line 

with the literature, participants tended to produce more segments when displays were 

inverted (i.e., dissimilar to already known). Nevertheless, one should be cautious 

since interactions were not statistically significant. Error bars indicate the standard 

errors of the mean (+/- SEM). 

 

Figure 22B demonstrates that there was little or no effect of sensory 

reliability on the number of responses; on the other hand, Figure 22A shows that 

there might be an insignificant but considerable effect of segmentation order in fine-

grained segmentation of not-inverted displays. The t-test revealed that participants 

did not perceive significantly greater fine-grained event boundaries in not-inverted 

displays in the first observation (M = 33.13, SEM = 2.80) than in the second 

observation (M = 42.83, SEM = 5.39), t(100) = -1.59, p = .115, d = .32. Nonetheless, 

the effect size, Cohen’s d, was between small and medium (Cohen, 2013). Another t-

test was applied to find out the effect of display inversion on coarse-grained 

segmentation. When displays not-inverted (M = 12.28, SEM = 1.03), although 

participants did not perceive significantly less coarse-grained event boundaries than 
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when displays were inverted (M = 14.39, SEM = 1.02), t(198) = -1.44, p = .149, d = 

.20, the test had a small effect size (Cohen, 2013). 

 

3.3  Discussion 

In psychological experiments, extracted hypotheses from the literature were not 

confirmed. The only statistically significant effect was due to segmentation 

granularity, which refers to segmenting videos into either fine-grained or coarse-

grained events. Neither the main effect of reliability of expectation nor sensory 

reliability could be found. Also, their interactions were not significant. This was 

partly because of high SEMs due to the high standard deviations observed in the 

responses of groups. Subsequent tests showed a small-to-moderate effect size in two-

times fine-grained segmentation of not-inverted displays and the inversion of coarse-

grained segmentation. These effects were in line with the literature, claiming that 

top-down influence of prior knowledge and expectation made perceived event 

segments coarser  (Graziano et al., 1988; Hard & Tversky, 2003; Hard et al., 2006; 

Markus et al., 1985; Newtson, 1973; Wilder, 1978b, 1978a; Zacks, 2004). However, 

the results were inconclusive and did not provide evidence for the hypotheses formed 

in the study. 

 One of the first limitations of the current study was high SEMs due to high 

standard deviations seen in groups' responses. There might be several reasons for 

high standard deviations. One reason might be task difficulty which participants 

complained about. For example, several participants commented that they thought 

they did not understand the task well. Some thought that the task was difficult as they 

were expected to segment a video having a meaning (i.e., inverted displays). Besides 

these problems, although event segmentation boundaries detected by participants 
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share certain similarities and are correlated to one another, it was observed that the 

number of perceived event boundaries is prone to individual variability. High 

individual variability might conceal the effects of manipulated variables, namely 

expectation and sensory reliability. Subsequent research could devise an experiment 

as a within-subject design to overcome this problem. Another source of individual 

variability might be the ambiguous definition of fine-grained and coarse-grained 

events. The current study did not train participants to stay away from shaping their 

decisions but devise more than one observation for each segmentation condition as a 

practice phase. Future research can try to find a way to clarify the meaning of fine-

grained and coarse-grained segmentation for participants without shaping their 

decisions. Finally, another reason might be, despite methods employed, poor data 

reliability, preventing the study from finding an accurate picture of the population. 

Subsequent research can devise a similar experiment in the laboratory environment 

by paying attention to the problems mentioned.
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CHAPTER 4 

GENERAL DISCUSSION AND CONCLUSION 

 

In this study, two sides of the perceptual cycle determining locations of event 

boundaries were examined. In the first part, a predictive processing-based self-

supervised computational model of event segmentation and learning was developed, 

and the computational model was validated in three experimental settings with a 

significant improvement over the literature. Experiments showed that the reduced 

change and sensory reliability make segmented events coarser. A not one-to-one but 

comparable bias was observed in decisions of the computational model. Further, it 

was shown that the proposed computational model could extract relationships 

between events in a meaningful way. In the second part, two sides of the perceptual 

cycle were manipulated according to the principles of predictive processing, 

assuming the role of reliabilities (confidences) of sensory information and 

expectation in perceptual formation. Despite the efforts, evidence could not be found 

for the hypotheses put forward, except small-to-medium effect sizes pointing out the 

effect of expectation reliability on event boundary detection. Further research should 

search for other opportunities of manipulating two sides of the perceptual cycle by 

benefiting from the experience gained in this study. 

 Segmentation is an efficient strategy of the perceptual system that minimizes 

the dimensionality of continuous information flow by turning them into a set of 

discrete spatio-temporal objects. Although this strategy seems straightforward, it is 

regulated by complex interrelated perceptual and cognitive mechanisms and requires 

the combination of incoming sensory information and existing knowledge. Exploring 

the mechanism behind this strategy and its perceptual and cognitive underpinnings 
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may illuminate how organisms organize and use the information for adapting to 

complex environments. 
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APPENDIX A 

ETHICS COMMITTEE APPROVAL 
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APPENDIX B 

HYPERPARAMETERS OF COMPUTATIONAL MODELS 

 

Table B1. Hyperparameters of the Computational Model 

Parameters Fine-grained Coarse-grained 

Event threshold (φ) 1.25 2.5 

Error window (𝑤) 10 30 

Number of timesteps (𝑛) 5 15 

Rehearsal 100 100 

Replay 2000 2000 

Number of epochs 10 10 

Memory range 1 1 

Activations functions Relu Relu 

Optimizer Adam Adam 

Learning rate 0.0001 0.0001 

Batch size 12 12 

Hidden layers (256, 128, 64, 64) (512, 256, 128, 128) 

 

Table B2. Hyperparameters of the Neural Network Trained for HBT 

Parameters 

Optimizer Adam 

Learning rate 0.005 

Number of epochs 500 

Activations functions Relu 

Batch size 64 

Hidden layers (2048, 1024, 512, 256) 
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APPENDIX C 

A SIMPLE SEQUENCE SEGMENTATION 

 

 

The utilization of predictive error signals of the computational model: 

 

The segmentation results were produced by the model. The segmented behavior was 

defined in the dataset as "A person repeatedly picks something up from the floor and 

holds the object high above." The first and second figures show X and Y coordinates 

of dots in PLDs, respectively. The third figure shows timesteps when the model 

enters the search period by red lines and events by colors. The color change in the 

third figure shows the event boundary locations at which an event transition occurs. 

Finally, the fourth figure displays the surprise threshold and prediction error by red 

and blue colors, respectively, for each timestep. In short, the model enters the search 

period when the error received by the current event model exceeds its threshold value 

and replaces the current event model with a suitable one if necessary. 
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APPENDIX D 

EVENT BOUNDARY HISTOGRAMS FOR THE NORMAL VIDEO 

 

 

Event boundary histograms produced for the normal video: 

 

(A) and (B) shows the X and Y trajectories of the normal video. (C) displays event 

boundary histograms with 1-second bin size computed to reveal participants' 

response probabilities as a function of time for fine-grained and coarse-grained 

segmentation levels and (D) does the same for computational models. (E) represents 

the absolute sensory change as a function of time in the normal video.  
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APPENDIX E 

EVENT BOUNDARY HISTOGRAMS FOR THE NOISY VIDEO 

 

 

Event boundary histograms produced for the noisy video: 

 

(A) and (B) shows the X and Y trajectories of the noisy video. (C) displays event 

boundary histograms with 1-second bin size computed to reveal participants' 

response probabilities as a function of time for fine-grained and coarse-grained 

segmentation levels and (D) does the same for computational models. (E) represents 

the absolute sensory change as a function of time in the noisy video. 
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APPENDIX F 

CONTROL ANALYSES FOR THE NORMAL VIDEO SEGMENTATION 

 

 

Time-dependent performances of the computational model for the normal video 

when interpolation points were removed: 

 

(A) shows interpolated trajectories where coarser behavioral units were added to one 

other. Responses on these points were excluded from analyses. (B) and (C) show 

fine-grained and coarse-grained segmentation correlations. Point-biserial correlations 

were calculated between event boundary histograms as ground-truth and models’ 

event boundary decisions. Event boundary decisions of models were shifted forward 

in time to reveal time-dependent correlations. Statistical tests revealed that 

performances of the model were not differed significantly for fine-grained (rnormal = 
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.199, rcontrol = .171, z = 0.335, p = .737, two-tailed) and coarse-grained segmentation 

(rnormal = .12, rcontrol = .06, z = 0.699, p = .484, two-tailed), when there was no time 

shift. 
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APPENDIX G 

CONTROL ANALYSES FOR THE NOISY VIDEO SEGMENTATION 

 

 

Time-dependent performances of the computational model for the noisy video when 

interpolation points were removed: 

 

(A) shows interpolated trajectories and (B, C, D, E) show control analyses. Point-

biserial correlations were calculated between boundary histograms as ground-truth 
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and models’ boundary decisions shifted forward in time. Note that points refer to 

mean values, and fields represent SEMs. Note that hyperparameters of the model 

were not selected for the noisy video. 
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APPENDIX H 

CORRELATIONS OF REPRESENTATION DISCOVERY TECHNIQUES 
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APPENDIX I 

HYPERPARAMETERS OF SELF-ORGANIZING MAPS 

 

Table 3. Hyperparameters of Self-Organizing Maps 

Parameters Fine-grained Events Coarse-grained Events 

Neurons (4, 5) (4, 4) 

Sigma (Radius) 0.6 0.6 

Learning rate 1 1 

Topology Hexagonal Hexagonal 

Neighborhood Function Gaussian Gaussian 
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APPENDIX J 

TRAINING OF SELF-ORGANIZING MAPS 

 

 

Training performances of self-organizing maps: 

 

Quantization errors representing the difference between data and its representation 

on a self-organizing network. It can be seen from figures that trained self-organizing 

maps learned to represent data gradually. 
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APPENDIX K 

PSEUDOCODE FOR LOOMING OPERATION 
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APPENDIX L 

PSEUDOCODE FOR MATCHING CHANGES 
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APPENDIX M 

INTRAGROUP CORRELATIONS IN PSYCHOLOGICAL EXPERIMENTS 
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APPENDIX N 

DATA EXCLUSIONS 

 

Sensory 

Reliability 
Expectation 

Event 

Granularity 

Collected 

Data 

Experiment 

Stuck Check 

Attention 

Question 

Intragroup 

Correlations 
Outliers 

Remaining 

Data 

Noisy Not-inverted Coarse 1 34 7 3 0 1 23 

Noisy Not-inverted Coarse 2 34 7 2 2 1 23 

Noisy Not-inverted Fine 1 34 7 3 1 1 23 

Noisy Not-inverted Fine 2 34 7 2 0 1 24 

Noisy Inverted Coarse 1 36 5 4 2 0 25 

Noisy Inverted Coarse 2 36 5 2 3 0 26 

Noisy Inverted Fine 1 36 5 4 1 1 25 

Noisy Inverted Fine 2 36 5 0 0 1 30 

Normal Not-inverted Coarse 1 37 6 5 3 1 22 

Normal Not-inverted Coarse 2 37 6 1 3 1 26 

Normal Not-inverted Fine 1 37 6 1 1 0 29 

Normal Not-inverted Fine 2 37 6 1 4 0 26 

Normal Inverted Coarse 1 39 4 9 2 1 24 

Normal Inverted Coarse 2 39 4 1 2 1 31 

Normal Inverted Fine 1 39 4 6 1 1 27 

Normal Inverted Fine 2 39 4 1 3 0 31 

   584 88 45 28 11 415 

 

Data exclusions: 

 

Data removal because of techniques employed for maintaining data reliability 
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