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Bu tez calismasinda; Gediz ovasi bolgesinde yetistirilen yaz donemine ait tarim
tirtinlerinin, Sentinel-1 SAR ¢ok zamanli uydu goriintiileri kullanilarak siniflandirmasi
icin makine Ogrenme algoritmalar1 kullanilmis ve karsilastirmalart yapilmastir.
Siniflandirmada, Asir1 Gradyan Arttirma (XGBoost) ve Rastgele Orman (RO)
algoritmalar1 kullanilmistir. Goriintli olarak, 2017 yili yaz tarim dirlinlerinin {iretim
donemlerini kapsayan 10 Nisan, 3 May1s, 2 Haziran, 2 Temmuz, 1 Agustos, 7 Eyliil, 10
Ekim ve 16 Kasim 2017 tarihlerine ait 8 adet Sentinel-1 SAR uydu goriintiisii se¢ilmistir.
Sentinel-1 SAR uydu goriintiileri bantlarina ek olarak; DY (Diisey-Yatay)/DD (Diisey-
Diisey) Orani, Karsitlik (Kontrast), Homojenlik (Homogeneity), Farklilik (Dissimilarity),
Entropi (Entropy), Acisal Ikinci Moment (Angular Secondary Moment), Ortalama,
Varyans (Variance) ve Korelasyon (Correlation) doku 6zellik bantlar1 da olusturulmus ve
siniflandirma islemine dahil edilmistir. Siiflandirmada, biitiin zaman serisi goriintiileri

ve doku 6zellik bantlar1 kiime olarak kullanilmistir.

Siniflandirma dogrulugunun hesaplanmasi i¢in araziden toplanan yer gergekleri verileri
ve Ciftei Kayit Sistemi (CKS) sistemi verileri referans veri olarak kullanilmistir.

Siiflandirma ile tespit edilen iiriinler bugday, domates, mera, misir, pamuk, iiziim, yonca



ve zeytindir. Referans veriler rastgele olarak yar1 yariya egitim ve test veri setleri

poligonlar1 olarak ayrilmistir.

Elde edilen sonuglara gore, XGBoost algoritmasi genel dogruluk degeri (%83,67) ve K

degeri (0,8059), RO algoritmasi genel dogruluk degeri (%83,55) ve K degerinden
(0,8056), cok diistik oranda da olsa, daha yiiksek ¢ikmustir.

XGBoost algoritmasi ile siniflandirmada iiriin seviyesinde pamuk %99,13 ile en yiiksek
kullanict dogrulugu, %96,59 ile en yiiksek iiretici dogrulugu ve %98,25 ile en yiliksek
dengelenmis dogrulugu saglamistir. RO algoritmast ile siniflandirmada {iriin seviyesinde
yine pamuk; %99,34 ile en yiiksek kullanici dogrulugu, %96,87 ile en yiiksek iiretici
dogrulugu ve %98,40 ile en yiiksek dengelenmis dogrulugu saglamistir.

XGBoost algoritmasi ile siniflandirmada iiriin seviyesinde yonca %23,96 ile en diisiik
kullanict dogrulugu, %10,39 ile en diisiik iretici dogrulugu ve %55,03 ile en diisiik
dengelenmis dogrulugu saglamistir. RO algoritmasi ile siniflandirmada iiriin seviyesinde
yine yonca %25,17 ile en diisiik kullanic1 dogrulugu, %5,74 ile en diisiik iiretici dogrulugu

ve %52,79 ile en diisiik dengelenmis dogrulugu saglamustir.

Anahtar Kelimeler: Asir1 Gradyan Artirma, Rastgele Orman, Doku Ozellikleri Bantlar,
Tarimsal Uriin Tespiti, Sentinel-1 SAR Uydu Gériintiisii,
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ABSTRACT

CROP CLASSIFICATION FROM SENTINEL-1 TIME-SERIES
IMAGES USING EXTREME GRADIENT BOOSTING
ALGORITHM

Serhat CABUK
Master of Science, Department of Geomatics Engineering
Supervisor: Prof. Dr. Mustafa TURKER

February 2021, 92 Pages

In this thesis, machine learning algorithms were used and made comparison to make
classification of summer crop types in Gediz plain by using multitemporal Sentinel-1
SAR satellite images. Extreme Gradient Boosting (XGBoost) and Random Forest (RF)
machine learning algorithms were used in the classification. A series of eight Sentinel-1
SAR images acquired during the crop growth season of 2017 (April 10, May 3, June 2,
August 1, September 7, October 10 and November 16) were selected as the images. In
addition to original bands of Sentinel-1, the VH/VV ratio band, and the computed texture
bands contrast, homogeneity, dissimilarity, entropy, angular second moment, variance,
and correlation were included in the classification operation. All time series images and

texture bands were used as a layer stack in the classification.

To compute classification accuracy, the data collected through field survey and the
farmer’s registry system database were used as reference data. The crop types used in
classification are wheat, tomato, pasture, corn, cotton, wineyard, clover, and olive trees.
The reference dataset was randomly divided into two halves, one half for training and the

other half for validation.

il



Based on the results obtained, the overall accuracy (83.67%) and K value (0.8059) of the

XGBoost algorithm were sligthly higher than the overall accuracy (83.55%) and K value
(0.8056) of the RF algorithm.

At crop type level, cotton provided the highest user’s accuracy of 99.13%, the highest
producer’s accuracy of 96.59%, and the highest balanced accuracy of 98.25% in
classification using the XGBoost algorithm. In classification using the RF algorithm,
again cotton provided the highest user’s accuracy of 99.34%, the highest producer’s
accuracy of 96,87%, and the highest balanced accuracy of 98,40%. On the other hand,
clover provided the lowest user’s accuracy of %23,96, the lowest producer’s accuracy of
%10,39, and the lowest balanced accuracy of %55,03 in classification using the XGBoost
algorithm. In classification using the RF algorithm, again clover provided the lowest
user’s accuracy of %25,17, the lowest producer’s accuracy of %>5,74, and the lowest

balanced accuracy of %52,79.

Keywords: Extreme Gradient Boosting, Random Forest, Texture Feature Bands, Crop

Products, Sentinel-1 SAR Satellite Images,
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1. GIRIS

Tarimsal iiretimin etkili bir sekilde yoOnetilmesi ve izlenmesi ig¢in tarimsal iirlinler
hakkinda istatistik bilgilerin ¢ikarilmasinda tematik haritalama olduk¢ca Onem arz
etmektedir. Yetistirilecek irlinlerin yonetilebilmesi ve karar verilebilmesi i¢in, iirlin
tiirleri ve ekim yapilacak tarimsal arazi hakkinda bilgi sahibi olmak gerekmektedir.
Bunun yaninda, iiretilen mahsullerin kalitesi ve sagligi hakkinda elde edilecek veriler de
siirdiiriilebilir tarimsal iiretim agisindan énem arz etmektedir. Onemli bir veri olan iiriin
tiiri bilgisine ve dolayisiyla tarimsal haritalamaya hizli, ekonomik ve uygulanabilir bir

yaklasim saglayan 6nemli teknolojilerden birisi uzaktan algilama teknolojisidir.

Tarimsal uygulamalar, uzaktan algilamanin en yaygin kullanildig1 alanlardan biridir.
Uydu gorintiilerinden iirlin  tiiri  haritalamasi[1][2][3][4], tarimda izleme ve
degerlendirme ¢aligmalari i¢in mekansal bilgi birikimini arttirmaktadir. Uzaktan algilama
yontemleriyle tarimsal iiriin deseni tespiti ayrica Dbiyokiitle, iirlin verimi,
evapotranspirasyon ve mahsul suyu verimliligi gibi tarimsal ekosistem degiskenlerin

modellenmesini de saglar.

Tarimda uzaktan algilama uygulamalar1 i¢in optik ve SAR uydularinin her ikisi de
kullanilmaktadir[5][6][7][8]. Optik goriintiilerden iiriin tiirli tespitinde pek ¢ok caligma
yapilmasina ve ilerleme kaydedilmesine ragmen bulut ortiisii ve zamansal ¢6ziiniirliik
gibi kisitlamalar nedeniyle istenen tarihlere ait goriintiileri bulmak ve dolayisiyla gerekli
bilgiyi ¢ikarmak her zaman miimkiin olamamaktadir. Optik uydularin aksine, SAR
uydular1 goriintli aliminda kendi enerji kaynaklarini kullanirlar. SAR uydularinin 6nemli
avantajlar1 arasinda hava durumlarindan etkilenmemeleri ve gece giindiiz goriintiilleme

yetenegine sahip olmalar1 yer almaktadir.

Tarmmsal alanlarda {riin tirii tespiti radar-tabanli goriintiilerin yaygin kullanildig
alanlardan birisidir. Ilk ¢alismalardan olan Bush ve Ulaby tarafindan gerceklestirilen
caligmada iirlin tespiti i¢in ¢ok zamanl goriintiler kullanilmis ve Onemi
vurgulanmistir[9]. Hoogeboom tarafindan gerceklestirilen ¢alismada havadan c¢ekilen
SAR goriintiilerinden {iriin tlirleri basarili bir sekilde tespit edilmistir[10]. Bu ilk
caligmalarin yapildigi tarihten itibaren, SAR goriintiilerinden tarimsal iiriin deseni tespiti

icin bir¢ok calisma gergeklestirilmistir[6][11][12][13][14][15][16].

Ucretsiz olarak Avrupa Uzay Ajans1 (ESA)’ndan elde edilebilen Sentinel-1 SAR ve

Sentinel-2 optik uydu verilerinin tarimsal iiriin siniflandirmasindaki kullaniminin son



yillarda yayginlastig1 goriilmektedir[17][18][19][20][21][22]. Sentinel-1 uydular1 1A ve
1B olmak iizere ikiz uydulardan olusmaktadir ve es zamanli uydular olmasi nedeniyle
zamansal ¢oziinidrliikkleri 6 giine kadar diismektedir[5][23]. Yiiksek zamansal
¢Oziiniirliikte hem optik goriintiiler hem de SAR goriintiileri ¢ekebilmesi Sentinel-1 ve -
2 uydularin1 dinamik arazi ortiisiine sahip olan tarim alanlar1 lizerindeki ¢alismalar i¢in
cok degerli veri kaynagi haline getirmistir. Kiiresel tarim alanlarmin énemli bir boliimii
siklikla bulutla kapli oldugu igin, Sentinel-1 SAR goriintiilerinin kullanimi, net optik
gorilintii elde etmenin zor oldugu ya da yeterli sayida goriintiiniin alinamadig1 bolgelerde,
tarimsal iiriin deseni tespiti i¢in ayr1 bir oneme sahiptir. Diger yandan, oldukca dinamik
arazi Ortiistine sahip yillik yetistirilen iiriinlerin uydu goriintiilerinden siiflandiriimasi
genellikle zaman serisi goriintiilerin kullanilmasin1 gerektirmektedir, ¢linkii tek tarihli
gorlntiiler, farkli fenolojik siire¢lere sahip iiriinlerin ayriminda benzer spektral

yansimalarindan dolayi, yeterli basart oramint saglayamamaktadir[9][15][16]

[24][25][26].

Bu calismada, Avrupa Uzay Ajansi tarafindan {icretsiz olarak kullanima sunulan ¢oklu
zamansal Sentinel-1 SAR uydu goriintiilerinden, Asir1 Gradyan Artirma (Extreme
Gradient Boosting-XGBoost) ve Rastgele Orman (Random Forest-RF) makine
ogrenmesi algoritmalar1 kullanilarak tarim parselleri seviyesinde tarimsal yaz {iriinlerinin
tespiti  gerceklestirilmistir. Calisma alan1 olarak, Tiirkiye’nin en verimli tarim
alanlarindan olan Gediz Ovasi’ndan bir alan secilmistir. Uriin gesitliliginin fazla olmas1
ve bir yil igerisinde birden fazla {iriin alinabilmesi nedeniyle Gediz Ovasi, Sentinel-1 SAR
zaman serisi goriintiilerinden {iriin tiirii tespiti i¢in zorlu bir alan olup bu c¢alisma igin
onem arz etmektedir. Siniflandirmada Nisan—Kasim 2017 tarihleri arasinda C-bandinda
(5.6cm) ve cift polarizasyon modundaki (Diisey Diisey-DD ve Diisey Yatay-DY)
Sentinel-1A ve -1B SAR zaman serisi goriintiilerden segilen goriintiiler kullanilmstir.
Gorlinti modu olarak 250 km tarama alani ve 5mx20m uzaysal ¢Oziiniirlige gore
kaydedildigi bir mod olan Interferometrik Genis Alan (IW) modu ve GRD (Ground
Range Detected) formati tercih edilmistir. Gerekli goriintii 6n islemeleri (6rn.,
radyometrik kalibrasyon, speckle filtresi, arazi diizeltmesi, yeniden 0&rnekleme,
projeksiyon sistemi tanimlama) icin SNAP (The Sentinel Application Platform) programi
kullanilmistir. Goriintii siniflandirmast R programi ortaminda Asirt Gradyan Artirma
(XGBoost) ve Rastgele Orman (RO) makine 6grenme algoritmalart kullanilarak

gergeklestirilmistir. Dogruluk analizleri, elde edilen siniflandirma sonuglari ile referans



verilerin (Yer gergekleri verileri ve Tarim ve Orman Bakanligi’ndan temin edilmis Ciftci

Kayit Sistemi (CKS) verileri) karsilastirilmasi suretiyle gerceklestirilmistir.

1.1. Ge¢mis Calismalar

Literatlir aragtirmasi yapildiginda uzaktan algilama yontemleri kullanilarak tarim tirtinleri

tespitinde bir¢ok calisma yapilmistir.

Zhang (vd. 2019) 5 farkli makine 6grenmesini karsilastirdiklar1 ¢alismada XGB ve RO
algoritmalarinin genel dogrulukta yiiksek oldugundan bahsetmistir. Bunun yaninda XGB
algoritmasinin biiyiik veri setleri ile calisirken daha iyi hesaplama yapabildigi ve

kullanisli oldugundan bahsetmistir[27].

Van Tricht vd. 2018 yilinda Belgika’da yaptig1 ¢alismada Sentinel-1 ve Sentinel-2 uydu
goriintiileriyle iki asamal1 siniflandirma uygulamasi yapmistir. ilk asamasinda yerlesim,
tartm alanlari, orman ve hidrografya alanlarini siniflandirmistir. Ikinci asamada ise tarim
alanlarini iirlin seviyesinde siniflandirmistir. Rastgele Orman algoritmasi kullanarak

maksimum dogrulugu %82 orani ile elde etmistir[28].

Alex O.0nojeghuo vd. 2018 yilinda Cin’de yaptig1 ¢alismada Sentinel-1 ve Landsat uydu
goriintiileriyle c¢eltik pirinci tarim {riinli  smiflandirma  uygulamasi  yapmuistir.
Smiflandirmada Rastgele Orman ve Destek Vektor Makineleri algoritmalar
kullanilmistir. Radar ve optik goriintiilerin biitiin olarak kullanildig1 ¢calisma sonucunda
Rastgele Orman algoritmasinin Destek Vektor Makineleri algoritmasina gore daha dogru

ve anlamli sonuglar elde edilmistir[29].

Narin O.G. (vd. 2018) tarafindan Tokat bolgesinde yapilan ¢alismada, Sentinel-2A uydu
gorlntiisii 11, 8, 4 bant kombinasyonu kullanilarak bes adet arazi ortiisii siniflandirmasi
yapilmistir. Siniflandirma i¢in Maksimum Olabilirlik, Yapay Sinir Aglart ve DVM
algoritmalar1 kullanilmigtir. Siniflandirma sonuglarina gére, genel dogruluk Yapay Sinir
Aglan ile %94,62, DVM ile %92,32 ve Maksimum Olabilirlik ile %85,29 olarak
hesaplanmistir[30].

1.2. Radar Goriintiileri ile Yapilan Gecmis Calismalar

Jose Bermudez Castro (vd. 2017) Brezilya’da yaptig1 ¢alismada tropik iklimin oldugu
bolgelerde yillik sulama, tarimi iirlinli yetistirme donemlerinin karisikligina ¢6ziim
bulmak i¢in ¢ok zamanli SAR uydu goriintiilerini kullanarak tarim {iriinii siniflandirmasi

yapmustir. Yapay Sinir Aglart ve otomatik kodlayici derin 6grenme tekniklerini



kullanmistir. En iyi dogrulugu egitimli ve ¢ok zamanli uygulamasi ile yapay sinir aglar

ile elde etmistir[31].

Kumari (vd. 2019) Hindistan’da yaptig1 calismada soya fasulyesi tarim iiriinii
siniflandirma uygulamasi i¢in 11 adet ¢cok zamanli Sentinel-1 SAR uygu goriintiilerini
kullanmistir. Siniflandirma uygulamasinda kural bazli siniflandirici ve destek vektor
makineleri algoritmasini kullanmistir. En iyi Genel Dogrulugu %383,1 ve kappa degeri

0,74 ile Destek Vektor Makineleri algoritmasi vermistir[32].

Niculescu (vd. 2018) Romanya’da yaptig1 calismada ¢ok zamanli Sentinel-1 goriintiilerini
kullanarak sahil boélgesinde tarim {irlinleri siniflandirma uygulamasi yapmuistir.
Uygulamada Gegitli Tekrarlayan Birimler derin 6grenme ve Rastgele Orman makine
O0grenme algoritmalarini kullanmis ve karsilagtirmistir. Sonug olarak genel dogruluk goz
oniinde bulunduruldugunda derin 6grenme algoritmasinin makine 6grenme algoritmasina

gore daha iyi sonuglar verdigini tespit etmistir[33].

Sahu (vd. 2018) Hindistan’da yaptig1 calismada Sentinel-1 SAR uydu goriintiilerini
kullanarak meyve bahgelerinin 5 farkli 6zellikte meyvenin siniflandirmasini yapmaistir.
Yapilan ¢alismada 3 farkli smiflandirma uygulamasi sirasiyla sunlardir; En Yakin
Komsuluk, Karar Agac1 ve Rastgele Orman algoritmasidir. Yapilan siniflandirma
sonuclarina gore en biiyiik dogruluk %81,09 ile En Yakin Komsuluk siniflandirmasiyla
elde edilmistir[34].

Robertson (vd. 2019) Kanada’da yaptig1 ¢alismada Diinya ¢apinda 12 farkli bolgede 3
adet se¢ilen tarim iirliniinii ( Misir, Soya Fasulyesi, Bugday) 28 farkli calisma alaninda
RADARSAT-2 ve Sentinel-1 uydu goriintiilerini kullanarak siniflandirmasini yapmaistir.
Smiflandirma igin Karar Agact ve Rastgele Orman algoritmalar1 kullanilmistir.
Istatistiksel sonuglara bakildiginda biitiin bdlgeler i¢in Rastgele Orman algoritmasinin
Karar Agaci algoritmasina gore daha yliksek genel dogruluga sahip oldugu tespit
edilmistir. En yiiksek sonug ise Amerika Birlesik Devletleri lowa eyaletindeki ¢alisma
alaninda 9%96,2 genel dogrulukla tespit edilmistir. Ayni bolgede Karar Agaci
algoritmasinin dogrulugu ise %95,6 olarak kaydedilmistir[35].

Sentinel-1 SAR ¢ok zamanl goriintiileri kullanilarak XGB makine 6grenme algoritmasini
Dobrinic (vd. 2020) kullanarak yaptig1 calismada piksel seviyesinde siniflandirma

sonuclarinin iyi seviyede oldugu goriilmiistiir[36].



Gasparovic ve Dobrinic 2020 yilinda yaptig1 ¢caligmada tek ve ¢ok zamanli Sentinel-1
uydu goriintiileri kullanarak farkli makine O6grenme algoritmalarinin dogruluklarini
karsilastirmistir. Yapilan karsilastirmalarda XGB algoritmasinin ¢ok zamanli uydu

gorlntiilerinin yapildigi calismada daha iyi sonuglar verdigi tespit edilmistir[37].

Nguyen-Thanh Son vd. 2017 yilinda Vietnam’ya yaptig1 ¢alismada Sentinel-1 uydu
goriintiileriyle piring tarim iriinii siniflandirma uygulamasi yapmustir. Siniflandirmada
Rastgele Orman ve Destek Vektor Makineleri algoritmalar1 kullanilmigtir. Siniflandirma
sonuglarma gore genel dogruluk ve kappa degerleri karsilastirildiginda Rastgele Orman
algoritmasinin Destek Vektdr Makineleri algoritmasina gore daha iyi sonuglar verdigi

goriilmiistiir[38].

Nasirzadehdizaji R. (vd. 2019) Konya bdlgesinde yaptig1 calismada ayni1 hasat donemine
ait dort adet Sentinel-1 (DD-DY) goriintiileri kullanarak belirlenen 10 parametre ile genis
ve dar yaprakli musir, ay ¢icegi ve bugday tarim iiriinlerinin boylar1 ve arazideki kapladig:
alanlarin golgelerinin geri yansima degerleri ile iliskileri ve etkilerini aragtirmigtir.
Sentinel-1 C band1 goriintlilerinin tarim iirtinleri bliyiikligii, fenoloji evreleri ve genis
yapraklt misir {iriinliniin arazide kapladigi alan ve golgelerinin tespit edilmesinde iyi

sonuclar verdigi goriilmiistiir[39].

Ustiiner M. (vd. 2019) tarafindan Konya bélgesinde yapilan ¢calismada, ii¢ adet Rasarsat-
2 PoISAR goriintiisii kullanilarak bes farkli tarim {iriiniintin siniflandirmasi yapilmistir.
Smiflandirma i¢in LightGBM, RO ve DVM algoritmalar1 kullanilmistir. Siiflandirma
sonuglarina gore genel dogruluk degerleri, LightGBM algoritmas: i¢in %85,7, RO
algoritmasi i¢in %85,5 ve DVM algoritmasi i¢in %83,4 olarak hesaplanmistir[40].

Ustiiner M. (vd. 2017) tarafindan yapilan ¢alismada, Sentinel-1 goriintiisiinden Istanbul
bolgesine ait bes adet arazi ortiisii siniflandirma ile tespit edilmistir. Siniflandirma i¢in {i¢
adet ek bant (DD-DY, DD+DY+ DD-DY/DD+DY) olusturulmus ve algoritma olarak
DVM, RO ve K-EYK algoritmalart kullanilmigtir. Smiflandirma sonuglarina gore en
yiiksek dogruluk degeri (%81,90) DVM algoritmasi ile elde edilmistir. Spektral bant

se¢imi ve bilgi artisinin siniflandirma dogrulugunu artirmadigr goriilmiistiir[41].

1.3. Tezin Amaci

Bu tez caligmasinin ana amaci, Avrupa Uzay Ajansi tarafindan ticretsiz olarak kullanima
sunulmus olan Sentinel uydu goriintiilerinden, sadece ¢oklu zamansal Sentinel-1 SAR

uydu goriintiileri kullanarak XGBoost ve RO makine 6grenmesi algoritmalari ile tarim



parselleri seviyesinde tarimsal yaz iriinleri tespit etmek ve bu iki algoritmanin
performanslarini karsilastirmaktir. Calismanin diger amaglar1 arasinda, Sentinel-1 SAR
zaman serisi DD ve DY polarizasyon modlarindaki goriintiilerin ve bu polarizasyon
modlarindaki goriintiilerden hesaplanacak doku metriklerinin siniflandirma dogruluguna

olan etkilerinin aragtiritlmasi yer almaktadir.

1.4. Kullanilan Yazilimlar

Calismada SNAP, R ve ArcGIS yazilimlar1 kullanilmistir. Sentinel-1 SAR uydu
goriintiilerinin  6n iglemeleri ve doku oOzelliklerinin ¢ikarilmasi SNAP programi
kullanilarak yapilmistir. ArcGIS, tarim parselleri sinir alanlarina yonelik hatalarin
giderilmesi, egitim-test alanlarmin belirlenmesi ve sonuglarin gorsel olarak kontrol
islemleri i¢in kullanilmigtir. XGBoost ve RO makine 6grenme algoritmalariyla

siiflandirma iglemleri, R programi ortaminda gerceklestirilmistir.

1.5. Tezin Organizasyonu

Tez galigmasi 5 boliimden olusmaktadir. Tezin 1.bolimii gegmis caligmalar, tezin amaci,
kullanilan yazilimlar ve tezin organizasyonunu igermektedir. 2.boliimde yontemler
anlatilmigtir. Bu boliim, ¢calisma alani, veriler, kullanilan makine 6grenme algoritmalari,
goriintiilerin iglenmesi ve siniflandirma uygulamasi yontemlerini igermektedir. 3.
bolimde smiflandirma sonucu elde edilen bulgular ve c¢ikan sonuglarin
degerlendirilmeleri ve karsilastirmalar1 yer almaktadir. 4. béliimde bu tez calismasindan

¢ikan sonuclar verilmistir. 5. boliimde ise ¢alisma sonuglarinin tablolari mevcuttur.

2. YONTEM

2.1. Calisma Alani ve Veriler
2.1.1. Calisma Alam

Caligsma alan1 olarak tarim tirlinlerinin incelenmesi s6z konusu oldugu i¢in iirilin gesitliligi
yiiksek bir bolge tercih edilmistir. Tercih edilen bolge Ege Bolgesinin en verimli
yerlerinden biri olan Gediz ovasidir. Siyasi sinirlari Manisa ili Salihli ve Ahmetli
ilgelerinin sinirlari iginde bulunmaktadir. Calisma alani yiiz dl¢iimii yaklasik 520 km?dir.
Kuzey-giiney yoniinde 18 km ve dogu-bat1 yoniinde 30 km yaklasik mesafe degerleridir
( Sol Ust Enlem: 38,620° Boylam: 27,840°, Sag Alt Enlem: 38,460°, Boylam: 28,180° ).



Calisma alan1 ¢ok cesitli tarimsal {iriiniin yetistigi bir alandir. Alanda yer alan temel
tiriinler cogunlukla misir, yonca, zeytin, domates, biber, patlican, pamuk, bugday ve
liztimdiir. Bu iirlinlerin yan sira lahana, brokoli ve 1spanak tarim iiriinlerinin de {iretimi

yapilmaktadir.

Yetistirilen iiriin ¢esitliligi ve bir yil icinde birden fazla hasat yapilabilmesi alanin tarim
anlaminda 6nemli bir bolge olmasini saglamaktadir. Bolgede yetistirilen iirlin ¢esitliligi
gibi tarim parsellerinin biiyiikliikleri bakimindan da c¢esitlilik bulunmaktadir. Yaklasik
olarak en kii¢iik tarim parseli 2 dekar ve en biiyiigii 4600 dekardir. Calisma alan1 Sekil

1’de gosterilmistir.

Sekil 1. Calisma Alani
2.1.2. Veriler

Calismada 8 farkli tarihe ait coklu zamanli Sentinel-1 SAR uydu goriintiileri
kullanilmistir. Sentinel-1 uydu goriintiiler1 Avrupa Uzay Ajansit Copernicus agik erisim

internet  sitesinden  (https://scihub.copernicus.eu/dhus/#/home) licretsiz  olarak

indirilmistir[42]. Uydu goriintiilerinin yaninda arazide yerinde tespit edilmis, goriilmiis

veriler ve Cift¢i Kayit Sistemi (CKS) verileri kullanilmistir.



2.1.2.1. Sentinel-1 SAR Uydu Goriintiileri ve Tarihlerin Sec¢imi

Calismada Sentinel 1 SAR zaman serisi uydu goriintiileri kullanilmistir. Gorlintii se¢imi
yapilirken calismanin gergeklestirilecegi bdlgedeki tarim alanlarmin  fenolojik
Ozelliklerinin bilinmesi O6nemlidir. Bu c¢alismada, simiflandirma ile tespit edilecek
tirtinlerin fenolojik 6zellikleri Tiirkiye Fenoloji Atlasindan temin edilmis ve Tablo 1°de
gosterilmistir[43].

Tablo 1. Tarim Uriinleri Gelisim Siiregleri-Fenolojik Ozellikleri

Mart | Nisan | Mayis |Haziran| Temmuz|Agustos| Eylil | Ekim | Kasim o S
= Tarim Uriin Gelisim Siireci
Bugday
Domates ) )
Ekim Dénemi
Misir
Bugday ]
Misir2 Biiylime Dénemi
Misir
Pamuk
s Yaprak Dékiimii
Uzim Uziim bitkisinin degisiminde en dnemli zamani yaprak doktmudiir.
Yonca Yonca hasad birkag haftada bir yapildizimdan tabloda gosterilmemektedir.
Hasat Donemi
Zevtin [eytin bitkisinin belirgin degisim gostermedigi ve yaprak dokmedigi icin yansima degeri degisim gostermemektedir

Calisma alanindaki tarim {iriinlerinin fenolojik 6zellikleri g6z 6niinde bulundurularak
uydu goriintiilerinin Nisan-Kasim aylar1 arasinda olmasina karar verilmistir. Dolayisiyla,
bu aylar arasinda 2017 yilina ait 8 adet uydu goriintiisti secilmistir. Fenolojik 6zelliklere
bakildiginda iiriinlerde aylik degisimlerin oldugu goriilmektedir. Bu kapsamda goriintii
secimi, her ay i¢in bir goriintii olacak sekilde, yapilmistir. Secilen tarihlere ait Sentinel-1

SAR goriintiileri DD ve DY olarak Sekil 2 ve Sekil 3’te gosterilmistir.

Tablo 2. Calisma i¢in Secilen Sentinel-1 SAR Gériintiileri Tarihleri

Sentinel-1 SAR Uydusu

10 Nisan 2017

03 Mayis 2017

02 Haziran 2017
Gorintii Tarihleri 02 Temmuz 2017

01 Agustos 2017

07 Eyliil 2017

10 Ekim 2017

16 Kasim 2017




10 Nisan 2017 03 May1s 2017

Sekil 2. Sentinel-1 SAR Uydu Gériintiileri DY Bant Goriintiileri



10 Nisan 2017 03 Mayis 2017

Sekil 3. Sentinel-1 SAR Uydu Gériintiileri DD Bant Goriintiileri
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2.1.2.2. Arazi Yer Gergegi Verileri

Hacettepe Universitesi Geomatik Miihendisligi Anabilim Dali’nda 6nceki yillarda
yapilan bir lisansiistii tez ¢alismasi i¢in sahada toplanmis olan veriler arazi gercegi verileri

(referans veriler) olarak kullanilmistir[44].

Arazi gergegi verileri, 25.08.2017-05.09.2017 tarihleri araliginda gergeklestirilen saha
caligmalari sirasinda yerinde goriilmiis ve tespit edilmistir. Arazide yer gercegi verilerinin
toplanmasi sirasinda iiziim ve misir i¢in ¢ekilmis olan fotograflar sirasiyla Sekiller 4 ve

5’te gosterilmistir[44].

Sekil 5. Arazi Calismalar1 Sirasinda Yerinde Goriilen Misir Tarlalarindan Birisi.
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Test ve egitim veri setlerinin olusturulmasi i¢in arazi gergegi verilerinin yaninda tarim
parselleri {iriin bilgilerinin artirilmasi i¢in CKS verileri de arazi gercek verilerine
eklenmistir. CKS verileri, ¢calisma bolgesinde Tarim ve Orman Bakanligi’nca arazide
yapilan onceki caligmalardaki verilerden elde edilmistir[44][45]. Calisma alanina ait CKS

verileri Oznitelik bilgilerinden se¢ilmis bir ekran alintis1 Tablo 3’te gosterilmistir.

Tablo 3. CKS Verileri Ornegi

1] lige Koy Ada Parsel Kullanilan Parsel Uriin Tanm  Ekim Tarihi Hasat Tarihi  Ekili

No No  Alan{da)  Alani{da) Seki Alan (da)

MANISA AHMETLI KARGIN o T4 31863 1865  BUGDAY Kuru 01/10/2016 | 01/0472017 3.183
(MUHTELIF}

MANISA AHMETLI KARGIN o Tis 4268 25.1686 Uzom Sul 1012015 | 2000872017 4.268
(KURUTMALIK
CEKIRDEKSIZ)

MANISA AHMETLI KARGIN o T1m 4873 26 434 Uzum Suly 014112015 21/08/2017 4873
(KURUTMALIK
CEKIRDEKSIZ)

MANSA AHMETLI KARGIN o Tem 12728 25.48 UZum Sul 017112015 | 2001082018 4318
(KURUTMALIK
CEKIRDEKSZ)

MANSA AHMETLI KARGIN o T138 9.256 21.767 0zou Sulu 3111211999 3110872018 9258
(KURUTMALE
CEKIRDEKSIZ)

MANSA AHMETLI KARGIN "o T30 19.303 19305  BUGDAY Sulu MAW2016 | 01052017 19.088
(MUHTELIF}

MANISA AHMETLI KARGIN F o T3z 19.303 19.305 MISIR (SLAJLK)  Sulu 01/0872017  01MDR017 19.089

MANISA AHMETLI KARGIN "o Tass B.699 261 DOMATES Suly 01042017 | D1R07/2017 8.698
(MUHTELIF)

MANISA AHMETLI KARGIN "o T3S 273 273 0zom Sulu 01/11/2016 = 20/08/2021 273
(KURUTMALIC
CEKIRDEKSIZ)

MANISA AHMETLI KARGIN "o Tna 8668 8668 0zim Sulu 02/02/1993  21/08/2017 866
(KURUTMALEC
CEKIRDEKSIZ)

MANSA AHMETLI KARGIN o "1 50.334 50.334 0zum Suly 01/01/1998  20/08/2017 50.33
(KURUTMALIK
CEKIRDEKSIZ)

Arazi calismalar1 sirasinda sahada incelenen 430 adet parselin arazi gercegi verileri
olusturulmustur. Ayrica, CKS veri tabanindan elde edilen bitki 6rtiisti alan bilgileri ile
birlikte toplam 1195 adet parsele ait iiriin bilgisi (6rn.,bugday, domates, mera, misir,
misir2, pamuk, {iziim, yonca, zeytin) elde edilmistir. Alan1 1 dekardan kiiciik olan
parseller siniflandirma islemine dahil edilmemistir. Dolayisiyla, toplam 1116 parsel
referans veri olarak kullanilmistir. Arazi yer gercegi verilerinin ¢alisma bolgesindeki

dagilimi Sekil 6°’da gdsterilmistir.
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CALISMA ALANI ( TEMMUZ 2017 )
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Sekil 6. Arazi Yer Gergegi Verilerinin Calisma Bolgesindeki Dagilima.

2.2. Sentinel-1 SAR Uydu Goriintiileri

Sentinel-1 SAR uydulan biitiin hava sartlarinda, gece ve giindiiz C-bandinda 4 farkli
konumsal ¢6ziiniirliik ve kapladiklar1 alanlarmma gore goriintiiler ortaya cikaran bir
uydudur. Oncelikle deniz, kara goriintiileme ve acil ydnetim servisleri olmak {izere
operasyon uygulamalarini destekleyen Copernicus Programindaki Avrupa Uzay Ajansi

(AUA) tarafindan gelistirilmistir[46].

Sentinel-1 A ve B SAR uydulari, 3 Nisan 2014 ve 25 Nisan 2016 tarihlerinde firlatilarak
yoriingelerine gonderilmistir. Giines senkronize ve kutba yakin yoriingeye sahiptir.

Uydularin yerden yiiksekligi 693 km’dir[46].
Sentinel-1 uydularin goriintii ¢ekim modlar1 su sekildedir:

o Stripmap (SM) Modu: 5x5 metre konumsal ¢oziiniirliik ve 80 km genislikteki
verileri toplar. Stripmap modu, temel olarak okyanus riizgar alanlar1 ve yeryiizli radyal

hizlariin tespiti faaliyetleri i¢cin kullanilir.

e Interferometrik Genis Alan (Interferometric Wide Swath-TW) Modu: 5x20

metre konumsal ¢dziiniirliik ve 250 km genislikteki verileri toplar. Interferometrik genis
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alan modu, okyanus riizgar alanlar1 ve yerylizii radyal hizlarmin tespiti faaliyeti i¢in

kullanilir.

e Ekstra Genis Alan (Extra Wide Swath-EW) Modu: 20x40 metre konumsal

¢oziiniirliik ve 400 kilometre genislikteki verileri toplar.

¢ Dalga (Wave-WV) Modu: 5x5 metre konumsal ¢oziintirliikk ve 20x20 kilometre

alandaki verileri toplar.

Sentinel-1 SAR uydusu 6ncelikli olarak yeryiiziinde IW modunda, a¢ik okyanuslarda ise
WYV modunda caligir. Veri setleri WV modu i¢in tek polarizasyon (DD veya HH) ve SM,
IW, EW modlari i¢in ¢ift polarizasyon (DD+DY veya HH+HV) ve tek polarizasyon (HH
veya DD) olarak bulunmaktadir. Veri iiretimi, her mod i¢in, ham veri olarak ya da level-
0, level-1 ve level-2 seviyelerinde iiretilebilmektedir[46]. Level-0 SAR iiriinleri
sikistirtlmis ve odaklanmamis SAR ham iiriinlerinden olugmaktadir. Diger tiim level
tiretilen iirlinlerin temelini teskil etmektedir. Verilerin kullanilabilmesi i¢in sikistirmadan
cikartilmasi ve iiretilmesi gerekmektedir. Veriler uydu ve konum bilgisinin yaninda
giiriilti, i¢c kalibrasyon ve yansima kaynak paketlerini i¢cermektedir. Uzun siireli
arsivlerde tutulmaktadir. Uriinler gérev siiresinde ve uzay operasyonlarmin bitmesinden
25 yil sonrasinda herhangi bir iiriiniin iiretilmesi i¢in iglenebilmektedir. Goriintiiler,
kullanicilar i¢in sadece SM, IW ve EW modlarinda temin edilebilmektedir. Level-0
tirtinler (Ham Veri) Level-1 iriinlere ham veri analizi, i¢ kalibrasyon, Doppler agirlik
merkezi tahmini, polinom uygunlugu, mesafe ve azimuth islemeleri ile
doniistiiriilmektedir. Level-1 verileri hem Single Look Complex (SLC) hem de Ground
Range Detected (GRD) iiriinleri olarak iiretilebilmektedir. Dijital piksel degerlerini
radyometrik olarak kalibrasyonu yapilmig geri yansima degerlerine ¢evirmek i¢in biitlin
gerekli bilgiler iirlinlerde bulunabilmektedir. Level-2 verileri Level-1 verilerinden
tiretilen cografi koordinatlar1 olan jeofiziksel {irlinleri icermektedir. Level-2 Okyanus
triinleri riizgar, dalga ve giiniimiizdeki uygulamalar i¢cin SAR verisinden {iretilen

jeofiziksel bilesenleri igermektedir[47].

Bu tez ¢alismasinda, konumsal ¢oziliniirliigii ve yeryiizii i¢in kullanim uygunlugu goz
oniinde bulundurularak, Interferometrik Genis Alan modu tercih edilmistir. Goriintiiler
GRD formatinda ve Sentinel 1A/B uydularindan C-bant1 ¢ift polarizasyon (DY-DD)
gorlntiileri olarak kullanilmistir. Goriintiilerin projeksiyon sistemi WGS1984, UTM

Bolge 35 N olarak tanimlanmustir.
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2.3. Makine Ogrenme Algoritmalari
2.3.1. Karar Agaci (Decision Tree)

Karar agaci, egitimli 6grenme tahminleri ve siniflandirmasi i¢in en giiclii ve yaygin
O0grenme algoritmasidir. Tahmin ve siniflandirma i¢in karar verme modeli olusturma
metodudur.[48] Karar agac1 6grenmesi, belirli kriterlere gore egitim verilerini tekrarl

olarak alt birimlere bolen tahmin modelleme metodudur[49].

Uygulamasi kolay ve az bir 6n bilgiye ihtiya¢ duyar. Karar agaci bircok 6z nitelik
degerine sahip her boyut veri seti ile olusturulabilir. Karar agacinda egitim 6rnekleri
setinin basaril1 boliimlenmesi biitiin alt 6rnek setlerinde tek bir sinif 6rnegi kalana kadar

devam eder[50].

Karar agac1 6grenimi, egitim o6rneklerini belirlenen kriterlere gore alt kiimelere tekrar
tekrar bolerek modeli 6grenen bir tahmin modellemesi yontemidir. Karar agaci dallari
etiketli egitim orneklerini girdi olarak kabul eden ve yeni 6rneklerin etiketlerini tahmin

eden modeli olusturan denetimli 6grenenlerdir[49].

Karar agaci 3 ana bilesene sahiptir. Bu bilesenler; diigiimler (nodes), yapraklar (leaves)
ve kenarlardir (edges). Her diigiim verinin ayrilacagi bir 6znitelik degeri ile etiketlidir.
Her diigim o6znitelik degerinin ihtimaline gore etiketlenmis birden fazla kenarlara
sahiptir. Her kenar ya 2 diiglimii ya da diiglim ve yapragi baglar. Yapraklar verinin
kategorilere ayrilmasi i¢in karar degerleri ile etiketlendirilir. Karar agaci, sonu¢ vermek
i¢cin kok diiglimiinden baslar. Yaprak diiglimiiniin temsil ettigi sinifa erigsene kadar agacin
dallarindan asagiya dogru takip eder. Her karar agaci kural setlerini ifade eder. Kural
setleri verilerin Ozelliklerine gore ayrilmasini saglar[50]. Bir karar agaci algoritmasi

ornegi Sekil 7°de gdsterilmistir.
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Sira Yas Is Durumu Ev Durumu
0 12 E H
1 32 H E
2 25 H E
3 48 E H
4 7 E E
5 18 H H

Sekil 7. Bir Karar Agac1 Algoritmas1 Ornegi

2.3.2. Gradyan Artirmah Aga¢ (Gradient Boosting Tree) Algoritmalari

Giiclendirme, bir 6grenme algoritmasinin dogrulugunu yiikseltmek i¢in kullanilan genel
bir metottur. Yiiksek dogruluklu veya giiclii siniflandirma aracinin bir¢ok dogru olmayan
veya zayif siiflandirma aracinin lineer birlesimi araciliiyla olusturulma prensibine

dayanir[51].

Gradyan Artirmali Aga¢ yontemi, egitimli 6grenmedeki her yanlis siniflandirma hatasi
ile tek bir giiclii siniflandirma araci tiretmek i¢in bir¢ok siniflandirma aracini birlestirme
yaklagimina dayanir. Bir veri 6rnegi her tekrar serisinde olusturulan temel siniflandirma

aracglarinin agirlikli tahminleri oylayarak siniflandirilir[50].

Giiglendirme ile her egitim 6rnegine bir agirlik atamasi yapilir ve her artirma tekrarindan
sonra agirliklar yeni degere baglh olarak degisir. Orneklem, yeni egitim setini elde etmek
icin egitim Orneklerinin dagilimma gore deger alir. Siniflandirma araci egitim veri
setinden olusturulur ve orijinal veri setindeki egitim Orneklerinin tiimiiniin
siiflandirilmasi igin kullanilir. Egitim 6rneklerinin agirliklar her gliglendirme serisinin
sonunda giincellenir. Dogru siiflandirilan egitim 6rneklerinin agirliklar diiserken yanlis
siniflandirilan 6rneklerin agirliklar giiglendirilmis olur. Bu durum siniflandirma aracinin

devamli iterasyonlarda siniflandirilmasi zor olan egitim Orneklerine odaklanmasina
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zorlar. Artirmanin en Onemli engeli asir1 uyum gosterme (overfitting) durumunun

olusmasidir[50].

2.3.3. Asir1 Gradyan Artirma (XGBoost)

XGBoost, kolay paralel islem yapma ve yiiksek tahmin dogrulugu gibi 6zelliklerinden
dolay1r yapay zeka yontemleri arasinda yapilan yarigmalarda kullanilan ara¢ olan,
Gradient Boosting Machine (GBM) algoritmasinin etkili ve o6lc¢eklenebilir
uygulamasidir[52].

XGBoost, agac giiclendirmek i¢in yiiksek verimli, 6lgeklenebilir bir makine 6grenme
algoritmasidir. Islenmesi zor verilerle (Kaggle Yarismas1 gibi) bilinen en iyi sonuglar
elde etmek i¢in bircok alanda yaygin olarak kullanilmaktadir. Chen ve Guestrin
tarafindan gelistirilmis olan XGBoost algoritmasi gradyen artirma ¢atis1 altinda en
verimli hale getirilmig, esnek ve tasinabilir olarak tasarlanmistir[48][49][50].
Giiclendirmenin ana fikri, diisiik dogruluga sahip zayif siniflandirici serilerini
birlestirerek daha iyi siniflandirma performansiyla gii¢lii siniflandirici olusturmaktir[52].

Veri setini su sekilde varsayarsak; D = {(x;,y;,):i =1..n,x; € R™, y; € R},
elimizde m ozellikleriyle n 6rnekleri vardir. Esitlik (1)’de y, model tarafindan tahmin

edilen deger olarak alirsak:

D=2 S e F ()

Esitlik 1°de f, bagimsiz regresyon agacini ifade etmekte ve Esitlik (1)’de f, (x,.), k
sayidaki agactan i sayidaki ornekten verilen tahmin degerini belirtmektedir. Regresyon
agact modelindeki f, fonksiyon seti hedef fonksiyonu en aza indirerek

Ogrenilebilmektedir.

Obj = Y 13,5+ Y1) )

Esitlik (2)’de / tahmin edilen y ve nesne olan y, arasindaki farki 6lgen egitilen kayip

fonksiyonudur. Asir1 uyumu Onlemek i¢in, Esitlik (2)’de Q terimi modelin

karmasikligin1 engeller.

Q(f,) = ;/T+%/1||w||2 (3)
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Esitlik (3)’te y ve A diizeltmenin dereceleridir. Esitlik (3)’te T ve w sirastyla yaprak

sayisini ve her yapraktaki puani ifade etmektedir.
Esitlik (4)’te j/i(’) t iterasyondaki i 6rneginin tahmini olarak kabul edilirse, Esitlik (4)’teki

hedefi en aza indirmek i¢in f, eklemek gerekmektedir.

08" =3 1(3,3+ £, (%)) + (1) @

Esitlik (5), Esitlik (4) i sadelestirmek i¢in ikinci derece Taylor agilimini kullanarak elde

edilmekte ve sabit terimi ortadan kaldirmaktadir:

0" =¥ (5)+ 341 (3) [+0() ®)

Esitlik (5)'te g, =@, (s ﬁl.("l)) ve b= cl(y,3") I tizerinde birinci ve

ikinci derece gradyanlaridir. Sonrasinda hedef Esitlik (6)’da yeniden yazilir:

T
ob") = Z[gff, (xf)+%hffr (% )2}7“%/12 v
=

i=l1
4 1

=D g |wiH=| Db+ A W |+T (6)
Jj=1 iel; 2 iel;

Esitlik (6)’da 1, = {i lq(x,)= j} ifadesi j yapragi setinin 6rnegini belirtmektedir. Sabit
agag yapisi i¢in ¢ , j yapraginin en uygun agirligi wj. ve benzer en uygun deger Esitlik

(7) ve Esitlik (8) ile hesaplanabilmektedir:

. G,

w, =—— 7

T H +4 @

Obj” ——lZT: G +AT (8)
J 290 H, +

Esitlik (7) ve Esitlik (8)’de G, :z g, H, :Zh[ ve obj degiskeni aga¢ yapisi q’nun

iel; ielj
kalitesini ifade etmektedir. Degerler ne kadar kiigiik olursa, aga¢ yapist o kadar iyi

olmaktadir. Tiim agac¢ yapilarin1 saymak miimkiin olmadigindan, agaca tekrarlanan dallar
eklemek icin aggdzlii algoritma kullanilmaktadir. Esitlik (9)’da , ve [, sol ve sag

diiglim noktalar1 ayrimi yapildiktan sonraki Ornek setleridir. Uygun olan bdliinme
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noktalarint numaralandirarak ve en az hedef fonksiyonu ile en ¢ok kazan¢ boliimiinii

secerek elde edilen formiil Esitlik(9)’daki gibi olmaktadir:

1(Zidjgf)2 (Ziezkgi)z (Zie[gi)z

U RS her S hea| ]

XGBoost makine 6grenme algoritmasini tanimlarken belirli parametreler ve degerlerin

)

girilmesi gerekmektedir. Bu degerler algoritmanm kullanilacagi uygulamaya gore
degisiklik gostermektedir. Tablo 4’te gdsterilen parametreler varsayilan degerler olarak

kullanilmaktadir[55].

Tablo 4. XGBoost Makine Ogrenme Algoritmasi Varsayilan Parametre Degerleri

Parametre Tanim Aralik \D/:;s;yllan
nrounds Modelde Kullanilacak Aga¢ Sayisi [1,00] 10

Eta(7) Ogrenme Orani [0,1] 0.3
Gamma ( )/) En Diistik B6liim Kayb1 Azaltma [0,00[ 0
Max_depth En Yiiksek Agag Derinligi [0,00] 6

Minimum Child Weight | Yeni Aga¢ i¢in En Diisiik Gozlem [0,00[ 1

Egitim ig¢in Kullanilacak Rastgele

Subsample Ornek Oran [0,1] 1
Column_Sample_Tree Iélle;nAIé';g;:;nEgirtammek I¢in Kullamlacak [0.1] 1
Coumn Sampi el | 5 S Egimek |
Lamb da( 2) Ilsijzeg:;r;n}r eririgiin Agirliklardaki [0.00] |
Alpha () L' Normu I¢in  Agirlhiklardaki (0,09 0

Diizenleme Terimi

Optimum parametre degerlerinin tespiti herhangi bir makine 6grenme algoritmasinda
performansi en {ist seviyeye cikarmak i¢in Onemlidir. Biitiin parametre olasiliklarini
tanimlama sonrasinda siniflandirma sonuglarinin en iyi degerleri olan setleri segmek igin

biitliin kombinasyonlar1 test etmeyi igermektedir.
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Grid arama, algoritma i¢in uygun olan parametre degerleri kullanilarak grid
araliklar olusturmay1 ifade etmektedir. Rastgele arama, farkli parametre degerlerini
rastgele segmek ve sonuglarmni test etmek anlamina gelmektedir. Bu ¢alismada grid arama
ile belirlenen araliklar test edilmistir. En uygun 5 parametre ve degerleri secilmis ve diger
parametreler varsayilan degerleri ile kullanilmistir[56]. Secilen en uygun parametreler
icin belirlenen degerler Tablo 5°te verilmistir. Dolayisiyla, XGBoost algoritmasi

siniflandirma modeli bu parametre degerleri ile olusturulmustur.

Tablo 5. XGBoost Optimizasyon Parametreleri ve Degerleri

Parametre Grid Degerleri En Uygun Degerler
Eta 0.05,0.2,0.3,0.4 0.2
Nrounds 1, 10, 100, 150, 170, 200 170
Max_depth 1,4,6,10,12, 20 12
Subsample 0.5,0.6,0.7,0.9, 1 1
Col _sample level 0,1 1

2.3.4. Rastgele Orman (Random Forest)

Rastgele Orman (RO), Breiman tarafindan gelistirilen bir topluluk (ensemble) 6grenme
algoritmasidir[57]. Algoritmanin temeli daha dogru ve istikrarli tahminleri elde etmek
icin birden ¢ok karar agaci olusturulmasi ve bunlarin birlestirilmesine dayanmaktadir.
[58]. Ozellikle biiyiik veri setleri igin farkli simiflardaki veri dengesizliginin iistesinden
gelmesinden dolay1 yaygin sekilde kullanilmaktadir. Paralel yapisindan dolayr diger

siniflandirma algoritmalarina gore kiyasla daha hizlidir[59].

RO algoritmasi verilen girdi bilgisinden yeni 6rnegi siiflandirmak icin siniflandirma
yapan ormandaki her agaca aym girdi degerini gonderir. Her agac siniflandirma
degerlerini belirler. Her siniflandirma sonucu oy olarak adlandirilir. En yiiksek degerde

siniflandirilan sonug secilir[60].

RO algoritmasinda belirlenen egitim verisinin 2/3 oranindaki kismi karar agaglar1 ve
ormanin olusturulmasi i¢in kullanilir. Kalan 1/3 oranindaki kisim ise genellestirilmis hata
(Out of Bag - OOB) hesaplamas1 i¢in ayrilmaktadir. OOB algoritmanin siniflandirma

hatasinin hesaplanmasinda ve 6nemli 6zelliklerin belirlenmesinde kullanilmaktadir.
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RO algoritmasinda 2 ana parametrenin belirlenmesi gerekmektedir. Bu parametreler;

agag sayisi (ntree) ve diiglimii bolmek icin rastgele secilen degisken sayisidir (mtry).

Her agagtaki karar diigimiinde segilen rastgele oOzelliklerin sayis1 (mtry) orman
siniflandirmasinin hata oranin1 belirler. RO siiflandirmasinin hata orani her 2 agacin
arasindaki korelasyon ve her bir agacin smiflandirma giicline baglidir. m¢ry parametre

degerini artirmak agaglar arasinda korelasyonu artirir[61].

RO algoritmasinin agag¢ sayisinin artmasi ile siniflandirma performansi artmaktadir[61].
Fakat yapilan caligmalar incelendiginde 6nceden belirlenen agag sayisinin listiinde deger
alindiginda rastgele orman algoritmasinin siniflandirma performansini 6nemli bir oranda

artirmadig1 gorilmiistiir[62].
2.4. Sentinel-1 Goriintiilerin islenmesi
2.4.1. Goriintiilerin On Islemleri

Calismada c¢ok zamanli Sentinel-1A/1B SAR uydu goriintiilerinin C band1 ¢ift
polarizasyon (DY/DD) olarak kullanilmigtir. Sentinel-1 SAR goriintiileri IW modu ve
Level-1 Grid formatinda temin edilmistir.[19] Goriintiiler Level-1 Grid formatinda elde
edildikten sonra 6n islemler uygulanmistir. On islemler ESA tarafindan iicretsiz olarak

saglanan SNAP (Sentinel Application Platform) programinda yapilmistir.

Calismada yapilan 6n islemler ve adimlar1 Sekil 8’de gosterilmis olup sirasiyla su
sekildedir: Radyometrik Kalibrasyon, Benek(Speckle) Filtreleme, Topografik Diizeltme,

Geri Yansima db Cevirme.

_________________________ 1
SENTINEL 1 SAR . . ; l
GORUNTUIST RADYOMETRIK EAR KL IR | TOPOGRAFIK || o Aw(';f&]A i |1
(LEVEL 1 GRID) KAIIBRASYON (LEE FILTRESI-5X5) DUZELTME CEVIRME |
ESA SNAP Yazilimi (Sentinel Application Platform) |
————————————————————————— S

Sekil 8. Radar Uydu Gériintiilerine Uygulanan On Islem Adimlar

e Radyometrik Kalibrasyon: Piksel degerlerini radyometrik olarak kalibrasyonu
yapilmis olan SAR geri yansima degerlerine ¢evirme islemidir. Sentinel-1 GRD

verilerinin gorlintii yogunluk degerlerini sigma nought degerine doniistiiriir[63].
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e Benek (Speckle) Filtreleme: SAR goriintiilerinde taneli giirtiltii olarak gdriinen
Speckle, birgok temel geri yansimalardan yansiyan dalgalarin kaynaga gelmesinden
kaynaklanmaktadir.[64] Speckle filtresi, goriintiideki speckle giiriiltiisiinii azaltarak
goriintiisiiniin kalitesini artirmak igin kullanilmaktadir. Iyilestirilmis Lee filtresi kenar,
cizgi detay, nokta hedefi ve doku bilgilerini belirleme 0zelliginden dolay1 gorsel

yorumlama i¢in diger speckle filtrelerine kiyasla daha {istiin seviyededir[63].

e Topografik Diizeltme: SAR sistemlerinin yanal gozlemleme geometrisinden
dolay1, yerylizeyindeki engebeli topografya, SAR sinyallerinin geri sagilma degerlerini
etkilemektedir. Bu etki, SAR verisi ¢ekim agisindaki degisimlerden (artis ve azalis)
dolayr ¢ok engebeli arazilerde, Ornegin tepelik alanlarda, ¢ok yiiksek miktarda
olabilmektedir. Dolayisiyla, topografik diizeltme, bahsedilen bozulmalar diizeltmek ve
goriintiiniin  geometrik olarak gergcek yerylizine en yakin haline getirilmesini
saglamaktadir. Topografik diizeltme; topografyadan kaynaklanan geometrik
bozukluklari, detaylarin gergcege gore kisalmasi ve golge gibi, her pikseli dogrulamak igin

sayisal ylkseklik modeli kullanilarak yapilmaktadir[63].

e Geri Yansima dB Cevirme: Herhangi birim degeri olmayan geri yansima

katsayilarini Egitlik 10°daki logaritmik dontisiim kullanarak dB olarak ¢cevirmektedir[63].

By, =10%log,,(B%) (10)
2.4.2. Doku Ozelliklerinin Cikarilmasi

Smiflandirma islemi piksel tabanli yapilmistir. Calisma bdlgesinin genis bir tarim arazisi
olmasindan dolay1 siniflandirma isleminde, SAR goriintiilerinin geri yansima degerlerine

ek olarak, goriintiilerden elde edilen doku 6zellikleri bantlar1 da kullanilmistir.

Doku ozellikleri, renk ve seklin yani sira goriintiiniin gorsel agis1 hakkinda 6énemli bir
bilgi kaynagidir[65]. Doku ozellikleri tipik yeryiizii nesneleri ve yapilarindan olusan
yogunluk degisimlerini gosterir. Genellikle yeryiizli iizerindeki sekil veya nesnelerin
diizenli tekrarlar1 olarak tanimlanmaktadir. Doku analizleri yeryiiziinde bulunan
nesnelerin smiflandirmasinda 6nemli rol oynamaktadir. Doku analizi diger bir tanimla
doku goriintiisiinden 6zellik bilgilerinin bir takim matematiksel islemler araciligiyla
cikartilmasi islemidir. Konumsal olarak degiskenlik gosteren spektral degerler hakkinda

bilgi saglar[66].
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Gray Level Co-occurence Matrix (GLCM) en iyi bilinen ve yaygin olarak kullanilan doku
ozellikleri ¢ikarma yontemidir. GLCM ilk olarak 1973 yilinda Haralick tarafindan
onerilmistir[67][68]. GLCM ile goriintiiden ikinci dereceden istatistiksel degerler
hesaplanir ve goriintiideki komsu piksellerin konumlar1 ve degerleri hakkinda bilgiler

saglar[69].

GLCM belirli bir d mesafe aralig1 ve belirli bir ag1 U degerine sahip gri deger ¢iftlerinin
bagimli frekanslarini ifade eden bir matristir. Mesafe degeri 1 den baslayarak biitiin
gorlintii boyutunda 4 farkli yonde (0°, 45°, 90°, 135°) devam eder. Farkli agilar ve
mesafeler ¢ok farkli degerler vermektedir. Yon agisindan farkli 6zellikler iceren
goriintlilerden doku 6zellik bilgilerinin ¢ikarilmasi biiyiik dl¢lide secilen acg1 degerine

baghdir[65].

Bu calismada GLCM doku o6zellikleri hesaplama yonteminde kullanilan parametreler
sirasiyla; Pencere Boyutu: 5%5, Agilar: Hepsi, Nicemleme: Olasiliga Dayali, Nicemleme

Seviyesi: 32 ve Yer Degisimi: 4 olarak alinmustir.

NxN boyutlarindaki bir I goriintiisiiniin GLCM formiilii Esitlik 11 ve 12°de gosterilmistir.

ii{ll s v xvel(s+AS v+AV) y} (11)

x=1 y=1 .

x,y :ZZ 0 nger (12)
x=1 y=1

Esitlikler 11 ve 12°de (s, v) goriintii izerinde belirli bir noktanin konum bilgisini gosterir.
Asve Av verilen bir noktadaki L(x,y) iizerinde i ve j yogunlugunun birlikte olusturulan

birlestirilmis olasiliklaridir.

Bu calismada, karsitlik (Contrast) (Esitlik 13), homojenlik (homogeneity) (Esitlik 14),
farklilik (Dissimilarity) (Esitlik 15), entropi (Entropy) (Esitlik 16), agisal ikinci moment
(Angular Secondary Moment) (Esitlik 17), ortalama (Mean) (Esitlik 18), varyans
(Variance) (Esitlik 19 ) ve korelasyon (Correlation) (Esitlik 20) doku ozellikleri

kullantlmistir.

e Karsithk: Herhangi bir nesne {izerinden diger nesnelerden ayirt eden renk ve

parlaklik farkidir.

zk N, lkz{zj:Zi’;L(x,y)|x—y|:k} (13)

¢ Homojenlik: Nesnenin dagiliminin tek tip yapida olmasidir.
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1
szymL(xa ») (14)

Farkhihk: Agirlik degerleri disinda karsitlik ile aynmidir. Ikisi de ayn1 bilgileri
igerir fakat deger boyutlar farklidir.

DI IS ((2ERD) (15)
Entropi: Gorilintiideki doku diizensizligini matematiksel deger olarak ifade
etmektedir.
Ng=IxO N, -1
Do 2 L) log{Lix, y)) (16)
Acisal Ikinci Moment: Herhangi bir gbriintiiniin homojenlik degerinin
Olgiilmesidir.
Ny-IxN, -1
D5 2 L)’ (17)
Ortalama: Komsu piksel degerlerinin ortalamasidir.
x+y
>, 5 L) (18)

Varyans: Heterojenlik durumunun 6l¢iisiidiir. Gri olgekli degerleri ortalamadan

sapmaya basladiginda varyans degeri artar.

>3 - wPLx.y) (19)

Korelasyon: Komsu piksel degerlerindeki gri seviye degerlerinin lineer

bagimlilig 6l¢iimiidiir.

22, (= ) (y=p4,) % Lix, )

O-S O-V

(20)

Bu calismada smiflandirma icin segilen Sentinel-1 SAR goriintiilerinin (toplam 8 ayri

tarihe ait goriintiiler) her biri i¢in yukarida verilen 8 adet doku 6zellikleri bantlart

olusturulmustur. Siniflandirmada her bir tarihe ait 8 adet Sentinel-1 SAR uydu goriintiisii

DD ve DY polarizasyon goriintiileri, DY/DD oran goriintiileri ile DD ve DY polarizasyon

goriintlilerinden tiretilmis 128 adet doku 6zellikleri bantlar1 (8 DY x 8 Doku + 8 DD x 8

Doku) kullamilmigtir. Boylece, smiflandirmada kullanilan toplam bant sayisi 152

olmustur. 10 Nisan 2017 tarihli Sentinel-1 DY goriintiisiinden hesaplanmis doku bantlari

Sekil 9°da, Sentinel-1 DD goriintiisiinden hesaplanmis doku bantlart Sekil 10°da

gosterilmistir.
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DY - Karsitlik DY - Homojenlik

Wk

Sekil 9. 10 Nisan 2017 Tarihli Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlar1
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DD - Karsithk DD - Homojenlik

Sekil 10. 10 Nisan 2017 Tarihli Sentinel-1 DD Goriintiistinden Hesaplanmis Doku

Bantlan
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2.5. Siiflandirma Islemi
2.5.1. Egitim ve Test Verilerinin Belirlenmesi

Calisma alan1 tarim iirlinleri agisindan zengin bir yapiya sahiptir. Bolgede yogun olarak
bulunan tarim triinleri lizim, misir, zeytin, bugday, biber, pamuk, patlican ve yoncadir.
Ayrica, az miktarda brokoli, lahana ve 1spanak gibi kis iiriinleri ekilmektedir. Az miktarda

olmalarindan dolay1 bu {iiriinler siniflandirmaya dahil edilmemistir.

Bu calismada, Hacettepe Universitesi Geomatik Miihendisligi Anabilim Dali’nda ayn
alanda daha once bitirilen bir Yiiksek Lisans tez ¢alismasi i¢in sahadan toplanmis arazi
gercegi verileri kullanilmistir[44]. Arazi gergegi verileriyle birlikte CKS verileri de

siiflandirmada referans veriler olarak kullanilmistir.

Calismada alanda yogun olarak bulunan 9 adet tarim iirliniiniin tespiti yapilmistir. Bu
irlinler; bugday, domates, mera, misir, misir2, pamuk, iiziim, yonca ve zeytindir. Misir2
olarak belirtilen tarim iiriinii, bugday hasadindan sonra korpe musir ekilen alanlardir.
Egitim alan1 6rnekleri ve siniflandirma algoritmalarinin performans testleri i¢in gerekli
referans veriler, sahadan toplanan arazi gercegi verileri ve CKS verisinde yer alan tarim
parsellerinden secilmistir. Alan1 1 dekardan kiiciik parseller siniflandirma islemine dahil
edilmemistir. Referans veri olarak toplam 1116 tarim parseli kullanilmigtir. Referans
parsellerinin yaklasik yaris1 (560 adet) egitim verisi olarak, diger yaris1 da (556 adet) test
verisi olarak kullanilmistir. Uriin bazinda egitim ve test verileri bilgileri Tablo 6.’da
verilmistir. Sinir piksellerinden kaynaklanabilecek hatalar1 gidermek i¢in bu pikseller
siiflandirmaya dahil edilmemistir. Bunun i¢in, ArcMap yaziliminda, parsel sinirlarinin
her iki tarafinda yarim piksel (5m) olacak sekilde toplam 1 piksel genisliginde (10m)
tampon (buffer) alan olusturulmus ve siniflandirmada tampon alan disinda kalan pikseller
kullanilmistir. Calisma alaninin bir boliimiine ait, tampon alan olusturma sonrasi elde

edilen yeni parsel siirlar1 (tampon alan i¢ginde kalan sinirlar) Sekil 11°de gosterilmistir.
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Sekil 11. Calisgma Alaninin Bir Boliimiine Ait, Tampon Alan Olusturma Sonrasi Elde

Edilen Yeni Parsel Sinirlarinin Temmuz 2017 DY Polarizasyon Goriintiisii ile Birlikte

Gosterimi

Tablo 6. Uriin Bazinda Egitim ve Test Verisi Parsel ve Piksel Sayilar

) Egitim Verisi Test Verisi
Tarim Uriinii
(Parsel/Piksel) (Parsel/Piksel)
Bugday 97 38540 97 11548
Domates 31 14420 30 4875
Mera 5 8857 4 2537
Misir 81 28417 81 10674
Misir2 26 7740 25 3630
Pamuk 31 15953 31 7107
Uziim 220 36289 219 15053
Yonca 10 6304 10 661
Zeytin 59 31502 59 12195
Toplam 560 188022 556 68280
Genel Toplam 1116/256302
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2.5.2. Smiflandirma

Smiflandirma islemi agik kaynak kodlu ve fiicretsiz olan R programinda
gerceklestirilmistir. R programinda kullanilan kiitiiphaneler, yazilimin kendisi gibi agik
kaynakli ve iicretsizdir. Simiflandirma i¢in XGBoost ve RO makine O6grenme
algoritmalar1 kullanilmistir[66][67]. RO, son yillarda en yaygin kullanilan makine
O0grenme algoritmalarinin basinda gelmektedir ve hemen tiim siniflandirma
caligmalarinda  Onerilen yeni  yaklasimlarin/algoritmalarin  test  sonuglarinin
karsilagtirmasinda referans olarak kullanilmistir. Dolayisiyla, bu ¢alismada da XGBoost
algoritmasi ile elde edilen sonuglarin basar1 orani degerlendirmesi, RO algoritmasi
sonuglar ile karsilagtirilmasi suretiyle yapilmistir. Calismada yapilan islem adimlari

Sekil 12°de gosterilmistir.

I . ARAZI CIFTCIKAYIT
SENTINEL-1 GORUNTULERT CALISMASI SISTEMI

(DY-DD POLARIZASYON) VERILERI VERILERT

| | 1 4

ARA7I VER GERCEGI VERILERI ‘

POLARIZASYONLARI DOKU BANTLARI CIKARIMI

L DY-DD-DY/DD ‘

I DY, DD, DY/DD, KARSITLIK, BENZERSIZLIK, | I o . ) I
|| HOMOMENLIK, ASM, ENTROPL ORTALAMA, VARYANS, | | | EGITIMVERISI TEST VERISI |
I KORELASYON | |::> I I

| D | -y T T T T T T T
| [ GORUNTU YIGINI (152 BANT) ] I @ D
ZGEBOOST RO MODELI
MODEI OLUSTURMA
OLUSTURMA

DOGRULUK ANALIZLERI

GENEL DOGRULUK, KAPPA DEGERT, KULLANICI <:| SINIFLANDIRMA (XGBOOST ve RO)
DOGRULUGU, URETICI DOGRULUGU, DENGELENMIS

DOGRULUK

Sekil 12. Calismada Kullanilan Islem Adimlar1 Diagrami

Egitim ve test veri setlerinin olusturulmasi i¢in referans parsel verisi %50 oraninda
rastgele olarak trainshapefile ve testshapefile adlariyla iki ayr1 gruba ayrilmistir. Egitim
ve test parselleri verileri shapefile formatinda raster kiitliphanesinde mevcut olan
shapefile fonksiyonu kullanilarak bilgisayara tanimlanmstir. Raster kiitiiphanesinde olan
stack fonksiyonu kullanilarak 8 farkli tarihe ait goriintiiler ve bu goriintiilerden elde edilen
doku ozellikleri bantlar1 (2.4.2. Goériintiilerin Doku Ozelliklerinin Cikarilmasi) ¢ok

zamanl veri yi8im (stack) olarak tanimlanmustir.
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Gortlintiilerden, parsellerin i¢inde yer alan piksellerin geri yansima degerinin ¢ikartiimasi
islemi extract fonksiyonu kullanilarak gergeklestirilmistir. Sonug¢ olarak; ¢oklu zaman
Sentinel-1 goriintiilerin geri yansima ve doku 6zelliklerine ait degerler her bir piksel i¢in
elde edilmistir. Siniflandirmada kullanilacak veri setinde her bir piksel i¢in 8 adet DY, 8
adet DD, 8 adet DY/DD orani, 64 adet DY doku 6zellik bantlari, 64 adet DD doku 6zellik
bantlar1 olmak iizere toplam 152 bant yer almistir. Siniflandirmada kullanilan bantlara ait

bilgiler Tablo 7.’de verilmistir.

Tablo 7. Smiflandirmada Kullanilan Sentinel-1 DY ve DD Polarizasyon Goriintiileri ve

Bu Gériintiilerden Cikarilan Doku Ozellikleri Bantlari

DY Doku | DD Doku
D¥ e eer e Dl..) e eer e DY/!')D" . | Ozellik Ozellik TOPLAM
Goriintiileri | Goriintiileri | Goriintiileri

Bantlan Bantlan

64 Adet 64 Adet
8 Adet 8 Adet 8 Adet (8 Goriintii x 8 | (8 C0rintd x| 157

Doku Ozelligi) | o Doku

Ozelligi)

Egitim ve test verileri olusturulan 152 katmanli veri yigmmindan okutulduktan sonra,
XGBoost algoritmas1 ile smiflandirma islemi xgboost kiitliphanesi kullanilarak
gerceklestirilmistir. XGBoost algoritmasi siniflandirma modelinin olusturulmasi igin,
Eta: 0,2 — Nrounds: 170 — Max_depth: 12 — Subsample: 1 ve Col sample level: 1
parametre degerleri belirlenmis ve bu degerler kullanilarak (2.3.3. Asir1 Gradyan Artirma

(XGBoost)) smiflandirma islemi gerceklestirilmistir.

Calismada kullanilan diger smiflandirma algoritmast RO ile siniflandirma islemi
RandomForest kiitiiphanesi kullanilarak gerceklestirilmistir. RO algoritmasi igin ntree ve
mtry parametre degerlerinin belirlenmesi i¢in farkl caligmalar
incelenmistir[72][73][74][75][76][77][78]. RO algoritmasinda hesaplamada etkili olana
kadar ntree degerinin olabildigi kadar yiiksek alinabilecegi belirtilmistir[ 78]. Lawrence
tarafindan yapilan bir calismada, ntree smiflandirma agaci sayist 500 olarak
belirlendikten sonra hata degeri sabit kalmis ve degismemistir[79]. Bu degerin yaygin
sekilde kullanilmasinin diger bir nedeni ise en yaygin RO algoritmasi olarak kullanilan R
programinin randomForest kiitiiphanesi varsayilan ntree degerinin 500 alinmasidir[71].
Ntree degeri Adelabu (vd. 2014), Millard ve Richardson (2015), Nitze (vd. 2015)
tarafindan yapilmis calismalarda 5000 olarak, Colditz, Reese (vd. 2014), Sesnie (vd.
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2010) tarafindan yapilan ¢aligmalarda 1000 olarak, Belgiu (vd. 2016) tarafindan yapilan
calismada 500 olarak ve Guan (vd.2013) tarafindan yapilan ¢alismada 100 olarak
almustir[72][73][74][75][76][77][78]. Literatiirdeki bu c¢alismalar1 temel alarak RO
siniflandirmasi i¢in varsayilan ntree: 500 degerinin kabul edilebilir oldugu goriilmiis ve
bu calismada bu deger kullanilmistir. mrty parametresi degeri olarak degisken degerinin
karekokli almmistir[80][81]. Siniflandirma isleminde 152 katmanli veri yigmi

kullanildig1 i¢in, mtry parametre degeri 12 olarak hesaplanmistir.

2.5.3. Dogruluk Analizleri

Goriintli siniflandirmast  ¢iktilarinin  dogruluk analizinde hata matrisleri en yaygin
kullanilan yontemdir. Bu c¢alismada kullanilan XGBoost ve RO algoritmalar
smiflandirma c¢iktilari hata matrisleri seklinde degerlendirilmistir. Hata matrisleri,

siiflandirma i¢in de kullanilan R programi kullanilarak olusturulmustur.

Coklu siifa ait bir hata matrisi sinif sayisi kadar satir ve siitundan olusmaktadir. Satir ve
siitunlarda siniflandirma icin kullanilan referans veriler ve siniflandirma sonug verileri
yer almaktadir. Hata matrisinde dogru sonuglar satir ve siitun kesisimde bulunan
diyagonal degerlerdir. Diger degerler ise yanlis siniflandirilanlart géstermektedir. Coklu

sinifa ait bir hata matrisi 6rnek olarak Tablo 8’de gosterilmistir.

Tablo 8. Coklu Sinifa Ait Hata Matrisi (Campbell, 1996’dan alinmistir.)

Coklu Simif Referans

oklu Sim1

Hata Matrisi 1 2 3 4 5 Kl}llﬁﬂlgl Satir

Dogrulugu | Toplamm

g 1 510 | 110 85 23 10 69% 738

-E 2 54 | 1155 | 235 | 253 35 67% 1732

= 3 15 217 | 930 | 173 8 69% 1343

E 4 37 173 | 238 | 864 27 65% 1339

75 5 5 17 23 11 265 83% 321
Uretici 82% | 69% | 62% | 65% | 77% |  68% 5473

Dogrulugu
Siitun Toplamm | 621 | 1672 | 1511 | 1324 | 345 5473

Hata matrisi degerlerinden genel dogruluk, kappa (I%) degeri, iiretici ve kullanici

dogruluklar1 hesaplanabilmektedir. Test verilerinin sonuglarinin dogrulugu {iretici

dogrulugu, egitim verilerinin sonuglariin dogrulugu ise kullanict dogrulugudur. Genel
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dogruluk, dogru siniflandirma sonucundaki verilerin, egitim verilerine boliinmesiyle

bulunur. x degeri Esitlik 21°e gore hesaplanir.

N xS (x .
) — Zl:l x” rZi:l(xH * x*’ ) (21)
N _Zizl(xH *eri)

Esitlik 21°de N degeri toplam egitim verisini, 7 siif sayisini, x,; dogru smiflandiriimig

Kappa (&

egitim verisi toplamini, x,, i satir toplamini, x,, i siitun toplamini gostermektedir[82].

Yukaridaki dogruluk degerlerine ek olarak, her sinif i¢in, kullanici dogrulugu (Esitlik 22),
ozgillik (Esitlik 23), yayginlik (Esitlik 24), iiretici dogrulugu (Esitlik 25), yanlis simif
degeri (Esitlik 26), tespit etme oran1 (Esitlik 27), tespit etme yayginlig: (Esitlik 28) ve
dengelenmis dogruluk (Esitlik 2) degerleri de hesaplanabilmektedir. Bu degerlerin
hesaplanmasinda ikili hata matrisleri kullamlmaktadir. ikili hata matrisine bir 6rnek
Tablo 9°da gosterilmistir. Ikili hata matrisi, sniflandirmada kullanilan verilerin, var olan
hali ile siniflandirma sonuclarina goére dogru veya yanlis oldugunu tablo halinde
gostermektedir. Tablo 9°da; Dogru Pozitif (DP), Yanlis Pozitif (YP), Yanlis Negatif (YN)
ve Dogru Negatif (DN) degerleri mevcuttur. DP, var olan halinin dogru siniflandirilmasi
ve sonucun dogru olmasidir. YP, var olan halinin dogru siniflandirilmast ve sonucun
yanlis olmasidir. YN, var olan halinin yanlis siniflandirilmasi ve sonucun yanlis
olmasidir. DN, var olan halinin yanlis siiflandirilmasi ve sonucun dogru olmasidir[83].
Bu ¢alismada, elde edilen sonuglarin analizleri, kullanict dogruluk degeri (Esitlik 22),
tiretici dogruluk degeri (Esitlik 25) ve dengelenmis dogruluk degerine (Esitlik 29) gore
yapilmugtir.

Tablo 9. Tkili Hata Matrisine Bir Ornek

Referans Veri
ikili Hata Matrisi
Smif C Simif C Degil

= Simif C DP YP
g
=
=

Sinif C Degil YN DN
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DP

KullaniciDogrulugy = ——— 22
S DP+YN (22)

Ozgiilliik = _DN (23)
YP + DN

Yayginlik = DP+ TN (24)
DP+YP+YN + DN

KullaniciDogrulugu x Yayginlik
(KullanlczDogrulug’u X Yaygmlzk) + ((1 - Ozgﬁllﬁk) X (1 - Yaygmllk))
(25)

UreticiDogrulugu =

KullanictDogrulugu x (1 - Yaygmllk)

YanligSimifDegeri = -
yDeg ((1 - KullanzczDogrulugu) X Yaygznllk) + ((Ozgiilliik) X (1 - Yayglnllk))
(26)
TespitEtmeOrani = bP (27)
DP+YP+YN + DN
DP+YP

TespitEtmeYayginligr = 28
P - DP+YP+YN + DN @8)
DengelenmisDogruluk = KullaniciDogrulugu + Ozgiilliik (29)

2
XGBoost ve RO algoritmalar1 siniflandirma sonuglar i¢in hesaplanan hata matrisleri
sirastyla Tablo 10 ve 11°de verilmistir (“Boliim 3.1.Bulgularin Analizleri”). Tablo 8’de
siiflandirma uygulamasinin ¢oklu sinif hata matrisi 6rneginde gosterilen hesaplamalarla
ornek olarak kullanic1 ve genel dogruluk degerlerinin hesaplamasi su sekildedir. Kullanict
dogrulugu (user’s accuracy), siniflandirma verisi tizerinden dogru siniflandirmasi yapilan
{iriiniin toplam sayrya béliinmesi ile elde edilir. Ornegin; 1. smifin smiflandirma
verisindeki toplam piksel sayis1, hata matrisi 1. sinifa ait satir degerlerin toplami, 738’dir.
Dogru siniflandirilan piksel sayisi, hata matrisi 1. sinif satir ve siitunu kesisimi degeri,
510°dur. Dolayisiyla, 1. sinif igin kullanici dogruluk degeri, asagida gosterildigi gibi, 0.69

olarak hesaplanir.

510 ~
738(510+110+85+ 23 +10)

0,69

Genel dogruluk, biitiin degerlerin toplamina dogru siniflandirma sonuglarinin boéliinmesi
ile elde edilir. Tablo 8’de toplam referans sayis1 5473’tiir. Dogru smiflandirilan piksel
say1st, hata matrisi 1. sinif satir ve siitunu kesisimi degeri, 510°dur. Sirasiyla her bir sinifin
dogru smiflandirilan piksel sayilar1 ve referans verideki toplam piksel sayilar1 toplanir.

Dogru smiflandirilan piksel sayilarimin toplammin referans verileri piksel sayisi
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toplamina boliimii ile elde edilir. Tablo 8’da verilen hata matrisine gore hesaplama su

sekildedir;

510+1155+930+864+265
621+1672+1511+1324+ 345

2

3. BULGULAR VE ANALIZLER

3.1. Bulgularin Analizleri

Siiflandirma uygulamasi, XGBoost ve RO makine 6grenme algoritmalari ile toplam 152
bant (8 adet DY polarizasyon banti, 8 adet DD polarizasyon banti, 8 adet DY/DD oran
banti, 64 adet DY bantlarindan ¢ikarilmis doku oOzellikleri banti ve 64 adet DD
bantlarindan ¢ikarilmis doku 6zellikleri bant1) kullanilarak gerceklestirilmistir. XGBoost
ve RO makine 6grenme algoritmalar ile elde edilen sonuglarin degerlendirmeleri ve bu
iki algoritmanin sonuglarinin karsilagtirmas1 € ve genel dogruluk degerleri {izerinden

yapilmustir.

XGBoost ve RO algoritmalari ile elde edilen ¥ ve genel dogruluk degerleri Tablo 10°da
gosterilmistir. XGBoost algoritmasi ile siniflandirma i¢in hesaplanan x degeri (0,8059)
ve genel dogruluk degeri (%83,67), RO algoritmasi i¢in hesaplanan & degeri (0.8036) ve
genel dogruluk degerinden (%83.55) daha yiiksek ¢ikmistir. Dolayisiyla, elde edilen
sonuglara gore, bu ¢alisma alaninda, XGBoost algoritmas1 RO algoritmasindan, diisiik

oranda da olsa, daha iyi performans saglamistir.

Tablo 10. XGBoost ve RO Algoritmalar1 ile Siiflandirma Sonuglar I¢in Hesaplanmis

x ve Genel Dogruluk Degerleri

Genel Dogruluk

>

Dogruluklar

Simiflandirma Algoritmalari XGBoost RO XGBoost RO
Orijinal DY (8 Adet)
Orijinal DD (8 Adet)
DY/DD Orani (8 Adet)

DY Doku Bantlar1 (64 Adet)
DD Doku Bantlar1 (64 Adet)
Toplam: 152 Bant

0,8059 0,8036 %83,67 %83,55
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Siniflandirma sonuglarindan hesaplanmis olan {iriin seviyesinde kullanic1 dogrulugu,
tiretici dogrulugu ve dengelenmis dogruluk degerleri de degerlendirilmistir. Her sinifi¢in,
kullanici  dogrulugu, {retici dogrulugu ve dengelenmis dogruluk degerlerinin

hesaplanmasi sirasiyla Esitlikler 22, 25 ve 29 kullanilarak yapilmistir.

XGBoost algoritmasi ile siniflandirma i¢in elde edilen kullanic, iiretici ve dengelenmis
dogruluk degerleri Tablo 11’de, RO algoritmasi ile smiflandirma i¢in elde edilen
kullanici, iiretici ve dengelemis dogruluk degerleri ise Tablo 12’de verilmistir. Pamuk,
hem XGBoost hem de RO simiflandirma sonuglarinda en yiiksek kullanici, iiretici ve
dengelenmis dogruluk degerlerini saglamistir. XGBoost siniflandirma sonuglarina gore
(Tablo 11) pamuk i¢in hesaplanmig kullanicy, iiretici ve dengelenmis dogruluk degerleri
strastyla, %99,13, %96,59 ve %98,25 tir. RO siniflandirma sonuglarina gore (Tablo 12)
pamuk i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri ise sirasiyla

%99,34, %96,87 ve %98,40 tir.

Hem XGBoost hem de RO siniflandirma sonuglarina gore, en diisiik kullanic, {iretici ve
dengelenmis dogruluk degerlerine sahip iiriin yonca olmustur. Yonca i¢in XGBoost
siniflandirma sonucundan (Tablo 11) hesaplanmis kullanici, iiretici ve dengelenmis
dogruluk degerleri sirastyla, %23,96, %10,39 ve %55,03; RO siniflandirma sonucundan
(Tablo 12) hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri ise sirastyla
%25,17, %5,74 ve %52,79 dir. XGBoost ve RO algoritmalari ile siniflandirma sonucu
elde edilen kullanici, iiretici ve dengelenmis dogruluk degerleri karsilastirmali olarak
Tablo 13’te verilmistir. Bu iki algoritmanin sonuglar1 i¢in hesaplanan McNemar test
sonuclar1 Tablo 14’te verilmistir. XGBoost ve RO algoritmalar1 siniflandirma ¢iktilari
(tematik haritalar) sirasiyla Sekiller 13 ve 14’te gosterilmistir.

Tablo 11. XGBoost Algoritmasi ile Siniflandirma Sonucundan Hesaplanan Hata Matrisi

XGBOOST
Referans
o P . Kullanici
Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam - <
Dogrulugu
Bugday 9704 26| 372 294 1931 98| 36| 129 169 12759 | 76,06
Domates 141 3909 0] 283 103 48] a7 4 7 4542 86,06
Mera 235 9| 2068 8| 324 1 5] 59 9 2718 76,09
Misir 120 38| 12| 9279 96 71 74 15| 27 10068 | 92,16
Misir2 911 44| 13| 140| 782 22| 34 5| 41 1992 3926
Pamuk 12 32 0 0 6| 7090 12 0 0 7152| 99,13
Uziim 235 341 4] 534 68 55 | 13841 68| 1219 16365 | 84,58
Yonca 8 1 1| 4 88 1 0 ] 8 288 23.96
Zeytin 197 70| 55| 114| 218 18| 1078] 315 10667 12732 83,78
Toplam 11563 4870 | 2525] 10694 | 3616] 7340]15127| 664 | 12217 68616
Uretici 83,02 8027|8190 8677| 21.63| 96,59 91,50 1039 | 87,31 | Genel %83,67
Dogrulugu Dogruluk
Dengelenmis 89,28 | 89,64 |9046 | 92,70 | 59,88 | 9825| 93,39| 55,03 | 91,83 | Kappa 0,8059
Dogruluk
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Tablo 12. RO Algoritmasi ile Siniflandirma Sonucundan Hesaplanan Hata Matrisi

RO
Referans
- P . Kullanica
Siiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam < M
Dogrulugu
Bugday 10267 4| 522 332| 2005 91| 52| 128] 151 13552 7576
Domates 86| 3829 0] 230] &7 2] 21 0 0 4265| 89,78
Mera 228 11] 1906 0] 60 0 0| 70 12 2287| 8334
Misir 143 550 10| 9240| 455 11| 85 9 31 10543 | 87,64
Misir2 177 34 3] 40| 538 8 2 0| 22 824 6529
Pamuk 13 2 0 0 9] 7097 3 0 0 7144|9934
Uziim 355 276 2| 556 77 9713732 56| 1411 16562 | 8291
Yonca 7 0 1| 22 19 0 0| 38 o4 151 25,17
Zeytin 227 118] 71| 248| 354 10| 1179] 361 | 10469 13037 80,30
Toplam 11503 | 4853 | 2515| 10668 | 3604 | 7326|15074| 662 12160 68365
Uretici 8925 | 7890|7579 | 86,61 | 1493 | 96.87| 91,10| 05,74 | 86,00 | G | 08355
Dogrulugu Dogruluk
Dengelenmis | o, 7, | 8911|8760 92,18| 57,24 98,40 92,89 | 52,79 | 90,76 | Kappa | 0,8059
Dogruluk

Tablo 13. XGBoost ve RO Algoritmalart Uriin Seviyesinde Kullanici, Uretici ve

Dengelenmis Dogruluk Degerlerinin Karsilastirmast

XGBoost ve RO Algoritmalari Uriin Seviyesinde Dogruluklari Karsilastirmasi

% Algoritma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
XGBoost | 76,06 86,06 | 76,09 | 92,16 | 3926 | 99,13 | 84,58 | 23,96 | 83,78
Kullanic1
Dogralugu | ¢ 7576 | 89,78 | 83,34 | 87,64 | 6529 | 99,34 | 8291 | 25,17 | 80,30
Uretici XGBoost | 83,92 80,27 | 81,90 | 86,77 | 21,63 | 96,59 | 91,50 | 10,39 | 87,31
Dogrulugu | 8925 | 7890 | 7579 | 86,61 | 14,93 | 96,87 | 91,10 | 5,74 | 86,09
.| XGBoost | 89,28 89,64 | 90,46 | 92,70 | 59,88 | 98,25 | 93,39 | 55,03 | 91,83
Dengelenmis
Dogruluk RO 91,74 | 89,11 | 87,60 | 92,18 | 57,24 | 98,40 | 92,89 | 52,79 | 90,76
Tablo 14. XGBoost ve RO Algoritmalart McNemar Test Sonuglari
McNemar Testi Yanlis Simif Dogru Smmif
Yanlis Sinif 4260 11500
Dogru Sinif 11207 64356

Tablo 14’te 1/1 hiicresi her iki algoritma tarafindan yanls siniflandirma sayisini, 1/2
hiicresi sadece XGBoost algoritmasi ile yanlis siniflandirma sayisini, 2/1 hiicresi sadece
RO algoritmasi ile yanlis siniflandirma sayisini ve 2/2 hiicresi her iki algoritma tarafindan

dogru siniflandirma sayisin1 gostermektedir.
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McNemar Ki Kare test sonucu (Esitlik 30) ¢cikan deger (3,755) serbestlik derecesi 1 i¢in
istatistiksel anlamlilik sinir degeri olan 3.84 ten kiiciik oldugundan, iki algoritma arasinda
istatistiksel olarak anlamli fark olmadig1 sonucu elde edilir. p = 0.05265 (p >0.05) oldugu
icin bu sonucun yorumu iki degerlendirme yOntemine ait sonuglar istatistiksel olarak

birbirinden farklidir veya birbirileri ile uyumlu degildir seklindedir.[84]

37



. SINIFLANDIRMA SONUCLARI-ASIRI GRADYAN ARTIRMA
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Sekil 13. XGBoost Algoritmasi Siniflandirma Ciktis1 (Tematik Harita)
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Tablo 11°a gore XGBoost algoritmasiyla tarim iriinlerinin iirlin bazinda siniflandirma

sonuclarinin degerlendirmeleri su sekildedir;

Bugday icin hesaplanmis kullanici, {iretici ve dengelenmis dogruluk degerleri sirasiyla,
%76,06, %83,92 ve %89,28 tiir. Bugday sinifina ait toplam 11563 referans pikselden
9704 adedi dogru olarak smiflandirilmistir. Bugdayin pamuk ve yonca haricindeki diger
tarim {rtlinleri ile karigtirildig1 gortilmektedir. En yiiksek karigsma 911 piksel ile misir2
sinifi ile olmustur. Karisma miktari mera ve iiziim ile 235 piksel, domates ile 141 piksel,
musir ile 120 piksel ve zeytin ile 197 piksel seviyesindedir. Karigan iirlinlerin biiyliime
doneminde bugdayla benzer ozellikler gosterdigi icin bugdayin yansimasina yakin

degerler vermistir.

Domates i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%86,06, %80,27 ve %89,64 tiir. Domates sinifina ait toplam 4870 referans pikselden
3909 adedi dogru olarak siiflandirilmigtir. Domatesin mera ve yonca haricindeki diger
tirtinler ile kanstirildigr goriilmektedir. En yiiksek karigtirma 438 piksel ile misir ile
olmustur. Karigma miktar1 bugday ile 26 piksel, misir2 ile 44 piksel, pamuk ile 32 piksel,
liztim ile 341 piksel ve zeytin ile 70 piksel diizeyindedir. Domatesin ekim doneminde;
bugday biliylime, misir, misir2 sinifinda ekilen iki farkli iiriinden biri olan bugday ve
pamuk ekim donemlerindedir. Uriinlerin aymi tarihlerde ekim déneminde olmasindan

dolay1 siniflandirmada karistirilmistir.

Mera icin hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%76,09, %81,90 ve %90,46 dir. Mera sinifina ait toplam 2525 referans pikselden 1906
adedi dogru olarak siniflandirilmistir. Meranin bugday ve zeytin ile karistirildigi
gorilmektedir. En yiliksek karistirma 372 piksel ile bugdayla olmustur. Zeytin ile karisma
55 piksel diizeyindedir. Meralar hayvan otlamasi i¢in bos birakilan arazilerin oldugu
bolgelerdir. Karigmalarin, bolgedeki iiriinlerinin ekim ve biiylime donemlerinde benzer

yansima degerleri vermesinden dolay1 oldugu diisiiniilmektedir.

Misir i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%92,16, %86,77 ve %92,70 tir. Misir sinifina ait toplam 10694 referans pikselden 9279
adedi dogru olarak smiflandirilmistir. Misirin mera, pamuk ve yonca haricindeki diger
tarim iiriinleri ile karistirlldig1 goriilmektedir. En yiiksek karigma 534 piksel ile iizimle
olmustur. Karigsma miktar1 bugday ile 294 piksel, domates ile 283 piksel, misir2 ile 140

piksel ve zeytin ile 114 piksel olmustur. Misir, domatesle ayn1 donem ve misir2 sinifinda
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ekilen iki farkli iiriinden biri olan musir ile 2-3 aylik donemde ekilmektedir. Dolayisiyla,
ekim ve biiyiime donemlerindeki benzer yansima 6zelliklerinden dolay1 siniflandirmada

karisma olmaktadir.

Misir2 i¢in hesaplanmis kullanici, tiretici ve dengelenmis dogruluk degerleri sirasiyla,
%39,26, %21,63 ve %59,88 dir. Misir2 sinifina ait toplam 3616 referans pikselden 782
adedi dogru olarak simiflandirilmistir. Misir2nin pamuk haricindeki diger tarim tirtinleri
ile karistig1 goriilmektedir. Misir2, bugday ve bugday hasadindan sonra ekilen korpe
misirt  igermektedir. Dolayisiyla, aymi tarim iirliniinii  iceren ddénemlere ait
siiflandirmalarda yiliksek oranda karistirma gerceklesmistir. En yiiksek karigma 1931
piksel ile bugdayla olmustur. Karigsma miktari, domates ile 103 piksel, mera ile 324
piksel, misir ile 96 piksel, tiztim ile 68 piksel, yonca ile 88 piksel ve zeytin ile 114 piksel

diizeyindedir.

Pamuk i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%99,13, 9%96,59 ve %98,25 tir. Pamuk sinifina ait toplam 7340 referans pikselden 7090
adedi dogru olarak simiflandirilmistir. Pamugun bugday, domates ve iiziim tarim iirtinleri
ile disiik oranda karistirildign goriilmektedir. Karisma miktari, bugday ile 98 piksel,

domates ile 48 piksel ve iizlim ile 55 piksel diizeyindedir.

Uziim i¢in hesaplanmus kullanicy, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%84,58, %91,50 ve %93,39 dur. Uziim sinifina ait toplam 15127 referans pikselden
13841 adedi dogru olarak siniflandiriimistir. Uziimiin zeytin ile 1078 piksel karistirildig
goriilmektedir. Karistirildigi tarim irlinlerinin hepsi ayni donemde ekimi yapilan
tirtinlerdir. Bliylime donemleri farklilik gdsterse de geri yansima degerlerinde etkili olmus

ve simiflandirmayi etkilemistir.

Uriinler iginde en diisiik dogruluk degerlerine sahip olan yonca i¢in hesaplanmis
kullanici, tiretici ve dengelenmis dogruluk degerleri sirastyla, %23,96, %10,39 ve %55,03
tir. Yonca simifina ait toplam 664 referans pikselden 69 adedi dogru olarak
siniflandirilmistir. Yoncanin domates, misir2 ve pamuk haricindeki diger tarim tirtinleri
ile karistirlldigr goriilmektedir. En yiiksek karisma 315 piksel ile zeytinle olmustur.
Karigsma miktari, bugday ile 129 piksel, mera ile 59 piksel, misir ile 15 piksel ve {iziim ile
68 piksel diizeyinde olmustur. Yonca ekildikten sonra yaklasik olarak 5 yil boyunca
arazide kalmaktadir. Hasat her 2-3 haftada bir sefer olacak sekilde yapilmaktadir. Diizenli
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ve kisa siireli hasatlarin yapilmasinin tarim tirtinii siniflandirmasinin karistirilmasinda ¢ok

etkili oldugu degerlendirilmektedir.

Zeytin i¢in hesaplanmis kullanici, {iretici ve dengelenmis dogruluk degerleri sirasiyla,
%83,78, %87,31 ve %91,83 tiir. Zeytin smifina ait toplam 12217 referans pikselden
10667 adedi dogru olarak smiflandirilmistir. Zeytinin bugday, iiziim ve yonca tarim
tirtinleri ile karigtirnlldigr goriilmektedir. En yiiksek karisma 1219 piksel ile liziimle
olmustur. Karigsma miktari, bugday ile 169 piksel ve yonca ile 78 piksel olmustur. Zeytin
dikim ve biiyiime donemi gergeklestikten sonra degisim gostermemekte yaprak bile
dokmemektedir. Dolayistyla, ekildikten sonra biiyiime doneminde olan diger tarim

tiriinleri ile karigma gdstermistir.

Tablo 12’ye gére RO algoritmasiyla tarim iirlinlerinin {liriin bazinda siniflandirma

sonuglarmin degerlendirmeleri su sekildedir;

Bugday i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%75,76, %89,25 ve %91,74 tiir. Bugday sinifina ait toplam 11503 referans pikselden
10267 adedi dogru olarak siniflandirilmistir. Bugdayin pamuk ve yonca haricindeki diger
tarim trlnleri ile karistirlldig: goriilmektedir. En yliksek karisma 355 piksel ile liziimle
olmustur. Karigsma miktari, domates ile 86 piksel, mera ile 228 piksel, misir ile 143 piksel,

misir2 ile 177 piksel ve zeytin ile 227 piksel diizeyindedir.

Domates i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%89,78, %78,90 ve %89,11 dir. Domates sinifina ait toplam 4853 referans pikselden
3829 adedi dogru olarak smiflandirilmistir. Domatesin karigtigi lirtinler arasinda musir,
misir2, liziim ve zeytin yer almaktadir. Bu {irlinlerden en yiiksek karigsma 559 piksel ile
misirla olmustur. Karigma miktari, nisir2 ile 34 piksel, iiziim ile 276 piksel ve zeytin ile

118 piksel diizeyindedir.

Mera icin hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%83,34, %75,79 ve %87,60 tir. Mera sinifina ait toplam 2515 referans pikselden 1906
adedi dogru olarak siniflandirilmistir. Meranin karistig iki tirtin bugday ve zeytindir. Bu
tirlinler arasinda en yliksek oranda karigma 522 piksel ile bugdayla olmustur. Zeytinle

olan karigsma miktar1 71 piksel diizeyindedir.

Misir i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%87,64, %86,61 ve %92,18 dir. Misir sinifina ait toplam 10688 referans pikselden 9240

adedi dogru olarak siniflandirilmistir. Misirin mera, misir2, pamuk ve yonca haricindeki
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diger tarim {rtinleri ile kanstirilldig1 goriilmektedir. En yiiksek karisma 556 piksel ile
tiziimle olmustur. Karigma miktari, bugday ile 332 piksel, domates ile 230 piksel, iiziim

ile 556 piksel ve zeytin ile 248 piksel diizeyindedir.

Misir2 i¢in hesaplanmis kullanici, tiretici ve dengelenmis dogruluk degerleri sirasiyla,
%65,29, %14,93 ve %57,24 tiir. Misir2 siifina ait toplam 3604 referans pikselden 538
adedi dogru olarak siniflandirilmistir. Misir2nin pamuk ve yonca haricindeki diger tarim
trtinleri ile karistirildigi goriilmektedir. En yiiksek karigma 2005 piksel ile bugdayla
olmustur. Karigsma miktari, domates ile 87 piksel, mera ile 60 piksel, misir ile 455 piksel,

tiziim ile 77 piksel ve zeytin ile 354 piksel diizeyindedir.

Pamuk i¢in hesaplanmis kullanici, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%99,34, %96,87 ve %98.,40 tir. Pamuk sinifina ait toplam 7326 referans pikselden 7097
adedi dogru olarak simiflandirilmistir. Pamugun daha ziyade bugday ve {liziimle
karistirlldigr gortilmektedir. Bugday ile 91 piksel ve iiziim ile 97 piksel karigsma

gostermistir.

Uziim i¢in hesaplanmis kullanic, iiretici ve dengelenmis dogruluk degerleri sirasiyla,
%82,91, %91,10 ve %92,89 dur. Uziim sinifina ait toplam 15074 referans pikselden
13732 adedi dogru olarak siniflandirilmistir. Uziimiin karisma gosterdigi iiriinler misir ve
zeytindir. Bu iiriinler arasinda en yiiksek karisma 1078 piksel ile zeytinle olmustur. Misir

ile karisma miktar1 85 piksel diizeyindedir.

Yine, triinler i¢inde en diisiik dogruluk degerlerine sahip olan yonca i¢in hesaplanmis
kullanict, iiretici ve dengelenmis dogruluk degerleri sirastyla, %25,17, %5,74 ve %52,79
dur. Yonca sinifina ait toplam 662 referans pikselden 38 adedi dogru olarak
siniflandirilmistir. Yoncanin domates, misir2 ve pamuk haricindeki diger tarim {iriinleri
ile karigtirlldig1 goriilmektedir. Yoncanin en yiiksek karisma gosterdigi iirtin 361 piksel
ile zeytin olmustur. Karisma miktari, bugday ile 128 piksel, mera ile 70 piksel, misir ile

9 piksel ve liziim ile 56 piksel diizeyindedir.

Zeytin i¢in hesaplanmis kullanici, {iretici ve dengelenmis dogruluk degerleri sirasiyla,
%80,30, %86,09 ve %90,76 dir. Zeytin smifina ait toplam 12160 referans pikselden
10469 adedi dogru olarak smiflandirilmistir. Zeytinin karistigi iirtinler arasinda bugday,
lizim ve yonca yer almaktadir. En yiliksek karisma 1411 piksel ile iizlimle olmustur.

Karigma miktari, bugday ile 151 piksel ve yonca ile 64 piksel diizeyindedir.
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XGBoost ve RO algoritmalart siniflandirma sonuglari dogruluk degerleri karsilastirmali olarak Tablo 15°te verilmistir.

Tablo 15. XGBoost ve RO Algoritmalar1 Siniflandirma Sonuglar1 Hata Matrisleri Karsilagtirmasi

REFERANS
XGB | RO |XGB| RO |XGB| RO | XGB | RO |XGB| RO |XGB| RO | XGB | RO [XGB| RO |XGB| RO

Smiflandirma Bugday Domates Mera Misir Misir2 Pamuk Uziim Yonca Zeytin

Bugday 9704 | 10267 26 41 372 522 294| 332| 1931| 2005 98 91 36 52 129 128| 169 151
Domates 141 86| 3909| 3829 0 0| 283 230 103 87 48 12 47 21 4 0 7 0
Mera 235 228 9 11| 2068 | 1906 8 0| 324 60 1 0 5 0 59 70 9 12
Misir 120 143| 438| 559 12 10 9279| 9240 96| 455 7 11 74 85 15 9 27 31
Misir2 911 177 44 34 13 3] 140 40| 782 538 22 8 34 2 5 0 41 22
Pamuk 12 13 32 22 0 0 0 0 6 9] 7090| 7097 12 3 0 0 0 0
Uziim 235 355 341 276 4 2] 534] 556 68 77 55 97| 13841| 13732 68 56| 1219 1411
Yonca 8 7 1 0 1 1 42 22 88 19 1 0 0 0 69 38 78 64
Zeytin 197 227 70| 118 55 71 114| 248| 218| 354 18 10] 1078| 1179] 315| 361]10667| 10469
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3.2. XGBoost ve RO Algoritmalari islem Siireleri

Her iki algoritma ile smiflandirma islemi Intel® Core ™ 7 6700HQ 2.60GHz islemci,
16 GB RAM, 1 TB HDD ve Windows 10 islemi sistemi bulunan diziistii bilgisayar
ortaminda gerceklestirilmistir. Siniflandirma islemleri icin Sentinel-1 goriintiilerinden
egitim ve test verileri belirlendikten sonra algoritmalar arasinda model olusturma siireleri
kaydedilmistir. Her iki algoritma da ayni verileri kullanmasma ragmen islemci
cekirdeklerini farkli olarak kullandigi goriilmiistiir. XGBoost algoritmasi, parametre
olarak belirlenen islemci ¢ekirdek sayisini, ayni anda ve paralel olarak kullanmaktadir.
Diger taraftan, RO algoritmasi i¢in islemci c¢ekirdekleriyle ilgili parametre degeri
girilemedigi tespit edilmistir. XGBoost modeli olusturulurken bilgisayar {izerinde baska
bir program calistirilmamais, ¢ekirdek sayis1 parametre degeri olarak 7 girilmis ve model
olusturmak i¢in kullanilmistir. RO modeli olusturulurken bilgisayar iizerinde yine baska
bir program calistirllmamis, varsayilan cekirdek sayisi olarak 2 alinmis ve model
olusturulmustur. Bu parametrelerle model olusturma siiresi XGBoost algoritmasi i¢in 25

dakika, RO algoritmasi i¢in ise 120 dakika olarak 6l¢iilmiistiir.

3.3. Ozellik Onem Derecelerinin Secilmesi ve Siiflandirma Sonuglar:

Ozellik segimi makine 6grenme algoritmalar1 uygulamalarinda énemli bir adim olmustur.
Modern veri setleri pratik model olusturma i¢in birgok degisken ile tanimlanmaktadir.
Genellikle, degiskenlerin ¢ogunun smiflandirmada 6nemi diisiik ve ilerlemede 6nemleri
bilinmemektedir. Cok biiyiik veri setleri ile calismak algoritmalar1 yavaglatmakta ve

fazlasiyla gereksiz kaynak tiiketmektedir. [85]

Ozellik secimi veri analizi, makine 6grenmesi ve veri madenciliginde gittikce artan
Oneme sahiptir. Bliyiik veri setleri i¢cin 6nemsiz ve gereksiz 6zellikteki verilerin, asiri
uyum gostermeyi (overfitting) engellemek ve biiyiik veri setlerinin iistesinden gelmek

i¢in alt kiimesi segilerek filtreden gegirilmesi 6nem arz etmektedir.[86]

XGBoost ve RO algoritmalar1 degisken Oonem dereceleri iki Ol¢ii degeri tanimlar.
XGBoost algoritmasi i¢in ilk 6l¢ii degeri, modeldeki her agag i¢in her 6zelligin katkisiyla
hesaplanan, ilgili 6zelligin modele goreceli katkisini (Gain) ifade eder. ikinci dl¢ii degeri
ise, Ozelligin agaclarda kullanilma bagil sayisiyla (Frequency) hesaplanir. Daha yiiksek
oranda kazang (Gain) ve frekans (Frequency) daha 6nemli tahmin degiskenini ifade eder.
RO algoritmasit i¢in ilk Olci degeri (Mean Decrease Accuracy), her degisken

cikarildiginda modelin ne kadar dogruluk kaybettigini ifade eder. Ikinci 6l¢ii degeri
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(Mean Decrease Gini) ise, rastgele orman sonuglarinda ortaya ¢ikan diigiim ve

yapraklardaki homojenlige her degiskenin nasil katki sagladigimni Slger. Her iki olgli

degerinin yiiksek olmasi, tahmin degiskeninin daha 6nemli oldugunu gosterir. [87]

Bu c¢alismada kullanilan RO algoritmasi i¢in Dogruluktaki Ortalama Diisiis ( Mean

Decrease Accuracy) ve XGBoost algoritmasi i¢in Kazang (Gain) kullanarak hesaplanmis

bant 6nem dereceleri sirasiyla Sekil 15 ve 16°da verilmistir.

0.07

0.06

0.00

Rastgele Orman Algoritmasi Bant Onem Dereceleri

Sekil 15. RO Algoritmasi Bant Onem Dereceleri
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XGBoost Algoritmasi Bant Onem Dereceleri
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Sekil 16. XGBoost Algoritmasi Bant Onem Dereceleri

Hesaplanan bant 6nem derecelerinin analizi yapildiginda esik degerleri olarak 50 bant ve
70 bant secilmistir. Dolayisiyla, smiflandirma islemi en 6nemli 50 bant ve 70 bantla
gergeklestirilmis olup elde edilen & ve genel dogruluk degerleri Tablo 16’da verilmistir.
En 6nemli 50 bant kullanarak XGBoost algoritmasi ile siniflandirma sonucu hesaplanan
k degeri (0,6925) ve genel dogruluk degeri (%74,13), RO algoritmasi i¢in hesaplanan &
degeri (0,6988) ve genel dogruluk degerinden (%74,82), cok az oranda, daha diisiik
cikmistir. Benzer sekilde, en onemli 70 bant kullanarak XGBoost algoritmasi ile
siniflandirma sonucu hesaplanan x degeri (0,7357) ve genel dogruluk degeri (%77,83),
RO algoritmasi igin hesaplanan x degeri (0,7395) ve genel dogruluk degerinden
(%78,21), cok az oranda, daha diisiik ¢ikmistir.

XGBoost algoritmasi i¢in, 70 bant ile yapilan siniflandirma sonucu hesaplanan genel
dogruluk degeri (%77.83) ve kdegeri (0.7357), 50 bant ile yapilan simiflandirma sonucu
hesaplanan genel dogruluk degeri (%74.13) ve & degerine (0.6925) gore daha yiiksek
cikmustir. Genel dogruluk degeri ve xdegeri igin artis miktari sirasiyla, %3.7 ve 0.0432
dir.
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RO algoritmasi i¢in, 70 bant ile yapilan siniflandirma sonucu hesaplanan genel dogruluk
degeri (%78.21) ve k degeri (0.7395), 50 bant ile yapilan siniflandirma sonucu
hesaplanan genel dogruluk degeri (%74.82) ve k degerine (0.6988) gore daha yiiksek
cikmustir. Genel dogruluk ve & degerleri i¢in artis miktar sirasiyla, %3.39 ve 0.0407 dir

Tablo 16. En Onemli 50 Bant ve 70 Bant ile Siiflandirma Sonuglar1 i¢in Hesaplanmis

& ve Genel Dogruluk Degerleri

Dogruluklar K Genel Dogruluk
Simiflandirma Algoritmalari XGBoost RO XGBoost RO
50 Bant 0,6925 0.6988 %74,13 %74,82
70 Bant 0,7357 0,7395 %77,83 %7821

Bant 6nem derecelerine gore en oOnemli 50 bant i¢in XGBoost algoritmasi ile
siiflandirma i¢in elde edilen kullanici, tiretici ve dengelenmis dogruluk degerleri Tablo
17°de, RO algoritmasi ile siniflandirma icin elde edilen kullanici, tiretici ve dengelenmis

dogruluk degerleri Tablo 18’de verilmistir.

Tablo 17. En Onemli 50 Bant Kullanarak XGBoost Algoritmasi ile Siniflandirma

Sonucundan Hesaplanan Hata Matrisi

XGB-50
Referans

- P . Kullamic1

Siiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam < M
Dogrulugu

Bugday 9152 51| 553| 700| 2186] 512| 22| 159| 386 13721 66,70
Domates 75| 3266| 17| 562| 237| 194] 97 1 44 4493 72,69
Mera 353 2] 1786] 198 4 3 8 1 17 2372 75,29
Misir 236 864 139 7906| 224 24| 260 48 96 9797 80,70
Misir2 1281 11| 27| 110]| 748| 1281 33 97 90 3678 | 2034
Pamuk 5 139 2 9 77| 4880| 225 0 0 5337 9144
Uziim 356 427 0] 763| 105| 340 14170| 166| 2554 18881 75,05
Yonca 29 6 1| 325 15 56| 110 44| 116 702 6,27
Zeytin 76 104 0] 121 20 50| 202| 148| 8914 9635 | 92,52
Toplam 11563 | 4870 | 2525|10694 | 3616| 734015127 | 664 | 12217 68616
Uretici 79.15| 67,06 70,73 | 73,93 | 20,69| 6649 | 93.67| 06,63| 72,96 | G | 0i7413
Dogrulugu Dogruluk
Dengelenmis | o5 571 g5 5718492 | 8533 | 58,09| 82,87 | 9243 | 52,83 | 85,84 | Kappa | 0,6925
Dogruluk
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Tablo 18. En Onemli 50 Bant Kullanarak RO Algoritmasi ile Siniflandirma Sonucundan

Hesaplanan Hata Matrisi

RO-50
Referans

- P . Kullanici

Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam Dodrulud
ogrulugu

Bugday 9497 50| 480] 716| 2060| 680| 23| 174| 387 14067 67,51
Domates 61 2948 0| 198] 171] 119 60 0] 35 3592 82,07
Mera 251 2] 1897| 142 37 10 2 0 9 2350| 80,72
Misir 242 1007| 81| 7954| 253 69| 357] 30| 147 10140 | 78,44
Misir2 604 2 0| 57| 719 281 4 36 12 1715| 41,92
Pamuk 11 152 3 35| 120] 5247 222 0 16 5806 9037
Uzim 422 450 3| 830 96| 67813765 163| 3324 19731 69,76
Yonca 22 3 6| 124 15 3] 59| 35 96 373 9,38
Zeytin 235 123 0| 277 67 46| 168] 209| 7976 9101 87,64
Toplam 11345 | 4737 2470 | 10333 | 3538 | 7143 |14660| 647|12002| 66875
Uretici 8371 6223|7680 | 7698 | 2032| 7346 | 93.89| 541 6646 G | oi7482
Dogrulugu Dogruluk
Dengelenmis | ¢, 74| 2060|8805 | 86,56 | 5938 | 8626 91,23 | 52.45| 82,20 | Kappa | 0,6988
Dogruluk

Bant 6nem derecelerine gore en oOnemli 70 bant icin XGBoost algoritmasi ile
siiflandirma i¢in elde edilen kullanici, tiretici ve dengelenmis dogruluk degerleri Tablo
19°da, RO algoritmasi ile siniflandirma i¢in elde edilen kullanici, iiretici ve dengelenmis

dogruluk degerleri Tablo 20’de verilmistir.

Tablo 19. En Onemli 70 Bant Kullanarak XGBoost Algoritmasi ile Siniflandirma

Sonucundan Hesaplanan Hata Matrisi

XGB-70
Referans

- - . Kullanici

Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam = =
Dogrulugu

Bugday 9326 99| 815| 447| 2300] 126] 17| 198| 402| 13730| 67.92
Domates 76| 3398 1| 423| 148 225] 58 0] 16 4345 7820
Mera 554 0] 1587] 62| 37 1| 21 o 17 2269 69,94
Misir 173 682] 53| 8749 153 15| 149 34| 95 10103 | 86,60
Misir2 936 10] 48| 135| 680] 493| 57| 66| 54 2479 | 2743
Pamuk 3 140 3 8 12| 6275 46 0 0 6487 96,73
Uziim 362 444 2| 786| 99| 176]14585| 156| 2764| 19374| 7528
Yonca 60 5| 11| 21| 172 1| 30| 42| 107 449 9,35
Zeytin 83 92 5] 63 15 28] 164| 168| 8762 9380 | 9341
Toplam 11563 | 4870 | 2525|10694 | 3616| 7340|15127| 664 |12217| 68616
Uretici 80,65| 6977|6285 | 81.81| 18.80| 8549 | 9641 | 633 71,72|Genel %77,83
Dogrulugu Dogruluk
Dengelenmis | q¢ 7| 8414|8091 89,74| 58,02 92,57 93.73| 52.86 | 8531 |Kappa | 0,7357
Dogruluk
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Tablo 20. En Onemli 70 Bant Kullanarak RO Algoritmasi ile Siniflandirma Sonucundan

Hesaplanan Hata Matrisi

RO-70
Referans

- P . Kullanici

Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin | Toplam Dodrulud
ogrulugu

Bugday 9499 47| 660| 588| 1938 85| 24| 195| 373 13409 70,84
Domates 62| 3100 0| 226 51| 298] 13 0 1 3751 82,64
Mera 268 0] 1698| 35 19 0 9 0 6 2035| 8344
Misir 233 769 46| 8325| 193 21| 165 33 98 0883 | 84,24
Misir2 366 11| 31| 34| 1024 13 71 32 17 1535| 66,71
Pamuk 5 136 1 5 13| 6131 38 0 1 6330 96,86
Uzim 465 515 3| 752 112] 45813696 118| 3350 19469 | 7035
Yonca 31 5 6| 30| 108 2| 40| 23| 103 348 6,61
Zeytin 224 94 0| 185 65 46| 199| 234 7866 8913| 8825
Toplam 11153 | 4677 | 2445|10180| 3523 | 7054 |14191| 635 | 11815 65673
Uretici 85.17| 6628|6945 | 8178 | 29.07| 86.92| 9651| 3.62| 66.68| G | oi7821
Dogrulugu Dogruluk
Dengelenmis | ¢ ) | 8561|8446 | 8949 | 64,12 93,29 92,65| 51,56 | 82,32 | Kappa | 0,7395
Dogruluk

En 6nemli 50 bant kullanarak XGBoost ve RO algoritmalari ile siniflandirma sonucu elde
edilen kullanicy, tiretici ve dengelenmis dogruluk degerleri karsilagtirmali olarak Tablo
21°de verilmistir. Yine en 6nemli 70 bant kullanarak XGBoost ve RO algoritmalar ile
siniflandirma sonucu elde edilen kullanici, iiretici ve dengelenmis dogruluk degerleri

karsilastirmal1 olarak Tablo 22’de verilmistir.

Tablo 21. En Onemli 50 Bant Kullanarak XGBoost ve RO Algoritmalar1 ile Smiflandirma

Sonucu Uretici ve Kullanici Dogruluklarinin Karsilastirilmasi

% Algoritma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
XGB-50 66,70 72,69 | 7529 | 80,70 | 20,34 | 91,44 | 75,05 | 6,27 | 92,52
Kullanici
Dogrulugu RO-50 67,51 82,07 80,72 | 78,44 | 41,92 | 90,37 | 69,76 | 9,38 87,64
. XGB-50 79,15 67,06 | 70,73 | 73,93 | 20,69 | 66,49 | 93,67 | 6,63 | 72,96
Uretici
Dogralugu 1 .50 83,71 | 6223 | 76,80 | 7698 | 2032 | 7346 | 93,89 | 541 | 66,46
. | XGB-50 85,57 82,57 84,92 | 85,33 | 58,09 82,87 | 92,43 | 52,83 | 85,84
Dengelenmis
Dogruluk RO-50 87,74 | 80,60 | 88,05 | 86,56 | 59,38 | 86,26 | 9123 | 5245 | 82,20
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Tablo 22. En Onemli 70 Bant Kullanarak XGBoost ve RO Algoritmalari ile Smiflandirma

Sonucu Uretici ve Kullanici Dogruluklarinin Karsilastiriimasi

% Algoritma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
XGB-70 67,92 | 7820 | 6994 | 86,60 | 2743 | 96,73 | 7528 | 9,35 | 93,41
Kullanici
Dogrulugu | p6.79 70,84 | 82,64 | 83,44 | 8424 | 66,71 | 96,86 | 7035 | 6,61 | 8825
. XGB-70 80,65 | 69,77 | 62,85 | 81,81 | 18,80 | 8549 | 9641 | 6,33 | 71,72
Uretici
Dogrulugu | p65 79 85,17 | 6628 | 69,45 | 81,78 | 29,07 | 86,92 | 96,51 | 3,62 | 66,58
.| XGB-70 8647 | 84,14 | 8091 | 89,74 | 58,02 | 92,57 | 93,73 | 52,86 | 85,31
Dengelenmis
Dogruluk RO-70 89,00 | 82,61 | 84,46 | 89,49 | 64,12 | 93,29 | 92,65 | 51,56 | 82,32

4. SONUCLAR VE ONERILER

e Bu calismada elde edilen sonuglara gére, XGBoost algoritmasi ile elde edilen
genel dogruluk ve kappa degerleri (%83,67, 0,8059), RO algoritmasi ile elde edilen
dogruluk degerlerine gore (%83,55, 0,8036), diisik oranda da olsa, daha yiiksek
cikmustir.

e  Yalniz Sentinel-1 goriintiileri kullanilarak yapilan siniflandirma igleminde her iki
algoritmanin genel dogruluk degerleri %83’lin iizerinde ¢ikmistir. Sentinel-1
gorlntiilerinin gece, giindiiz ve kotii hava sartlarinda alinabilmesi her doneme ait
gorlntiileri elde etme imkani saglamaktadir. Sentinel-1 goriintiilerinin, tarimsal iiriin
tespiti amaglt siniflandirma uygulamalarinda istenilen dogruluk degerlerine ulasabildigi

degerlendirilmektedir.

e Hem XGBoost hem de RO smiflandirma sonuclarina gore, pamuk en yiiksek
kullanic1 dogrulugu, iiretici dogrulugu ve dengelenmis dogruluk degerlerini, yonca en
disiik kullanict dogrulugu, iiretici dogrulugu ve dengelenmis dogruluk degerlerini
saglamistir. Siniflar arasi1 karigmalarin her iki algoritma i¢in ayni {iriinlerde fakat farkl
oranlarda oldugu goriilmiistiir. Genel olarak, bugdaymn pamuk ve yonca haricindeki
tirtinlerle, domatesin mera ve yonca haricindeki triinlerle, meranin bugday ve zeytinle,
misirin mera, pamuk ve yonca haricindeki triinlerle, misir2nin pamuk haricindeki

irtinlerle, pamugun bugday, domates ve iliziimle, liziimiin zeytinle, yoncanin domates,
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misir2 ve pamuk haricindeki {irlinlerle, zeytinin ise bugday, iizim ve yoncayla

karistirlldigr goriilmiistir.

e Smiflandirma sonuglarinin yani sira model olusturma zamanlarinin da dnemli
oldugu goriilmiistiir. Siniflandirmada 152 banth veri yiginin kullanildigi bu ¢alismada,
XGBoost algoritmasi ile model olusturulmasi i¢in 25 dakika, RO algoritmasi ile model
olusturulmasi i¢in 120 dakika siire gerekmistir. XGBoost algoritmasi model olustururken
islemci ¢ekirdeklerinin paralel kullanilmasi imkani saglamaktadir. RO algoritmasi model
olustururken bu imkan1 saglamamaktadir. Daha biiyiik alanlar ve daha fazla gdriintiiniin
kullanilacagi uygulamalarda XGBoost algoritmast RO algoritmasina gore Onemli

miktarda zaman tasarrufu saglayacaktir.

e Bucalismada, XGBoost algoritmasi ¢ok yaygin kullanilan RO algoritmasina gore,
diisiik oranda da olsa, daha iyi sonuc¢lar vermistir. Bu da XGBoost algoritmasinin
Sentinel-1 goriintlilerinden tarimsal {iriin tespiti ¢calismalarinda tercih edilebilecek bir
algoritma oldugunu gostermektedir. Ancak, daha kesin bir sonuca ulagsmak i¢in benzer

caligmanin farkli birka¢ alanda daha uygulanmasi gerekir.

e Bant 6nem derecelerine gore siniflandirma, genel dogruluk ve kappa degerlerinde
cok az oranda diisiis olmasina ragmen, makine 6grenme algoritmalarindan siniflandirma

modeli olusturma siirelerinde 6nemli miktarda zaman tasarrufu saglamaktadir.

e En 6nemli 50 bant kullanarak XGBoost ve RO algoritmalari ile siniflandirma
sonuclart i¢in hesaplanmig genel dogruluk degeri %74’iin iizerinde, en énemli 70 bant
kullanarak XGBoost ve RO algoritmalari ile siniflandirma sonuglari i¢in hesaplanmis

genel dogruluk degeri %77 nin iizerinde ¢ikmustir.

e Tarimsal iirlinlerin uydu goriintiilerinden siniflandirmasinda iiriinlerin ekim,
bliylime, yaprak dokiimii ve hasat donemleri 6nem arz etmektedir. Bu fenolojik
donemlere gore belirleyici Ozelliklerdeki tarihler dikkate alinarak uydu goriintiilerini
secmek irlinlerdeki zamansal degisimlerin smiflandirmaya olan olumlu etkisini

artiracaktir.

e  Tarim lriinlerinin birbirinden ayirt edilebilmesi i¢in ekimden sonraki biiylime ve
hasat siirecleri ¢cok 6nemlidir. Uriinlerin ekim sonrasi biiyiime ve gelisme siirecinde
gosterdikleri degisimler geri yansima degerlerini etkilemektedir. Ancak, geri yansima
degerlerindeki bu degisimler {iriinlerin birbirleri ile karistirllmasini 6nlemekte ve

siniflandirma sonuglarini olumlu etkilemektedir. Ozetle, tarimsal iiriin tespitinde ¢oklu
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tarihli gorlintiilerin birlikte kullanilmasinin siniflandirma dogruluk degerlerine olumlu
etkisi vardir. Ancak, ¢oklu tarihli goriintiilerin veri yi1gin1 olarak siniflandirmaya dahil
edilmesi, makine 6grenme algoritmalarindan siniflandirma modeli olusturma siiresini

olumsuz yonde etkilemektedir.

e CKS wverileri tarim alanlarinda iretim yapan c¢iftcilerin beyanlarindan
olusturulmaktadir. Gerek c¢iftciler tarafindan verilen bilgilerde gerekse sisteme
aktarilmasi sirasinda yanligliklar olabilmektedir. Dolayisiyla, bu verilerin siniflandirmada
referans veriler olarak kullanilabilmesi i¢in Oncelikle analiz edilmesi ve hatalarin
ayiklanmasi1 ve/veya diizeltilmesi gerekir. Diger taraftan, hatali CKS wverileri, 6rn.

parseldeki iiriin tiirli, siniflandirma sonuglarina gore tespit edilip diizeltilebilir.

e XGBoost algoritmasi ile Sentinel-1 goriintiileri kullanilarak farkli dirtinler ve
zamansal degisimlerin oldugu calisma alanlarina ait veri setleri ile smiflandirma

sonuclarinin karsilastirmasi 6nerilmektedir.

e  XGBoost algoritmasi kullanilarak farkli tip uydu goriintiileri kullanilarak tarim

tiriinleri siniflandirma sonuglarinin karsilastirmasi dnerilmektedir.

e Sentinel-1 goriintiileri kullanilarak diger makine 6grenme algoritmalariyla tarim

tiriinlerinin tespit edilmesindeki sonuglarin karsilastirilmasi onerilmektedir.

e Sentinel-1 goriintiilerinin yaninda farkli radar goriintiilerinin siniflandirmaya
dahil edilmesinin sonuglar1 olumlu yonde etkileyecegi ve siniflandirma dogruluk

degerlerini yiikseltecegi degerlendirilmektedir.

e Radar goriintiilerinin yaninda siniflandirmada radar bitki ortiisti indeksi tutarlilik

verilerinin de kullanilmasinin sonuglar1 olumlu yonde etkileyecegi diistiniilmektedir.

e Sentinel-1 goriintiileri siniflandirmasi ile farkli fenolojik 6zelliklere ve cografi

bolgelere ait tarim tUriinlerinin tespitinin yapilmasi onerilmektedir.
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S.EKLER

EK 1 - Sentinel-1 DD/DY Doku Bantlar:

03 Mayis 2017 Tarihli Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlari
DY - Karsithk DY - Homojenlik

o
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03 Mayis 2017 Tarihli Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlari

DD - Karsithk DD - Homojenlik
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02 Haziran 2017 Tarihli Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlar:

DY - Karsithk DY - Homojenlik
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02 Haziran 2017 Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlar:

DD - Karsithik DD - Homojenlik
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02 Temmuz 2017 Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlari

DY - Karsithk DY - Homojenlik
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02 Temmuz 2017 Sentinel-1 DD Gdriintiisiinden Hesaplanmis Doku Bantlar

DD - Karsithk DD - Homojenlik

DD - Farklilik DD - Entropi
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01 Agustos 2017 Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlari

DY - Karsithk DY - Homojenlik

69



01 Agustos 2017 Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlari

DD - Karsithk DD - Homojenlik
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07 Eyliil 2017 Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlar:

DY - Karsithk DY - Homojenlik
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07 Eyliil 2017 Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlar:

DD - Karsithk DD - Homojenlik
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10 Ekim 2017 Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlar:

DY - Karsithik DY - Homojenlik
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10 Ekim 2017 Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlar:

DD - Karsithik DD - Homojenlik
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16 Kasim 2017 Sentinel-1 DY Goriintiisiinden Hesaplanmis Doku Bantlar:

DY - Karsithk DY - Homojenlik
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16 Kasim 2017 Sentinel-1 DD Goriintiisiinden Hesaplanmis Doku Bantlar:

DD - Karsithik DD - Homojenlik
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EK 2 — Siniflandirma Sonuclar1 Hata Matrisleri

XGBoost Algoritmasi Siniflandirma Sonuglar1 Hata Matrisi

XGBOOST
Referans

Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Bugday 9704 |26 372 1294 1931 |98 36 129 | 169
Domates 141 3909 0 283 103 |48 47 4 7
Mera 235 9 2068 |8 324 1 5 59 9
Misir 120 438 12 19279 |96 7 74 15 27
Misir2 911 44 13 140 |782 |22 34 5 41
Pamuk 12 32 0 0 6 7090 |12 0 0
Uziim 235 341 4 534 |68 55 13841 |68 1219
Yonca 8 1 1 42 |88 1 0 69 78
Zeytin 197 70 55 114 |218 18 1078 |315 10667
Genel Dogruluk: %83,67 Kappa: 0,8059

Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Uretici
uer 0.8392 | 0.8027 |0.8190|0.8677]0.2163]0.9659 |0.9150|0.1039 | 0.8731
Dogrulugu
Ozgiilliik 0.9465 | 0.9900 |0.9902|0.9864 |0.9814|0.9990 | 0.9528 | 0.9968 | 0.9634
Kullanict 0.7606 | 0.8606 |0.76090.9216|0.3926|0.9913 | 0.8458 | 0.2396 | 0.8378
Dogrulugu
E:ggffahmm 0.9667 | 0.9850 |0.99310.9758|0.9575|0.9959 |0.9754|0.9913 | 0.9723
Yaygimlik 0.1685 | 0.0710 |0.0368]0.1559|0.0527|0.1070 | 0.2205 | 0.0097 | 0.1780
(T;ZflitEtme 0.1414 | 0.0570 |0.0301|0.1352|0.0114|0.1033|0.2017|0.0010| 0.1555
TespitEtme | 1659 | 0.0662 |0.0396]0.1467]0.0290 | 0.1042 | 0.2385 | 0.0042 | 0.1856
Yaygmligt
Dengelenmis | 0576 | 8964 |0.9046 |0.9270 | 0.5988 | 0.9825 | 0.9339 | 0.5504 | 0.9183
Dogruluk
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Rastgele Orman Algoritmast Siniflandirma Sonuglar1 Hata Matrisi

RO
Referans

Simiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Bugday 10267 |4 522|332 |2005 |91 52 128 151
Domates 86 3829 0 230 |87 12 21 0 0
Mera 228 11 1906 |0 60 0 0 70 12
Misir 143 559 10 9240 |455 11 85 9 31
Misir2 177 34 3 40 538 8 2 0 22
Pamuk 13 22 0 0 9 7097 |3 0 0
Uziim 355 276 2 556 |77 97 13732 | 56 1411
Yonca 7 0 1 22 19 0 0 38 64
Zeytin 227 118 71 248 |354 10 1179 |[361 10469
Genel Dogruluk: %83,55 Kappa: 0,8036

Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Uretici 0.8925 | 0.7890 |0.7579|0.8661 |0.1493 | 0.9687|0.9110|0.0574| 0.8609
Dogrulugu
Ozgiillitk 0.9422 | 0.9931 |0.9942|0.9774|0.9956|0.9992 | 0.9469 | 0.9983 | 0.9543
Kullanict 0.7576 | 0.8978 |0.8334|0.8764|0.6529|0.9934 |0.8291|0.2517| 0.8030
Dogrulugu
g:ggjihhmm 0.9775 | 0.9840 |0.9908 |0.9753 |0.9546|0.9963 | 0.97410.9909 | 0.9694
Yayginlik 0.1683 | 0.0710 |0.0368 |0.1560|0.0527|0.1072|0.2205|0.0097 | 0.1779
(T;ZfllltEtme 0.1502 | 0.0560 |0.0279|0.1352|0.0079 |0.1038 | 0.2009 | 0.0006 | 0.1531
TespitEtme | ) 1905 | 0.0623 |0.0335]0.1542]0.0121 | 0.1045 | 0.2423 | 0.0022 | 0.1907
Yayginlig
Dengelenmis 09174 | 0.8911 |0.8760 | 0.9218 | 0.5724 | 0.9840 | 0.9289 | 0.5279 | 0.9076
Dogruluk
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En Onemli 50 Bant Kullanarak XGBoost Algoritmasi Siniflandirma Sonuglari Hata

Matrisi
XGB-50
Referans
Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Bugday 9152 |51 553|700 |2186 |512 |22 159 |386
Domates 75 3266 17 (562 (237 194 |97 1 44
Mera 353 2 1786 | 198 |4 3 8 1 17
Misir 236 864 139 7906 |224 |24 260 |48 96
Misir2 1281 |11 27 110 [748 1281 |33 97 90
Pamuk 5 139 2 9 77 4880 (225 |0 0
Uziim 356 427 0 763 1105 340 |14170|166 |2554
Yonca 29 6 1 325 |15 56 110 |44 116
Zeytin 76 104 0 121 (20 50 202 |148 (8914
Genel Dogruluk: %74,13 Kappa: 0,6925
Bugday | Domates | Mera | Misir | Misir2 | Pamuk Uziim | Yonca Zeytin

Uretici

el 0.7915 |0.6706 |0.7073|0.7393 | 0.2069 | 0.66485 | 0.9367 | 0.0663 | 0.7296
Dogrulugu
Ozgiillitk 0.9199 |0.9808 |0.9911|0.9674|0.9549|0.99254|0.9119|0.9903 | 0.9872
Kullanici 0.6670 [0.7269 |0.7530|0.8070 |0.2034 | 0.91437|0.7505 | 0.0627 | 0.9252
Dogrulugu
E:ggffahmm 0.9561 [0.9750 |0.9888|0.9526|0.9558(0.96112|0.9808 | 0.9909 | 0.9440
Yayginlik 0.1685 |0.0710 |0.0368|0.1559|0.0527|0.10697 | 0.2205 | 0.0098 | 0.1780
g;:lr’llltEtme 0.1334 |0.0476 10.0260|0.1152]0.0109|0.07112|0.2065 | 0.0006 | 0.1299
Tespit Btme 16 5000 | 0.0655 | 0.0346 | 0.1428 |0.0536 | 0.07778 | 0.2752 | 0.0102 | 0.1404
Yayginlig
Dengelenmis | ¢s57 108257 |0.8492|0.8533 | 0.5809 | 0.82870 | 0.9243 | 0.5283 | 0.8584
Dogruluk
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En Onemli 50 Bant Kullanarak RO Algoritmasi Siniflandirma Sonuglar1 Hata Matrisi

RO-50
Referans
Smiflandirma  [Bugday [Domates [Mera Misir [Misir2 [Pamuk [Uziim [Yonca [Zeytin
Bugday 9497 |50 480 [716 P060 (680 [23 174 387
Domates 61 2948 |0 198 171 [119 60 |0 35
Mera 251 2 1897 142 37 10 2 0 9
Misir 242 1007 81  [7954 [253 |69 357 30 |147
Misir2 604 2 0 |57 719 [281 4 36 |12
Pamuk 11 152 3 35 (120 5247 222 |0 16
Uziim 422 450 3 830 |96 678  |13765(163 3324
Yonca 22 3 6 124 |15 13 50 35 |96
Zeytin 235 123 0 P77 167 |46 168 [209 (7976
Genel Dogruluk: %74,82 Kappa: 0,6988
Bugday | Domates | Mera | Misir | Misir2 | Pamuk Uzim | Yonca Zeytin

Uretici

el 0.8371 |0.6223 |0.7680|0.7698 | 0.2032 | 0.7346 | 0.9389 | 0.0541 | 0.6646
Dogrulugu
Ozgiilliik 0.9177 0.9896 |0.99300.9613|0.9843 | 0.9906 | 0.8857 | 0.9949 | 0.9795
Kullanict 0.6751 |0.8207 |0.80720.7844]0.4192|0.9037 | 0.6976|0.0938 | 0.8764
Dogrulugu
E:ggfi“hmin 0.9650 |0.9717 |0.9911]0.9581|0.9567|0.9690 | 0.9810 |0.9908 | 0.9303
Yaygmhk 0.1696 |0.0708 |0.03690.1545|0.0529|0.1068 |0.2192|0.0097 | 0.1795
(T;ZflitEtme 0.1420 |0.0441 |0.02840.1189]0.0108 | 0.0785 | 0.2058 | 0.0005 | 0.1193
TespitEtme 15103 10,0537 |0.0351]0.1516 | 0.0256 | 0.0868 | 0.2950 | 0.0056 | 0.1361
Yayginlig
Dengelenmis | 5 o574 08060 | 0.8805 | 0.8656|0.5938 | 0.8626 | 0.9123 | 0.5245 | 0.8220
Dogruluk
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En Onemli 70 Bant Kullanarak XGBoost Algoritmasi Siniflandirma Sonuglari Hata

Matrisi
XGB-70
Referans

Smiflandirma | Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Bugday 9326 |99 815 |447 (2300 |126 |17 198  |402
Domates 76 3398 1 423 148 |225 |58 |0 16
Mera 544 0 1587 |62 |37 1 21 0 17
Misir 173 682 53 |8749 [153 |15 149 |34 95
Misir2 936 10 48 135 |680 [493 |57 66 54
Pamuk 3 140 3 8 12 6275 |46 |0 0
Uziim 362 444 2 786 |99 176 | 14585|156 |2764
Yonca 60 5 11 |21 [172 |1 30 |42 107
Zeytin 83 92 5 63 |15 28 164 |168 |8762
Genel Dogruluk: %77,83 Kappa: 0,7357

Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Uretici 0.8065 |0.6977 |0.6285|0.8181|0.1881|0.8549 | 0.9642 |0.0633 | 0.7172
Dogrulugu
Ozgiilliik 0.9228 |0.9851 |0.98970.9766|0.9723|0.9965 | 0.9105 | 0.9940 | 0.9890
Kullanict 0.6792 [0.7821 |0.6994|0.8660 |0.2743(0.9673 | 0.7528 | 0.0935 | 0.9341
Dogrulugu
g:ggjihhmm 0.9592 |0.9771 |0.9859|0.9668 |0.9556|0.9829 | 0.9890 | 0.9909 | 0.9417
Yaygmlik 0.1685 |0.0710 |0.0368|0.1559|0.0527]0.1070 | 0.2205 | 0.0097 | 0.1781
gf:fliltEtme 0.1359 |0.0495 10.02310.1275|0.0099 | 0.0915 | 0.2126 | 0.0006 | 0.1277
TespitEtme | 5001 10,0633 10.0331]0.1472 | 0.0361 | 0.0945 | 0.2824 | 0.0065 | 0.1367
Yaygmligt
Dengelenmis | ¢c17 108414 |0.8091|0.8974 | 0.5802 | 0.92570.9373 | 0.5286 | 0.8531
Dogruluk
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En Onemli 70 Bant Kullanarak RO Algoritmasi Siniflandirma Sonuglar1 Hata Matrisi

RO-70
Referans

Smiflandirma  |Bugday |Domates [Mera [Misir [Misir2 [Pamuk |Uziim [Yonca [Zeytin
Bugday 9499 |47 660 [588 (1938 85 24 195 373
Domates 62 3100 [0 [226 |51 298 13 |0 1
Mera 268 |0 169835 (19 |0 9 0 6
Misir 233|769 46 8325 (193 21 165 33 |98
Misir2 366 11 31 34 1024 |13 7 32 |17
Pamuk 5 136 1 5 13 6131 38 |0 1
Uziim 465 515 3 |752 112 1458 [13696]118  [3350
Yonca 31 5 6 [30 [108 ]2 40 23 103
Zeytin 224 |04 0 |185 |65 146 199 234 7866
Genel Dogruluk: %78,21 Kappa: 0,7395

Bugday | Domates | Mera | Misir | Misir2 | Pamuk | Uziim | Yonca | Zeytin
Uretici 0.8517 |0.6628 |0.6945|0.8178|0.2907 | 0.8692 [0.9651 | 0.0362 | 0.6658
Dogrulugu
Ozgiilliik 0.9283 [0.9893 [0.9947(0.9719]0.9918|0.9966 | 0.8879 | 0.9950 | 0.9806
Kullanict 0.7084 |0.8265 |0.8344|0.8424|0.6671 |0.9686 | 0.7035 | 0.0661 | 0.8825
Dogrulugu
g:ggjihhmm 0.9684 |0.9745 |0.9883(0.9668|0.9610|0.9845 [0.9893 | 0.9906 | 0.9304
Yayginlik 0.1698 |0.0712 |0.0372]0.1550|0.0537 [0.1074 [ 0.2161 | 0.0097 | 0.1799
gﬁ:ﬁ?mme 0.1446 |0.0472 10.0259|0.1268 | 0.0156 | 0.0934 | 0.2086 | 0.0004 | 0.1198
Tespit Etme 100 10,0571 10.0310]0.1505 | 0.0234 | 0.0964 | 0.2965 | 0.0053 | 0.1357
Yayginlig
Dengelenmis | ¢e5 | 0.8261 | 0.8446 |0.8949 | 0.6412 | 0.9329 | 0.9265 | 0.5156 | 0.8232
Dogruluk
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