NUMERICAL MODELING AND EXPERIMENTAL VERIFICATION OF
TIME-DEPENDENT PHASE CHANGE IN FOODSTUFF

by
Cagn Kocatiirk
B.S., Mechanical Engineering, Yildiz Technical University, 2017

Submitted to the Institute for Graduate Studies in
Science and Engineering in partial fulfillment of
the requirements for the degree of

Master of Science

Graduate Program in Mechanical Engineering
Bogazici University

2021



1ii

ACKNOWLEDGEMENTS

I would first like to thank my thesis advisor Assoc. Prof. Hasan Bedir of the
Mechanical Engineering Department at Bogazi¢i University for his valuable guidance

and continuous support throughout the course of this work.

I would also like to thank Argelik Central R&D Center and Fluid Dynamics De-
partment for this great opportunity enabling me to exploit its facilities. Moreover, I
would like to thank our R&D Director Mr. Dr. Emre Oguz, Fluid Dynamics Technol-
ogy Team Leader Mr. Vasi Kadir Ertis, Senior Specialist Mrs. Beria Isik Kog, Senior
Specialist Mr. Aydin Celik, Senior Specialist Mr. Unsal Kaya, lab technician Mr.
Cafer Ozyurd and lab technician Mr. Ilyas Aydm.

I must express my sincere gratitude to my parents and Miss. Seyda Ozdemir for
their eternal support and considerable encouragement throughout all my life. Without

you, I would have never been able to accomplish anything. Thank you for everything!



v

ABSTRACT

NUMERICAL MODELING AND EXPERIMENTAL
VERIFICATION OF TIME-DEPENDENT PHASE
CHANGE IN FOODSTUFF

Time-dependent phase change in beef is modeled numerically and the results
are verified experimentally. The thermal properties of beef significantly change with
temperature and unlike for a pure material, the phase change occurs in a certain tem-
perature range. Therefore, they are expressed as a function of temperature. The
apparent heat capacity method is used as the phase-change model. The specific heat
and the thermal conductivity of beef are measured with differential scanning calorime-
try and heat flow meter, respectively. People typically cover beef with a stretch film
before they put it in a freezer compartment. Hence to simulate user behavior, and
also to reduce complexity mass transfer between cooling air and the beef is neglected.
Since cooling air considerably impacts the freezing, it is included in the simulations. A
refrigerator is utilized in both the simulations and the experiments. Its cooling system
is updated so as to determine the effect of air velocity, circulation system and shelf
design on the phase change process of beef. The influence of three different fan speed,
two alternative blowing methods and three discrete shelf designs are investigated. A
comparison of results of simulations and experiments in terms of temperature distri-
bution and freezing time, shows that the numerical results are in agreement with the
experimental measurements. As it is expected, the freezing time of beef decreases,
while the fan speed is increased. The results show that more optimum freezing process
could be obtained by increasing conduction heat transfer rate with the shelf design even
if air flow rate is not increased. Moreover, it is observed that the top blowing method

leads to a more uniform temperature gradient in beef during the freezing process.



OZET

GIDALARDA ZAMANA BAGLI FAZ DEGISIMININ
SAYISAL MODELLENMESI VE DENEYSEL
DOGRULAMASI

Bu calismada sigir etinde zamana bagh faz degisimi sayisal olarak modellenir
ve sonuclar deneysel olarak dogrulamir. Sigir etinin 1sil 6zellikleri sicaklikla 6nemli
olciide degigir ve saf bir malzemeden farkl olarak, faz degisimi belirli bir sicaklik
araliginda gerceklesir. Bu nedenle, yogunluk harig, sicakligin bir fonksiyonu olarak
ifade edilir. Goriiniir 181 kapasitesi yontemi, faz degisim modeli olarak kullanilir.
Sigir etinin 6zgiil 1s1s1 ve 1s1l iletkenligi, sirasiyla diferansiyel taramali kalorimetri ve
181 akig Olcer ile Slciiliir. Insanlar genellikle sigir etini dondurucu bélmesine koy-
madan once stre¢ filmle kaplarlar. Bu nedenle, kullanici davranigini simiile etmek
ve karmagikligi azaltmak i¢in sogutma havasi ile sigir eti arasindaki kiitle gecisi ihmal
edilir. Sogutma havasi donmay1 6nemli 6l¢iide etkiledigi igin simiilasyonlara dahil edilir.
Hem simiilasyonlarda hem de deneylerde buzdolab: kullanillir. Sogutma sistemi, hava
hiz1, sirkiilasyon sistemi ve raf tasariminin dana etinin faz degisim siirecine etkisini be-
lirleyecek sekilde giincellenmistir. Ug farkh fan hizinm, iki alternatif {ifleme yénteminin
ve li¢ ayri raf tasarimminin etkisi derinlemesine incelenir. Sicaklik dagilimi ve donma
siiresi agisindan simiilasyon ve deney sonuclarimin karsilagtirilmasi, sayisal sonuglarin
deneysel olgiimlerle uyum icinde oldugunu gosterir. Beklendigi gibi dana etinin donma
siiresi azalirken fan hiz1 da yiikselir. Raf tasariminin sigir etinin dondurulmasina etkisi
degerlendirilir. Sonuclar, hava debisi artirilmasa bile raf tasarimi ile iletimle 1s1 trans-
fer hizinin artirilarak daha optimum dondurma igleminin elde edilebilecegini gosterir.
Ayrica iistten ifleme yonteminin, dondurma iglemi sirasinda sigir etinde daha homojen

bir sicaklik degigsimine yol ac¢tig1 gortliir.
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1. INTRODUCTION

1.1. Research Background

Food preservation is undoubtedly one of the most significant issue which has
been dealt with by scientist for a long time in order to reduce the rate of death due to
starvation, to overcome the illnesses caused by malnutrition and to create a sustainable
environment by decreasing nutrient waste. A United Nations (UN)’ report [2] reveals
that almost nine percent of people in the planet did not have sufficient food in 2019
and it forecasts that this number might reach to 10 in 2030 if no global action is taken.
Another UN’s report [3] predicts that people in the world are able to consume only
66.66 percent of nutrient every year. Although the best solution for starvation is to
enable all people to access to sufficient supplies and not to waste food, preservation of
food could be shown as one of satisfactory solutions of this problem even in case the

former is not able to be achieved.

The scientists have conducted a large number of researches to protect food from
spoilage and putrefaction and to keep food as fresh as much for a long time. As a result
of these scientific investigations, extensive knowledge about preservation technologies in
food has been gained and published on scientific journals. When preservation methods
for food are evaluated in detail, refrigeration of the food is considered as one of the most
widespread protection methods of food. Because microbiological activities and rate of
chemical reactions are directly proportional to temperature. Those who are interested
in preservation of food utilize the effect of temperature on food to slow metabolic
activities by decreasing temperature of food, therefore. Refrigeration applications for
safekeeping of food are generally divided into three groups which are chilling, freezing
and super-chilling by scientists in literature [4]. Since this study mainly focuses on
preservation of meat, especially beef, these refrigeration methods will be explained
based on the characteristics of meat after this. Chilling and freezing method basically

are applied at the temperature which is above and below the freezing point of meat,



respectively. When chilling and freezing application in literature and industry are
investigated, the temperature of the former ranges from 273.15K to 281.15K, while the
temperature of the latter is generally accepted at 255.15K or less. The third one is a
relatively novel method and Le Danois expressed it firstly without using any industrial
or marketing name like super-chilling or soft freezing [4]. In this refrigeration method,
meat is kept at the environment whose temperature is 1-2 degree below the initial
freezing point (INF) of it [5]. As that is easily realized from the differences among the
methods, there are two fundamental issues which should be considered and evaluated.
The first one is whether an application includes phase-change phenomenon in meat or
not and as a result of this, how a cooling system should be designed efficiently, how
its operating condition should be determined properly and how the effectiveness of it
should be measured. To answer these questions, a person working on cooling system
design should know the cooling process of a material basically. Since cooling of a
material without any phase change is a fundamental subject coming from heat transfer
due to temperature difference, it is intentionally left to a reader if s/he would like to
remember it. To construct a solid basis for phase-change phenomenon and then turn
it into a complex structure, the most logical way is to start with the simplest physical

event.

A good start is to deal with phase-transition of a pure material such as water
since the characteristic of a pure material differs from an impure material and water
exists in nature and meat excessively. When a cylindrical body of water with initial
temperature (7;) which is surrounded with cold environment is considered, its tem-
perature will change as a function of time and space. This process is schematically
illustrated on Figure 1.1. Under atmospheric condition, solidification or melting of
pure water naturally occurs at 273.15K. When the first example is evaluated, surface
temperature of the body sharply goes down, while its center temperature decreases
slowly even though its initial temperature (7;) is uniform. This temperature differ-
ence between center and surface occurs due to thermal resistance of the body to heat
transfer; so, temperature equality is not achieved until steady-state which is the final

temperature on Figure 1.1 (7). Consequently, thermal conductivity and diffusivity,



have a great impact on heat transfer rate. The phase-transition takes place at a con-
stant temperature as it is observed from the solid line at the center of the body on
Figure 1.1. Therefore, temperature at center of the body remains until phase-change is
completed and then, it sharply starts to decrease. Another phenomenon is nucleation
at phase-transition process. It should be stated that the nucleation is observed at most
experiments, while it is not observed at few experiments, as Kah-Chye Tan et. all [6]
and Gholaminejad and Hosseini [7] reports that supercooling was sensitive to cooling
rate, ambient temperature and initial temperature of the material. Since it is a really
complicated occurrence to explain theoretically and to model numerically, nucleation

is not included in this study.

Temperature

Red Line  : Impure Material
Blue Line : Pure Material

Dash Line : Surface Temperature
Solid Line : Center Temperature

Time

Figure 1.1. The freezing process of a pure and an impure material.

A more complex phase change event certainly happens in food since it is composed
of more than one compounds. In other words, solidification or thawing process of food
differs from a pure material’s because protein, carbonhydrate, fat, mineral, salt, sugar
and water that constitute food affect the process directly. Some of these substances

such as salt, mineral, vitamins are dissolvable in water, while the others such as fat,



muscle are not soluble in water. Since freezing occurs in the liquid part of food, the
content of this mixture has a great importance for phase change. When the phase
transition of a mixture is considered the temperature at which freezing first begins is
known as the initial freezing point. After the first nucleation, the percentage of the
dis-solvable material in the mixture increases because some amount of water has been
frozen and the amount of liquid water has been decreased. As a result of this, the phase
change occurs at a temperature below the initial freezing point after the first freezing
and this repeats itself until phase change is completed. Therefore, phase change of food
happens in a temperature range. However, the core temperature of the food equals to
the IFP of it until the phase transition process starts here. After the freezing around
the center begins or outer layer of the center is frozen, the temperature in the core goes
down slowly unlike pure material as it could be observed from red dash line on Figure

1.1.

After a general briefing about phase transition phenomenon, a few important
term about freezing process of foodstuff should be known basically in order to compare
different freezing processes with each other and generate common results. The first
important thing is freezing time. Even though it looks like a basic term, there are

more than one definition for freezing time [8]. It could be defined as:

e The time interval from the beginning of the freezing process until the end of the
freezing process.

e The time interval from the beginning of the freezing process until center temper-
ature reaches 263.15 K or 255.15 K.

e The time interval from the initial freezing point until the center temperature is
10 K below the initial freezing point temperature.

e The time interval in which the center temperature drops from 272.15 K to 268.15
K.

The second significant thing is freezing rate. It is described in different ways, as it is

in freezing time [8]. Freezing rate could be expressed as:



e The ratio of thickness or half thickness of slab foodstuff to freezing time for one
side cooling or two side cooling, respectively. If this ratio is smaller than 1,
between 1 and 5, and higher than 5, freezing rate is accepted slow, moderate and
fast, respectively.

e [f the time interval in which the center temperature drops from 272.15 K to 268.15
K is not higher than 30 minutes, freezing rate is accepted as quick.

e The ratio of the half thickness of foodstuff to the time interval from the surface
temperature of foodstuff is 273.15 K until the center temperature of foodstuff is
258.15 K [9].

e The ratio of the temperature difference between initial and final temperature of
foodstuff to time from the beginning of the freezing process to the end of the
freezing process [9].

e The ratio of the distance between surface and center to the time interval from
the surface temperature of foodstuff is 273.15 K until the center temperature of
foodstuff is 5 K below the initial freezing point temperature [8].

e The ratio of the minimum distance between surface and center to the time interval
from the surface temperature of foodstuff is 273.15 K until the center temperature
of foodstuff is 10 K below the initial freezing point temperature [10]. If this ratio
is 0.2-0.5, 0.5-3, 5-10 and 10-100, freezing rate is accepted slow, quick, rapid and

ultra freezing, respectively [11].

Even tough researchers try to create common criteria for evaluation of a freezing pro-

cess, there is no exact definition and calculation instruction unfortunately.

1.2. Problem Overview

In this study, phase change in food which is placed in a domestic refrigerator
cabinet is modeled numerically and the results are verified experimentally. The freez-
ing process is evaluated for different cases in terms of the freeing time and tempera-
ture change in the food. The cases are compared with each other in terms of energy

efficiency, freezing time and freezing quality to determine most appropriate freezing



conditions.

Cooling Air

Fvaporator

: X Ambient
Insulation y g | 1 Air
Layer : :

Figure 1.2. Schematic illustration of the numerical and experimental model.

The system studied is mainly composed of inside air, a cabin, a fan, an evaporator,
a shelf, beef and ambient air as it can be observed on Figure 1.2. The fan is responsible
for air circulation, the evaporator is utilized for cooling, the cabin surrounded with
insulation material Polyurethane (PU) protects inside air from heating, the shelf is

used to put beef and ambient air is the warm or hot environment.

When the boundary conditions of the system are considered, it is a completely
closed domain since infiltration due to gasket is neglected. Inside air is surrounded
by solid surfaces which are defined no-slip boundary condition and coupled boundary
condition for fluid- flow and heat transfer, respectively. To create air flow inside the
refrigerator, a pulse-width modulation (PWM) fan is employed. Rotational speed of a
PWM fan can be controlled robustly and therefore it is possible to adjust the air velocity

to a desired value. In the CFD analysis, fan geometry is kept originally, and fan rotation



is provided with Moving Reference Frame (MRF) method [12]. A fin-type evaporator is
used in not only experimental studies but also in numerical calculations since this type
evaporator has higher cooling capacity than a tube type evaporator. No simplifications
such as porous model for evaporator is not utilized in order not to be faced with extra
error due to these simplifying assumptions. It is defined as time-dependent surface
temperature thanks to the results of experimental studies. The cabinet is defined as
a solid body with its own thermal properties such thermal conductivity, specific heat
and density and some layers next to the cabinet such as the outer metal sheet and the
inner plastic sheet are not included in model since their thicknesses are very small. The
exterior surfaces are defined as a convection boundary condition which is specified with
a free stream temperature and a convective heat transfer coefficient. Values of both
are obtained from the results of the experiments. In the experiments, the refrigerator
is placed in a temperature and humidity-controlled environment. The temperature
and relative humidity (RH) are controlled to be kept at 298.15+1.5K and 50+15 %,

respectively.

The parameters having a significant effect on phase-transition or freezing time are
air velocity, drawer design or material and blowing type. Since air velocity or in more
general terms fluid velocity affects convective heat transfer rate directly, its impact on
freezing or cooling time is investigated both numerically and experimentally in this
study. As it is expressed above, the change in air velocity or air flow rate could be

provided simply with a PWM fan.

The second important parameter is definitely the drawer design and/or material
because the bottom surface of a food product is in direct contact with the drawer.
Therefore, the influence of the drawer on heat transfer is evaluated. To determine
this effect, three different types of shelf are used in experiments and also in numerical
calculations. These three models are demonstrated schematically in Figure 1.3. In
CFD calculations the drawer is defined as a solid body like the cabinet geometry with

its own thermal properties.



(a) Plastic shelf (b) Metal shelf (c) Hybrid (Plastic-Metal) shelf

Figure 1.3. Schematic illustration of different shelf designs (a) plastic shelf design, (b)
metal shelf design and (c) hybrid (plastic-metal) shelf design.

The last parameter subject to this study is the blowing type. In other words,
how homogeneous and heterogeneous blowing styles affect phase-change of food is
investigated in terms of freezing time and temperature gradient distribution. The
influence of two alternative blowing methods which are shown on Figure 1.3 is analyzed
in this thesis. In the first blowing method, air coming from evaporator region exits from
an air duct and enters the drawer region. The drawer region is described as a partition
surrounded with insulation material and it has a drawer, product(s), air inlet(s), air
paths and air outlets. Upon entrance the air flow is divided into two parts. In the first
blowing method one part of the air flows into the drawer, spreads inside the drawer
and exits from the end of the front wall of drawer, while the other part first goes down,
and then passes the bottom of drawer and leaves this partition by going up. In the
second blowing method, air comes to inlet under the same conditions as in the first
one. Yet, it moves into a channel which has a lot of small openings, and air naturally
falls like a shower. It is aimed to have a homogeneous air distribution in the drawer.
In this design, air velocity between drawer and cabinet is relatively less than the first

design.
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Figure 1.4. Schematic illustration of the blowing types.

The last significant statement is related to properties and definitions of food with-
out doubt in this study. As the phase-change phenomenon in food is clearly explained
in the previous section, it takes place in a temperature range instead of a constant
temperature value. Thermal properties such as the thermal conductivity, specific heat
and density of the food change in a non-linear manner depending on the tempera-
ture. In addition, ingredients of the food have an important effect on its thermal
properties. The properties of almost of all type of foods are available in “Refrigera-
tion” handbook [13] published by the American Society of Heating Refrigerating and
Air Conditioning Engineers (ASHRAE). However, the thermal properties such specific

heat and conductivity are measured experimentally in this study.

A differential scanning calorimetry (DSC) method is utilized to obtain specific

heat and a hot-plate method is used to measure the thermal conductivity. The thermal
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expansion of the product is neglected in this study, and the density of it is taken as
constant. In order to make many experiments without exploiting any nutrition and
to get rid of any error stems from use of different specimens, a test package which
simulates the beef is used. The test package is composed of 76.4% water, 23.0% ethyl
methyl cellulose, 0.5% sodium chloride and 0.08% 6-chloro-m-cresol.

1.3. The Objectives of The Present Study

The main aims of this study are to model the phase-change process in beef and to
predict freezing time of beef and to verify the numerical model with experimental re-
sults. The numerical model takes into account the variable thermal properties because
they drastically vary especially in the range of phase-change temperature. In addition,
the author model not only phase transition process in beef but also its environment

since ambient condition is not the same on the every every surface or every time during.

The first purpose is to model the phase change of food inside a domestic refrig-
erator numerically and to obtain a basic knowledge about the food freezing. In other
words, this work is expected to help designing a cooling system of a new domestic re-
frigerator. The model will supply data on the selection of air flow rate, air circulation

system and a special shelf design.

The second goal is to reveal the freezing process parameters such air flow rate,
blowing position, drawer design and material and to divulge which parameter has how

much impact on the freezing process especially on the freezing time.

The third objective is to increase the confidence in numerical methods for phase-
transition by verifying the numerical results with the experimental results since there is

still an apparent lack of trust in numerical methods or models in academia or industry.
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2. THE MATHEMATICAL MODELS

2.1. Introduction

Phase transition in foods is one the most widespread issues in literature since
the beginning of the 1970s. A review of the studies about solidification of food in
literature reveals that this phenomenon is considered according to the freezing time of
food. In other words, scientists have usually worked on calculating the time which is
necessary for a complete freezing of food. There are many methods for determining
freezing time and simulating the phase change of food in literature. They are simply
sorted analytical, approximate, empirical and numerical. It should be stated that the
mathematical phase change models suitable for numerical solutions will be evaluated

in this thesis.

When the phase change process of a material is considered, two fundamental
physical events should be evaluated. The first is the effect of the latent heat due to
solidification or thawing, while the second one is the impact of the fluid flow due to
liquid parts of material. Therefore, fluid flow and heat transfer mechanisms should be
taken into account for a phase change problem basically. If heat transfer mechanism is
considered, a phase transition problem may include two fundamental heat flow mech-
anisms, which are conduction and convection heat transfer, as Henry Hu et al. [14],
José et al. [15] and Andreas et al. [16] review in their studies. In this point, the type
of foodstuff plays an important role which mechanism(s) has a great effect on this pro-
cess. For example, some food items contain significant amount of liquid, while others
have low moisture content, relatively. As a result of this, convective heat transfer is
equally important as conductive heat transfer in the former, while convective effects
could be neglected in the latter. Naturally, the effect of the fluid flow on the phase
change process is shaped according to this. Depending on the content of the material,
the influence of the fluid flow is included or not in mathematical models. In litera-

ture, apparent specific heat capacity, effective heat capacity, heat source and enthalpy
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methods are developed for latent modeling, while source term and variable viscosity

methods are introduced for fluid flow modeling.

In addition to phase transition phenomenon, the author is interested in fluid
flow and heat transfer inside a domestic refrigerator in this study since convective
heat transfer coefficient (HTC) on the surface of a material under phase-change has
a great impact on the calculation of the solidification/melting time. Although almost
all researchers take the average HTC value in their simulation in order to reduce the
complexity of model and to save computational time, a fatal error in the estimation of
the freezing time comes from this assumption [17-23]. Hoang et al. [20,24] does not
give any information about the surface heat transfer coefficient in detail. Only Moraga
et al. [19,22,23] show the change of HTC along the surface of foodstuff explicitly. Yet,
they simulate this process by reducing the problem to 2D under natural convection
cooling [19] and they model the freezing of food with 3D model under natural convec-
tion [23]. Even they focus on the forced convection cooling [22], they are not interested
in turbulence modelling. Therefore, the author tries to simulate not only phase change
of beef but also cooling air or refrigerator cabin with a 3D model, under forced convec-
tion cooling air and including turbulence effect in this study. This simulation model

differentiates the present work from the others.
2.2. Governing Equations
The mathematical models for both phase change and fluid flow which are going
to be clarified in below are expressed with the governing equations for incompressible
flow.

2.2.1. Continuity Equation

The general form of continuity equation is given by:

du;
(%ci
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where u; and x; represent the velocity components and the directions, respectively.
Also, 7 is used to show each component of velocity vector and coordinate axis by

taking it 1,2 and 3.
2.2.2. Momentum Equation

The general form of momentum equation is written as:

ou; . 0u; op 0 ou;
Th g2 — 7 1S, 2.2
p(at +uj8xj) 8xi+8mj <'u8x->+fz+s (22)

J

where p is density, t is time, p is pressure, u dynamic viscosity, f body force and S;

source term.
2.2.3. Energy Equation
The general form of energy equation except for radiation effect is expressed by:

a_f]; + ~.6_ﬁ — 0

where £ is enthalpy per unit mass, p is density, T is temperature, k is thermal conduc-

oT
aZEZ‘

>+¢+&ﬂ (2.3)

tivity, ¢ is dissipation term and S is source term. The enthalpy and dissipation terms

are expressed by:

h =c,T (2.4)

(2.5)
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2.2.4. Turbulence Equation

Turbulence is one of the most important issues which are massively studied by
not only academic people but also engineers at industry since it has a great impact on
fluid flow and heat transfer. However, turbulence modeling is a very difficult topic, as it
is known from those who spend effort on this subject know very well. Since turbulence

modeling is a comprehensive subject, it is simply touched upon in this study.

In literature, turbulence modeling is expressed with RANS equations or LES
method, while it is solved with DNS. In fact, the solution of turbulence is done instead
of modeling as the method goes from RANS to DNS. Since the main point of this study
is not turbulence modeling, each method is not explained in detail and only general
comparison is made to show the advantage and disadvantage of them. The physical
event is resolved in DNS completely and in LES partially, while it is modeled with
RANS equations. The results of the DNS and LES comply with real events entirely
and almost entirely, respectively. However, they require high computational time and
high-performance computer. On the other hand, the models based on RANS equations
are able to give usable results even if they are not as accurate and detail as the result

of DNS and LES.

The turbulence modeling based upon RANS equations mainly comes from the
decomposition of a variable into a mean and a fluctuating part. According to that,
velocity components and the other scalars such pressure and temperature are written

respectively as:

Uy = Uy +u; (2.6)

pi =P +p; (2.7)



15

T.=T,+T, (2.8)

where the overbar and the normal character on the right-hand-side express the mean
and the fluctuating part of a quantity, respectively. After these are substituted into
the governing equations and some algebraic arrangements are made, they are written

as:

T
e 0 (2.9)
ou;, —oU; oP 0 oU;
p(at +Ujaxj) __axﬁa_xj(“axj_“i“j>+fi+5i (2.10)
or —oT 0 oT O —
pe (E * Ufa—x) - (% [ka_D o, WD) 0% S (21

where pi; is turbulence or eddy viscosity and K is turbulence kinetic energy.

As it can be noticed, a new term appears on the right-hand side of the momentum
equations due to the fluctuation part of the velocity components. This is called as
Reynolds stress term in the literature and it needs to be defined properly in order
to model turbulence. To achieve that, Boussinesq hypothesis is widely utilized for
RANS models. After some rearrangements, the Reynolds stress term is written with

Boussinesq hypothesis as:

- ow; O\ 2 O
— P = — 2 pK 4 =) 6 2.12
Uity = iy ( oz, ami) 3 (p + e axk) o (2.12)

where p,; is turbulence or eddy viscosity and K is turbulence kinetic energy. The

turbulence viscosity is written as:

Mt = pcu? (2.13)
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where C), is expressed by:

Cu,= m (2.14)
where U* is:
U = 1/88, + 090, (2.15)
and
Qi = Qs — 25wk (2.16)
Qi = Quj — ijrwn (2.17)

where €;; is the rate-of-rotation tensor and wy, is angular velocity. The model constants

are written as:

Ag = 4.04 (2.18)

A, =V6cosp (2.19)

where ¢ is:

:1 -1 \/EM 2.90
0] 3COS ( ( SijSij)g (2.20)

—pui_T =TI

o (2.21)
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where I'; is turbulence diffusion coefficient which is given by:

Pr, =2t (2.22)

2.3. The Mathematical Models for Phase Change

In this section, the mathematical models for phase transition are summarized
explicitly. When the phase change process is considered, the two fundamental physical
events should be evaluated. One of them is the effect of the latent heat due to solidifica-
tion or melting, while the second one is the impact of the fluid flow due to liquid parts
of material. Therefore, apparent heat capacity, effective heat capacity, heat source and
enthalpy methods are explained for modeling latent heat and source term and variable
viscosity methods are used for modeling fluid flow. However, it should not be forgotten
that this phenomenon takes place at very small velocity values, so the turbulence part
of the governing equations which are illustrated at the previous section is ignored for

phase-change modeling methods.
2.3.1. Apparent Heat Capacity Method
The approach was firstly recommended in 1967 [25]. It is based on combining

latent heat capacity with sensible heat capacity as a function of temperature. According

to this, the new specific heat capacity is expressed by:

Cp,ss T <T,
Capp = cp,sh Ts < T < frl (223)
Cp.ls T > T}
where
T
7. Cp (T) dl' + L

= 2.24
cp,sl (Tvl _ Ts) ( )
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cp is specific heat of the material due to sensible heat and energy equation is expressed

as

oT
k
8:1:1-

c @4_{[6_? — (9
Peaw \ "y T %54 | — \ B,

)+¢+ST. (2.25)

Though this approach looks like a simple method to apply, it has two draw-
backs. The first disadvantage is that it could be implemented numerically if phase
transition occurs in a temperature range. The second disadvantage is that in the im-
plementation it requires very small time-steps in order to catch phase change region
properly. Nevertheless, this method gives good and reasonably accurate results to
researcher [19-24,26-32] and is easily applicable. If some studies used the apparent
heat capacity method for latent heat modeling are evaluated mainly, they could be

summarized as below.

Dima et al. [26] are interested in the freezing of marine products. They model
phase transition of Patagonian marine crab numerically and validate numerical results
with experimental measurements. To simulate this process, they prefer to use finite
element method to solve energy equation with their own MATLAB code. The apparent
specific heat of marine product is determined by using differential scanning calorime-
try and then, it is expressed with special mathematical functions. They model only

foodstuff by using constant HT'C in their simulation as a boundary condition.

Hoang et al. [20,24] spend effort to simulate the freezing of bulk foodstuff and
to validate their calculations with experiments in their two publications. They take
packed poultry products, which are whole chickens and drumsticks in the first and
second publications, respectively. As distinct from the previous study, they consider
the effect of the ambient air and air voids inside the whole chicken on the freezing
process of the food stuff. Therefore, they model ambient air instead of using average
HTC and calculate natural convection in the chicken. To achieve that, they utilize CT

scanner to generate geometric model of the specimen for numerical analysis. However,
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they do not explain the importance of the modelling ambient air by showing the change
in time-dependent and space-dependent surface HTC. Both numerical calculation and
experimental measurement are done in industrial freezing tunnel with constant cooling
temperature. The authors take thermal properties such as specific heat and thermal
conductivity as a function of temperature. To calculate them, they utilize two reference
publications. The first one provides the composition of chicken for them, while the

second one enables them to calculate the thermal properties.

Santos et al. [28] work on freezing of bakery product. They try to model phase
change of food numerically and verify it experimentally. They define thermal properties
such as thermal conductivity and specific heat as a function of temperature. The
specific heat of bakery product is measured by DSC, while its thermal conductivity
is taken from literature. They write their own finite element code to solve governing
equations numerically. Though they model freezing of foodstuff without ambient air
and use constant surface HTC as a boundary condition, they pay attention to the

impact on the surface HTC.

Tocci and Mascheroni [29] model the freezing process of spherical food products
by considering heat and mass transfer. They generate their own FDM code to solve
governing equations. In this study, ambient air is not included in the model. Instead,
its effect is provided by defining as a boundary condition. Heat transfer and mass
transfer coefficient are defined as constant during the numerical calculation. In this

study, temperature-dependent specific heat and conductivity are also used.

Moraga at al. [19,30] carry out sequential studies about modelling of foodstuff
with ambient air. They model only heat flow during the phase change of the foodstuff
in the first study, while they simulate both heat and mass transfer in the second study.
Temperature-dependent thermal properties such as thermal conductivity and specific
heat of foodstuff are obtained from literature. They pay attention to the importance
of the local HT'C on the foodstuff surfaces. However, they model freezing of foodstuff

with a 2D model under natural convection cooling in both studies. On the other hand,
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Moraga and Salinas [21] work on the freezing of salmon meat under forced convection
with a 2D model. But they do not give any information about the change of the surface
HTC. In addition to them, Moraga and Medina [22] focus on the surface HTC of the
food under forced convection freezing process. However, they reduce their problem to a
2D model and they do not include the turbulence effect in their numerical calculation.
In the final pre-proofed study, Moraga and Rivera [23] model the freezing of food in
domestic freezer with a 3D model and turbulence effects but they investigate the impact

of the turbulence and 3D model under natural convection cooling process.

Huan et al. [31] work on the modeling of the freezing of a test package without
including cooling air. They investigate the influence of the some parameters such as
freezing air, freezing air velocity, food shape and size on freezing process numerically.
However, the numerical result of only one case is verified experimentally. They use
temperature-dependent thermal properties such as specific heat and thermal conduc-

tivity in numerical studies. For numerical calculation, FEM is utilized.

2.3.2. Effective Heat Capacity Method

The technique was initially suggested in 1988 [33]. This approach was offered to
enhance the previous method and to obtain more accurate and reliable results. It is
given by:

oV
Coff = fc% (2.26)

where V is the control volume. As it could be understood from the formula, specific
heat value is effectively calculated through the control volume, or in other words, inside
the control volume by integration. This enables use of larger time-steps in integration
of the energy equation, thus eliminates one drawback of the apparent specific heat
method. Yet, effective heat capacity method still requires too high computational time
since a volume integration should be calculated at each time step [14,33-35] and it is

not still proper for isothermal phase change problem like the apparent heat capacity. In
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addition to that, this method needs more effort than the previous one since it requires

a change of the CFD code.

2.3.3. Heat Source Method

Voller and Swaminathan [36] put forward this method in 1991, which is also
known as fictitious method in literature. It is different from the previous approaches
in that specific heat in this method is not composed of the total of the sensible and
the latent heats. The latter due to phase transition is considered separately as a heat
source for melting and a heat sink for solidification. According to this model, the

source term in the energy conservation (2.10) is taken as:

(2.27)

where p, L, and 3 represent density, latent heat and fraction of liquid, respectively.
[ equals to zero and one for solid and liquid states, respectively, and it is generally

expressed with solidus and liquidous temperature.

Since the implementation of heat source or heat sink to numerical solver is ef-
fortless, it is one of the most widely used methods for phase change problem [37]. Yet,
it may give accurate results for non-isothermal solidification /melting problems such as
food freezing since latent heat could be distinguished successfully from specific heat in
temperature range. On the other hand, it may give oscillatory results for isothermal
problem since latent heat could not be differentiated easily from this specific heat at

constant temperature.
2.3.4. Enthalpy Method
Enthalpy method is different from the others in terms of the way the energy

equation is expressed, and the latent heat is examined. In the articles on phase-

change problems this method is exploited excessively [38-48] together with commercial
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software such as Ansys Fluent, Star CCM+, COMSOL etc. This approach tries to
create a connection between temperature and enthalpy in order to express the influence
of latent heat. Though it looks like the apparent specific heat methods, enthalpy
method differs from them in that the former does not combine sensible and latent
heat. Instead, they are expressed separately and their effects on the phase change are
included by using a fraction function which is shown by 3 and is generally expressed as

a function of solidus (7y) and liquidus (7;) temperature. The energy equation is given

by:

OH ~aﬁ1_<a [af

Ui =
‘ 8.731 8IZ

>+¢+ST. (2.28)

One of the most known form of enthalpy was suggested by Swaminathan and Voller

[35].

T T
F=(1-p / peredT +8 | peydT + BpL (2.29)
Tref T’ref

where H is total enthalpy, # is fraction of liquid, 7, is reference temperature and p

is density.

Scheerlinck et al. [38] model the test package with the temperature-dependent
specific heat and thermal conductivity by writing their own FEM code. To reduce the
effect of the surface HTC on freezing process, they cover their specimen with a cop-
per container. To prevent the numerical calculation from any quick jump in thermal
conductivity and missing point in specific heat due to improper numerical procedure
such as high time step or coarse grid structure, they propose using volumetric specific
enthalpy instead of apparent specific heat for latent heat modeling and Kirchhoff func-
tion, which is a transformation method to integrate the thermal conductivity, instead of
thermal conductivity. To do that, they write their own numerical code in MATLAB. In
addition to that, they model the same problem with the apparent heat capacity method
and only enthalpy method in order to compare them with each other in terms of ac-

curacy, applicability and computational cost. They conclude that the apparent heat
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capacity method requires the most computation time, while their approach requires the
least computation time. They say that the surface temperature value obtained with
apparent heat capacity method is different from the value obtained with their own
code. However, it should not be forgotten that the former is sensitive to time step size.
Therefore, it cannot give accurate results in case of insufficient time step. Therefore,
it does not catch the same results in which temperature changes rapidly. Lastly, their

method requires extra coding to implement this improvement to a problem.

Camila et al. [39] try to simulate the freezing of green bean in their study by using
the same method as the previous study. The utilize the volumetric specific enthalpy
and Kirchhoff transformation. Since they are aware of the importance of the convective
heat transfer among food surfaces and its ambient, they conduct their experimental and
numerical studies at different convective conditions. Yet, they do not model ambient

like the previous work.

Zilio et al. [40] work on the phase transition of poultry products. They firstly
review the freezing time calculation methods for foodstuff and secondly spend time to
investigate the capability of the Star CCM+ for a solidification problem. They use
chicken breast in their study as a sample and work numerically and experimentally.
They utilize the enthalpy method for their numerical calculation with temperature
dependent thermal properties such as specific heat and thermal conductivity. Since
they prefer to use Star CCM+ as a CFD solver, they have to use finite volume method
to solve partial differential equations. As they mention in their publication, they use
VOF model for phase change process and define the sample as solid domain in software.
Yet, they do not give information about which governing equations (which is continuity,
momentum and energy) are solved and how VOF model is implemented to only solid
domain. They use special scanning system, which is Near Infrared Spectrometer, to
determine the composition of the foodstuff and then, they calculate thermal properties
of the material thanks to this composition data according to ASHRAE handbook. Like
the Dima’s study, they use average HT'C in their simulation as a boundary condition

of finite cylinder specimen and also, they express that their preliminary test results
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show that HT'C should be calibrated when the numerical calculations are compared to

experiments.

Kiani et al. [47] are interested in the modeling of the freezing process of potato
under ultrasound environment. They develop a program in OpenFOAM software,
which is a open source CFD solver and based on FVM. They prefer to use enthalpy
method for the latent heat modeling and they calculate volumetric specific enthalpy and
time-dependent thermal conductivity of the potato by using some approaches based on
the composition of the material in the literature. Tough this study is relatively similar
to others until this point, it differs from them in that the modeling of the impact of the
ultrasound. To simulate the influence of the ultrasound, they utilize the source term.

Therefore, this study includes both heat source method and enthalpy method.

Iten et al. [49] work on solidification and melting process of a PCM. They try
to both compare EM and EHCM numerically and to validate their simulation results
with experimental measurements. They utilize ANSYS Fluent as a CFD solver based
on FVM for both methods. For non-isothermal phase transition process, they suggest
the EHCM when it is compared with EM since the percentage error of the former is

%2.6 for melting, while it is %5.7 in the latter.

Up to now, the energy equation has been examined in different ways for the phase
change problems. The dissipation terms due to viscous effect may be neglected since
they have too small impact on results for low speed incompressible flows. Moreover,
if the phase change takes place in solid form material such as beef, the components
of the velocity vector on left-hand side of energy equation could be taken as zero by

assuming that conduction is more dominant than convection.

Since the impact of the latent heat on phase change is dominant, the methods
explained so far focus intensely on how latent heat is expressed. However, for aqueous
foods, the convective term on left hand side of the energy equation should be added

to calculation since convective heat transfer plays a significant role at least as much as
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conduction heat transfer is. Therefore, the momentum equation should be included to
calculation. The next two methods are frequently preferred in the literature for these

kind of problem are explained briefly.
2.3.5. Source Term Method for Momentum Equation

The main objective of this method is to calculate the momentum equation for
liquid region by separating liquid region from solid region thanks to source term on
right hand side of momentum equation. When a liquid material under solidification
process reaches to solid state, the velocity value of this region is decreased by increase
in source term and so, momentum equation for solid frozen region is not solved since its
value will be negligible. Voller and Prakash [50] recommended one of the famous source
term methods in 1987. According to this method which is utilized in both commercial
package programs such as Fluent, CFX, etc. and some in-house codes, the source term

is expressed thanks to Darcy’s law. S is defined as:

a-8°,

(8% —e)
where (3 is fraction of liquid, e is a small number (e=0.001) to not make source term
infinite, A,,.s, 18 the constant for mushy zone and wu; is the velocity vector components

in x, y, z direction, respectively.
2.3.6. Variable Viscosity Method

Variable viscosity approach is actually a straightforward method when it is com-
pared with the previous one since it calculates momentum equation by using variable
viscosity instead of any source terms. In this method, the impact of source term is
provided directly with increased viscosity for solid state calculation. To apply this
method, the scientists have published several viscosity functions some of which are
expressed as a function of temperature, while the others are given as a ratio of solid

and fluid state constitutes [15].
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2.4. The Mathematical Models for Refrigerator

As it is mentioned before, modeling the fluid flow and heat transfer inside the
domestic refrigerator is one of the topics of this research. When the physical events
occurring inside the fridge are considered, it may be said that there is air movement
due to a turbomachinery unit and heat transfer due to temperature differences between
different surfaces. The modeling of fluid flow and heat transfer inside the refrigerator

will be evaluated in the following subsections.

2.4.1. Moving Reference Frame (MRF) Method

Moving reference frame is an approximation exploited in industry in order to
model the problems that include rotating parts such as turbomachinery, moving walls
and etc. Since MRF is one of the easiest and the most reliable methods for modeling
a fan application, it is preferred in this thesis. As it is realized from the name of this
approximation, two different reference frames shown on Figure 2.1 are defined to solve

the governing equations for both a stationary zone and a moving zone.
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Figure 2.1. Stationary and Moving Reference Frames.

While there is no change in solution of the equations for inertial part, the calcu-
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lation for non-inertial part requires updating mathematical expressions. According to

this, the governing equations for moving zone with absolute velocity formulation are

written as:

du;
8%
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where (u;), is relative velocity and is defined as:

(@), = () —w x7r

where u; is absolute velocity, w is angular velocity and r is position vector.

2.4.2. Turbulence Modeling

(2.31)

(2.32)

(2.33)

In this study, it is preferred to use the realizable k-¢ model with the standard wall

function, which is a two-equation turbulence model based on RANS equation, since it

requires less computational time, gives acceptable results and is one of the most com-

mon methods in industrial applications. Since the main purpose of this study is not

how RANS model is derived in detail, it is not explained explicitly.

For turbulence kinetic energy (K),

oK 0 0 e\ OK
p(E—Fa—%(KUj))—8—%{(#+a)a—%]+Gk+Gb PE.

For turbulence dissipation (g),
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(2.35)
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where

O = max [0.43, #} (2.36)
n= SE (2.37)

£
S = /25,5, (2.38)

where the constants are 0,=1.0, 0.=1.2, C.=1.44, and C5=1.9, which is proposed by
Tsan Hsing et al. [51].

2.4.3. Heat Transfer Modeling

As the problem is explained in the introduction, a refrigerator numerical model
with its solid and fluid parts is also expected from the present study, in addition to
the modeling of the freezing of beef. As the physical model is illustrated on Figure
1.2, a refrigerator is composed of fluid, the cooling air inside the main body and solid
parts like the insulation material, PU, evaporator cover, drawer, shelf glasses. In the
model the energy equation should be solved in both solid and fluid zones. When the
common surfaces between two neighboring zones are considered, their temperatures
should be the same. Therefore, conjugate heat transfer model for two types of zone
should be set up. The governing equations are firstly solved for fluid zone and then
the energy equation is solved for solid zone by utilizing the solution data of fluid zone
on the interface between the solid and fluid zones. The energy equation solved for this

numerical calculation is expressed for solid and fluid regions, respectively as:

oh oh 0 oT
g (E " “@_x) - (axi {k axD (239




where

where
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T
h= / ¢pdT (2.40)
Tref
ah ah . a Cp,ut aT
P (8t —’_ulawz) - [ax] |:(k+ Prt) a{]jj +uz <Tl~7)6ff:|] (241)

(Tij)eff = Heff (a—xl + ad = glueffa—xk
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3. THE COMPUTATIONAL MODEL

3.1. Introduction

The numerical models for phase transition problems in literature are basically
diverted into two fundamental groups which are fixed and variable grid methods. As
it could be realized from their names, the former uses stable grid structure, while the

latter utilizes a deforming grid structure.

Variable grid methods solve two set of equations for solid and fluid domains
separately and they track interface between solid and fluid region explicitly. To achieve
this, either the grid is adjusted and updated dynamically at each step or the time
step is changed to match the position of fluid-solid interface with grid points [14].
Both dynamic grid [52,53] and dynamic time step [54,55] methods have been applied

successfully in different studies by the scientists.

Unlike variable grid methods, fixed grid methods do not follow liquid-solid inter-
face directly and compute continuity, momentum and energy equations for only one
domain with volume fraction. Therefore, it is more straightforward, affordable and
widespread than variable grid methods. Even though the variable grid methods are
more strong solution methods for a phase change problem, the fixed grid methods also
give quite accurate results. Therefore, the apparent specific heat method which is one
of the most widespread fixed grid approaches for phase-transition issues in literature is
preferred in order to reduce complexity and save computational time for phase change

of beef in this study. This numerical calculation is applied via ANSYS Fluent 19 R1.

3.2. Finite Volume Method

One of the most preferred numerical methods for fluid mechanics and heat transfer

problem is finite volume method (FVM) since it has many advantages when compared
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with the others finite element and finite differences methods. Versteeg and Malalasekera

[56] simply describe the solution procedure of FVM as follow:

e Firstly, the governing equations in differential form are converted into integral
form for a control volume.
e Secondly, they are discretized and transformed to algebraic equations.

¢ Finally, these algebraic equations are solved with iterative methods.

3.3. Geometry and Boundary Condition

The geometry of the problem with dimensions 1.059x0.594x0.643 m? consists of
solid domains and fluid domains as it is shown on Figure 3.1. The air inside the
refrigerator which is one of the fluid domains is surrounded by solid insulation material
which is polyurethane. To generate high quality mesh structure and apply moving
reference frame (MRF) method for air circulation, the inside air is split up to three

parts: main air domain, air duct domain and fan domain.

ﬁ—» Fan
Inside Air =
Door Fin Type
Polyurethane Evaporator
Top Air Duct
Glass Cover
Shelf .
= i |
P Test
Bottom J_ b
Glass — | | Package
Cabin
Gasket «——— Polyurethane

Figure 3.1. The Geometric Model of the problem.
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The mesh generation of the geometry which has rear blowing and top blowing is
completed via ANSYS Fluent Meshing with 15,157,071 and 20,484,152 poly elements
whose maximum aspect ratios are 20 and 15, and the worst skewness’ are 0.85 and
0.80, respectively as they are illustrated on Figure 3.2. It should be stated that the
thickness of fin geometry is accepted as 1 mm instead of 0.125 mm to generate high
quality mesh. In addition to that, boundary layer meshes are generated according
to the standard wall function. In other words, the height of the first element of the
boundary layer mesh is determined from the flat-plate boundary layer theory [57] so
that y* value is greater than 30 and less than 300.

Figure 3.2. The mesh model of the geometry.

According to the flat-plate boundary layer theory, the grid calculation steps can

be explained as:

1. The Reynolds number is calculated by:
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where p is free stream density, U, is free stream velocity, [ is reference length and p is

dynamic viscosity.

2. The skin-friction coefficient for turbulent flow is found by:

~0.026

Cr=——7—. (3.2)
! Rel"
3. The wall shear stress is calculated by:
CpU?
Twall = fp2 = (33)

where C} is skin-friction coefficient, p is free stream density and U, is free stream

velocity.

4. The friction velocity is determined by:

where 7,4 is wall shear stress and p is free stream density.

5. The height of the first cell is expressed by:

+

Yy p
A pu—
s U p

(3.5)

where y* is a non-dimensional distance, p is dynamic viscosity, U* is the friction

velocity and p is free stream density.

To simulate air circulation, frame motion with the specified rotation axis origin,
rotation axis and a rotational velocity is defined to fan domain. In order to gener-

ate different air flow rates, the fan rotation speed is defined as 2100, 1818 and 1515
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rpm. The other parts which are polyurethane layer, air duct cover, shelf, bottom
and top glasses and test package are specified as a solid domain. The surfaces meet
each other are defined as interior surfaces. For the other surfaces come into contact
with a solid region are defined as a no-slip boundary condition for the momentum
and coupled boundary condition for the energy equation, except for fin-type evapo-
rator surfaces. Fin-type evaporator surface thermal boundary condition is defined as
time-dependent surface temperature and experimentally measured evaporator surface
temperature value is prescribed. All outer shell surfaces such as the outer surfaces of
door, cabin and gasket are defined as convection boundary condition with 10 W/m?2.K

heat transfer coefficient (HTC) and 298.15 K free stream temperature.

3.4. Thermal Properties of Materials

The thermal properties such density, specific heat and thermal conductivity of
the materials which are used in this study are tabulated Table 3.1. It should be stated
that dry air used as a simple fluid in this work and its properties are determined
accordingly. The properties of test package except for density are defined as a function

of temperature and they are described in experimental study section.

Table 3.1. The Thermal Properties of Materials. [1]

Material Density | Specific Heat Thermal Conductivity

(kg/m?) (J/kg.K) (W/m.K)
Glass 2,500 792 1.05
Plastic 1,413 1015 0.208
Polyurethane 31 1045 0.022
Tylose 941.4 Figure 4.10 Figure 4.11
Rubber 980 1,200 0.075
Metal Sheet 7,700 480 50
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3.5. Numerical Calculation

A simulation of the freezing of beef inside a domestic refrigerator is done with
ANSYS Fluent. This commercial CFD software utilizes the finite volume method.
Since this problem is considered as an incompressible flow problem, pressure-velocity
coupling solver with SIMPLE algorithm is preferred to make the calculation simpler.
The momentum, turbulence and energy equations are discretized with a second- or-
der upwind scheme. A fixed time step size of 30 seconds is used in the calculations.
Convergence criteria for pressure, momentum, turbulence kinetic energy, turbulence
dissipation rate and energy are determined as 103, 1073, 103, 103 and 108, respec-
tively. For the different simulation cases the same calculation procedure is followed.
Since monitoring the residuals is not considered as a sufficient convergence criterion by
the author, air flow rate, suction and blowing temperatures are drawn as a graph for a

second verification as well.
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4. EXPERIMENTAL STUDY

Experimental studies are conducted to not only verify the numerical results of
the freezing process of beef but also obtain temperature profile of evaporator surface
in this study. Since the researcher is interested in both phase change of beef and its
cooled environment explicitly, the knowledge about environment of beef has a great

importance to model this phenomenon accurately.

4.1. Introduction

In this section, what is made as the preparation before starting the experiments,
what experiment setup is, how the experiment works, what the properties, abilities
and/or error value of devices are and where thermocouples are placed to collect tem-

perature data is explained in detail.

4.1.1. Experiment Setup

To carry out a reliable, scientific and controlled experiment, a domestic refriger-
ator from the inventory of Arcelik is obtained as it is shown on Figure 4.1. After the
properties such as cooling capacity, compressor type, evaporator size, operating tem-
perature range, flow rate, air duct design, and drawer design of the current refrigerator
are evaluated thoroughly, it has been decided that some major modifications should

be made physically.
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Figure 4.1. A domestic refrigerator.

Firstly, since fresh food compartment of the refrigerator is utilized for experiments
as a closed insulated partition, the cooling system has been built up from scratch as
it is demonstrated on Figure 4.2. To decrease the air temperature to 298.15 K ef-
fectively, a new compressor which has higher capacity than the current and larger
fin type evaporator instead of only tube evaporator have been preferred. In addition
to that, a fixed speed compressor has been used to get rid of complex working algo-
rithm. Coil type condenser with a fan has been implemented for increasing cooling
performance instead of a static condenser. Because this cooling system has not been
experienced yet, sensitive adjustable expansion valve is assembled in addition to the
capillary tube. After a few trials, amount of refrigerant which is isobutane (R600a) has
been determined. While the amount of refrigerant and the expansion valve were being
adjusted, two things were paid attention. The first one was that refrigerant should

be kept at two-phase throughout evaporator in order to reduce temperature difference
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among evaporator passes. The second was that refrigerant exiting from evaporator
should be completely vapor phase before entering the compressor in order to protect
compressor from liquid leakage. These sensitive adjustments have been done manually
by controlling temperature data which is obtained from thermocouples fixed on cooling

components and comparing them with theoretical cooling calculation for isobutane.

Figure 4.2. Separate cooling system.

Secondly, air duct design which includes blowing and suction openings’ size, shape
and position, and shelf design which includes its material, size, position and shape have

been updated as they are illustrated on Figure 4.3.
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Figure 4.3. The design of the experiment refrigerator.

Since blowing type and air velocity or flow rate are parameters which may have
impact on freezing of beef investigated, two different type air channels and PWM fan
shown on Figure 4.4 have been produced and assembled. In order to bring fan speed
into desired RPM, it is driven with A-UDAQ (Argelik Universal Data Acquisition &
Network) which is a program for administration of an electronic card including PWM

algorithm.
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(a) Rear Blowing (b) Up Blowing

Figure 4.4. Blowing Methods, (a) Rear Blowing and (b) Up Blowing,.

Thirdly, the test package that simulates beef has been prepared. It is mainly
composed of water, ethyl methyl cellulose and sodium chloride. A standard test package
is a rectangular prism, but it has been converted into square prism in order to reduce
the time of experiments and simulations. After test package is cut into the desired
size (100x100x50 mm), thermocouples have been placed, and it is wrapped with a thin

plastic layer to obstruct mass exchange with air inside refrigerator.

In this study, Keysight 34970A Agilent Data Logger has been used to process and
collect temperature data. Then, the data are transferred to the test computer through
a data cable. To make environment stable in terms of temperature and humidity, the
controlled test room in Argelik RD center has been utilized. The test room temperature
fluctuation is £1.5K. As a precaution against power failure, cooling and measurement

system have been plugged in UPS system like the test room.
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4.1.2. Thermocouple Layout

Another subject about experimental study is related to where thermocouples
should be for air side, test package and cabin. In the following to generate more read-
able and understandable graphs, all thermocouple data are not included intentionally.
However, all numerical and experimental data of the 1st case is given in Appendix B.
In this study, T type thermocouple is used and the measurement uncertainty of it has
been obtained from Central R&D calibration center database as £0.6K. The thermo-
couples are divided into clusters according to their region and/or duty. These groups

are:
[.The thermocouples in test package
I1.The thermocouple in inside air
[I1.The thermocouple in environment air

IV.The thermocouple on cooling system

V.The thermocouple on wall

The first group which is shown on Figure 4.5 has been placed to inside of the test
package in order to measure temperature locally and so the impact of parameters such
flow rate or air velocity, blowing method and shelf design on phase change could be

revealed.
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Figure 4.5. Thermocouple Layout Inside Test Package.

The second group which is illustrated on Figure 4.6 has been placed near the
suction and blowing ports in order to measure blowing and suction air temperature.
Further, these values have been utilized to verify the heat gain calculation from air

side by comparing with the second heat gain calculation from cooling system side.
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Figure 4.6. Thermocouple Layout Inside Air.

The third group which is demonstrated on Figure 4.7 has been placed in the test

room air in order to measure environment temperature.
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Figure 4.7. Thermocouple Layout Inside Test Room.

The fourth group which is indicated on Figure 4.8 has been placed on cooling
system components in order to check whether cooling system works properly or not.
Furthermore, transient local temperature data from evaporator surface are used to
obtain a time dependent temperature function which is used as the thermal boundary

condition on evaporator surface in the calculation.

Expansion

! Valve \\‘
< %N—@ <

Figure 4.8. Thermocouple Layout on Cooling System.
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The fifth group has been placed on the inside and outside walls of refrigerator
in order to determine convective heat transfer coefficient which is used to define the
boundary condition of outer walls of refrigerator with conservation of heat flux through

wall and to provide verification knowledge for heat gain calculation.

4.2. Experiments

In this study, three different types of experiments have been conducted to validate
the numerical analysis. These experiment groups are temperature measurement, flow
rate measurement and determination of thermal properties of test package, respectively.
It should be stated that triple control experiments have been performed to validate
whether measurement systems for all experiments are reliable or not before starting

the real experiments.

4.2.1. Temperature Measurement Experiments

This group experiments are conducted to obtain the temperature data of specified

region. Since the procedure of experiments has been explained at the previous section,

only the planned experiments are tabulated in this part as in Table 4.1.
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Table 4.1. The Temperature Measurement Experiments List.

Fan Speed Blowing
Case Number Shelf Design
(RPM) Direction
1 2,100 Rear Plastic
2 1,818 Rear Plastic
3 1,515 Rear Plastic
4 2,100 Rear Hybrid
) 1,818 Rear Hybrid
6 1,615 Rear Hybrid
7 2,100 Rear Metal
8 1,818 Rear Metal
9 1,515 Rear Metal
10 2,100 Up Plastic
11 1,818 Up Plastic
12 1,515 Up Plastic
13 2,100 Up Hybrid
14 1,818 Up Hybrid
15 1,515 Up Hybrid
16 2,100 Up Metal
17 1,818 Up Metal
18 1,515 Up Metal

4.2.2. Flow Rate Measurement

As it can be understood from the heading of this group, these experiments are
performed to measure flow rate of the system at different fan speeds. To achieve that,
the wind tunnel of Fluid Dynamics Division in Argelik R&D center, which was con-

structed according to AMCA 210-15 Standards, has been utilized. The measurement
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uncertainty for volumetric flow rate is given in Appendix C. As it is shown on Figure
4.9, these experiments have been completed for both types of blowing design at three
different fan RPMs. Therefore, the results of the numerical analysis could be compared
with experimental results in terms of flow rate, in addition to thermal comparison. The

flow rate measurement experiments are tabulated in Table 4.2.

@ 8 Tested Fan

= Wind Tunnel

Nozzle

1* Manometer

206 Manometer

Power Supplier

Flow Straightener

Data Acquisition System
Blower Fan

4
/

/
:H: [,E? 7 9

L I T R R B R N

Figure 4.9. Wind Tunnel for Air Flow Rate Measurement.

Table 4.2. The Air Flow Rate Measurement Experiments List.

Case Number Fan Speed Blowing Air Flow Rate

(RPM) Direction (1/s)
19 2,100 Rear 767
20 1,818 Rear 6.48
21 1,515 Rear 5.34
22 2,100 Up 7.48
> 1818 Up 6.37
> 1,515 Up 5.19
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4.2.3. Determination of The Thermal Properties of Test Package

As it has been stated at the beginning of the thesis, the thermal properties such
thermal conductivity and specific heat of the test package which simulates the beef
is obtained experimentally in this study. Differential scanning calorimetry (DSC) and
hot plate method are used to determine the specific heat and thermal conductivity,

respectively.

DSC is a significant method to define the specific heat of a material as a function
of temperature. It was built up by E. S. Watson and M. J. O’Neill. Basically, this
method calculates the amount of heat which is necessary for raising the temperature of
the material according to reference measurement or material system and then, finds the
specific heat of the material by processing the collected data. The author has obtained
the apparent specific heat of the test package by utilizing Q200 Differential Scanning
Calorimeter (DSC) by TA Instruments (+0.1%). The results of measurements are
demonstrated in Figure 4.10. A piecewise polynomial fit to data is generated and is
used in the numerical simulations. The tabulated data of the apparent specific heat

depending as a function temperature of the test package are given in Appendix A.
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Figure 4.10. The Apparent Specific Heat of The Test Package.

Secondly, hot plate method or heat flux method is a fundamental method to
measure the thermal conductivity of a material as a function of temperature. This
method is based on heat flux measurements and it calculates the thermal conductivity
with measured heat flux and temperature data. In this study, a FOX 314 Heat Flow
Meter by TA Instruments (£1%) is utilized, and the thermal conductivity of the test
package is determined as it is shown on Figure 4.11. The data is used in the numerical
simulations. The tabulated data of the thermal conductivity depending on temperature

of the test package are given in Appendix A.
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Figure 4.11. The Thermal Conductivity of The Test Package.
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5. RESULTS AND DISCUSSION

In this part, numerical results and experimental measurements are shown and dis-
cussed in detail. The simulation of phase-change in beef is compared with experimental

data and the effect of the parameters on freezing process is evaluated.

5.1. The Evaluation of The Phase Change Process inside Beef

To generate more comprehensive assessment for freezing of beef, different types of
comparison are drawn in this part. The cases investigated in this study are interpreted
in terms of freezing time. To make a meaningful examination or to normalize all
data, freezing process is restricted from 293.15 K to 253.15 K and the time measured
experimentally is compared with the time calculated numerically as it is tabulated in
Table 5.1. When the Table 5.1 or Figure 5.1 is read in detail, it may be seen that the
apparent heat capacity method for freezing of beef inside domestic refrigerator provides
reliable results. The percentage error (PE) does not exceed 6.59% and the average of
the PE for all cases is 3.47%. When the temperature fluctuation of test room (£1.5K),
and the measurement uncertainty of the thermocouple (£0.6K) are taken into account,

the numerical results are good enough.



Table 5.1. The Comparison Between Numerical Calculation and Experimental

Measurement for Freezing Time.

Experimental Numerical Percentage
Case Freezing Time | Freezing Time Error

(s) (s) (%)
1 23,100 22,470 2.73
2 23,970 24,570 2.5
3 24,720 25,380 2.67
4 18,690 19,500 4.33
5 19,110 19,620 2.67
6 19,740 20,280 2.74
7 20,520 19,710 3.95
8 20,940 20,430 2.44
9 21,180 20,940 1.13
10 27,330 25,980 4.94
11 27,990 26,520 5.25
12 29,520 27,900 5.49
13 20,610 20,280 1.6
14 20,760 20,520 1.16
15 21,690 21,990 1.38
16 22,290 20,820 6.59
17 22,110 20,880 5.56
18 22,200 21,000 5.41

52
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Comparison Between Numerical Calculation and Experimental
Measurement For Freezing Time
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Figure 5.1. Comparison Between Numerical Calculation and Experimental

Measurement for Freezing Time (Vertical Line shows the 5% error).

The second detailed assessment is carried out in terms of temperature profile
inside the test package. The aim of this comparison is to reveal the capability of
numerical analysis, the thermocouple data chosen for evaluation is from the 8" point
which is placed at the center of the test package. The temperature trace at the center
for the best and worst cases (in terms of PE of freezing time predictions) is illustrated
on Figure 5.2 and Figure 5.3, respectively, instead of all cases. The solid line, dash
line and vertical bar represent the experimental result, the numerical result and the 1
percentage error (PE), respectively. If these two graphs are examined, numerical results
pretty well comply with experimental results for even the worst case of determination
of freezing time since numerical results are within 1% error range as seen in Figure
5.2 and 5.3. Therefore, numerical results are quite reliable for assessment of freezing

process of food even for the worst case.
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Figure 5.2. The Temperature Profile at The Center of Test Package for The Best
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Figure 5.3. The Temperature Profile at The Center of Test Package for The Worst

Case.

On the other hand, the comparison and evaluation of the present study with the
others published in literature are considered as a double-check chance by the author.
Huan et al. [31] reported 8.68% PE maximum error in freezing time predictions. Santos
et al. [28] concluded that mean absolute error of temperature prediction is 1.7 K for a
published case with good agreement, the lowest and the highest mean absolute error
of temperature prediction is equal to 0.41 K and 2.16 K this study, respectively. In
addition to those, Dima et al. [26] reported that the root mean squared errors (RMSE)
of temperature predictions are between 1.5 K and 2.64 K, respectively. In this study
the lowest and the highest RMSE of temperature predictions are 0.62 K and 2.64 K.
All the error values for 8% point are given in Table 5.2. These observations validate

that the apparent specific heat method is able to produce accurate results.
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Table 5.2. The Error Calculation for The Temperature Data of The 8 Point of The

Test Package.

Mean Absolute Max. Absolute Root Mean
NS;S]:er Error Error Squared Error
1 111 1.91 1.93
2 1.16 3.89 157
3 2.16 5.82 264
g L3 3.52 1.64
> 1.9 6.22 556
6 1.73 5.07 997
! 0% 2.27 1.18
8 0.9 2.38 119
9 1.19 341 150
10 1.2 2.82 1.43
11 1.17 9259 1 37
12 0.94 918 11
13 1.04 2.22 118
14 0.41 1.68 069
15 1.36 3.91 1.69
16 1.11 9 68 L 39
7 0-99 2.21 1.19
18 0.94 903 Lo7

5.2. The Evaluation of The Effect of The Air Flow Rate on Phase Change

Process

As it is mentioned in the objectives of the present study, a parameter investigated

is the air flow rate or the air velocity since the quality of frozen beef directly depends
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on it. Though food engineers focus on frozen product quality in detail, mechanical
engineers should know the fundamental of this issue to design optimum cooling system.
When the studies about the quality of frozen product is looked for in the literature,
there are different types of quality measurement for frozen food. Yet, the author
considers on only drip loss superficially as a quality attribute. Firstly, this term could be
simply defined as the amount of irreversible water thrown away during thawing process
[58]. Since not only water but also beneficial material such as vitamins, minerals, etc
are lost, drip loss is an important parameter for quality measurement. The studies
in the literature show that drip loss is directly proportional to nucleation formation
because large and few ice crystal formations mean more drip loss, while small and many
ice crystal formations mean less drip loss [9,59]. Since small and multiple crystals could
be obtained with high cooling rate, air flow rate has a great role in phase change. It
could be concluded that high quality freezing process in terms of drip loss is provided
by high flow rate. On the other hand, a user might be satisfied because foodstuff
could be frozen in a short time. However, when the energy consumption of the fan is
considered for one-year period, it has a great impact on energy label of the refrigerator
even if the fan consumes a low amount of energy in comparison to other components
such as compressor and defrost heater. As a result, it is an optimization issue between

quality and sustainability for an industrial application.
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Figure 5.4. The Comparison of The Effect of The Air Velocity on Phase Change.

To demonstrate the influence of the air velocity on the freezing time, the Case 1,
2 and 3 are chosen to be compared with each other. In addition to understanding the
effect of the air velocity with this comparison, simulations will again be verified with
a cross validation between numerical calculation and experimental measurement one
more time. When required time for freezing for case 1, 2 and 3 are read from Table
5.1, it could be easily concluded that the higher air flow rate, the faster the freezing.
In the simulations when the fan speed is reduced by 13.43% and 27.86%, freezing times
increase 8.90% and 12.95%. In the experiments the freezing time increase are 3.77%
and 7.02%. Furthermore, time trace of the temperature in the center (which is 8
point and is illustrated on Figure 4.5) of test package are drawn in Figure 5.4 where
the red, blue and green dash lines represent the numerical results of case 1,2 and 3,
respectively. Comparison of numerical calculations and experimental measurements
of temperature traces at the center of the specimen are given in Figure 5.5, 5.6 and
5.7. The solid lines and vertical bars show the experimental measurement and the 1

percentage error, respectively.
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Figure 5.7. The Experimental and Numerical Results for Case 3.

5.3. The Evaluation of The Influence of The Blowing Type on Freezing

Process

In this part, the effect of the blowing type is wanted to be revealed explicitly.
To analyze that impact thoroughly and consider a different case from the previous
cases, 6™ and 15" cases are chosen particularly. Yet, data in Table 5.1 show that
the blowing method from top side requires more time than the blowing from rear
side when the center temperature of the test package is considered. As in the former
examinations, the results will be demonstrated experimentally for influence of blowing

type and numerically for reliability of CFD.
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Figure 5.8. The Comparison of The Experimental Results of Case 6 & Case 15.
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Since it is believed that the effect of the blowing methods can be observed from
8™ 115 and 12" thermocouples (where they are placed is shown on Figure 4.5), the
curves are drawn accordingly in Figure 5.8 and Figure 5.9. The first thing which could
be said that rear blowing method requires less time for freezing. Secondly, the trace
of the temperature of the 12°¢ point for 15" case is smoother than the trace of the
temperature of the 12"! point for 6' since the air is excessively not piled into the front
of the shelf for the former, which is shown on Figure 5.10 and 5.11. In other words,
the homogeneous temperature gradient inside the test package is provided by the top

blowing method, while faster freezing is obtained with the rear blowing method.
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5.4. The Evaluation of The Impact of The Shelf Design on Phase

Transition

In this section, the effects of the shelf design and shelf material are examined in
detail. To show shelf effect and the reliability of CFD calculations, different cases are
reviewed. Further the comparison of conduction and convection heat transfer is also
possible. The first evaluation is made according to freezing time from Table 5.1. When
the freezing time of 10*, 13'¢ and 16" cases are read from the Table 5.1, freezing
process for plastic shelf takes the most time numerically and experimentally. The
bottom wall of the shelf, which is located between the bottom surface of test package
and the cooling air going from under shelf, behaves like a resistance due to low thermal
conductivity of the plastic material. Therefore, it should be concluded that using more
conductive material like metal for shelf decreases the freezing time of the test package
since conduction heat transfer rate from the bottom surface of the test package to
the bottom surface of the shelf will be increased, which could be observed from the
temperature change of 8% point in the test package as it is shown on Figure 5.12 and
Figure 5.13, experimentally and numerically. In addition to that, when temperature
gradient on the middle plane of the test package is assessed from Figure 5.14, the effect
of the conduction heat transfer could be recognized easily (Besides, the temperature
distribution in test package is given with partial scale in Appendix D to show it in
detail). On the other hand, considering the amount of heat that needs to be transferred
to freeze the test package is the same for all the cases studied, the summation of the
conduction heat transfer from the test package to shelf via its bottom surface and
the convection heat transfer from the test package to air via its other surfaces must
be constant. According to this, if there is no change in the properties of air such
as velocity and temperature but, the freezing time of the test package is shortened,
it could be explained by the fact that the amount of heat transferred by conduction
increases, while the amount of heat transferred by convection decreases to preserve the

total amount of heat.
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The Comparison Among 10, 13" and 16 Cases for Shelf

Design
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Figure 5.12. The Comparison Among 10**, 13" and 16" Cases for Shelf Design with

Experimental Data.
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In addition, this conclusion is simply made by evaluating the heat flux value via
convection and conduction. Before this assessment is carried out, it should be explained
schematically where convection and conduction heat transfer take place in order to
make this evaluation more understandable. As they are illustrated on Figure 5.15,
the conduction and convection heat transfer occur the bottom surface and the other
surfaces of the test package, respectively. When the time-dependent heat flux change or
heat transfer rate is examined from on the Figure 5.16 or Figure 5.17, respectively, the
amount of the heat flux or heat transfer rate by conduction for the both 13 and 16
cases is much higher than 10*® cases. These graphs show that using hybrid or metal
shelf reduces the freezing time of the test package since it enhances the conduction heat
transfer rate. However, it should be stated that the freezing time of the test package
for the 16™ case (metal shelf) is little higher than the 13™‘s freezing time since the

heat capacity (or thermal inertia) of the metal shelf is more than the hybrid shelf’s.

Test Package
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Heat Transfer

Surface Name Mechanism

Surface Sign

Left Convection

Front Convection

Right
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Figure 5.15. The Schematic Illustration of Heat Transfer Mechanism on Test Package

Surfaces.
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5.5. The Evaluation of The Simulation of The Inside Air of The

Refrigerator

As one of the features that distinguish this study from the other researches is
cooling simulation of the refrigerator in addition to freezing of test package, the CFD
result of that is examined in this section. First of all, the amount of the air flow rate
inside refrigerator obtained from numerical calculation is compared with experimental
results obtained by wind tunnel measurement as it is tabulated in Table 4.2. When
the measurement uncertainty of wind tunnel and the modeling approach of evaporator,
which is to accept fin thickness as 1 mm instead of 0.125 mm in order to generate mesh

for fin geometry, are considered, these values can be acceptable.

The second verification is done by means of comparison between experimental
temperature measurement and numerical calculation. To do that, the temperature on
the division walls, blowing air and suction air is measured while freezing process. To
prove that, the CFD results of 8" case, which is preferred to use because its result
has never been shown until now, is demonstrated on Figure 5.18 and Figure 5.19. It
should be stated that small air gaps on the bottom glass have been closed on the CFD
model, so the temperature of the bottom wall is calculated within 4% error bar as it
is observed from Figure 5.19. Since this error has no high effect on the phase change
calculation and the error bar is in the range of 5%, it was decided that this does not

need to be improved.
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Figure 5.18. The Experimental and Numerical Temperature Data of The Air Side of

8th Case.
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The Experimental and Numerical Temperature Data of The
Division Walls of 8" Case
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Figure 5.19. The Experimental and Numerical Temperature Data of The Division

Walls of 8" Case.

5.6. The Evaluation of The Surface Heat Transfer Coefficient of The Food

In the beginning of the thesis, one novelty of the present work is described as the
surface HTC has a great importance on the simulation of the phase change of food.
Therefore, the freezing process should be modeled with its ambient instead of using
average surface HTC and average ambient air temperature. Tough it is mentioned that
this type of simplification could cause fatal error in numerical simulation by some sci-
entist, only few researchers try to get rid of it by including environment in their studies.
However, the effect of this inclusion could not be evaluated in detail or demonstrated
plainly due to other simplifications such as reducing the problem 2D or ignoring tur-

bulence effect, while the author try to show the influence of the surface HT'C without
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any simplification except for mass transfer. Thanks to the thin layer wrapped the food,
mass transfer is obstructed completely. Therefore in actual fact it is not a simplifica-
tion, it is a user condition. The spatial and temporal change of the surface HTC of
the food are calculated numerically and the results are plotted as in Figure 5.20. This
calculation is performed thanks to the transient data of the convective heat transfer
rate from each surface, the blowing temperature from the air duct opening, and the
area-weighted average wall temperature of the each surface. Additionally, each surface

is illustrated in Figure 5.21.
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Figure 5.20. The Change in The Surface Heat Transfer Coefficient for 15* Case.
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6. CONCLUSION AND FUTURE WORK

6.1. Conclusion

The preservation of food has a great importance for human beings in order to
keep them alive since it is not always possible to reach food everywhere. When an
excessive increase in population on the world and the result of that increased demand
for food are considered, it makes the development of protection techniques inevitable.
Therefore, a lot of scientists, researchers and engineers extremely focus on developing
new techniques and/or improving available methods in order to keep natural resources
and make the environment sustainable. In this study, the author exceedingly has
worked on the freezing process of food, which is one of the most conventional methods
and at the same time is open to improvement, especially phase change of beef. He
has aimed to simulate freezing of beef inside a domestic refrigerator, to verify his
simulation results, to determine key factors in freezing of beef and to generate a public
knowledge about its simulation and significant parameters and has achieved all of them

successfully.

After a wide range survey of the literature has been conducted, the simulation
models of a phase change process are compiled neatly and evaluated with their pros and
cons. By considering the capability and applicability of them, the apparent specific
heat method has been preferred for use in the simulation of freezing of beef in this
study since it is relatively simpler, cheaper and easier than the others. The results of
the numerical simulation with error values show that this method is able to give an
acceptable prediction of the freezing time of beef for both academic study and industrial

application.

The effect of the air flow rate or air velocity is one parameter investigated in
this study. Considering that the Nusselt correlation is used to determine a convection

heat transfer coefficient, the air velocity directly affects the freezing process of the test
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package. The present study demonstrates this explicitly. In addition that, the present
study depicts that surface HTC plays a crucial role on the accuracy of the modeling
solidification or melting process of a material. Therefore, the temporal and spatial

change of surface HT'C should be added to model.

This study has demonstrated that blowing type for industrial application has a
major effect since it influences not only freezing process or quality of beef but also the
performance, working characteristic and cooling components of a refrigerator. There-

fore, it should be evaluated thoroughly when this type of change is wanted to be made.

The last thing studied in the present work is to reveal the impact of heat transfer
by conduction and convection from bottom surface and the other surfaces of the test
package to environment on freezing process, respectively. This study has showed that
freezing time could be reduced by increasing the amount of heat transferred by conduc-
tion. Therefore, it is advised that the optimization between conduction and convection
heat transfer from the test package surfaces to environment should be worked in detail
in order to design environmentally friendly refrigerators and provide a fridge capable

of high-quality freezing of food for customer.

6.2. Future Work

The modeling of a phase transition problem is undoubtedly a complex problem.
Therefore, many important attempts to simulate that process numerically have been
made in literature. Almost all researchers have tried to broaden the border of the
previous attempts and/or to improve the accuracy of a numerical calculation. As in
the other studies, the present investigation has areas to be developed. These could be

listed as follows:

e By adding the effect of the thin plastic layer on the test package surface, more
accurate results could be obtained.

e To simulate a real case, which is modeling the heat and mass transfer from test
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package to the refrigerator air, and vice versa, mass transfer could be added to
future work.

To observe how the parameters examined in this study influence freezing or cool-
ing process under a real working condition of a refrigerator, cycling working con-
dition of a refrigerator could be included in the future.

To simulate the evaporator surface temperature in more realistic manner, com-
pression cycle or evaporation model inside the evaporator pipe could be included
in the future.

To compare the models for phase-change problems, all methods could be applied

by choosing one case from this study.
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APPENDIX A: THERMAL PROPERTIES OF THE TEST
PACKAGE



Table A.1. The Apparent Specific Heat of The Test Package.

Apparent Apparent
Temperature Temperature

Specific Heat Specific Heat
) (J/kg.K) ) (J/kg.K)
245.15 400 271.30 26,856.98
250.15 700 271.40 27,950.50
254.65 1,504.95 271.50 29,090.76
262.00 3,900.29 271.60 30,269.52
263.50 4,599.45 271.70 31,463.68
265.00 5,540.31 271.80 32,683.28
265.50 5,921.66 271.90 33,874.24
266.00 6,378.08 272.00 34,911.95
266.50 6,924.81 272.10 35,660.67
267.00 7,574.77 272.21 35,982.71
267.50 8,346.21 272.22 35,986.95
268.00 9,342.68 272.23 35,986.88
268.50 10,649.86 272.30 35,868.69
269.00 12,256.30 272.40 35,259.05
269.25 13,194.72 272.50 34,123.79
269.50 14,230.31 272.75 29,611.86
269.75 15,397.66 273.00 24,079.42
270.00 16,713.32 273.25 17,681.24
270.25 18,203.42 273.50 11,894.61
270.50 19,867.49 273.75 6,636.67
270.75 21,741.96 274.00 3,781.65
270.90 23,007.71 274.20 2,908.58
271.00 23,918.12 287.15 3,153.82
271.10 24,837.78 300.15 3,400.01

271.20 25,839.28
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Table A.2. The Thermal Conductivity of The Test Package.

Temperature Thermal Conductivity
(K) (W/m.K)
300.15 0.32526
287.15 0.31037
272.22 0.29111
271.9 0.86277
271.65 0.95717
2714 1.02496
271.15 1.07611
270.65 1.14847
270.15 1.19757
269.15 1.26090
268.15 1.30106
267.15 1.32970
266.15 1.35180
265.15 1.36986
264.15 1.38527
263.15 1.39886
262.15 1.41114
261.15 1.42249
260.15 1.43313
259.15 1.44324
258.15 1.45295
257.15 1.46236
256.15 1.47152
255.15 1.48051
250.15 1.52396
245.15 1.56675
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APPENDIX B: EXPERIMENTAL MEASUREMENT AND
NUMERICAL CALCULATION FOR A SAMPLE CASE

The all calculated and measured temperature data of the 1st case is graphed in
order to show the reader where the temperature data is obtained from and to set an

example for the other cases and to be set an example for the other cases.

THE EXPERIMENTAL MEASUREMENT OF THE COOLIN SYSTEM FOR
CASE 1
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Figure B.1. The Experimental Measurement of The Cooling System for Case 1.



89

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
THE AIR CIRCULATION SYSTEM FOR CASE 1
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240
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= = = Suction_CFD = = =Left Blowing CFD = = = Right Blowing CFD

Figure B.2. The Experimental Measurement and The CFD Calculation of The Air

Circulation System for Case 1.

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
THE LEFT WALL TEMPERATURE FOR CASE 1
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Figure B.3. The Experimental Measurement and The CFD Calculation of The Left
Wall Temperature for Case 1.
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
THE RIGHT WALL TEMPERATURE FOR CASE 1
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Figure B.4. The Experimental Measurement and The CFD Calculation of The Right

TEMPERATURE [K]
2
3

Wall Temperature for Case 1.

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
THE TOP WALL TEMPERATURE FOR CASE 1
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Figure B.5. The Experimental Measurement and The CFD Calculation of The Top

Wall Temperature for Case 1.
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
THE BOTTOM WALL TEMPERATURE FOR CASE 1
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Figure B.6. The Experimental Measurement and The CFD Calculation of The
Bottom Wall Temperature for Case 1.

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
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Figure B.7. The Experimental Measurement and The CFD Calculation of 8" Point
of The Package for Case 1.
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
9t POINT OF THE PACKAGE FOR CASE 1
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Figure B.8. The Experimental Measurement and The CFD Calculation of 9" Point
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
102 POINT OF THE PACKAGE FOR CASE 1
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Figure B.9. The Experimental Measurement and The CFD Calculation of 10*" Point

of The Package for Case 1.
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
11s*POINT OF THE PACKAGE FOR CASE 1
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Figure B.10. The Experimental Measurement and The CFD Calculation of 115 Point
of The Package for Case 1.

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
120 POINT OF THE PACKAGE FOR CASE 1
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Figure B.11. The Experimental Measurement and The CFD Calculation of 1274
Point of The Package for Case 1.
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THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
13 POINT OF THE PACKAGE FOR CASE 1
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Figure B.12. The Experimental Measurement and The CFD Calculation of 13* Point
of The Package for Case 1.

THE EXPERIMENTAL MEASUREMENT AND THE CFD CALCULATION OF
142 POINT OF THE PACKAGE FOR CASE 1
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Figure B.13. The Experimental Measurement and The CFD Calculation of 14** Point
of The Package for Case 1.
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APPENDIX C: UNCERTAINITY ANALYSIS FOR
EXPERIMENT SETUP

The result of the uncertainty analysis of an experiment setup is a key factor to
determine the quality of the measurement system. In the present study, there are two
main types of measurement system which for temperature and flow rate measurement.

In this part, how the certainty analysis of them is made is explained.

For thermocouple measurement, the UDAQ system is calibrated by the Calibra-
tion Team of Argelik. The team follows the TS EN ISO/IEC 17025 Calibration Pro-
cedure and uses Fluke 5500 A Calibrator as a reference system. After they completes
calibration, the uncertainty of thermocouple measurement in calibration is determined
according to EA-4/02 M: 2013 Standard. The uncertainty has been calculated for
223.15K to 323.15K.

For flow rate measurement, the uncertainty analysis differs from the previous one
in that the former requires some extra calculations due to more than one device used
to wind tunnel. To calculate the uncertainty of the wind tunnel, the uncertainty of

devices is known as it is tabulated in Table C.1.
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Table C.1. The Measurement Range and The Uncertainty of The Measuring Device.

Device Measuring Range Uncertainty
(-2000) — (4-2000) +1.7
Micromanometer
(Pa) (Pa)
Nozzle Coeflicient
0.26 +0.012
(©)
Nozzle Cross-Section Area 45.6 +0.005
(A) (cm?) (cm?)
Density 1.177 4+0.002
(p) (kg/m?) (kg/m?)

The volumetric flow rate applied to the system could be written as:

N

(C.1)

Q:CA[Z(AP)}

p
where is volumetric flow rate, C is nozzle coefficient, A is nozzle cross-section area, is
pressure drop and is density.
The total measurement uncertainty of volumetric flow rate is expressed by:
1/2

. 2 . 2 . 2 . 2
SQ: (%50) +<Z_§SA> +<(,;3A—QPSAP) +<%Sp> (CQ)

where S shows the uncertainty of the measurement of a subscript. The relative uncer-
tainty of the wind tunnel for volumetric flow rate measurement is calculated with the

equation C.2 and it is shown on Figure C.1.
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Figure C.1. The Relative Uncertainty of The Wind Tunnel for Volumetric Flow Rate

Measurement.
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APPENDIX D: The Temperature Distribution in Test
Package

Additionally, the time-dependent temperature distribution on the middle plane

of the test package for 10", 13'4 and 16™® cases is given.
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Figure D.1. The Time-dependent Temperature Gradient in The Mid-section of The
Test Package for 10", 13" and 16" Cases



