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Arastirmacilar hisse senedi fiyatlarinin teknik analiz degiskenleri ile birlikte
onceden tahmin edilmesi ile ilgili calismalar yapmislardir. Yapay sinir aglar hisse
senedi fiyat tahmininde basariyla kullanilan bilgi islemsel zeka yontemlerinden bir
tanesidir. Yapay sinir aglari ile fiyat tahmini gerc¢eklestirilirken, hangi degiskenlerin
secilecegine ve ag mimarisine kullanicimin karar vermesi gerekmektedir. Bu tezde
s0z konusu parametreleri belirleyecek genetik algoritma tabanl uzman bir sistem
tasarlanmistir. T giiniine iliskin fiyat ve hacim bilgileri kullanmak suretiyle teknik
gostergeler hesaplanmistir. Ozellik secimi ve parametre optimizasyonu genetik
algoritma ile eszamanh gergeklestirilmistir. Uzman sistem t+1 giiniine iliskin fiyat
tahminlerini gerceklestirmek i¢cin kullamlmistir. Onerilen uzman sistemin, optimize
edilmeyen modele gore hem istatitsiksel basar1 olciilerine gore hem de alim satim
simulasyonu sonucuna gore daha iyi sonuglar ortaya cikardigi belirlenmistir.
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Researchers are interested with forecasting stock prices using technical
indicators. Artificial neural networks are one of the soft computing techniques that
is used for forecasting stock prices. The user of the neural network must decide the
size of the hidden layer and must select the optimal feature subset to obtain the best
forecasting performance from network. In this study an expert system which is
based on genetic algorithms is designed to optimize the parameters of the network.
Technical indicators are calculated using price and volume information of day t.
Feature selection and parameter optimization is handled simultaneusly by using
genetic algorithms. Expert system is used to forecast closing prices of day t+1. The
results indicate that optimized model outperformed the alternative model in terms
of both statistical and financial performance.
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1. GIRIS

Hisse senedi fiyatlarin1 6nceden tahmin etmek spekiilatorler, yatirimcilar ve
isadamlar1 i¢in Onem tasir. Hisse senedi fiyatlarmin ne olacaginin 6nceden tahmin
edilmesi sadece spekiilatif amagli alim satim yapan yatirimeilar i¢in degil ayn1 zamanda,
firma degerinin maksimizasyonunu amag edinmis finansal yoneticiler i¢in ve genel olarak
da biitiin ekonomi i¢in 6nem arz etmektedir. Ayrica bircok farkli bilim dalinda
uzmanlagan aragtirmacilar, uzmanlik alanlarindaki gelismeleri hisse senedi fiyat
tahminlerindeki dogruluk oranin1 arttrmak igin kullanmaktadirlar. Bilgisayar
teknolojisindeki gelismeler ile birlikte yeni analizler ortaya ¢ikmis ve sdz konusu
analizler hisse senetlerinin tahmininde kullanilmaya baglanmstir.

197011 yillarda ortaya ¢ikan Etkin Piyasalar Hipotezi sermaye piyasalarinin temel
hipotezlerinden biri olmustur. Bu hipoteze gore, hisse senedi fiyatlarini1 6nceden tahmin
etmeye calismanin bir faydasi yoktur; ¢iinkii fiyatlar tamamen rassal bir sekilde
olugmaktadir. Bagka bir ifade ile fiyatlar, dnceki fiyatlardan bagimsiz bir sekilde
olusmaktadir.

Hipotez literatiire tanitildiktan sonra, hisse senetlerinin fiyatlarinin tahmin
edilebilirligini arastiran bir ¢ok ¢alisma ortaya ¢ikmistir. Caligmalardan bazilarinda hisse
senetlerinin fiyatlarinin etkin piyasa hipotezinin dogru olamayacagini ima edecek
diizeyde bagaril1 bir sekilde tahmin edilebildigi raporlanmaktadir.

Hisse senedi fiyatlarin1 tahmin etmek igin baslangigta geleneksel istatistiksel
yontemler kullanilmigtir. S6z konusu yontemlerden bazilart AR, MA ve ARIMA gibi
yontemleridir. Fakat bu yontemler veri seti hakkinda istatistiksel varsayimlar1 sart
kosmaktadir. Baska bir ifade ile yontemlerin kullanilabilmesi i¢in veri setinde bazi
sartlarin saglanmasi gerekmektedir. Bu nedenle tahmin performanslart kisitlidir (Hsieh
vd, 2011).

Son zamanlarda ise; yapay sinir aglari, genetik algoritmalar, destek vektor
makineleri ve bulanik tabanli ag ¢ikarim sistemi gibi bilgi islemsel zeka yontemleri
(computational intelligence) gelistirilmis ve bu yontemler hisse senedi fiyat tahmininde
kullanilmaya baglanmistir. Bilgi islemsel zeka yontemleri, geleneksel istatistiki
yontemlerini yetersiz kilacak kadar karmasik gercek hayat problemlerini ¢6zmeye calisan
ve dogadan esinlenen hesaplama yontemleridir. Bilgi islemsel zeka yontemlerini kullanan
calismalarda elde edilen basarilar etkin piyasalar hipotezi ile ¢elisir niteliktedir. Bu tiir
caligmalarda, hisse senetlerinin basarili bir sekilde tahmin edilebilecegi ve etkin piyasalar
hipotezininin gegerli olmadig1 savunulmaktadir (Atsalakis ve Valavanis, 2009; Atsalakis
vd., 2011; Chang vd., 2012).

Bilgi islemsel zeka yontemlerinden olan yapay sinir aglar1 hisse senedi fiyatinda
basarili bir sekilde kullanilmistir. Fakat yapay sinir aglarmin hisse senedi fiyatindaki
performans1 yaninda, uygulanmasini zorunlu kilan bazi ayrintilar1 s6z konusudur. Bu
ayrintilar, 6zellik se¢imi, yapay sinir ag1 mimarisine karar verme ve agin egitimi gibi
hususlardir. Bu ayrintilar yapay sinir aglarinin performansi ile yakindan ilgilidir.

Bagarili bir hisse senedi fiyat tahminin gerceklestirilmesi i¢in modelde
kullanilacak o6zelliklerin (girdilerin) belirlenmesi yapay sinir aglar ile yapilacak
tahminlerde bir diger 6nemli mesele olmaktadir. Girdi olarak temel analiz veya teknik
analiz degiskenleri kullanilabilir. Temel analiz degiskenlerinde, enflasyon, gayri safi milli
hasila, doviz kurlar1 gibi makroekonomik gostergelerin yani sira, isletme mali
tablolarindan c¢ikarilan bilgiler de kullanilmaktadir. Teknik analizde ise ge¢mis fiyat
bilgilerinden baz1 gostergeler elde edilmektedir. Teknik analiz, ge¢mis fiyat ve islem
hacmi bilgilerini kullanmak yoluyla, ticaret ve yatirim kararlarinda kullanilacak bilgilerin
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ortaya ¢ikarilmasidir (Kirkpatrick ve Dahlquist, 2007: 3). Teknik analiz kurallar1 ¢ok
fazla sayidadir ve siradan bir yatirimeinin hangi hisse senedi i¢in hangi teknik analiz
kuralinin uygulanmasi gerektigini belirlemesi zordur (Lin X. vd., 2011). Hesaplanacak
teknik gostergelerin bir kisminin tahmin modelinin basarisi ile ilgisi olmayabilir veya bir
anlam ifade etmeyen degiskenler olabilir. Bu tir fazla (redundant) degiskenlerin
kullanilmast1 yapay sinir aglari gibi makine 6grenmesi modellerinin yanlis sonuglar ortaya
¢ikarmasina neden olabilir (Huang vd., 2008). Bu nedenle en dogru degisken alt
kiimesinin secilmesi gerekmektedir. Ustelik A hisse senedi fiyatinin tahmininde faydali
olabilecek bir degisken, B hisse senedinin fiyatinin tahmin modelinde kullanildiginda
ayni basariy1 ortaya ¢ikarmayabilir. Dolayisiyla hisse senetlerinin fiyatlarinin tahmin
edilmesi ¢alismasinda kullanilacak girdi degiskenlerinin belirlenmesi Onem arz
etmektedir. Var olan degiskenler arasindan en iyi alt kiimenin segilmesi iglemi tipik bir
ozellik alt kiimesi se¢im (feature selection) problemidir.

Degisken se¢iminin yani sira, tahmin modelinin basarili bir sekilde sonuglanmasi
icin kullanilan analizin parametrelerine de isabetli bir sekilde 6nceden karar vermek
gerekmektedir. Ornegin bilgi islemsel zeka yontemlerinden yapay sinir aglari, hisse
senedi fiyat tahmininde basarili bir sekilde kullanilmistir (Armano vd., 2005; Charkha,
2008; Li ve Liu, 2009; Mostafa, 2010; Ok vd., 2011; Salehi vd., 2011). Literatiirde yapilan
calismalar incelendiginde ara katmandaki néron sayisinin deney tasarimi veya deneme
yanilma yoluyla belirlendigi gézlenmektedir. Bagarili bir hisse senedi tahmin performansi
icin noron sayisinin dnceden belirlenmesi ve modelin buna uygun kullanilmasi1 6nem arz
etmektedir. Yapay sinir agr mimarisi, hesaplamanin karmagiklik diizeyini ve
genellestirme yetenegini dogrudan etkilemektedir (Pattamavorakun ve Pattamavorakun,
2007). Parametreler belirlenirken, herkes tarafindan kabul edilen ve agik bir yontem
olmadig1 i¢in, yapay sinir aglar1 kullanilirken parametre belirleme 6nemli bir problem
olmaktadir (Bashiri ve Geranmayeh, 2011).

Yapay sinir aglari ile ¢alisirken karsilasilan en 6nemli meselelerden bir digeri de
calismada asir1 uyum (overfitting) durumunun ortaya ¢ikabilmesidir. Asir1t uyum, yapay
sinir ag1 modelinin egitim setine asir1 derecede 1yl uyum saglayan agirliklar belirlemesi
ve farkli bir veri seti ile karsilastifinda ¢ok kotii performans gostermesi durumudur.
Bagka bir ifade ile asir1 uyum durumunda, yapay sinir agi modelinin genellestirme
yetenegi azalmaktadir. Yapay sinir ag1 ile yapilacak bir tahmin faaliyetinde bu durumun
olugmasini engelleyecek dnlemlerin alinmasi gerekmektedir.

Ozet olarak yapay sinir ag1 modeli ile basaril bir hisse senedi fiyat: tahmin islemi
gerceklestirmek i¢in, kullanilacak degiskenlere, yapay sinir ag1 mimarisine ve asiri uyum
olumsuzlugunu engelleyecek bir yonteme ihtiya¢ duyulmaktadir. Bu olumsuzluklarin
hepsini ortadan kaldiracak mevcut bir yontem s6z konusu degildir. Bu ¢alismanin amaci
bilgi islemsel zeka ailesinin bir liyesi olan genetik algoritmalar ile s6z konusu eksiklikleri
giderecek uzman bir sistem tasarlamaktir. Genetik algoritma, sezgisel bir optimizasyon
yontemidir (Svanandam ve Deepa, 2008) ve ¢oziim uzayinda yer alan olasi biitlin
coziimlerden en iyisinin se¢ilmesini saglar. S6z konusu bu sistemde uygunluk
fonksiyonu, asir1 uyum durumunu engelleyecek sekilde tasarlanmistir. Ayni sekilde
yapay sinir ag1 ara katmaninda yer alan néron sayisini ve kullanilacak degisken miktarini
eszamanli belirleyebilecek bir gen tasarlanmigtir. Tasarlanan bu sistem kullanicinin yapay
sinir aglart modeline miimkiin oldugunca az miidahele ettigi uzman bir sistemdir.

Calismada Onerilen modelin ne kadar iyi performans gerceklestirdigini ortaya
cikarmak icin ikinci bir model daha kullanilmistir. Bu model alternatif model olarak
adlandirilmigtir ve bir se¢im islemi uygulanmadan biitiin degiskenler modelde girdi
olarak kullanilmistir. Ayrica ara katmandaki ndron sayis1 da 10 tanede sabit tutulmustur.
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Fiyat tahmini gerceklestirildikten sonra, model sonuglarinin ne kadar iyi oldugu
farkli acilardan incelenmistir. Modellerin sonuglari, istatistiksel performans olgtileri ve
yon tahmin sonuglari ile incelenmistir. Modelin tirettigi fiyat tahminlerini dikkate alan bir
yatinmciin doénem sonunda elde edecegi getiri yiizde olarak da hesaplanmistir.
Boylelikle caligmadaki sistemin finansal basar1 6l¢iisii de hesaplanmis olmaktadir.

Caligsma, girig ve sonug kisimlart dahil alt1 kisstmdan olusmaktadir. Konu ile ilgili
onceki ¢alismalarin incelendigi {i¢lin¢li kisimin ardindan, modelin tanitildig1r doérdiincii
boliim yer almaktadir. Besinci boliimde yapilan analizin bulgularina yer verilmistir.
Altinc1 boliimde ise sonug ve tartisma yer almaktadir.
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2.  KONU ILE ILGILi ONCEKi ARASTIRMALAR

Bu bolimde hisse senedi fiyat tahmini {izerinde yapilmis olan c¢alismalar
incelenecektir.

Hisse senedi fiyatlarinin rastgele olustugunu savunan etkin piyasa hipotezine gore
hisse senedi fiyatlarinin énceden tahmin edilmesi miimkiin degildir. Ancak literatiirde
yapilan caligmalar incelendiginde hisse senedi fiyatinin Onceden tahmin edilmesi
cabalarinin aktif bir sekilde siirdiigii goriilmektedir. Bunun nedeni bilgi islemsel zeka ve
yapay zeka alanindaki gelismelerdir. Cok fazla sayida islemin hizli bir sekilde
yapilabilmesi, tarihsel hisse senetleri fiyat hareketlerinde bazi Oriintiilerin
kesfedilebilecegine iligskin ¢aligmalara ilham kaynagi olmustur.

Hisse senedi fiyat tahmini ile ilgili ¢ok fazla sayida c¢alisma yapildig
goriilmektedir. Bu alanda heniiz tatmin edici bir kesinlige ulasilmadigindan, teknik analiz
yardimiyla hesaplanabilecek degiskenlerin kullanilmasi ile fiyatlarin onceden tahmin
edilecegini savunanlar tarafindan yapilan ¢alismalar devam etmetkedir.

Hisse senedi fiyat hareketlerini 6nceden tahmin etmeye yonelik yapilan ¢caligmalar
iki grupta incelenmistir. Bu gruplar su sekildedir:

e Gelecekteki fiyati/indeksi tahmin etmeye yonelik calismalar: Bir sonraki
tahmin periyodunda fiyatin veya indeksin alacagi degerin tahmin edilmesine
yonelik yapilan caligmalardir. Bu gruptaki g¢alismalarda kullanilan baslica
analizler Sinirsel Bulanik Mantik (ANFIS), Destek Vektor Regresyon (Support
Vector Regression — SVR), Yapay Sinir Aglar1 (Artificial Neural Networks — NN)
ve Regresyon yontemleridir.

e Fiyat/indeks egiliminin tahmin edildigi calismalar: Bir sonraki tahmin
araliginda fiyattaki veya endeksteki hareketin yoniinii tahmin etmeye yonelik
caligmalardir. Yon tahmininin gerceklestirildigi c¢alismalarin esas dayanak
noktast; hisse senedi fiyatlarinin birebir tahmin edilmesi (nokta tahmini) nin zor
olacagi buna karsilik yon tahminlerinde tahmin basarisinin artabilecegi
diisiincesidir. Bu gruptaki caligmalarda ise genellikle Destek Vektor Makineleri
(Support Vector Machines — SVM), NN ve Lojistik Regresyon gibi siniflandirma
yontemlerinin kullanildig: gozlemlenmektedir.

Literatiirde, hisse senetleri ile ilgili yapilan ¢alismalarda ortak amag elde edilecek
basar1 oranin arttirilmasidir. Bu konuda ¢alisan arastirmacilar, ¢alismalarinda diinyanin
farkli  tlkelerinde faaliyet gosteren hisse senedi piyasalarindaki  verileri
kullanmaktadirlar.  Yapilan c¢alismalar incelendiginde, tahmin c¢alismalarinda
arastirmacinin karar vermesi gereken bir ¢ok noktanin 6n plana ¢iktig1 anlasilmaktadir.
Literatiirde yapilan 60’dan fazla uygulama makalesi incelendikten sonra tespit edilen ana
konular asagida maddeler halinde siralanmistir:

e Kullanilacak veri setinin boyutu: Arastirmada kullanilan veri setinin miktarina
arastirmact karar vermelidir. NN, SVM ve ANFIS gibi yontemlerde veri setinin
genelde iki gruba ayrildig1 goriilmektedir. Bu gruplar egitim ve test asamasi olarak
adlandirilmaktadir. Egitim veri setinde yer alan veriler kullanilmak suretiyle
tahmin modeli kurulmaktadir. Olusturulan bu modelin ger¢ek hayatta ne kadar
yiiksek performans sergileyecegi ise test veri setinde, modelin uygulanmasi ve
gerceklesen fiyatlarla karsilastirilmasi yoluyla dl¢iilmektedir. Bazi aragtirmalarda
ise dogrulama (validation) adi altinda bir veri setinin daha kullanildig:
gorilmektedir. Dogrulama veri seti e8itim veri setinin bir alt kiimesi olarak
diistintilebilir. Egitim veri seti kullanilamak yoluyla, dogrulama veri setinde en iyi
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sonucu veren parametreler belirlenir ve test veri seti ile model test edilir. Bazi
aragtirmalarda ise burada anlatilan veri seti gruplarindan test ve dogrulama veri
setinin isimlerinin karsilikli degistirilmek suretiyle kullanildigi da goriilmektedir.
Arastirmaci, gergeklestirecegi deneyinde egitim amaci ile kullanacagi veri setinin
ne kadarlik siireyi kapsayacagini ve olusturulan bu modelin ne kadarlik bir siireyi
kapsayan bir veri seti ile test edilecegini belirlemek durumundadir. Kullandig
analizinde dogrulama veri setini kullanacaksa bu durumda ne kadar siireyi
kapsayan bir veriye ihtiya¢ duyacagini belirlemek durumundadir. Literatiirde
genellikle veri setinin egitim ve test veri olarak %80/%20 oraninda veya %70/%30
oranlarinda ayristirildigr goriilmektedir.

e On isleme (pre-processing): Onisleme veri setinin baska bir veri setine
doniistirilmesini  kapsamaktadir. Calismalarda siklikla veri setinin, belirli
araliktaki yeni veri setine dogrusal doniistliriilme isleminin kullanildig:
gorilmektedir. Ayrica bazi caligmalarda girdi olarak kullanilan veri setine
ayriklastirma (discretization) isleminin uygulandigi goriilmektedir (Kim ve Han,
2000). Ayriklagtirma yonteminde sayisal olan veriler gruplara ayristirilmaktadir.
Veri setinin wavelet transform doniistimiiniin gergeklestirildigi calismalar da
literatiirde yer almaktadir (Atsalakis vd., 2011; Wang vd., 2011; Homayouni ve
Amiri, 2011; Nourani vd., 2012). Wavelet transform (dalgacik doniisiimii) veri
setinin farkli frekanslara ayristirilmasidir.

e Analizi¢in kullamlacak yontem: Calismada fiyat tahmininde kullanilacak analiz
yonteminin Onceden belirlenmesi gerekmektedir. Ekonometrik modellerden
ARIMA kullanilabilecegi gibi bilgi islemsel zeka yontemlerinden NN, SVM veya
ANFIS kullanilabilir. Caligmalarda ayn1 zamanda melez yontemlerin kullanildig:
da goriilmektedir. Bu tlir c¢aligmalarda birden fazla analiz yOdntemi
kullanilmaktadir. Esas fiyat tahminin gerceklestiren yontemin yani sira bazi
yardimer yontemler kullanilmaktadir. Bu tiir ¢aligmalara (Hsu vd., 2009) 6rnek
olarak verilebilir.

e Tahmin arahg:: Calismalarda kullanilacak zaman aralifini belirlenmesi
gerekmektedir. Calismalarin bilyiikk ¢ogunlugu bir giin sonraki fiyati tahmin
etmeye yoneliktir. Ancak bir hafta veya bir aylik tahminlerin gergeklestirildigi
caligmalara da literatiirde rastlanmaktadir. Bunlarin yaninda daha kisa periyotlari
kapsayan (0rnegin dakikalik) tahminlerin yapilmasi da miimkiindiir.

e Tahmini gerceklestirecek analizin parametreleri: Tahmini gergeklestirecek
analizin ~ parametrelerinin  belirlenmesi  gerekmektedir. ~ Parametrelerin
belirlenmesinde en sik kullanilan yontemlerden bir tanesi deneme yanilma
yontemidir. Eger parametre deneme yanilma yolu ile belirlenecekse bu durumda
amagc fonksiyonu 6nemli olmaktadir. Bazi calismalarda belirlenen araliktaki biitiin
parametre bilesenleri denenmekte ve belirlenen amaca uygun olarak en iyi sonucu
veren parametre bilesimi secilmektedir.

e Tahmini gerceklestirecek veriler (Input Series): Analizlerde girdi olarak
kullanilacak veri setine karar verilmesi dénemli olmaktadir. Yapilan ¢aligmalarda
tahmin edilecek hisse senedi veya indeksin kapanis fiyatinin a) onceki kapanis
fiyatlari, b) onceki kapanis, acilis, en diisiik, en ytiksek fiyatlari, c) onceki fiyat ve
islem hacmi bilgisi kullanmak suretiyle hesaplanan teknik gdstergeler d) temel
gostergeler, e) firmaya ait finansal oranlar, f) makroekonomik gostergeler
yardimiyla tahmin edilmeye yonelik ¢aligmalar yapildigr goriilmektedir.

e Kac¢ tane girdi degiskeninin kullamlacagimin belirlenmesi: incelenen
caligmalarda farkli sayilarda girdi miktarinin kullanildigi goriilmektedir. Burada
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bir fikir birlikteligi s6z konusu degildir. Kag tane girdi degiskeninin kullanilacag:
ve tahminin buna gore yapilacagi konusuna karar verilmesi gerekmektedir.

2.1. Hisse Senedi / Indeks Fiyat Hareketlerinin Incelendigi Cahsmalar

Hisse senedi fiyati1 konusunda yapilan ¢alismalar incelendiginde, ¢alismalarin iki
grupta kutuplastigr gozlemlenmektedir. Bunlar hisse senedi veya indeksin dogrudan
tahmin edildigi ve hisse senedi veya indeksteki hareketin yoniiniin tahmin edilmeye
calisildigi ¢alismalardir. Hisse senedindeki yoniin tahmin edildigi calismalarin esas ¢ikis
noktasi, hisse senedi fiyatinin nokta tahminin gergeklestirilmesinin olduk¢a gii¢ olmasi
ve yoniin daha kolay tahmin edilebilecegidir. Buna gore, 6rnegin, “hisse senedinin fiyati
yarin 5.26 TL olacaktir” tahmini yerine ‘“hisse senedinin kapanis fiyat1 yarin,
bugiinkiinden daha yiiksek diizeyde olacaktir” yoniinde yapilacak tahminin dogrulugunun
daha yiiksek olacagina inanilmaktadir.

2.1.1. Egilimin Tahmin Edildigi Calismalar

Hisse senetlerinde farkli sayilarda girdi degiskenlerinin veya teknik gdstergelerin
kullanilabilmesi miimkiindiir. Fakat, bu degiskenlerden sadece bazilarinin kullanilmasi
tahmin yetenegini arttirabilir. Bu nedenle Kim ve Han (2000) ¢alismalarinda genetik
algoritmalarla uygun degiskenlerin seg¢ilmesi yoluyla tahmin performansinin
arttirilabilecegini onermektedir. Ocak 1989 ile Aralik 1998 arasinda Korea Stock Price
Index degerleri bir araya toplanmis ve toplamda 2928 adet gézlem elde edilmistir. Veri
seti [0.0, 1.0] arasinda dogrusal doniisiime tabi tutulmustur. Genetik algoritmalar
calismada sadece 0grenme algoritmasindaki agirliklarin optimizasyonunda degil, ayn
zamanda uygun degiskenlerin se¢ilmesinde de kullanilmaktadir. Ortalama %61,70
oraninda dogru tahmin s6z konusudur.

Kim (2003) yilinda yayinladigi calismasinda, Korea Composite Stock Price Index
degerini, destek vektor makineleri ile tahmin etmeye ¢alismistir. 12 adet teknik gosterge
girdi degiskeni olarak kullanilmistir. Ocak 1989 ile Aralik 1998 arasinda, 2928 gbzlemi
kullanmistir. Egitim setinde 2347 adet gézlem s6z konusuyken, test asamasinda 581 adet
gozlem kullanmiglardir. Veri setini [-1.0, 1.0] arasinda 6l¢eklendirmislerdir. Egitim
asamasinda %358,52 oraninda, test asamasinda ise %54,73 oraninda geri beslemeli yapay
sinir aglar1 ile dogru tahmin gerceklestirebilmislerdir. Buna karsilik destek vektor
makineleri ile %64,75 oraninda egitim agsamasinda, %57,83 oraninda ise test agamasinda
dogru tahmin gergeklestirebilmislerdir.

Kim ve Lee (2004), ¢alismalarinda hisse senedi piyasasini yapay sinir aglari ile
tahmin etmektedirler. Calismalarinda genetik algoritmalar o6zellik doniistiirmede
kullanilmistir. Calismalarinda giinlitk KOSPI indeksini kullanmislardir ve toplamda 2348
adet veri kullanmak suretiyle ¢alismalarini gerceklestirmislerdir. Caligmalarinda teknik
gostergeleri kullanmaktadirlar. Ayrica discretization yontemini kullanmak suretiyle girdi
veri setini kategorilere ayirmiglardir. Dogrusal ve bulanik doniistiirme yontemlerini ayri
ayr1 kullanmiglardir ve bulanik yontemin dogrusal yonteme gore daha iyi sonug verdigini
bulmuslardir. Genetik algoritma tabanli kategorilestirme yontemi ile birlikte veri setinin
boyutu azaltilmis ve bdylelikle genellestirme 6zelliginin arttigini raporlamislardir.

Egim tahmini yapilan ¢alismalardan bir digeri de Huang vd. (2005) ait olan
calismadir. Nikkei 225 indeksinin haftalik tahminini destek vektor makineleri ile
gerceklestirmiglerdir. Bir gilin sonraki fiyat yoniindeki degisimi tahmin etmek i¢in S&P
500 ve ABD dolar1 ve Japon yeni arasindaki degisimi orami1 girdi degiskenleri olarak
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kullanilmistir. 1 Ocak 1990 ile 31 Aralik 2012 arasindaki 676 adet haftalik gézlem
kullanilmistir. %75 oranina varan dogru tahminlerde bulunmuslardir.

Yu vd. (2005) yaptiklari ¢alismada destek vektor makineleri ile hisse senedi
tahmin yoni yapilirken kullanilacak degiskenlerin genetik algoritmalar ile belirlendigi
melez bir yontem Oonermektedirler. S&P 500 indeksi tahmin edilmeye ¢alisulmistir. 18
adet teknik gosterge baslangi¢ girdi kiimesi olarak belirlenmistir. Kullanilan veri seti 1
Ocak 2000 ile 31 Aralik 2004 siiresini kapsamaktadir. Onerdikleri ydntem, %84 oraninda
dogru tahminler ger¢eklestirebilmistir.

Hisse senedi tahmininde yapay sinir aglari ve ¢esitlerinin kullanildig
calismalardan bir tanesi de Afolabi ve Olude (2007) 'a aittir. Calismalarinda
Backpropagation, SOM ve melez SOM adini verdikleri yontemleri hisse senetlerinin ne
zaman alinip satilacagini belirlemek i¢in kullanmiglardir. Melez SOM yonteminin diger
yontemlere gore daha iyi sonug¢ verdigini raporlamaktadirlar. Calismalarinda Lucent
firmasina ait giinliik fiyat hareketlerini kullanmiglardir. Kasim 1998 ile Kasim 2003
periyodunda 1251 adet giine iliskin veri setini kullanmislardir.

Yildiz vd. (2008) calismalarinda, yapay sinir aglarini, BIST 100 endeksini bir giin
sonraki yoniinii tahmin etmede kullanmisladir. Girdi olarak en yiiksek, en diisiik, kapanis
fiyat1 ve TL-Dolar kuru gibi degiskenler kullanilmistir. Cikt1 degiskeni ise bir giin sonraki
indeks yoniidiir. Eger indeksin yonii bir giin sonra bugiinkiinden daha yiiksek olacaksa,
ciktr degeri "1" olmaktadir. Eger yarinki indeks degeri bugilinkiinden daha diisiikse bu
durumda c¢ikt1 degeri "0" olmaktadir. 1805 goézlem yapay sinir aginin egitimi i¢in
kullanilirken, 100 adet gozlem ise modelin performansinini karsilagtirmak igin
kullanilmistir. Calismalarinda %54,37 oraninda dogru tahmin gerceklestirebilmislerdir.

Korea ve Taiwan Stock Market indekslerine iliskin egim tahminlerle ilgili
caligmalardan bir tanesi Huang vd. (2008) tarafindan gergeklestirilmistir. Haziran 1990
ile Mayis 1991 periyodu ile 365 gilinlik bir veri seti lizerine tahmin modeli
gerceklestirilmistir. Gozlem veri seti 294 giin ve test veri seti 71 giinden olusmaktadir.
Toplamda 23 adet teknik gosterge hesaplanmistir ve hesaplanan bu teknik gostergeler
destek vektor makineleri ile yapilan tahminde en 1y1 sonucu verecek wrapper degisken
secimi yontemi ile se¢ime tabi tutulmustur. %80,28 oranina kadar dogru tahmin
gerceklestirebilmiglerdir.

Atsalakis ve Valavanis (2009) yilinda yaptiklari ¢aligmada hisse senetlerindeki
fiyat degisimlerini kisa donemli olarak Onceden tahmin etmeye c¢alismislardir.
Caligmalarinda, Gaussian-2 tipli liyelik fonksiyonunun yer aldigi ANFIS metodolojisini
kullanmiglardir. Calismalarinda Atina ve New York Borsalarinda islem goren bes adet
hisse senedine ait veriler, kullanmislardir. Calismalarinda girdi olarak ge¢mis fiyat
hareketlerinden (15 adet farkli kombinasyon) faydalanmislardir. Caligsmalarinin sonunda,
gecmis fiyat hareketlerinin kullanilmas1 yoluyla, gelecekteki fiyat hareketlerinin
dogrulukla tahmin edebilecegi ortaya ¢ikmistir. Test veri setini kisa donemli periyodlar
halinde kullanmislar ve fiyat hareketlerini %56,60 ile %68,33 oraninda dogrulukla tahmin
edebilmislerdir. Calismalarinda ayrica alim-satim simulasyonu (trading simulation)
kullanmiglardir ve benzetim sonuglari da aktif alim-sattmin karli oldugunu
gostermektedir.

Degisken se¢imi ile ilgili gergeklestirilen bir diger caligma ise Lee (2009) 'ye aittir.
Calismasinda filter ve wrapper yontemlerinin optimal degisken kiimesinin se¢imindeki
avantajlarin1 birlestirmistir. Tahmin metodu olarak destek vektor makineleri ve geri
beslemeli yapay sinir aglar1 kullanilmistir. Destek vektor makinelerinin, yapay sinir
aglarindan daha iyi performans sergiledikleri ortaya ¢ikmistir. NASDAQ indeksinin yonii
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caligmasinda tahmin edilmeye ¢alisilmistir. 29 adet teknik gdsterge hesaplanmistir. %85
oraninda, destek vektdr makineleri ile tahmin gerceklestirilebilmistir.

Tsai ve Hsiao (2010), calismalarinda ideal bir hisse senedi fiyat tahmini igin
ozellik secimi iizerinde durmuslardir. Yazarlar farkli Ozellik se¢im yOntemlerini
kullanmislar ve modellerin performanslarini karsilastirmislardir. Calismalarinda temel ve
makroekeonomik  gostergeleri  kullanmiglardir. Toplamda 85 adet gosterge
belirlemislerdir. Calismalarinda kullanilan 6zellik se¢im yoOntemleri ise genetik
algoritmalar, Temel Bilesen Analizi (PCA) ve karar agaglaridir. Calismalarinda birden
fazla 6zellik se¢cim modellerinin, tek bir adet 6zellik se¢imi uygulanan modellere gore
daha iyi sonug verdigini raporlamaktadirlar.

Cheng ve arkadaslar1 (2010) yaymladiklar1 ¢alismalarinda rough set teori ve
genetik algoritma tabanli bir hisse senedi fiyat tahmin modeli gelistirmislerdir.
Calismalarinda alt1 y1l1 kapsayan Taiwan Stock Exchange Capitalization Weighted Stock
Index veri setini kullanmiglaridir. Caligmanin sonucunda, 6nerdikleri yontemin, tekbasina
rough set teorisi yontemi veya genetik algoritma yonteminin kullanimina gore elde edilen
sonuclardan daha basarili sonuglar {lretebildigi ve bu sonucglarin alim satimda
kullanilmast sonucu daha yiiksek kar elde edilebildigini raporlamaktadirlar.

Abolhassani ve Yaghoobi (2010) yilinda yayinladiklar1 ¢aligmalarinda, hisse
senedi fiyat1 tahmininde SVM yontemini kullanmislardir. Ozellik se¢imi igin “particle
swarm optimization” teknigini kullanmislardir. Yaptiklar1 ¢alismalarda sadece tahmin
etmeye calistiklar hisse senetlerine iliskin teknik gostergeleri kullanmamislardir. Aym
zamanda bu hisse senedi ile yiiksek korelasyon katsayisina sahip diger hisse senetlerine
iliskin teknik gostergeler de kullanilmistir. Yiiksek korelasyon iginde olduklari hisse
senetleri ve particle swarm optimization tekniginin birlikte kullanilmast ile birlikte SVM
nin basaar1 performansini oldukca yiiksek bir sekilde arttigini bulmuslardir.

Kara, Boyacioglu ve Baykan (2011) yilinda yayinladiklari ¢alismada BIST100
endeksini destek vektdr makineleri ve yapay sinir aglarit ile tahmin etmislerdir.
Caligmalarinda 2 Ocak 1997 ile 31 Aralik 2007 zaman araliginda yer alan 2733 gozlem
kullanilmistir. Calismalarinda ilk olarak %20 oranindaki gézlemi parametre belirlemede
kullanmislardir. Kalan gozlemler iki gruba ayrilmistir, bu gruplardan bir tanesi egitim
amaciyla kullanilmis ve digeri de test amaciyla kullanilmistir. 10 adet teknik gosterge
kullanilmistir. Veri seti [-1.0, 1.0] arasinda 6l¢eklendirilmistir. Calismalar1 sonucunda
yapay sinir aglari ortalama %75.74 oraninda dogru tahmin gergeklestirirken, destek
vektor makineleri ile %71.52 oraninda dogru tahmin gergeklestirebilmislerdir.

Hisse senedi fiyat tahmininde bilgi islemsel zeka yontemleri kullanilirken,
yonteme iliskin parametrelerin dogru belirlenmesi gerekmektedir. Hsieh vd. (2011) yapay
sinir aglar ile gergeklestirilecek tahminlerde parametrelerin, deney tasarimi ile
belirlenmesini 6nermektedirler. Deney tasarimi, sistematik deneyler i¢in istatistiksel
analitik araglarin uygulanmasini igermektedir. Calismalarinda, 1 Ocak - 30 Haziran 2009
Taiwan Stock Exchange wverilerini kullanmiglardir. 7 adet teknik gOsterge
hazirlamiglardir. Calismalarinda, geri beslemeli yapay sinir agina ait; gizli katmandaki
ndron sayisi, 6grenme orani, momentum ve yineleme sayisini, deney tasarimi uygulamasi
sonucu belirledikleri sistematik degerler ile test etmislerdir. Caligmalarinin sonucunda
%84’ e kadar dogru tahmin gergeklestirebilmislerdir.

Ni vd. (2011), fractal degisken se¢iminin kullanilmasini 6nermektedirler. Fractal
degisken se¢iminin diger degisken se¢imlerinden daha iyi oldugu bir nokta var, o da hem
kullanilacak degiskenlerin hem de kullanilacak degisken sayisinin yontemde
belirlenebilmesidir. Onerdikleri yontemi; Ocak 2000 - Aralik 2008 donemleri arasindaki
2171 gozlemin kullanildigr bir veri setinde denemislerdir. Veri seti Shangai Stock
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Exchange Composite Index gozlemleri olusturmaktadir. Tahmin yontemi i¢in ise destek
vektor makinelerini kullanmiglardir. Calisma sonucunda %64,05'e kadar dogru tahmin
gerceklestirebilmiglerdir. 19 adet teknik gosterge baslangic veri seti olarak
hesaplanmastir.

Elliot Wave teorisinin hisse senetlerinin fiyatlarinin tahmininde kullanildig:
calisma Atsalakis vd. (2011)’ na aittir. Calismalarinin sonucunda %64’lere varan dogru
tahminde bulunabilmislerdir. Calismalarinda tahminlere iliskin tahmin istatistiklerini
dortlii siniflandirmaya tabi tutmuslardir. Sinyal analizinde kullanilan dort boliimii finans
alanindaki tahminde kullanmislardir.

Hisse senetlerindeki fiyat degisiminin tahmininde evrim geciren kismi baglantili
yapay sinir aglar1 adinda yeni bir yontem Chang vd. (2012) ¢alismalarinda kullanilmustir.
Calismalarinda yapay sinir ag1 icindeki ndronlarin rastgele belirlenmesi, birden fazla gizli
katmanin olabilmesi ve 6grenme algoritmasinin gelistirilmesi ve egitim agirliklarinin
belirlenmesinin evrimsel algoritmalarla belirlenmesi s6z konusudur. Calismalarinda iki
adet hisse senedinin fiyatindaki degisimin yoniiniin, 6nerdikleri algoritma ile tahmin
edilmesine 1iliskin deneyler mevcuttur. Girdi olarak 24 adet teknik gdsterge
kullanmiglardir. Bunlardan 12 tanesi bir giin 6nceki degerler, diger 12 tanesi ise bir giin
daha onceki gostergeler arasindaki fark degiskenleridir. Citigroup ve MotorsLiquidation
sirketlerine iliskin fiyat hareketleri kullanilmistir. 2008 yilina ait degerler egitim veri
setinde, 2009 yilinin ilk yarisina ait degerler ise test amaciyla kullanilmistir. Belirli bir
hata orani dahilinde hisse senetlerinin, test veri setindeki fiyatlarindaki degisiklikleri
Citigroup icin %97,58 ve MotorsLigidation i¢in %97,58 oraninda dogru tahmin
edebilmislerdir.

2.1.2. Fiyat Tahmininin Gerg¢eklestigi Calismalar

Hisse senetlerinin fiyatlarinin tahmin edilmesinde gri tahmin sisteminin
kullanildig1 ¢alismalarin da yapildigi gériilmektedir. Wang (2002), Taiwan hisse senetleri
piyasasinda islem goren hisse senetlerine iliskin verileri kullanmistir. Eyliil 2000 ile Subat
2001 aras1 egitim amagli, Mart 2001 ile Nisan 2001 aras1 ise kurulan modelin ne kadar
iyi performans sergiledigini test etmek i¢in kullanmistir. Gri tahmin sisteminde tahminler
yapilirken, daha az sayida veriye ihtiya¢ duyulur. Calismalar1 sonucunda tahmin edilen
fiyatlar, gercek fiyatlardan %9 oraninda sapma gostermekte oldugu ortaya ¢ikmustir.

Egeli vd. (2003) yilinda yayinladiklar1 ¢alismalarinda hisse senedi getirilerini
tahmin etmeye calismiglardir. Caligmalarinda Istanbul Stock Exchange piyasa endeksini
kullanmislardir. Calismalarinda girdi olarak bir giin 6nceki endeks degeri, bir giin 6nceki
TL/Dolara kuru bir giin dnceki gecelik faiz oran1 ve 5 kukla degisken kullanmisladir.
Kukla degiskenler isgilinlerini temsil etmektedir. Calismalarinda MSE degerini
performans 6l¢iisii olarak kullanmiglardir. Yapay sinir aglarinin performansini hareketli
ortlamalar yontemi ile elde edilen sonuglarla karsilastirmisladir ve yapay sinir aglarinin
daha iyi sonug verdigini bulmuslardir.

Fiyatlarin tahmin edilmeye ¢alisildig1 baska bir ¢alisma ise Pai ve Lin (2005)’ e
aittir. Calismalarinda ARIMA ve Destek Vektor Makineleri birlikte kullanilmistir.
Yazarlar ARIMA modellerinin dogrusal iligkileri basarili bir sekilde modelleyebildigini,
destek vektor makinelerinin de dogrusal olmayan iliskileri basarili bir sekilde
modelleyebildiklerini savunmaktadirlar ve fiyat tahmininde dogrusal olan ve olmayan
seklinde iki grup belirlemektedirler. Dogrusal boliimde ARIMA modelleri kullanilmak
yoluyla tahmin gerceklestirilirken, dogrusal olmayan bdliimde ise destek vektor
makineleri ile tahmin gerceklestirilmektedir. New York Stock Exchange 'e kayitli 10 adet
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farkli firmaya iligkin fiyat verileri kullanilmistir. Ekim 2002 ile Aralik 2002 arasindaki
50 gozlem egitim veri seti olarak kullanilirken, Ocak 2003 dogrulama (validation) veri
seti olarak kullanilmis ve Subat ay1 test veri seti olarak kullanilmistir. MAE, MAPE,
RMSE ve MSE performans 6lgiitii olarak se¢ilmistir. Caligmalar1 sonucunda 6nerdikleri
melez modelin, sadece ARIMA veya sadece destek vektdr makinelerinin kullanildigi
modellere gore daha iyi sonug verdigi ortaya ¢ikmistir.

Hisse senetlerinin fiyatlarinin tahmin edildigi bir diger ¢alisma Yang (2007) ‘a
aittir. Caligsmasinda bulanik mantik temelli bir tahmin s6z konusudur. Caligmasinda bir
ve iki glin onceki agilis, en yliksek, en diisiik, kapanis fiyatlar1 girdi degiskenleri olarak
kullantlmistir. 1.02.2004 ile 31.01.2005 arasindaki gozlemler egitim veri seti olarak
kullanilirken, 1.02.2004 ile 30.05.2005 test amaci ile kullanilmistir. Performans
gostergesi olarak RMSE kullanilmugtir.

Armona vd. (2005) yilinda yayinladiklar1 ¢alismalarinda hisse senedi fiyat
tahminin i¢in melez bir yontem kullanmiglardir. Kullandiklart melez yontemde yapay
sinir aglar1 ve genetik algoritmalar kullanilmaktadir. Caligmalarinda hisse senedi fiyat
tahmini i¢in teknik gostergeler kullanilmaktadir. S&P 500 veri setini kullanmiglardir.

Ince ve Trafalis (2007) yayinladiklar1 ¢alismalarinda, hisse senetleri tahmin
calismasinda degisken se¢imi tizerinde durmuslardir. NASDAQ borsasinda islem goren
10 hisse senedi fiyat1 yapay sinir aglar1 ve support vector regression ile tahmin edilmeye
calisilmigtir. 100'den fazla teknik degisken hesaplamislardir. Calismalarinda farkli
degisken se¢imi tekniklerini karsilastirmislardir. Calismalari sonucunda, uzman bilgisine
dayali1 sezgisel degisken secimi yonteminin, PCA ve faktor analizine gore daha iyi sonug
verdigi ortaya ¢cikmistir.

Hisse senetlerinin fiyatlarinin ANFIS teknigi ile tahmin edildigi bir ¢aligmada,
[ran'daki bir firmanin, Tehran Borsasindaki fiyat hareketleri énceden tahmin edilmeye
calistlmustir. Islem hacmi, fiyat-kazang oran1 ve kapanis fiyat: girdi olarak belirlenmistir
(Abbasi ve Abouec, 2009).

Li ve Liu (2009), ti¢ katmanl, ileri beslemeli yapay sinir aglari yapisini
kullanmistir ve calismalarinda, Shangai stock exchange kapanis fiyatinin 6nceden tahmin
edilmesinde kullanmiglardir. Cikt1 olarak endeksin kapanis fiyati, girdi olarak ise bir hafta
onceki kapanis fiyat1 ve hacim degeri, aylik perakende mal fiyatlari, fiyat indeksi ve
endiistri katma degeri kullanilmistir. Calismalarinda ilk yirmi hafta icin iyi tahminler
gerceklestirilirken, siire uzadiginda tahmin degerlerinin de bozulmaya basladig
belirlenmistir. Bu nedenle yazarlar, kisa donemli tahminde ¢aligmalarinda sunduklar
modelin kullanilmasini 6nermektedirler.

Esfahanipour ve Aghamiri (2010) yilinda yayinladiklari ¢aligmalarinda ANFIS
yontemi ile hisse senedi fiyat tahmini ger¢eklestirmislerdir. Calismalarinda Iran’da
faaliyet gosteren Tehran Stock Exchange’e iliskin farkli endeks verilerini kullanmiglardir.
Calismalarinda degisken se¢imi i¢in stepwise regression yontemini kullanmislardir.
Calismalarinda onerdikleri yontemle elde ettikleri sonuclarin, yapay sinir ag1 ve ¢oklu
regresyondan daha 1yi oldugunu raporlamaktadirlar.

Hao (2010), kisa donemli hisse senedi tahminini genetik algoritmalar ve yapay
sinir aglart kullanmak suretiyle gerceklestirmistir. Ara katmanda 16 adet ndron
kullanmislardir. Tahmin edilen fiyatlar ile gercek fiyatlar arasindaki korelasyon katsayisi
ile tahmin performansi degerlendirilmistir.

Hisse senedi fiyat tahmini konusunda melez yontemin kullanildig1 ¢aligmalardan
bir tanesi de Zhai vd. (2010) aittir. Kullandiklar1 melez yontem ii¢ adet farkli alt
yontemden olugsmaktadir. Bu yontemler geri beslemeli yapay sinir aglari, anfis ve support
vector machine dir. Ik dnce yontemler bagimsiz olarak ¢alisitiriimakta daha sonra elde
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edilen degerler nihai bir tahminle sonuclandirilmaktadir. Sonug¢landirilma asamasinda ilk
once dogrusal bir yontm daha sonra yapay sinir aglari denenmistir. S&P 500 veri setini
kullanmislardir. Calismalarinda ii¢ yontemin uygun bir sekilde bir arada kullanilmasinin
daha iyi sonuglar verdigini raporlamaktadirlar.

Nair vd. (2010) ¢alismalarinda 6zellik se¢iminin tahmin sisteminin performansini
gelistirmesi tizerinde durmuslardir. Teknik analiz degiskenleri hesaplanmis ve onbes
farkli degisken se¢im teknigi kullanilmak suretiyle veri setinin boyutu azaltilmistir. En
iyi sonucu veren teknik belirlenmis ve veri setinin boyutu azaltilmistir. Bu veri seti anfis
metodolojisinde girdi olarak kullanilmistir ve Bombay Stock Exchange Sensitive Index
tahmin edilmistir. Degisken sayist azaltilmadan kullanilan ANFIS yontemine gore daha
1yl sonuglarin elde ediligi gorilmiistiir. Glinliik tahmin gergeklestirilmistir. Subat 2006
ile Mart 2010 arasindaki 1097 gozlemden, 10401 egitim amaci ile kullanilmigtir. Geri
kalan 57 gozlem ise modelin dogrulugunu 6l¢gmek amaci ile kullanilmistir. Sonugta karar
agaci teknigi ile degisken sayisinin azaltildigi model, digerlerine gore daha basarili
tahminde bulunmustur.

Pan (2010) yilinda yaptig1 ¢alismada hisse senedi fiyatinin daha dogru tahmin
edilmesi igin melez bir ydntem 6nermektedir. Oncelikle 2006 yilinda Taiwan sirketlerinin
mali tablolarindan hesaplanan oranlar kullanilmis ve daha sonra gri iligkisel analiz
yardimiyla firmalar performanslarina gore siralanmiglardir. En yiiksek performansa sahip
firmalar tahmin i¢in se¢ilmistir. Daha sonra 3 Agustos 2004 ile 26 Mart 2008 periyodunda
firmalarin giinliik fiyat ve islem hacmi bilgileri kullanilmistir. Toplam veri seti 800
gbzlem egitim, 100 gozlem test olmak lizere iki farkli gruba ayrilmistir. Herbir gézlem
icin teknik gostergeler hesaplanmistir. Yapay Sinir Aglarmi kullanmislardir. Girdi
degiskenleri faktor analizi (temel bilesenler analizi)ne tabi tutulmustur. Boylelikle girdi
degiskenleri arasinda korelasyon durumunu temsil eden multicollinearity problemi,
birbirleri ile iliskisi olmayan faktorlere ¢evrilmek yoluyla ortadan kaldirilmig olmaktadir.
Onerdikleri melez yontemin performans: diger yontemlerle karsilastirilmistir. RMSE,
MAE ve MAPE gibi gostergelerle performanslar karsilastirilmistir ve 6nerilen yontemin
diger yontemlere gore daha 1yi sonug verdigini raporlamiglardir.

ANFIS yontemi ile hisse senedi fiyat tahmininde daha iyi sonuglar almak i¢in
Hadavandi vd. (2010) yilinda yaynladiklari ¢aligmalarinda, yontemde kullanilacak
kurallar1 genetik algoritma ile sec¢ilmesini dnermektedirler. 10 Subat 2003 ile 10 Eyliil
2004 tarihleri arasindaki IBM sirketine ait hisse senetleri fiyat hareketlerini egitim amaci
ile, 13 Eylil 2004 - 21 Ocak 2005 tarihleri arasindaki fiyatlar1 ise test amaci ile
kullanmiglardir. Girdi degiskenleri olarak acilis, kapanis, en yiiksek ve en diisiik fiyatlar
kullanilmistir ve ¢ikt1 olarak bir sonraki giiniin kapanis fiyati secilmistir. Onerdikleri
yontem ile tahmin edildiginde ortaya ¢ikan MAPE degeri, benzer diger calismalardaki
degerlerle kiyaslanmis ve daha iyi sonuglar elde ediligi goriilmiistiir.

Kuwait Stock Exchange kapanis fiyatinin tahmin edildigi bir ¢alisma s6z
konusudur ve Mohamed M. Mostafa (2010) tarafindan 2010 yilinda yaymlanmustir.
Calismasinda Multi-layer perceptron ve genellestirilmis regresyon aglar1 (generalized
regression neural networks). Veri seti olarak 17 Haziran 2001 ile 30 Kasim 2003 tarihleri
arasindaki hareketler kullanilmistir. AE ve ARE adi verilen performans ol¢iimleri
kullanilmistir ve sonuglar gelismekte olan Kuveyt Menkul Degerler Borsasinda fiyatlarin
tahmin edilmesinde yapay zeka yontemlerinin faydali olabilecegini gostermektedir.

Salehi vd. (2011) yilinda yayinladiklari caligmalarinda hisse senedi fiyatin1 yapay
sinir aglar1 ile tahmin etmislerdir. iran’da faaliyet gdsteren metal iiretim isletmelerine ait
verileri kullanmiglardir. Caligmalarinda basar1 orant olarak RMSE degerini
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kullanmislardir. Calismalarinda ara katmanda 1 ile 15 arasinda néronu denemisler ve en
ideal sonucu veren yapiy1 tespit etmislerdir.

Chang P.C. vd. (2011) ise teknik gostergeler kullanmak suretiyle kapanis fiyatini
tahmin etmeye calismislardir. Caligmalarinda gruplandirma (discretization) yontemini,
genetik algoritmalar yardimiyla uygulamiglardir. Taiwan ve Amerika’da faaliyet gosteren
3’er adet firmaya iliskin verileri kullanmak suretiyle bir deney gerceklestirmislerdir.
Calismada tahminler alim satim amaciyla kullanilmis ve elde edilen karlar raporlanmaistir.

Omidi vd. (2011) yapay sinir aglari1 kullanmak suretiyle hisse senedi fiyati
tahmini gerceklestirmislerdir. Iran’da faaliyet gosteren traktor iiretim firmasma iliskin
veri setini kullanmigladir. Caligmalarinda yapay sinir aglariin uygun sonuglar verdigini
raporlamaktadirlar.

Wang vd. (2011) yilinda yayinladiklar1 ¢alismalarinda hisse senedi fiyati yapay
sinir aglar1 ile tahmin edilmistir. Calismalarinda ilk 6nce wavelet transform (dalgacik
doniisiimiil) yontemi ile birlikte orjinal veri seti farkli katmanlara ayrilmigtir. Her bir
katman diisiik ve yiiksek frekansli sinyallere sahiptir. Daha sonra ayristirilan
katmanlardaki disiik frekansh sinyaller kullanilarak gelecekteki degerler, geri beslemeli
yapay sinir aglari ile tahmin edilmistir. Caligmalarinda yer alan deneyde Shangai Stock
Exchange’ e iligkin veri setini kullanmislardir. Calismalarinin sonucunda dalgacik
doniisiimiiniin 1yi bir veri 6n isleme yontemi oldugunu raporlamaktadirlar.

BIST100 endeksinin tahmin edildigi ¢aligmalardan bir digeri Ok vd. (2011) e
aittir. Calismalarinda BIST100 endeksini tahmin etmek igin dolar kuru ve gecelik faiz
oranini girdi olarak kullanmislardir. Calismlarinda kullandiklar1 ikinci modelde bu iki
degiskene ek olarak, islem hacmi, tiglincii degisken olarak eklenmis ve endeks tahmin
edilmeye g¢alisilmistir. R-kare degerleri ve MAPE degerleri performans Olgiitii olarak
kullanilmistir. Calismalarinda ayrica regresyon analizi kullanilmis ve iki yontemin
performansi karsilastinlmistir. ki girdili ve ii¢ girdili modellerde, her iki performans
Olciitiine gore ANFIS yontemi, regresyon yontemine gore daha iyi sonuglar vermistir.
Bunun nedeni olarak borsa endeksinin dogrusal olmayan karmasik yapisina vurgu
yapilmistir.

Geleneksel yontemler ve yapay sinir aglarinin ¢esitli olumsuz taraflarini eleyecek
melez bir yontem Chang J.R. vd. (2011) tarafindan Onerilmistir. Yazarlara gore
geleneksel zaman serileri sadece bir adet girdi degiskeni ile tahmin yapmaya izin
verirken, yapay sinir aglari ile olusturulan kurallar kullanicilar tarafindan kolay anlagilir
olmamaktadir. Bu iki olumsuz 06zelligi ortadan kaldiracak yeni bir yontem
onermektedirler. Onerdikleri yontemde ilk olarak autoregressive ydntemle t+1 giiniine
iliskin volatilite hesaplanmakta daha sonra da anfis yontemi i¢in parametreler optimize
edilmektedir. Calismalarinda 1997 ile 2003 yillar1 arasindaki veri seti kullanilmistir ve
her farkli yilda ilk 10 ay egitim i¢in sonraki iki ay ise test i¢in kullanilmigtir. RMSE ve
karliliklar, performans 6l¢iitii olarak kullanilmistir.

Hisse senedi fiyatlarinin veya indekslerin daha iyi tahmin edilebilmesi i¢in farkli
yontemlerin bir arada kullanilmasi da literatiirde Onerilen konuladandir. Bu tiir
caligmalardan bir tanesi Hsu (2011) 'ya aittir. Yazar 6z-diizenleyici haritalar ve genetik
programlamay1 bir arada kullanmistir. Taiwan stock exchange capitalization weighted
stock indeksine ait fiyat bilgileri kullanilmistir. Ocak 1996 ile Eyliil 2009 periyodunda
3540 giine ait fiyat ve hacim bilgileri kullanilmistir. 16 adet teknik gosterge girdi veri seti
olarak kullanilmistir. Calismalarinda nokta tahmin gergeklestirilmistir ve performans
RMSE, MAE ve MAPE ile olglilmiistiir. Veri seti Oncelikle 6z-diizenleyici haritalar
kullanilmak yoluyla kiimelere ayrilmigtir. Boylelikle ayn1 6zelliklteki fiyat hareketleri
ayni grup altinda toplanmistir. Daha sonra genetik programlama kullanilmak yoluyla,
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tahmin modeli kurulmustur. Farkli periyodlar kullanilmistir ve ortalama olarak MAPE
degeri 0,0144 olarak hesaplanmuistir.

Giiresen vd. (2011) yapay sinir aglart ile NASDAQ index tahminini
gerceklestirmislerdir. 7 Ekim 2008 ile 26 Haziran 2009 tarihleri arasindaki degerleri
kullanmiglardir ve ilk 146 gozlem egitim i¢in diger 36 gozlem ise test i¢in kullanilmustur.
MSE ve MAD degerleri performans 6lgiitii olarak kullanilmigtir.

Aghababaeyan vd. (2011) yapay sinir aglar1 ile Iran’da faaliyet gosteren bir
firmanin hisse senedi fiyatlarin1 tahmin etmislerdir. Sum squared error OSlgiisiinii
performans &lciisii olarak kullanmaktadirlar. iki farkli 6grenme algoritmasinin
performansini karsilagtirmiglardir. Standart feed-forward backprop algoritmasi ile
egitilen yapay sinir ag1 modelinin daha 1yi sonug ortaya ¢ikardigini raporlamaktadirlar.

Adebiyi vd. (2012) yaymladiklar1 ¢alismalarinda melezlestirilmis piyasa
gostergeleri ve yapay sinir aglarnt  yardimiyla hisse senedi fiyat tahmini
gerceklestirmislerdir.  Calismalarinda temel ve teknik analiz  gostergelerini
kullanmaktadrilar. Farkli yapay sinir agi mimarilerini denemislerdir. Melezlestirilmis
yaklagimin, sadece teknik analiz gostergelerinin kullanildigi duruma gore daha iyi sonug
verdigini raporlamaktadirlar.

Yang vd. (2012) melez bir yontemle hisse senedi fiyat tahmini
gerceklestirmislerdir. Calismalarinda kullanilan esas yontem bulanik yapay sinir aglaridir
ve genetik algoritma tabanli kural kesfi gergeklestirilmektedir. Kullandiklart girdi
degiskenleri su sekildedir; bir glin 6nceki dalgalanma, bugiinkii dalgalanma, bugiinkii 10
giinliik hareketli ortalama, bugiine iliskin 30 giinliik hareketli ortalama ve bugiine iliskin
MACD degeridir.

Wu ve Lu (2012) yilinda yaymladiklart ¢alismalarinda, Computational
Intelligence yaklagimlarini bir araya getirmislerdir. Bu yaklasimlar self-organizing
polynomial neural network based on statistical learning algorithm, cerebellar model
articulation controller NN, standard back propagation NN with the steepest descent
method, BPNN with scaled conjugate gradient method, artificial immune algoritmh based
BPNN, advanced simulated annealing based BPNN and adaptive network based fuzzy
inference system yontemleridir. Calismalarinda kullandiklar1 veri seti Taiwan Stock
Exchange Capitalization Weighted Stock Indeks (TAIEX) den olusmaktadir. Calismalari
sonucunda melez yontemlerin daha iyi sonuglar verdigini ortaya ¢ikarmislardir.

Liu vd. (2012) ¢alismalarinda temel olarak Taiwan stock exchange capitalization
weighted stock indeksini (TAIEX) segilmekle beraber, Dow Jones Endeksi ve NASDAQ
stock exchange indeksi de farkli deneyler i¢in kullanilmistir. Calismda tip 2 neuro fuzzy
modeli kullanilmistir. Onerilen modelin performansi geleneksel regresyon, yapay sinir
aglari, bulanik zaman serileri ve destek vektor regresyon modelleri ile karsilagtirilmistir.
10 ay egitim i¢in 2 ay ise test i¢in kullanilmistir ve farkli yillarda hep bu sekilde veri
setinin boliinmesi yoluna gidilmistir. Modellerin performanst RMSE performans
Olciitiine  gore degerlendirilmistir.  Calismalarinda bes adet farkli deney
gerceklestirmislerdir. Deneylerin ¢ogunda girdi olarak bir giin dnceki kapanis fiyatini
kullanmiglardir. Deneylerin sonucunda tip 2 neuro-fuzzy yontemi diger yontemlere gore
gorece 1y1 sonuglar verdigi raporlanmaktadir.

Huang (2012) yilinda yayinladigi ¢caligmasinda melez bir yontem kullanmistir. Bu
yontemde support vector regresyon ve genetik algoritmalar1 kullanmistir. Calismalarinda
genetik algoritma 06zellik se¢imi ve parametre optimizasyonunda kullanilmistir. SVR
yontemi ise bir dizi hisse senetlerinin getirilerinin hesaplanmasinda kullanilmistir.
Caligmalarinda portfoy se¢imine vurgu yapilmis ve onerdikleri yontemin, kiyaslamada
kullanilan yontemden daha iyi sonuglar verdigini raporlamaktadir.
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Kao vd. (2013) yilinda yaymladiklar1 ¢alismada, Shangai Stock Exchange
Composite ve Nikkei 225 stock indeksini tahmin etmeye calismislardir. Degiskenlerin
se¢iminde Nonlinear independent component analysis adinda bir yontemi
kullanmiglardir. Bu yontem, goézlemlerin goriinmeyen (latent) sinyallerin dogrusal
olmayan bir kombinasyonu oldugunu varsaymaktadir. Bu yontemle belirledikleri
degiskenleri (independent components), Destek Vektor Regresyon (SVR) modelinde
girdi olarak kullanmislardir. Ayrica ¢aligmalarinda geleneksel faktor analizi ve SVR,
dogrusal independent component analysis ve SVR ve son olarak da sadece SVR ile
gergeklestirdikleri deney sonuglarini karsilastirmiglardir. 26 Ekim 2007 ile 30 Kasim
2011 tarihleri arasinda Nikkei 25 indeksine ait 1000 adet gdzlem belirlenmistir ve bu
gbzlemlerin %80'1 egitim amaciyla, geri kalan %20 si ise test amaci ile kullanmiglardir.
Egitim ve test asamasinda hareketli pencereler yontemini kullanmigladir. SSEC
indeksinde de 1000 adet gozlem kullanmislardir. Bu gozlemler 6 Kasim 2007 ile 30
Kasim 2011 arasindaki gozlemlerden olusmaktadir. Calismalarinda performans 6l¢iitii
olarak RMSE, Mean Absolute Deviation, MAPE, Root of Mean Squared Percentage
Error ve directional symmetry degerlerini kullanmislardir. Her iki veri seti i¢in de girdi
degiskenleri secildikten sonra parametreleri ayarlamak i¢in grid search algoritmasini
kullanmigslardir. Parametereler belirlendikten sonra hesaplanan performans degerleri
diger yontemlerin performans degerleri ile karsilastirilmistir. Bu karsilagtirmada
Wilcoxon signed-rank testini kullanmislardir. Sonug olarak NICA in diger yontemlerden
istatistiksel olarak daha iyi sonug¢ verdigini ortaya koymuslardir.

2.1.3.  Hem Nokta, Hem Fiyat Tahmini Uzerine Cahsmalar

Indeks fiyati Cao ve Tay (2001) 'in ¢aligmasinda destek vektor makineleri ile
tahmin edilmistir ve sonuglar geri beslemeli yapay sinir agi ile karsilastirilmigtir.
Caligmalarinda S&P 500 Chicago Mercantile giinliik endeksi fiyati tahmin edilmeye
calisilmigtir. Egitim periyodu olarak 01.04.1993 ile 31.12.1994 aras1 giinler secilmistir.
01.03.1995 ile 31.12.1995 ise test veri seti olarak kullanilmistir. Veri seti bes giinliik
yiizde goreli fark hesaplanmak yoluyla doniistime tabi tutulmustur. Bu doniisiim yontemi
ile birlikte dagilim normale daha da yakin olmaktadir. Performans yontemleri olarak
normallestirilmis MSE, MAE, Directional Symmetry, dogru tahmin edilen fiyat artislar
ve dogru tahmin edilen fiyat azalislar1 performans gostergesi olarak kullanilmigtir. Geri
beslemeli yapay sinir aginin 6grenme parametresini 0.005 momentum degerini 0.9 olarak
belirlemislerdir. Calismalarinin sonucunda SVM nin, yapay sinir agina gére daha iyi
sonug verdigi bulunmustur.

Yimli vd. (2005) yilinda gergeklestirdikleri ¢alismalarinda BIST endeksini
tahmin etmeye c¢alismiglardir. Calismalarinda global, recurrent ve smoothed-piecewise
sinir aglar1 modellerini kullanmislardir. EGARCH yontemini ise kiyaslama amaciyla
kullanmiglardir. Caligmalarinda performans o6l¢iisii olarak dogru tahmin orani, MSE,
MAE ve korelasyon katsayisin1 kullanmiglardir. Calismalarinda smoothed-piecewise
yapay sinir aglart modelinin geri doniisii daha dogru tahmin edebildigi ortaya ¢ikmaistir.
Caligmalarinda 12 yili kapsayan BIST veri setinde %62 oraninda yonii dogru tahmin
edebildiklerini raporlamaktadirlar.

Radyal temelli yapay sinir ag1 ile geri beslemeli yapay sinir ag1 performansi
Charkha (2008) 'nin ¢alismasinda kullanilmistir. Delhi National Stock Exchange veri seti
olarak kullanilmigtir. Cikt1 degiskeni olarak eger fiyat bir sonraki giin yiikseliyorsa, 1 aksi
durumda O olarak kodlanmustir. Veri seti [-1, 1] araliginda Ol¢eklendirilmistir.
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Calismalarmin sonucunda Ileri beslemeli agin egim tahmininde, radyal bazli agin ise fiyat
tahmininde daha iyi sonuglar verdigi saptanmustir.

Hsu vd. (2009) yilinda yaymnladiklari ¢alismalarinda self-organizing map ve
support vector regression yontemini kullanmak suretiyle hisse senedi fiyat tahmini
gerceklestirmislerdir. Onerdikleri melez ydntemde ilk olarak girdi seti zdiizenleyici
haritalar yardimiya kiimelere ayrilmakta ve bdylelikle girdi veri setlerinde benzer
Ozellikleri tasiyan kiimeler olusturulmaktadir. Daha sonra support vector regression
yontemi uygulanmakta ve tahmin gerceklestirilmektedir. Caligmalarinda elde ettikleri
performansit sadece Destek Vektéor Regresyon yontemi ile kullanildiginda
gerceklestirilecek performansla kiyaslamiglardir. Calismalarinda 7 biiyiik tilkedeki hisse
senedi piyasasi indeks verilerini kullanmiglardir. Sonugta melez yontemin, sadece SVR
yontemi kullanildiginda elde edilecek sonuca gore daha iyi performans sergiledigini
raporlamaktadirlar.

Hem nokta tahmin hem de egim tahmininin gerceklestigi calismalardan bir tanesi
Adebiyi vd. (2012) ‘ye aittir. Calismalarinda hisse senedi fiyat tahmini i¢in melez
gostergeler kullanmiglardir. Melez gostergeler, teknik, temel ve uzman goriislerinden
olugsmaktadir. Ve bu melez gostergeler yapay sinir aglarinda girdi olarak
kullanilmaktadir. Calismalarinda New York Stock Exchange piyasasinda islem goren
Dell ve Nokia hisse senetlerine iligkin veri setini kullanmislardir. Calismalarinda yapay
sinir aglarina iliskin optimal yapiy1 belirlemek icin deneme yanilma yolunu tercih
etmislerdir. Ara katmaninda farkli sayida noron bulunan ve farkl siirelerde egtilen yapay
sinir aglarindan en iyi sonucu veren yapi belirlenmistir. Bu yapiin belirlenmesinde yol
gosterici gosterge ise MSE degeridir.

2.1.4. Tiirkiye’de Yapilan Calismalar

Ozalp ve Anagiin (2001), Borsa istanbul’da islem goren hisse senetlerinin
fiyatlarin1 6nceden tahmin etmek icin yapay sinir aglarmi kullanmiglardir. En iyi
parametre degerleri ve ag mimarisini Taguci yontemleri ile belirlemislerdir. Parametre
optimizasyonu ile tahmin basarisinin arttig1 raporlanmistir.

Diler (2003) ise yaptig1 calismada BIST 100 endeksi getirilerinin yoniinii bir giin
onceden tahmin etmeye ¢alismistir ve bu amagla yapay sinir aglart modeli kullanmastir.
Calismasinda %60,81 oraninda yonii dogru bir sekilde tahmin edebilmistir.

Tektas ve Karatas (2004) cimento ve gida sektorlerinde faaliyet gosteren
isletmelerin hisse senedi fiyatlari, yapay sinir aglari ile tahmin edilmistir. Caligmalarinda
tahmin performansi olarak korelasyon katsayis1 kullanilmistir. Calisma sonunda yapay
sinir aglariin performansinin regresyon yontemine gore daha yiiksek oldugu
belirlenmistir.

Karaatli vd. (2005) yaptiklar1 calismada BIST endeksinin kapanis fiyatin1 tahmin
etmeye calismislardir. Yapay sinir aglari ve regresyon yontemi ile tahminler
gerceklestirilmistir ve yapay sinir aglarmin regresyon yontemine gore daha iyi sonug
verdigi ortaya ¢ikmistir. Girdi olarak faiz oranlari, altin fiyati, enflasyon orani, sanayi
tiretim endeksi, tasarruf mevduati faiz orani, Dolar kurunu kullanmiglardir ve aylik
tahminler gerceklestirilmistir. Performans 6l¢iisii olarak RMSE kullanilmistir.

Altay ve Satman (2005) BIST endeksinin nokta tahmini ve yon tahminini
gerceklestirmislerdir. Calismada yontem olarak yapay sinir aglarini ve regresyonu
kullanmislardir. Regresyon sonuglari nokta tahmininde yapay sinir aglarindan ¢ok da
farkli ¢itkmamugtir. Fakat yon tahmininde ve alim satimda yapay sinir aglari, regresyon
analizine gore daha iyi sonug¢ vermistir.
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Kalayc1 ve Karatag (2005) ¢alismalarinda hisse senetlerinin getirilerini borsa
performans ve verimlilik degerleri ile agciklanmigtir. Hisse getirileri ile ilgili olan finansal
oranlar belirlenmeye calisilmistir. Calismada girdi olarak 17 adet oran kullanilmistir.

Glingér ve Tortu (2007) ise calismalarinda esnek hesaplama yontemlerini
tanitmiglardir. Dogrusal regresyon ve esnek hesaplama yontemleri ile bazi hisse
senetlerinin fiyatlarin1 ve BIST 100 endeksini tahmin etmislerdir. Doviz kuru, faiz
oranlar1 ve altin fiyatlar1 gibi temel analiz degiskenleri kullanilmistir. Calismanin
sonucunda yiiksek belirlilik katsayisi elde ettiklerini raporlamaktadirlar.

Altan (2008) ise finansal bir zaman serisi olan déviz kurlarinin yapay sinir agi ile
tahmin etmislerdir. Caligmada hem otoregresif hem de yapay sinir aglart kullanilmistir ve
her iki yontemin birlestirilmesi ile daha iyi sonucun elde edildigi ortaya ¢ikmistir.

Toraman ise (2008) ¢alismasinda demir-gelik sektoriinde faaliyet gosteren iki adet
firmaya iliskin hisse senetleri fiyatlarini tahmin etmistir. Calismada girdi
degiskenlerinden bazilari; faiz oranlari, enflasyon orani ve firmalarin mali tablolarindan
yola ¢ikmak suretiyle hesaplanan finansal oranlardir. Calismada basar1 6lgiisii olarak,
OMH ve OMHY kullanilmistir. Calismada az hata ile hisse senedi fiyati dogru bir sekilde
tahmin edilmistir.

Tiirkiye’de hisse senedi fiyat tahmini iizerinde ¢alismalar su sekildedir: Oz,
Ayricay ve Kalkan (2011) ¢alismalarinda BIST 30 endeksine dahil olan hisse senetlerinin
getirilerini 6nceden tahmin etmislerdir. Bir ve iki yil Oncesine ait finansal oranlar
kullanilmistir ve diskriminant analizi yardimiyla hisse senetlerinin getirileri tahmin
edilmistir. Analiz sonuglarina gore iki yil oncesine ait oranlarin kullanildigr modeldeki
basar1 orani daha yiiksek ¢ikmustir.

Ozdemir vd. (2011) ise hisse senedindeki yonii lojistik regresyon ve destek vektor
makineleri ile tahmin etmislerdir. Calismalarinda BIST 100 endeksine ait veriler
kullanilmistir. Destek vektor makinelerinin (%86), lojistik regresyon yontemine (%75)
gore daha yiiksek oranda dogru tahminlerde bulundugunu raporlamislardir.

Karaca ve Basdemir (2012) ise ¢alismalarinda 20 adet sirkete ait hisse senetlerinin
getirilerini yapay sinir aglari ile 6nceden tahmin etmeye calismiglardir. 21 adet girdi
degiskeni kullanmiglardir ve modelin performansi i¢gin MSE degerini kullanmiglardir.
Girdi olarak firmalara ait finansal oranlar kullanilmistir.

Tosunoglu ve Benli (2012) ise Morgan Stanley Capital International Tiirkiye
endeksinin aylik degerlerini yapay sinir aglari ile 6ngoérmiislerdir. Calismada 12 adet girdi
kullanmislardir. Verileri normalizasyona tabi tutmuslardir ve [0, 1] araligma
dontistiirmiislerdir. Deneme yanilma yoluyla ara katmandaki néron sayis1 belirlenmistir.
Calismalarinda RMSE degerini kullanmiglardir. Hata degeri diisiik bulunmustur.

Aygoren vd. (2012) BIST 100 endeksinin tahmininde yapay sinir aglart ve
Newton niimerik arama modellerinin kullanmislardir. MSE ve R? ile modellerin
performansi karsilastirilmis ve yapay sinir aglarinin daha iyi performans gosterdigi ortaya
¢cikmustir.

Erdogan ve Ozyiirek (2012) BIST 100 endeksinde bulunan beyaz esya
firmalarmin giinliik fiyatlari, yapay sinir aglar1 kullanmak suretiyle tahmin edilmistir.
Dolar kuru, BIST endeksi ve diger giinlere ait kapanis fiyatlari kullanmak suretiyle Cuma
giiniine ait kapanis fiyat: tahmini gercekletirilmistir.
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3.  HISSE SENEDI FIYAT ANALiZ VE TAHMIN YONTEMLERI

Bu boliimde hisse senedi kavramindan ve tahmin yontemlerinden bahsedilecektir.
Calismada yapay sinir aglar1 tahmin modeli olarak se¢ilmistir. Bu nedenle yapay sinir
aglar1 hakkinda detayli bilgi verilecek, diger tahmin yontemleri ise genel hatlar1 ile
tanitilmaya caligilacaktir.

3.1. Hisse Senedi Kavram ve Ekonomik Onemi

Hisse senetleri anonim ortakliklar tarafindan ihrag¢ edilen ortaklik belgeleridir.
Hisse senedinin satin alan yatirimci sirketin ortagi olur. Eger sirket kar elde ederse bunu
ortaklarina kar pay1 olarak dagitir ve hisse senedi sahibi bu kar payindan payma diisen
miktar1 alma hakki elde eder. Zarar durumunda ise hisse sahibi zarara ortak olmaktadir.
Hisse senedi sahibi, hisseleri ikincil piyasada satabilir ve bundan bir kazang elde edebilir.

Hisse senetleri piyasalari {ilke ekonomisine dnemli katkilarda bulunmaktadir.
Sirketler, faaliyetlerini stirdlirmek i¢in ihtiya¢ duyduklari fonlarin bir kismin1 hisse senedi
piyasalarindan saglamaktadirlar. Yabanci yatirimeilarin hisse senetlerine yatirim yapmasi
iilke icin doviz girisi saglayacaktir. Ozkaynak yolu ile sermaye saglayan bir sirket yabanci
kaynaga gore daha az riskli bir finansman yolunu tercih etmistir. Bunun nedeni 6z
sermaye ile saglanan finansmanda sirketin 0demesi gereken sabit bir faiz veya
yukiimliiliigiin olmamasidir. Bilangosunda yabanci kaynaklarin fazla oldugu bir sirketin
daha riskli oldugu kabul edilir. Hisse senetlerinin ekonomiye diger katkilarin1 asagidaki
gibi siralamak miimkiindiir (Karan, 2011):

e Hisse senetleri kiigiik tasarruflarin bir araya gelmesini saglar ve kalkinma
icin gerekli sermaye birikiminin olusmasina yardim eder.

e Uretim araclar1 ve iktisadi isletmelerin miilkiyeti genis halk topluluklarina
dagitilir ve iktisadi refah genis bir tabana yayilir, daha dengeli bir gelir
dagilimi saglanir. Boylelikle, halk ekonomik kararlarda az da olsa soz
sahibi olur ve demokrasi tabana yayilir.

e Hisse senetleri ile birlikte tasarruflara ek gelir saglanir. S6z konusu ek gelir
faiz yoluyla degil, enflasyon ile birlikte degerlenen bir yatirim yoluyla
saglanir. Bu nedenle gelir enflasyona kars1 korunmus olur.

Hisse senetleri, hamiline veya nama yazili olmak zorundadir. SPK Kanununa gore
bedelleri tamamen Odenmemis olan paylar i¢cin hamiline yazili pay senetlerinin
c¢ikarilmasi miimkiin degildir

Yatinm deyince ¢ogu insanin aklina hisse senetlerinin alinip satilmasi
gelmektedir. Her ne kadar alternatifler s6z konusu olsa da hisse senetleri birincil yatirim
araci olarak islem gérmektedirler. Hisse senetleri ile ilgili bilgiler gazetelerde her giin yer
almaktadir. Sahiplerine sabit bir miktar 6demeyi garanti eden tahvillerden farkli olarak
hisse senetlerinde kar payr ddemesi ve bilylime potansiyeli bulunmaktadir. Bu nedenle
hisse senetleri yatirnmcilar tarafindan tercih edilmektedir (Mayo, 2008: 269).

Hisse senetlerinin ¢ok 6nemli iki 6zelligi bulunmaktadir. Bunlar ikinci derecedeki
alacaklar ve siirli sorumluluk 6zellikleridir (Bodie vd., 2003: 40).

e ikinci derecedeki alacaklar, bir sirketin varlik ve gelirleri iizerinde, sirket
ortaklarinin hak siralamasinda en son sirada yer almalarini temsil
etmektedir. Bir firma iflas halinde ortaklar, vergiler, isciler, arz edenler,
tahvil ve bor¢ sahiplerinden sonra hak iddia edebilirler.
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e Smirh sorumluluk ise, sirket ortaklarinin sadece taahhiit ettikleri sermaye
miktarinca sorumlu olmalarini ifade etmetkedir. Iflas durumunda sirket
ortaklari sadece koymus olduklar1 sermaye miktarinca sorumlu
olmaktadirlar. Kisisel olarak biitiin malvarliklar1 ile sorumlu degillerdir.

Hisse senetleri ile ilgili ¢esitli 6zellikler s6z konusudur. Bunlar (Moyer vd., 2006:
267):

e Hisse senedi boliinmesi (stock split): Hisse senedi fiyatlar1 diistiigii zaman,
yatirimcilarin daha fazla hisse senedine yonelecegi diisiiniiliiyorsa hisse senedi
boliinmesi gergeklestirilebilir. Hisse senetleri i¢in kabul edilebilir bir aralik s6z
konusudur. Bu araligin st smirindan daha yiiksek fiyata islem gormeye
basladiginda, hisse senedi bolimlenmdirmesi yoluyla, daha fazla satin alinmasi
s6z konusu olabilir.

e Nominal degerleri arttirarak hisse senetlerini birlestirme (Reverse stock splits):
Kabul edilebilir fiyat araligindan daha diisiik miktarda hisse senetleri islem
gormeye basladiginda, yoneticiler piyasadaki hisse senedi miktarini azaltabilir.
Boyle bir durumda hisse senetleri daha yiiksek fiyattan islem gormeye
baslayacaktir.

e Hisse senetlerinin geri satin alimi (Stock repurchases): Zaman zaman firmalar
hisse senetlerini piyasadan satin alirlar. Kar payr ddemeye alternatif olarak
diisiiniilebilir. Bunun yaninda su gibi faydalar1 s6z konusudur:

o Fazla nakdin degerlendirilmesi (Disposition of excess cash): Firmalar
fazla nakitlerini, firmanin hisse senetlerini satin almak suretiyle
degerlendirebilirler. Yakin bir gelecekte firma icin, fazla olan nakdini
degerlendirecek daha iyi bir yatirim firsat1 s6z konusu degilse, firma hisse
senetlerini satin alabilir.

o Mali durumun yeniden yapilandirilmasi (Financial restructuring): Firma,
hisse senedi satin almak yoluyla, mali yapisin1 degistirebilir ve finansal
kaldiragtan daha fazla yararlanabilir.

o Gelecekteki mali durum (Future corporate needs): Yoneticiler igin stok
opsiyon sdzlesmelerinin oldugu durumda, firma hisse senetlerini satin
alabilir. Hisse senedi ile degistirilebilir tahvil s6z konusu oldugunda da
firma, satin aldig1 hisse senetlerini kullanabilir.

o Devralma riskinin azaltilmasi (Reduction of takeover risk): Firma
piyasadan kendi hisse senedini satin aldig1 zaman, hisse senedinin piyasa
fiyat1 artacaktir. Boylelikle pasif yapidaki bor¢ orani artacaktir. Bu
durumda firmay1 devralmak isteyenler i¢in uzaklastirici bir etki olacaktir.

3.2. Hisse Senedi Tirleri

Hisse senetlerini farkli agilardan siniflandirmaya tabi tutmak miimkiindiir
(Ceylan, 2004: 65)
e Hisse senetleri hamiline veya nama yazili olarak diizenlenmis olabilir.
Nama yazili senetler, sirket defterinde yazili kimseler adina
diizenlenenmistir. Hamiline yazili senetlerde ise miilkiyet, hisse senedini
satin alana teslim etmek ile gerceklesir.
e Hisse senetleri ayn1 zamanda bedellerinin 6denme durumuna gore de
ayrima tabi tutulabilir. Bedellerininin tamami 6denen senetler olabilecegi
gibi bedellerinin tamamen 6denmedigi senetler de olabilir.
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e Hisse senetleri sermaye artis durumlarina gore de ayrima tabi tutulabilir.
Karsiliginda sirkete nakit girisinin saglandig1 senetler, bedelli hisse
senetleri olarak adlandirilmaktadir. Bunun yaninda dagitilmayan karlar,
yeniden degerlerleme deger artis fonu, sabit varliklarin satisindan elde
edilen kazanglar veya istiraklerdeki deger artiglarinini sermayeye
eklenmesi nedeni ile ¢ikarilan ve isletmeye fon girisi saglamayan hisse
senetleri ise bedelsiz hisse senetleri olarak adlandirilmaktadir.

e Hisse senetleri ayrica sahiplerine sagladiklar1 ¢ikar agisindan da ayrima
tabi tutulabilir. Adi hisse senetleri, sahiplerine genel kurulda esit oy hakki
ve kar dagitimi ve tasfiyede esit pay alma hakki saglamaktadir. Buna
karsin, imtiyazli hisse senetleri sahiplerine, ana sézlesmeyle bir takim
oncelikler ve imtiyazlar saglanmistir. Bunun yaninda imtiyazli hisse
senetlerinin getirileri belirlidir.

Bunlarin yaninda hisse senetleri asagidaki gibi siniflara ayrilabilir (Karan, 2011):

e Uzerinde yazili deger ile ihrag edilen (primsiz) ve nominal degerinden
yiiksek bir bedelle ihrac edilen hisse senetleri (primli) olarak ayrima tabi
tutulabilir.

e Belli bir sermaye payini temsil etmeyen, sirketin yonetimine katilma hakki
vermeyen kurucu hisse senetleri ve sirket genel kurulunun alacagi kararla
baz1 kimselere ¢esitli hizmetler ve alacak karsilig1 olarak kurulustan sonra
verilen ve sermaye payini temsil etmeyen hisse senetleri olan intifa
senetleri mevcuttur.

3.3.  Hisse Senetlerinin Sagladig1 Haklar

Hisse senedinin satin alan yatirimci firmanin ortagi olur. Eger firma kar elde
ederse bunu ortaklarina kar pay1 olarak dagitir ve hisse senedi sahibi bu kar payindan
payina diisen miktar1 alma hakki elde eder. Hisse senedi sahibi, hisseleri ikincil piyasada
satabilir ve bundan bir kazang elde edebilir. Hisse senedi sahibi ayrica ortakligin verdigi
se¢me ve sec¢ilme haklarini kullanir.

Hisse senedi sahiplerinin sahip olduklari haklar su sekilde dzetlenebilir (Moyer
vd., 2006: 266):

e Kar payr haklari: Kurum kazanci lizerinden dagitilacak kar paylarindan, sahip
olunan hisse senedi oraninda elde etme hakki sz6 konusudur.

e Varlik haklar1 (asset rights): Tasfiye durumunda, hiikiimete, iscilere ve borglulara
haklar1 6dendikten sonra, geriye kalan miktar iizerinde hak sahibidirler.

e On alim (riighan) hakki: Yeni hisse senedi satimi durumunda 6ncelikli alim
hakkina sahiptirler. Ornegin bir yatirimer, sirketin yiizde yirmi hissesine sahipse,
bu durumda yeni yayinlanacak hisse senetlerinden yiizde yirmi oraninda 6ncelikli
alim hakkina sahip olacaktir.

e Oy hakk1: yonetim kurulunun se¢imi gibi durumlarda, oy hakkina sahiptirler.

3.4. Hisse Senetlerinde Fiyat ve Deger Kavramlari

Calismada hisse senedi fiyati tahmin edilmeye caligilacaktir. Bu nedenle hisse
senedi fiyat ve deger kavramlarinin agiklanmasi gerekmektedir.

Hisse senedinin nominal (itibari) fiyati, pay senedinin iizerinde yazili olan fiyattir.
Ihrag fiyat1 ise hisse senetlerinin sirket tarafindan ¢ikarilis asamasinda satisa sunulan
fiyattir. Thrac fiyatinin nominal fiyatin altinda olmasi miimkiin degildir. Bunun yaninda
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hisse senetlerinin sermaye piyasasinda alinip satildig1 fiyat o hisse senedinin gergek fiyati
(piyasa veya borsa fiyati) dir (Karan, 2011:313).

Hisse senedi fiyati, hisse senedinin piyasada arz ve talebe gore olusan fiyattir.
Sermaye piyasasinin tam rekabet sartlarina uydugu ve gelecegin tam bir belirlilikle
tahmin edilebildigi durumlarda bir hisse senedinin degeri, gelecek yillarda olusacak
gelirler iizerinden dagitilacak temettiilerin belirli bir kapitilazson orani ile iskonto edilmis
simdiki degerine esit olacaktir (Ataman ve Kibar, 1999:74).

Nominal deger hisse senedinin iizerinde yazili olan degerdir. Defter degeri ise,
isletmenin 6z sermaye toplaminin hisse senedi sayisina boliinmesiyle bulunan degerdir.
Tasfiye (likiditasyon) degeri ise, sirketin tiim varligmin satilip, elde edilen degerden,
borglarin 6denmesi sonucu bulunan degerin, hisse senedi sayisina bdliinmesiyle bulunan
degerdir. Isleyen Tesebbiis (Ongoing Concern) degeri ise sirketin gelecekte saglayacagi
faiz ve vergi oncesi gelirlerinin bugiinkii degreinden borglarinin diisiilmesiyle bulunan
degerdir. Bu deger kavramlarindan farkli olarak isletmenin varliklari, karlilik durumu,
dagitilan kar payi, sermaye yapist gibi faktorlere gore belirlenen hisse senedinin degeri
gercek deger olarak adlandirilmaktadir (Ceylan, 2004:77).

3.5.  Hisse Senedi Fiyatlarina Etki Eden iki Temel Unsur: Bilgi ve Risk Kavram
3.5.1. Bilgi Kavram

Hisse senedi yatirimlarinda bilgi; veri ya da haberlerden olusmaktadir. Bu veri ve
haberler, hisse senedi fiyatini etkileyebilecek, makro, mikro, olumlu, olumsuz agiklanmis
veya aciklanacak nitelikte olabilir. Makro verilere 6rnek olarak, enflasyon, faiz oranlari,
vergi oranlar1 verilebilir. Mikro verilere ise isletmenin agiklamis oldugu kar dagitimlari,
yeni yatirim kararlari, birslesmeler gibi haberlerdir. Piyasaya agiklanan bu bilgilerin hisse
senedi fiyatini etkileme potansiyeli oldugu i¢in biiyiik 6neme sahiptir (Barak, 2008:12).

Finansal piyasalara yatirim yapmak isteyen tasarruf sahipleri i¢in finansal bilginin
tam olarak temin edilmesi, finansal bilginin toplanmasi ve dagitiminin maliyetli olmasi
nedeniyle, rekabet¢i olmayan finans piyasalarinda oldukga giictir.

Finansal piyasalarda iki tiirlii bilgiden bahsedilir bunlar simetrik ve asimetrik
bilgilerdir. Simetrik bilgide alacakli ve bor¢lu taraflar karsilikli olarak s6z konusu islemle
ilgili aynmi diizeyde bilgiye sahiptirler.

Asimetrik bilgi durumunda ise taraflardan biri finansal iglemle ilgili digerinden
daha fazla bilgiye haizdir. Asimetrik bilgi 0Ozellikle rekabetin aksadigi finans
piyasalarinda s6z konusu olmaktadir (Erdem, 2012). Asimetriyi isletmeyi yonetenlerle
yatirimcilar arasindaki bilgi esitsizligi olarakda tanimlamak miimkiindiir (Barak,
2008:13). Ornegin firma ydneticileri genellikle, firmann isleyisi hakkinda paydaslardan
daha detayl1 bilgiye sahiptir. Ayrica firmanin raporlanan mali durumlari hakkinda firma
yoneticileri daha detayli bilgiye sahiptir. Fakat paydaslar yoneticilerin diiriist olup
olmadiklarin1 aninda ortaya ¢ikaracak bir bilgiye sahip degildirler (Kirkpatrick ve
Dahlquist, 2007: 41).

Hisse senedi piyasalarinda bilgi cok 6nemli bir yere sahiptir ve yatirimcilar sahip
olduklar1 bilgi yardimiyla yatirnmlarini gergeklestirirler. Hisse senedi piyasalarinda bilgi
i grupta toplanabilir. Bunlar teknik, temel ve diger bilgilerdir (Senol, 2008). Teknik
bilgi, hisse senetlerine iliskin kisa veya uzun donemli acilis ve kapanis fiyati ve hacim
gibi degerlerdir. Temel bilgi ise firmaya ait olan ve makroekonomik etkileri de iceren,
net kar, aktifler ve gelecekteki fon hareketlerini kapsar. Diger bilgi ise yukaridaki iki ¢esit
bilgi grubunda yer almayan bilgilerdir.
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Yatirime1 kamuya agiklanan bilgileri kullanmak suretiyle menkul kiymetin gercek
degerini saptamakta ve piyasada buna gore islem yapmaktadir. Kamuya aciklanan
bilgiler; sirketlerin yillik satis cirolari, dénem karlari, finansal yapilarina iliskin
geligsmeler, sermaye arttirimi egilimleri gibi yatirnrmcinin menkul kimyeti degerlemesinde
anahtar girdileri olusturan bilgilerdir (Kiyilar, 1997; 41).

Hisse senedi piyasasinda bilgi kavrami iizerinde durulurken, ayni zamanda,
bilginin yatirimciya ne kadar siirede ulastigi da g6z oOniine alinmalidir. Bilginin her
yatirimectya esit siirede ulastigi durumlarda herkesin esit sartlar altinda oldugunu
sOylemek miimkiindiir. Fakat bazi kesimlerin bilgiye erken ulasabilmesi durumunda,
avantaj saglayacaklar1 goz oniinde bulundurulmalhidir (Kiyilar, 1997: 41).

Gergek diinyada, biitiin bilgiler, piyasa oyuncularinin hepsine ayni anda ulagsamaz.
Bu nedenle, bilginin yayilmas: siirecinde bazi problemler ortaya ¢ikmaktadir. ilk olarak
bilgi aktariminda, bilgi doniisime ugrayabilir. Ikinci olarak kasith yanhs bilgi
sizdirilmas1 s6z konusu olabilir. Ugiincii olarak, acil aktarilmasi gercken bilgiler
geciktirilebilir. Dordiincii olarak da bilginin kaynaktan son alictya ulasmasinda zaman
gecebilir ve bu da bilgide degisiklik olmasi anlamina gelir.

Bilgi yayildiktan sonra, piyasa oyuncularmin bilgiyi dogru bir sekilde
yorumlanmasina sira gelmektedir. Bu yorumlama ise zor ve problemli olabilir. Bilgi fazla
sayida olabilir, karmasik ve bu gibi nedenlerle de kolay yorumlanamaz olabilir.
Genellikle bilgi muglaktir ve sonuglar1 anlasilir degildir. S6z konusu bilginin ne tiir
sonuclara yol agacagina 6nceden karar verebilecek insan sayisi ¢ok az olabilir. Kisacast,
bilginin kendisi giivenilir degildir ve yorumlanmasi 6znel hatalara agiktir (Kirkpatrick ve
Dahlquist, 2007: 42).

3.5.2. Risk Kavramm

Risk en temel kavramiyla getirilerdeki dalgalanmalar ifade etmektedir. Gergek
nakit akiglarinin, tahmin edilen nakit akislarindan farkli olmasimi da ifade etmektedir
(Moyer vd., 2006: 182).

Beklenen nakit girislerinin kesin bir sekilde bilindigi yatirimlar risksiz yatirimlar
olarak degerlendirilmektedirler.

Standard sapma olas1 getirilerin, beklenen degerden ne kadar sapma gosterdiginin
istatistiksel bir dlgiisiidiir.

Hisse senetlerine yatirim kisa donemli (spekiilatif) amaglar dogrultusunda
yatirimlar yapilabilir. Bu tiir yatirimlar hisse fiyatlarindaki kisa donemlerde meydana
gelen fiyat farkliliklarindan kar elde etmeyi amacglamaktadir. Bagka bir ifade ile hisse
senetlerini fiyatlar1 daha diisiikken satin alip daha yliksek oldugunda satmak 6n plana
cikmaktadir. Uzun vadeli yatirnmlarda ise hisse senedinin fiyatinin uzun vadede
bugiinkiinden daha fazla olacagi ongoriiliir ve hisse senedine yatirnm yapilir. Uzun
donemde firma performansi dikkate alinir ve buna bagli olarak yatirim karari verilir.

3.5.2.1. Sistematik Olmayan Risk

Cesitlendirme yoluyla elenebilen riskler sistematik olmayan risk olarak
adlandirilmaktadir. Sistematik olmayan risk ayni zamanda (unique, residual, specific
veya diversifiable) risk olarak da adlandirilmaktadir (Mishkin, 2004: 168). Bireysel
firmay1 etkileyen olumsuzluklari i¢eren risklerdir.

Isletmenin yonetim kapasitesi ve kararlarindaki degisiklikler, grevler, ham madde
miktarlarindaki degisikler, yabanci rakipler, firmanin uyguladigi finansal ve faaliyet
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kaldirag seviyeleri sistematik olmayan risklerin 6nemli tetikleyicileridir (Moyer, 2006:
205).

3.5.2.2. Sistematik Risk

Cesitlendirme yoluna gitmek suretiyle elenemeyecek riskler de bulunmaktadir ve
bu riskler piyasa riski, sistematik veya undiversifiable risk olarak da bilinmektedirler
(Mishkin, 2004: 168). Piyasadaki biitiin isletmeleri ayn1 yonde etkileyen riskler sistematik
risk kapsaminda degerlendirilmektedirler.

Sistematik riskler herhangi bir hisse senedinin toplam riskinin %25 ile %50’si
arasindadir. Faiz oranlarindaki degismeler, enflasyonda (satinalma giiciindeki)
degismeler, yatirimcilarin ekonominin biitiinii hakkinda sahip olduklar1 beklentilerdeki
degismeler sistematik riski degistirebilir (Moyer vd., 2006: 205).

3.6.  Hisse Senedi Fiyatimin Tahmin Edilebilirliinde Bekleyislerin Olusumu

Hisse senedi fiyatlar1 iktisadi arz ve talep goz onilinde bulundurulmak suretiyle
aciklanabilmektedir. Bagska bir ifade ile hisse senedi piyasalarinda, diger piyasalarda
oldugu gibi fiyat, arz ve talebin kesistigi yerde ger¢eklesmektedir denilebilir. Hisse senedi
piyasalarinda talebi belirleyen 6nemli bir etken ise bekleyislerdir.

Hisse senedi fiyatlarinin davraniglari iizerine bir dizi ¢alisma yapilmistir. Bu
calismalarda, gecmis fiyat hareketlerinden yola ¢ikmak suretiyle, gelecekteki fiyatlarin
ne dereceye kadar bagarili bir sekilde tahmin edilebilecegi arastirilmaktadir (Fama, 1965).
Bir tarafta rassal ylirliylis hipotezi sz konusudur ve fiyatlarin, sadece gecmis fiyat
hareketlerini incelemek suretiyle ongoriilemeyecegini savunur ve diger tarafta, gegmis
fiyat bilgilerinin faydali oldugunu teknik analiz taraftarlari ortaya koymaktadir.

Hisse senedi fiyatinin 6nceden tahmin edilemeyecegini 6ne siiren ¢aligmalar etkin
piyasa hipotezine dayanmaktadir. Bu bolimde ilk Once hisse senedi piyasalarinda
bekleyislerin olusumundan daha sonra hisse senedi fiyatinin dngoriilemeyecegini 6ne
stiren etkin piyasalar hipotezi ve bu hipotez ile yakindan ilgili diger hipotezlere de yer
verilecektir.

3.6.1. Bekleyislerin Olusumu

Hisse senetlerinin fiyatlari (degerleri) belirlenirken, yatirimeilarin nakit akimlar
ile ilgili beklentileri belirleyici bir rol oynamaktadir.

Literatiirde bekleyislerin olusumu ile ilgili ti¢ farkli model ortaya ¢ikarilmistir. Bu
yaklasimlar: Markow bekleyisleri, uyumlu bekleyisler ve rasyonel bekleyislerdir.

En basit silireg, Markow bekleyisleri olarak adlandirilmaktadir. Bu yaklagima
gore, ekonomik birimler beklentilerini en yakin gbézlemi goz Oniine almak suretiyle
gerceklestirmektedirler. Ornegin gecen dénem enflasyon %8 olarak gerceklesmisse, bir
sonraki donem i¢in de beklenti %8 olacaktir. Daha genel bir ifade ile Markow bekleyisler
modeline gore, ekonomik birimler gelecegin bugiinkiiniin aynist oldugunu
beklemektedirler ve gecmisten ders ¢ikarilmamaktadir.

1950 ve 1960 larda ise ge¢mis birka¢ ayin ortalamasi dikkate alinmaya baslandi.
Bu tiir beklentilere uyumcu bekleyisler (adaptive expectations) denilmektedir ve
beklentilerin yavas bir sekilde degisecegini savunmaktadir. Bu teoriye gore eger faiz
oranlar1 birden bire yiikselirse, insanlarin faiz oran1 beklentileri yavas yavas yiikselecektir
(Mishkin, 2004: 147).
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Insanlarin beklentilerini sekillendirebilmek igin, sadece ge¢mis fiyatlardan daha
fazla bilgiye ulasabilmesi uyumcu bekleyislerin aksamasina yol agmistir. Ornegin faiz
orani beklentisi, gelecekte uygulanmasi beklenen mali poltikalardan, su anda uygulanan
mali politikalardan ve ge¢miste uygulanmig mali politikalardan etkilenecektir. Ayrica
beklentiler yeni bilgi ile ¢abucak degisebilmektedir. Bu nedenle John Muth rasyonel
beklentiler ad1 verilen bir teori gelistirmistir (Muth, 1961). Bu teoriye gore beklentiler,
mevcut biitiin bilgiyi kullanmak yoluyla en uygun (optimal) tahminlere esit olacaktir. Bu
teorinin finansal piyasalardaki karsiligi etkin piyasalar hipotezi olarak adlandirilir
(Mishkin, 2004: 147).

3.6.2. Rassal Yiiriiyiis Hipotezi

Hipotezin temel dayandig1 nokta, hisse senedi fiyat hareketlerinin birbirlerinden
bagimsiz olmasidir. (Fama ve Blume, 1966: 226).

Teknik analizin karsitlar1 gegmis fiyat ve hacim hareketlerine bakmak yoluyla
hisse senedi fiyatlarinin tahmin edilmesinin miimkiin olmadig1 goriisiindedirler. Teknik
analiz karsitlarina gore hisse senetleri fiyatlarinda gizli olan bir 6riintli yoktur. Karsitlar
fiyatlarin rastgele hareket ettiklerini ve hafizalarinin olmadigini savunurlar. Bu varsayim
teknik analizin gegersiz oldugu c¢iinkii hisse fiyatlarinin rastgele hareket ettigi
diisiincesine yol agmaktadir.

Rassal yiiriiylis, gegmis fiyat hareketleri ile gelecekteki fiyat hareketlerinin tahmin
edilemedigi durumlarda olusur. Ornegin madeni bir para atilmasi rassal yiiriiyiis
kavramina bir Ornek olarak verilebilir. Madeni para bir kere atildiginda ve yazi
geldiginde, bu bilgi, bir sonraki atista hangi tarafin gelecegini kestirmemize yardim
etmez. Paranin her atis1 bagimsiz bir olaydir ve bir sonucun bir diger atisin sonucuna
hicbir etkisi yoktur. Eger hisse senetleri piyasasi rassal yiiriiyiis sergiliyorsa, gelecek hisse
fiyatlar1 ge¢mis fiyat hareketlerine bakmak suretiyle tahmin edilemezler (Kirkpatrick ve
Dahlquist, 2007: 33).

Hisse senetleri piyasasinda rassal ylirliylisiin olmadigina iliskin bazi caligmalar da
s0z konusudur. Olagandist ug¢ degerlerin varligi, serbest alim-satimin yapildig:
piyasalarda farkli tlir dinamiklerin rol oynadigina isaret etmektedir. Hisse senedi
getirilerindeki rastgele hareketlerin aksi yondeki bulgular olsa da bu bulgular, teknik
analizin gecerli oldugunu kanitlamak icin yeterli degildir. Rastgele yiiriiyiisiin
reddedilmesi sadece hisse senedi getirilerinin saf rastgele dagilmadigina isaret
etmektedir. Fiyatlar birbirleriyle iligkili olabilir bagka bir ifadeyle hafizalar1 olabilir ve
bir dereceye kadar tahmin etmekte kullanilabilir. Hisse senetleri fiyatlar1 bazi
caligmalarin Onerdigi gibi bir sekilde bagimliysa teknik analizin gelecekteki fiyatlari
tahmin etmekte yararli olabilecegi savunulabilir (Kirkpatrick ve Dahlquist, 2007: 38).

Bazi arastirmacilara géreyse hisse fiyatlarinin rastgele hareket etmiyor olmasi
teknik analizi gecerli kilmaz. Bu yazarlara gore hisse senedi fiyatlarinda bazi Oriintiiler
s6z konusu olabilir fakat bu Oriintiiler gelecekteki fiyatlar1 tahmin etmekte yetersiz
olacaktir. Baska bir deyisle, ge¢mis Oriintiiler ortalamanin lizerinde getiri elde etmek i¢in
kullan1lamazlar. Ciinkii gegmiste kesfedilen Oriintiiler olsa da, piyasaya yeni gelen bilgiler
hisse fiyatin1 etkileyecektir. Bu da eski Oriintiilerin tahmin giiclinii zayiflatacaktir
(Kirkpatrick ve Dahlquist, 2007: 39).
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3.6.3. Etkin Piyasalar Hipotezi (EPH)

3.6.3.1. Etkin Piyasalar Hipotezinin Tanim

Etkin piyasalar hipotezi (EPH) 1960larda Eugene Fama’nin tezinden ortaya
cikmistir ve herhangi bir zamanda hisse senedi fiyatlarmin biitin mevcut bilgileri
yansittigini ifade etmektedir. Bu hipoteze gore eger hisse senetlerinin fiyatlar1 biitiin
mevcut bilgileri yansitiyorsa, bir hisse senedinin fiyati, gercekte sahip oldugu degeri iyi
bir sekilde yansitir ve hicbir yatirim stratejisi pazarin iizerinde geri donilis oram
saglayamaz (Kirkpatrick ve Dahlquist, 2007: 40).

Hipoteze gore piyasa etkinligi; fiyat uyarlamasinin, yeni bilgi girisi karsisinda
hangi hizda ve hangi dogrulukta gerceklestigine baghdir. Diger bir ifadeyle piyasaya
giren bilgi sonucunda, fiyatlar yeni bilgiye dogru ve hizli bir bicimde uyarlaniyorsa o
piyasa etkindir. Bu teoriye gore etkin bir piyasada bir yatirnmcinin anormal getiri
saglamas1 miimkiin degildir.

Piyasa etkinligi {ic boliimde incelenebilir. Bu etkinliklerden ilki faaliyet
etkinligidir (operational efficiency). Bu piyasada, fon arz ve talep edenler, minimum
maliyette islemlerini gerceklestirirler. ikinicisi ise piyasa etkinlik tiirii kaynak dagitimi
etkinligidir (capital allocational efficiency). Bu piyasada kaynaklarin optimum dagitimi
hedeflenir. Ugiincii piyasa etkinlik tiirii ise fiyatlarin mevcut tiim bilgiyi yansittigmi kabul
eden bilgi etkinligidir (informational efficiency). Etkin piyasalar hipotezindeki etkin
kavramu bilgi etkinligidir (Karan, 2011:276).

Etkin piyasalar, yanlis deger bicilmis hisse senetlerini bulmak i¢in var olan
rekabetin ¢ok yogun oldugu piyasalar anlamina gelmektedir. Bu tiir piyasalara yeni bir
bilgi geldiginde, yatirimeilar bu bilgiden faydalanmak isteyeceklerdir ve herhangi bir kar
firsatini saf dis1 birakacaklardir (Brealey vd., 2012: 211).

Etkin piyasalar hipotezine gore bir piyasa etkin ise, hisse senedi fiyatin1 tahmin
etmeye gerek yoktur ciinkii bir sonraki giin hisse senedi fiyati tamamen rastgele
gerceklesecektir (Fama, 1969). Bu rastgelelik nedeniyle, arastirmacilar teknik
indikatorlerle fiyat tahminin gecersiz olacagini savunmaktadirlar.

Etkin Piyasalar Hipotezi ‘nin temeli ekonomide yer alan tam rekabet¢i piyasa
teorisidir. Temel ekonomi teorisi Ogretilerine gore arbitraj rekabeti, etkin piyasalarin
olugmasina neden olacaktir. Piyasaya her yeni giren bilgi, aninda hisse senedinin fiyatina
yanstyacaktir ve hisse senedinin fiyati ile gergek degeri birbirine esit olacaktir. Eger
herhangi bir sekilde fiyat, ger¢ek degerden saparsa, yani giiriiltii olusursa, bu durumda
arbitrajcilar devreye girecek, birbirleriyle rekabet halinde olacaklar ve hisse senedi
fiyatinin gercek degerine ulagmasina neden olacaklardir. Buna ragme, Grossman ve
Stiglitz (1980) bilginin maliyetli oldugunu ve hisse senedi fiyatlarinin mevcut biitiin
bilgiyi miikemmel bir sekilde yansitamayacagini savunmaktadirlar.

3.6.3.2.  Etkin Piyasalar Hipotezinin Tarihi

Etkin piyasalar hipotezi hakkinda yapilan caligmalar 1900 yilinda Fransiz
matematik¢i Louis Bachelier’in doktora tezine kadar dayandirilmaktadir. Théorie de la
Spéculation isimli tezinde bir spekiilatoriin matematiksel beklentisinin sifir oldugu
sonucuna varmistir (Lee vd., 2010). Cowles ise yatinm fonu yoneticilerinin
performanslarint incelemistir ve c¢alismasinin sonucunda hisse senedi tahmin
caligmalarinin basarisizlikla sonlandigr sonucuna varmistir. 1965 yilinda Fama etkin
piyasa kavramimi c¢aligmlarinda ilk kez kullanmistir ve etkin piyasalar kavramini iine

24



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

kavusturan isim olmustur (Lee ve Lee, 2009). 1980 yilinda Grossman ve Stiglitz ise bilgi
acisindan etkin piyasalarin gerceklesmesinin imkansiz oldugunu ifade etmislerdir.
Malkiel ise 2003 yilindaki ¢alismasinda etkin piyasalar hipotezi ve elestirilerine detayl
bir sekilde yer vermistir (Malkiel, 2003).

Etkin piyasalar hipotezi ile ilgili genis capta literatiir taramalari mevcuttur.
Dimson ve Mussavian (1998) yilinda piyasa etkinliginin tarihgesine deginmistir.
Calismalarinda piyasa anomalilerinin sans eseri ortaya ¢iktigini ve gelecekte de devam
etmeyecegini ifade emektedirler. Bu nedenle karli yatirim firsatlarinin aslinda anomali
olarak adlandirildigini ifade etmektedirler. Beechey ve digerleri ise ¢alismalarinda etkin
piyasalar hipotezi ile ilgili literatiir taramasi gergeklestirmiglerdir (Beechey vd., 2000).
Calismalarinda etkin piyasalar hipotezinin, fiyat hareketleri ile ilgili bazi 6nemli
meseleleri agiklayamadigini ifade etmektedirler. Bunlardan bir tanesi de Sewell’e aittir.
2011 yilinda yayimladigi ¢calismasinda etkin piyasalar hipotezinin tarihine yer vermistir.
Calismasinin sonucunda higbir piyasanint ger¢ek anlamda bilgileri tam olarak
yansitmayacagini ve EPH nin gegersiz oldugu yargisina varmistir (Sewell, 2011).

3.6.3.3. Etkinlik Cesitleri
Ug gesit piyasa etkinliginden sz edilmektedir. Bunlar zayif formda, yar giiclii

formda ve giiglii formda etkinliktir. Sekil 3.1 ‘de piyasa etkinligi grafik yardimiyla ifade
edilmeye ¢alisilmistir.

3.6.3.3.(1). Zayif Formda Etkinlik

Gegmis fiyat hareketlerinin cari fiyat hareketleri ile tam uyum iginde oldugu
piyasalar zayif formda etkin piyasalardir.

Hisse
Fiyati -
v ( -. ~ Asiri tepki ve
tepkinin geri alinmasi
I N
Etkin piyasanin tepksi Geciken

cevap

Bilginin ilan edildigi
1 | ] 1 1 1 . . .
T 1 1 T 1 T T glinden onceki (-)
230 20 10 0 10 20 30 ve sonraki (+) gunler

Sekil 3.1. Piyasa Etkinligi (Ross vd., 2003:344).

Zay1f formda etkin piyasalar matematiksel olarak su sekilde ifade edilir:
P, = P;_; + Beklenen getiri + hata,
Bu esitlige gore bugiinkii fiyat, en son gozlemlenen fiyat, beklenen getiri ve
rastgele hatanin toplamina esttir. En son gdzlemlenen fiyat diinkii, gecen haftaki veya
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gecen ayki gozlem gibi 6rneklem araligina baglidir. Beklenen getiri ise bir hisse senedinin
riskinin bir fonksiyonudur. Rastgele hata ise piyasadaki yeni bilgi nedeniyle olusur. Arti
yonlii veya eksi yonlii olabilir. Bir donemdeki rastgele hata terimi bir 6nceki donemden
bagimsizdir. Dolayisiyla hata terimi ge¢mis fiyatlardan yola ¢ikarak tahmin edilemez.
Yukaridaki denklemin gecerli oldugu piyasalarin rassal yliriiylis (random walk)
gerceklestirdikleri kabul edilir (Ross vd., 2003: 344).

A

Sat Sat
Sat

Al

Al

Al

Sekil 3.2. Dalgali Hisse Seneedi Fiyat Hareketi (Ross vd., 2003:345).

Bu etkinlik ¢esidinin zayif formda etkinlik olarak adlandirilmasinin nedeni,
gecmis fiyat hareketlerinin en kolay ulasilabilen bilgi olmasidir. Eger sadece ge¢mis fiyat
hareketlerinin tahmin edilmesi ile birlikte fiyatlardaki hareketler belirlenebilseydi, bu
herkes tarafindan yapilirdi ve herhangi bir kar olasilig1 aninda degerlendirilirdi.

Sekil 3.2 deki gibi mevsimsel bir dalgalanmanin izlendigi hisse senedinde,
yatirimeilar fiyatin yiiksek oldugu anda hisse senetlerini satmaya calisacaklar (boylelikle
fiyatlarin diismesini saglayacaklar), tam aksine fiyatin en diisiik oldugu yerde ise hisse
senetlerini almak isteyecekler ve fiyatlarin yiikselmesini saglayacaklar.

Zayif formda etkin bir piyasada, hisse senetleri fiyatlar1 ge¢cmis fiyat bilgilerinden
hareketle tahmin edilemezler. Bu nedenle teknik analizin gegerliligi s6z konusu degildir
(Ross vd., 2003: 345).

3.6.3.3.(2). Yan Giiglii ve Giiclii Formda Etkinlik
Bir piyasa, halka agiklanan biitlin bilgileri igeriyorsa, yar1 giiclii formda etkindir.
Halka agiklanan bilgiler finansal tablolar ve ge¢mis fiyat bilgileri gibi bilgilerdir.

Eger bir piyasa, halka agiklanan ve agiklanmayan biitiin bilgileri yansitiyorsa bu
durumda piyasa gii¢lii formda etkin piyasadir.
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Farkli veri setleri arasindaki iliski

Hisse senediile ilgili
biitiin bilgiler

Halka Aciklanan
Bilgiler

Gecgmis Fiyat
Bilgisi

Sekil 3.3. Farkl1 Veri Setleri Arasindaki iliski (Ross vd., 2003:347).

Sekil 3.3 de farkli veri setleri bir araada gosterilmistir. Sekilden de goriildiigi
tizere gecmis fiyat hareketleri, halka acgiklanan bilgilerin bir alt kiimesidir. Halka
aciklanan bilgiler de hisse senetleri ile ilgili biitiin bilgilerin bir alt kiimesidir. Zayif
formda etkinlikle yar1 gii¢lii formda etkinlik arasindaki fark, yar1 giiglii formda etkinligin
sadece gecmis fiyat hareketlerini degil, halka aciklanan biitiin bilgileri yansittig
varsayimidir (Ross vd., 2003: 347).

3.6.3.4. Farkh Formdaki Etkinlikleri Ol¢mek i¢in Kullanilan Testler

Bu bolimde farkli formdaki etkinlikleri 6lgmek igin gelistirilen testlere
deginilecektir.

Etkin piyasalar hipotezi Wall Street’te genis kitleler tarafindan kabul edilmemistir
ve hisse senedi analizlerinin hangi dereceye kadar yatirimlarin performansini gelistirecegi
konusunda tartismalar siirmektedir. Bu tartismalarin siirmesine neden olan bazi meseleler
s0z konusudur (Bodie vd., 2003: 270):

¢ Biiyiikliik (The Magnititude Issue). Hisse senetlerinin gergek fiyatlari ile
degerlenmedigi herkes tarafindan kabul edilen bir gercektir. Ancak ¢ok
bliylik portfoylerin  sahipleri bu kiiciik hisse senedi yanlis
fiyatlamalarindan kazan¢ saglayabilir. Bu goriise gore, yatirimcilarin
rasyonel hareketleri, piyasa fiyatlarinin ideal seviyeye gelmesinde etkin
rol oynamaktadir. “Piyasalarin etkin midir?” sorusu yerine “Piyasalar ne
kadar etkindir?” sorusunu sormak gerekmektedir.

e Yayinlama egilimi (The selection bias issue). Gergekten para kazandiracak
yontemler var olabilir. Boyle yontemler varsa, bunlarin biitliin diinyaya
aciklanmasi beklenmez. Ortalamanin iizerinde kar saglamayan yatirim
yontemlerinin raporlanmasi s6z konusudur. Bu nedenle etkin piyasa
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3.6.3.4.(1).

hipotezinin karsisinda olan kisiler, diinyayr sadece kar saglamayan
yontemlerin yaymlandigi bir yer olarak gormektedirler. Bu selection bias
olarak bilinmektedir. Dogru bir sekilde olusturulamayan yontemlerin
raporlanacagini sdylemek miimkiindiir. Bu nedenle portfdy yoneticilerinin
gercekte portfoyleri nasil yonettigini hi¢bir zaman tam dogrulukla bilmek
miimkiin olmayacaktir.

Sans (The lucky event issue). Bu konuyu agiklamak i¢in hayali bir
yarigsmadan bahsedelim. Hilesiz bir paranin atildig1 ve en ¢ok yazi atan
yatirirmcinin kazandigl bir yarigsma olsun. Bir kisi i¢cin kazanma olasiligi
yiizde ellidir. Ciinkii %50 yaz1 ve %50 tura gelme olasilig1 s6z konusudur.
Fakat 10000 kisi bu oyunu oynarsa, en az bir veya iki katilime1 %75 yazi
atmis olacaktir. Fakat bu durumda bu kisilerin yatirim uzmani oldugunu
soylemek dogru olmaz ciinkii sadece yazi-tura oynayan kisilerdir. Bu
hayali yarisma, etkin piyasalar hipotezini canlandirmaktadir. Etkin
piyasalar hipotezine gore var olan bilgiler altinda adil bir sekilde
fiyatlanmis bir hisse senedinin gelecekte fiyatinin ne olacagini tahmin
etmek yazi tura oynamakla esdegerdir. Birgok yatirimcinin oldugu bir
piyasada bazi yatirimcilar tesadiif eseri olagandisi karlar elde ederler, buna
karsilik baz1 yatirnmcilar da zarar ederler.

Zayif Formda Etkinlik Testleri:

Zayif formda etkinlikte genellikle bir hisse senedinin fiyatinin énceden tahmin
edilip edilemeyecegi tizerinde durulmaktadir. Bir piyasanini zayif formda etkin olup
olmadigini belirlerken asagidaki hususlarin dikkate alinmasi gerekemektedir (Bodie vd.,

2003:271):

Kisa donemli getiriler. Hisse senedi piyasalarinin etkin olup olmadigin
test eden ilk caligmalar zayif formda etkinlik {izerinde durmuslardir.
Sorulan soru yatirnrmcilarin gegmis fiyat hareketlerine bakarak, gelecekte
kendilerine olagandis1 karlar saglayacak egilimler bulabilirler mi?
olmaktadir. Hisse senedi fiyatlarinda egilimlerin kesfedilmesinin bir yolu
korelasyon analizi yapmaktir. Bu analizde hisse senedi getiri egiliminin
gecmisteki getiri oranlari ile iligkili olup olmadigi incelenmektedir. Pozitif
korelasyon, pozitif getirilerin, pozitif getirileri takip edecegi anlamina
gelmektedir. Negatif korelasyon ise, pozitif getirilerin, negatif getiri
durumlarinin ardindan ortaya ¢iktig1 anlamina gelmektedir.

Uzun donemli getiriler. Kisa donemi kapsayan caligmalar diisiik diizeyde
pozitif korelasyon bulsalar da, uzun donemli verilerin kullanildigi
caligmalarda negatif korelasyonun bulunudugu raporlanmaktadir.

Geri Sarma (Reversals). Uzun donemde, asir1 ugtaki piyasa
performanslarinin tersi yonde performansin olusacagina iligskin ¢aligsmalar
s6z konusudur. Yakin zamanda ¢ok iyi performans sergileyen bir
firmanini gelecek donemlerde ortalamanin altinda performans sergilemesi
beklenmektedir. Bu etkinin varligi, hisse senedi piyasalarimin ilgili
haberlere asir1 tepki verdigini 6nermektedir.
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Zayif formda etkinligi 6lgmek icin asagidaki testler uygulanmaktadir (Karan,

2011: 278):

3.6.3.4.(2).

Serisel korelasyon testi: Zaman araliklarinda korelasyon yoksa fiyat
degisimleri rassaldir.

Zaman serileri testleri: Dogrusal regresyon, ARCH ve GARCH modelleri,
logit ve probit modelleri bu tiir analizlerde kullanilmaktadir.

Kosu testi: Degerler arasindaki farkin pozitif veya negatif olmas1 dikkate
alinir.

Filtre testi: Menkul kiymetin degeri %X artarsa, o menkul deger alinir ve
gordiigii en yiliksek seviyeden ayni oranda diisiince satilri. Eger bu kural
uygulamak suretiyle piyasa getirisinin asilmasi durumunda zayif form
etkinliginin varligindan soz edilir.

Yan Giiclii Formda Etkinlik Testleri

Yar1 giicli formdaki etkinlik testlerinde ise piyasa anomalileri dikkate
alinmaktadir. Temel analiz teknik analizden daha genis ¢aptaki bilgileri kullanmaktadir.
Hisse senedinin sadece ge¢cmis fiyat hareketlerinin 6tesinde ve halka agiklanmis bilgileri
kullanmakla daha yiliksek karin elde edilip edilemeyecegi arastirilmaktadir. Bu ayni
zamanda yar1 giiglii piyasa yapisinin test edilmesi anlamina gelmektedir. Fiyaz kazang
orani veya piyasa kapitalizasyonu gibi kolay erisilebilen bilgiler yardimiyla ortalamanin
tizerinde kar elde edilebildigine rastlanmaktadir. Bu tiir bulgular, etkin piyasalar
hipotezini reddetmektedir ve piyasa anomalileri olarak adlandirilmaktadir. Asagidaki
bazi anomalilere yer verilmistir (Bodie vd., 2003: 275):

Mevsimsel etkiler (The small-firm-in-January effect). Etkin piyasalar
hipotezi ile ilgili en sik anilan anomalilerden bir tanesi kiiciikk firma
etkisidir. Buna gore kiiciik firmalardan olusan bir portfoyiin getirisi, bityiik
firmalarin hisselerinden olusan bir portfoyiin getirisinden daha yiiksek
olacaktir. Bu etkinin 6zellikle Ocagin ilk iki haftasinda gozle goriiliir
derecede olduguna iligkin ¢alismalar s6z konusudur.

Likidite etkisi (The neglected-firm effect and liquidity effects). Kiiciik
firmalar biiylik kurumlar tarafindan goz ard1 edildiginden bu tiir firmalara
iligkin bilgiler pek fazla piyasada yer almaz. Bilginin olmamasi dezavantaj
yaratmaktadir ve kiiciik firmalart daha riskli hale getirmektedir. Bunun
yaninda marka yapmis biiytik firmalar, kurumlarin denetimi altindadir ve
piyasaya yiiksek kaliteli bilgiler sunulmaktadir. G6z ard1 edilen bilgiler
icin ocak etkisi daha belirgin olmaktadir.

Piyasa degeri defter degeri oram (Book-to-market ratios). Getiriyi
tahmin etmekte en basarili olan oranin defter degeri bolii piyasa degeri
oldugu sdylenmektedir. Bu degerin yiiksek oldugu firmalarin, bu oranin
kiiciik oldugu firmalara oranla daha yiiksek getiri saglamasi
beklenmektedir.

Kazang ilam1 sonrasi fiyat hareketleri (Postearnings announcement
price drift). Etkin piyasalar hipotezinin temel prensibi, yeni bilginin hisse
senedi fiyatlarma gok hizli bir sekilde yansiyacagidir. Ornegin iyi bir bilgi
piyasaya ¢ikinca, hisse senedi fiyatlarinin aninda yiikselmesi
beklenmektedir. S6z konusu etkide, bir firma getiri elde ettigini piyasaya
acikladiktan sonra, hisse senedinin birkag¢ ay boyunca normal iistii kazang
saglama durumu.
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Bir piyasanin yar1 gii¢lii formda etkin olup olmadigin1 6grenmek i¢in bazi testler
yapilir. Bu testler (Karan, 2011: 282):

e Hisse senedi boliinmeleri testi: Bir sirket, hisse senetlerinin boliinme
haberni ilan etmesi ile yatirimci normal-iistii getiri saglayabiliyorsa, o
piyasanin giiclii formda etkin oldugu reddedilir.

e Yillik kazang duyurulan testi: Sirketin yillik kazancini agiklamasindan
sonraki donemde, duyuruyu yapan sirketin hisse senetlerini alan bir
yatirimel, normal-iistii kar elde edebiliyorsa, o piyasanin yari-giiglii
formda etkinligi reddedilebilir.

e Aract kurum oOnerileri testi: Aract kurumlariin Onerdikleri senetlerin
normal-iistii getiri saglamasi durumunda, yari-giiglii formdaki piyasa
etkinligi reddedilebilir.

3.6.3.4.(3).  Giiclii Formda Etkinlik Testleri: iceriden Ogrenenlerin Ticareti

Iceriden 6grenenlerin ticareti ile normal iizeri kar elde edilmesi durumunda, hisse
senedi piyasasinin giiglii formda etkin olmasi beklenir (Bodie vd., 2003: 278). Eger gizli
bilgilere ulagabilen kisiler mevcutsa ve bu bilgilerini asir1 getiri elde etmek igin
kullanabiliyorlarsa, sirkete ait gizli bilgiler de aninda hisse senedi fiyatlarina
yanstyacaktir ve gli¢lii formda etkin bir piyasa s6z konusu olacaktir.

Bir piyasanmi kuvvetli formda etkin olup olmadigini degerlendirebilmek i¢in
kullanilan etkinlik testleri asagidaki gibidir (Karan, 2011: 283):

e lceriden dgrenenlerin ticaretine yonelik testler: Kamuya agiklanmamus,
0zel bilgiye ulasan yonetici veya ¢alisanlar, firmalarin hisse senetlerinde
normal-iistii getiri saglayabiliyorlarsa, o piyasanini gii¢lii form etkinligi
reddedilmis olur.

e Yatinm fonlar1 ve biiyik portfdylerin yoneticilerine yonelik testler:
Yatirim fonlariin normal-iistii getiri saglamasi, giiclii form etkinligini
reddetmek icin gerekli ancak yeterli degildir.

3.6.3.4.(4). Borsa Istanbul *un Etkinligi Uzerine Calismalar

Borsa Istanbul piyasasinin etkin olup olmadigin1 6lgmek igin yapilmis ¢alismalar
s0z konusudur. Bu calismalardan bazilar1 su sekildedir.

Emin Feridun Yalvag, 2011 yilinda yaymladigi doktora tezinde Borsa Istanbul
‘un etkin bir piyasa olup olmadigina dair kanitlar bulmaya ¢alismistir. Calismasinda
ornek olay gerceklestirmis ve hisse senetleri satis duyurularinin hisse senedi fiyatlari
tizerinde onemli bir etki olusturdugunu raporlamistir. Hisse fiyatlarinin piyasaya yeni
ulagan habere Etkin Piyasalar Hipotezi ‘nin orta diizey formuna uygun olarak tepki
verdigi hakkinda kanit saglamistir (Yalvag, 2011).

Celik ise 2007 yilinda yayinladigir doktora tezinde Tiirkiye ‘nin de aralarinda
oldugu gelismekte olan piyasalarin zayif formda etkinligini test etmistir. Tiirkiye menkul
kiymet piyasasinin zayif formda etkin oldugunu raporlamistir (Celik, 2007).

Ozgalic1 vd. (2014) yaptiklar1 calismada hareketli ortalamalar kullanmak suretiyle
BIST indeksinde alim satimlar gergeklestirmisler ve piyasa getirisinin iizerinde getiri elde
edebildiklerini raporlamaktadirlar.
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3.6.4. Davramssal Finans

Fiyatlarin temel degerlerden ayrilmasi bazi yazarlar tarafindan davranissal
psikolojiye baglanmistir. Insanlar, her zaman yiizde yiiz rasyonel davranmazlar. Bu
sonug, riske karsi tutum ve olasiliklar1 degerlendirme olmak tizere iki temel alanda ortaya
¢ikmaktadir (Brealey vd., 2012: 215):

(1) Riske kars1 tutum. Psikologlar, insanlarin 6zellikle riskli kararlar verirken
zarara ugramaktan kagindiklarini gozlemlemislerdir. Daha 6nceki kararlarda zarar olmasi
durumunda yatirimeilar, sonraki kararlarinda, baska zararlar1 6nlemek adina daha da
dikkatli davranmaktadirlar. Bunun tam tersi olarak, belirli bir donem kar elde etmis bir
yatirimet, sonraki donemlerde daha fazla risk iistlenebilmektedir.

(2) Olasiliklar hakkinda inanglar. Bir¢ok yatirimci olasilik teorisi alaninda doktora
derecesine sahip degildir. Bu nedenle de kesin olmayan olasiliklar: degerlendirirken genel
hatalar yapabilimektedirler. Psikologlar bireylerin genel olarak, bir olayin gelecekteki
degerini tahmin ederken, ge¢misteki olaylara bakip, gelecekte de bu egilimin devam
edecegi yoniinde degerlendirmede bulunduklarini kesfetmislerdir. Ornegin yakin bir
gelecekte biliylime sergileyen bir firmanin bu egilimi devam ettirecegi diisiintliir.
Gergekte ise ¢ok uzun siire devam edebilen biiylime oranlarini gerceklestirmek zordur.
Ikinci yaygin olan egim ise asir1 giivendir. Birgok yatirimer hisse senetlerini ortalama bir
yatinmcidan daha iyi degerlendirebildigini diistinmektedirler. Birbirleriyle alim satim
anlagmasi gergeklestiren iki spekiilatorden birisi kazanacak ve birisi kaybedecektir. Fakat
insanlar alim satim yapmaya devam ederler ¢iinkii kaybedecek kisinin karsidaki oldugunu
diistinmektedirler.

Istatistikgiler gegmiste yasanan anomalileri ortaya ¢ikarabilmekte ve psikologlar
da bunlar i¢in bir agiklama saglayabilmektedirler. Fakat piyasalarda islem yapan gercek
yatirimeilar i¢in, o andaki olaylar1 agiklayabilmek ¢ok zordur ve bu da etkin piyasalar
hipotezinin temel mesajidir (Brealey vd., 2012: 215).

Barak (2008) yapmis oldugu ¢alismasinda, fiyat anomalilerinin BIST de var olup
olmadigni arastirmis ve elde ettigi bulgular1 davranigsal finans modelleri kapsaminda
incelemistir.

3.7.  Hisse Senedi Fiyatlarinin Analiz Yoéntemleri
3.7.1. Temel Analiz

Temel analiz, ihracat ve ithalat, para arzi, faiz oranlari, enflasyon oranlari, doviz
kurlari, issizlik oranlar1 ve firmaya 6zgii finansal 6zellikler (kar dagitim orani, kazang
orant, nakti akis orani, defter degeri-piyasa degeri orani, fiyat kazang orani, nakit dongiisii
ve boyut gibi) kullanilmak suretiyle yapilir (Atsalakis ve Valavanis 2009).

Temel analizde, denetim raporlari, finansal durum ve finansal performans
tablolari, kar payr 6deme kayitlar1 ve politikalar incelenmektedir. Satiglar, yonetimin
kabiliyeti, liretim miktarlari, fiyat istatistikleri analiz edilmekte ve giinliik gazete haberleri
detayl bir sekilde takip edilmektedir. Temel analiz taraftar1 biitiin bunlar1 dikkate alir ve
degerinden daha diisiik bir fiyattan islem gordiiiine kanaat getirirse, hisse senedine
yatirim yapar (Edwards vd., 2007: 3). Temel analiz yontemi bu ¢aligmanin kapsami
disindadir bu nedenle temel analizin detaylarindan bahsedilmeyecektir
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3.7.2. Teknik Analiz

Teknik analizin gliniimiiz finans yazinina kazandiran kisinin kdse yazar1 Charles
Dow (1851-1902) dur ve modern teknik analizin kurucusu olarak kabul edilir. 1884
yilinda ilk piyasa endeksi Dow tarafindan hesaplanmistir. Endeksin fiyati, endekse dahil
olan hisse senetlerinin fiyatlarinin toplanmasi ve endeksteki hisse senedi sayisina
boliinmesi neticesinde hesaplanmistir. S6z konusu analizler “Dow Teorisi” olarak
adlandirilmaktadir ve modern teknik analizin temellerini olusturmaktadir.

Teknik analizin farkli tanimlar1 yapilmistir. Bu tanimlardan bazilar1 su sekildedir:
Teknik analiz temel tanim olarak hisse senedi fiyatinin gelecekteki degerinin, ge¢cmis
fiyat hareketlerinden yola ¢cikmak suretiyle tahmin edilmeye calisilmasidir. Teknik analiz,
gecmis fiyat ve islem hacmi bilgilerini kullanmak yoluyla, ticaret ve yatirnm kararlarinda
kullanilacak bilgilerin ortaya ¢ikarilmasidir (Kirkpatrick ve Dahlquist, 2007: 3).

Teknik analiz, hisse senedinin ge¢mis fiyatlarinin (genellikle grafik seklinde)
kaydedilmesi ve bu kayda alinan ge¢mis bilgilere bakmak suretiyle, gelecekte olmasi
muhtemel karli egilimlerin tahmin edilmesi ile ugrasan bir bilimdir (Edwards vd., 2007:
4).

Gecmis hisse senedi fiyat hareketlerini arastirmak suretiyle az deger bigilmis
(undervalued) hisse senetlerini belirlemek, bu hisse senetlerine yatirim yapmak ve
olagandisi kar elde etmeye galismak teknik analiz olarak tanimlanmaktadir (Brealey vd.,
2012: 206).

Teknik analiz, gelecekteki fiyat egilimlerini tahmin etmek amaciyla gegmis fiyat
ve islem hacimlerini incelenmesidir (Abolhassani ve Yaghoobi, 2010).

Teknik analiz, temel ekonomi teorisine dayanmaktadir. Teknik analizin temel
varsayimlarini géz oniine aldigimizda bu ger¢ek daha anlasilir olacaktir (Edwards, 2007):

e Hisse senedi fiyatlar arz ve talebe gore belirlenir
Hisse senedi fiyatlar egilimlerle hareket etme egilimindedir
Arz ve talepteki degisim egilimlerin tersine ¢evrilmesine neden olur
Arz ve talepteki degismeler grafikler yardimiyla tespit edilebilir
Grafiklerdeki desenler kendini tekrar etme egilimindedir.
Teknik analize iliskin bir¢ok gosterge hesaplanmaktadir. Bu gostergeler ilerleyen
boliimlerde teker teker aciklanacaktir. Fakat burada deginilmesi gereken bir kavram sz
konusudur. O da evrensel diizeyde gegerli gosterge gibi bir kavramin séz konusu
olmamasidir. Farkli durumlarda farkli gostergelerin kullanilmasi gerekmektedir (Thorp,
2000: 24). Hangi durumlarda hangi gostergenin kullanilacagina iliskin kesin bir cevap
s0z konusu degildir.

Uzun donemli tahminler hatir1 sayilir derecede risk igermektedir ve hisse senedi
piyasasindaki pozisyonu yonetmek i¢in uygun olmayan bir yontem olmaktadir (Kaufman,
1998: 1). Bu nedenle de bu tezde kisa donemli fiyat tahminleri gerceklestirilmistir.

Hisse senedi arz ve talebini etkileyen bir ¢ok faktor s6z konusudur. Bunlar,
yatirimecilarin umutlari, korkulari, tahminleri, ruh halleri, rasyonel veya irrasyonel
yiizlerce olasi yatirimei ve onlarin ihtiyag ve kaynaklar seklinde siralanabilir (Edwards
vd., 2007: 5). Fiyat hareketlerinin bir¢ogunu yonlendiren, beklentiler olmaktadir.
Beklentiler hi¢ farkedilmeden degisiklige ugrayabilir (Kaufman, 1998: 2).

Fiyatlarin birbirleriyle iligkili olmadig: iddia edilmektedir. Bu fikri savunanlara
gore fiyatlar arz ve talebe gore dengeye gelecektir fakat bu denge var olan bilgilerden
tamamen bagimsiz ve farkedilemeyen bir sekilde gerceklestirilecektir. Eger rassal
yiiriiyiis teorisi dogrusya, bugiin mevcut olan, matematik ve pattern recognition tabanli
bircok alim satim yontemi gecerliligini yitirecektir (Kaufman, 1998:3). Rassal yiiriiyiis
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teorisini savunanlara yoneltilen en biiyiik elestiri fiyat beklentileridir. Yatirimcilarin
kararlar1 biiylik oranda beklentilere baglidir. Fiyatlar ¢ogunlugun beklentisini
yansitacaktir. Yeni ¢ikan haberlerle birlikte piyasa dalgalanmaya baslayacaktir. Bu
hareketler rassal gibi goriinse de gergekte rassal degildir (Kaufman, 1998: 3).

3.7.2.1. Teknik Analizin ilkeleri

Teknik analiz egilim diye adlandirilan bir ana ilke tizerine kurulmustur
(Kirkpatrick ve Dahlquist, 2007).
Teknik analizin ilkeleri Colby (2003) tarafindan su sekilde ag¢iklanmaktadir:

Piyasa fiyatlar1 egilimler (trendler) halinde hareket etmektedir. Bircok
faktor bu trenleri etkileyebilir. Trendlerin arz ve talepte degisiklik
meydana gelinceye kadar devam ettigi bilinmektedir. Yeni bir bilgi aciga
ciktiginda, bu bilgiye ilk karsilik en cok bilgilendirilen kullanicilar
tarafindan verilir. Daha sonra daha az bilgi sahibi olan kullanicilar tepki
verir ve bu siire¢ devam eder. En az bilgiye sahip kullanict da tepki
verdikten sonra trend sona erer ve yeni bir trend baglar. Alim ve satim
dalgalar1 bu sekilde islemektedir. Bir finansal iirline olan arz veya talepte
bir degisiklik meydana gelene kadar egilimler devam edecektir.

Hisse senedi alim satimlar1 insanlar tarafindan gerceklestirilmektedir ve
insanlar duygular1 ile hareket etmektedirler. Yatirimcilarin karar verme
stireglerini ve dolayisiyla gercek piyasa hareketlerini rasyonel olarak
nitelendirilen temel gostergelerden ziyade siirii psikolojisi ve yatirimet
psikolojisi etkilemektedir.

Baz1 egilimler yillar boyunca siirerken digerleri dakikalarda siirebilir. Ug
temel egilim s6z konusudur. Yukar1 dogru egilim, asagi dogru egilim veya
ayn1 kalma. Bu trendler yillarca siirebilir veya birka¢ haftadan birka¢ aya
kadar stiren 6nemli ortda diizey egilimler seklinde olabilir ya da giinlerce
stiren ve kisa-donem yatirimeilar ilgilendiren giiriiltiili hareketlerden
olusabilir. Getiri maximizasyonu i¢in farkli zaman dilimleri ve farkl
egilimler farkli teknik gostergelerin kullanilmasi gerekmektedir.

3.7.3. Teknik Gostergeler

Hisse senetleri fiyat ve hacim bilgilerinden hareketle hesaplanan gostergeler bes
ayr1 grupta incelenebilir. Bu gruplar su sekildedir:

Osilatorler (Salingaglar)
Stokastikler

Indeksler

Gostergeler
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Teknik gostergeler hesaplanirken kullanilacak kisaltmalar Tablo 3.1 de yer
almaktadir.

Tablo 3.1. Fiyat ve Hacmi Bilgileri Kisaltmasi
Kisaltma Uzun Isim

Acilis Fiyatt

Kapanis Fiyati

Seans i¢i en yiiksek fiyat

Seans i¢i en diisiik fiyat

Islem hacmi

IO X>

3.7.3.1. Salimimlar (Oscillators)

Osilatorler bir hisse senedinin olmasi gerekenden fazla alinip veya olmasi
gerekenden fazla satilip satilmadigini belirleyen gostergelerdir. Osilatorler kelimesi
Tiirkce' ye salinimlar olarak ¢evrilir ve adindan da anlasilacagi {izere belirli bir aralikta
hareket etmektedirler. Piyasanin agir1 alim veya asir1 satim bolgesinde olup olmadiklarini
belirlemeye yararlar.

(Calismaya konu olan salinimlar su sekildedir:
Toplama/Dagitim Salinimi (Accumulation/Distribution Oscillator)
Chaikin Salinimi
Hareketli ortalamalarin birlesmesi ayrilmas: (MACD)
fvme (Acceleration)
Momentum
Salinimlarin hepsinin temelinde momentum kavrami yatmaktadir. Momentum
kavrami da temel olarak fiyatlarin hangi oranda (veya hizda) degistigini dlgmektedir
(Schwager, 1999: 110).
Bir ugtan, diger uca sahip oldug§u momentum sayesinde gidebilen bir sarkag
modeli piyasalar i¢in de gegerlidir (Siegel, 2000: 6).

3.7.3.1.(1). Toplama/Dagitim Salinin (ADO)

1972 yilinda, Jim Waters ve Larry Williams tarafindan gelistirilmistir. Alis glicii
ve satig giicli kavramlarini tanimlamislardir. Bu kavramlar su sekildedir (Kaufman, 1998:
140)

Alis Giicii (AG) =Y -A

Satis giicti (SG)=K -D

O giine iliskin alim satim yoniinii temsil etmek i¢in alig giicii (agilis fiyatina gore)
ve satis giicli (kapanis fiyatina gore) hesaplanmaktadir.
ADO, = (Y, — Ay) + (Ky — D)

2% (Y, —Dy)

Formiiliin alabilecegi en yiiksek deger 100 olmaktadir. Bu degere acilis fiyatinin
en diisiik fiyata ve kapanis fiyatinin da en yiiksek fiyata esit oldugu giinde ulagsmaktadir.
Formiiliin alabilecegi en diisiik deger sifirdir ve bu degere en yiiksek fiyattan acilir ve en
diisiik fiyattan kapanirsa ulasilmaktadir (Kaufman, 1998: 140).

x100
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3.7.3.1.(2). Chaikin Salinim (CO)

MACD gostergesinin accumulation distribution line 11 6lger. Chaikin salinimi
amacit MACD hareketli momentum seviyelerinin tespit edilmesidir

Chaikin salinimi, Marc Chaikin tarafindan Accumulation/Distribution taban
alinmak yoluyla gelistirilmistir (Achelis, 2001: 100).

Chaikin salinimi, Accumulation/Distribution Line'in 3-giinliik iissel hareketli
ortalamasindan, Accumulation/Distribution Line'in  10-giinliik iissel hareketli
ortalamasinin ¢ikartilmasi sonucu hesaplanir.

CO¢ = MAppL3) — MAppL(10)

3.7.3.1.(3). Hareketli Ortalamalar (HO)

9 Giinliik hareketli ortalama sinyal veya (Trigger - tetik) degeri olarak bilinir
(Achelis, 2001). Bir hisse senedinin belirli bir donem boyunca aldig1 ortalama degeri
gostermektedir. Hareketli ortalamalar genellikle momentumu 6l¢mek i¢in ve olast destek-
diren¢ noktalarinin belirlenmesinde kullanilirlar.

3.7.3.1.(3).(a). Basit Hareketli Ortalama (BHO)

Basit hareketli ortalamanin formiilii sekildeki gibidir.
Pn+Ppqt+ -+ Py_m-
SMAt=m m—1 . M-(n-1)

3.7.3.1.(3).(b).  Ussel Hareketli Ortalama (SHO)

Hareketli ortalamanin farkl: tiirleri s6z konusudur. Bu tirlerden bir tanesi de son
fiyata digerlerinden daha fazla agirlik yiikleyen iissel hareketli ortalamadir.
SHO su sekilde hesaplanmaktadir:

51=Y1
fort>2,
St=a*Yi 1+ (1 —a)*S_y

Bu formiilde « ifadesi agirligr temsil etmektedir ve 0 ile 1 arasinda deger
almaktadir. Y, ifadesi t donemi sonundaki degeri temsil etmektedir. Formiilde S;
tanimlanmamustir. Genelde S; = Y; olarak tanimlanmaktadir.

3.7.3.1.(3).(c). Ucgensel Hareketli Ortalama (UHO)

Uggen hareketli ortalamada agirhigin biiyiik kismi fiyat serisinin orta bdliimiine
verilmektedir. Temel anlamda basit hareketli ortalamanin iki kere hesaplanmasi ile ortaya
¢ikmaktadir (Achelis, 2001: 198).

SMA, + SMA, + SMA; + - + SMA,

TMAt == t
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3.7.3.1.(4). Hareketli Ortalamalarin Birlesmesi Ayrilmasi (MACD)

MACD osilatorii bir hareketli ortalamanin bir diger hareketli ortalamaya
boliinmesi yoluyla hesaplanir.

Fiyatlarin hareketli ortalamalar1 arasindaki iliskiyi gdsteren bir momentumdur. 26
giinliik hareketli ortalama ile 12 giinliik hareketli ortalama arasindaki fark MACD
degerini vermektedir. Buna ek olarak MACD degerinin 9 giinliik diizeltilmis ortalamasi
alinmak suretiyle yavas ¢izgi (slower line) hesaplanir (Murphy, 1999: 253).

Al ve sat sinyalleri iki ¢izginin birlestigi noktalarda verilir. MACD ¢izgisi, yavas
¢izginin tizerinde seyrettikten sonra kesisme gergeklesiyorsa al sinyali veriliyor demektir.
Cizginin altinda ise sat sinyali veriliyor demektir (Murphy, 1999).

MACD degerleri ayn1 zamanda sifir ¢izgisi etrafinda da dolanmaktadir. Sifir
c¢izgisinin ¢ok yukarilarindaysa bu durumda fazla satin alinma durumu (overbought) s6z
konusudur (Boga piyasast (Edwards vd., 2007: 650)). Cizgiler sifir degerinin altinda
seyrediyorsa bu durumda fazla satilma durumu s6z konusudur (oversold) (Ay1 piyasasi
(Edwards vd., 2007: 650)) ve hisse senedine yatirim yapilabilir (Murphy, 1999):

MACD; = MA;_y6 — MA;_1;

3.7.3.1.(5). Ivme - Acceleration (IVM)

Kapanis fiyat: i¢cin Ivme (acceleration) formiilii su sekildedir:
flvme = M, — M,_,,

Formiilde M; kapanis fiyatina ait momentumu M;_, ise n giin onceki kapanis
fiyatt momentumunu ifade etmektedir. Bu ¢alismada n = 12 olarak belirlenmistir. Bu
formiille sadece kapanis fiyatina ait ivme hesaplanabilir. Agilis fiyati, en yiiksek fiyat ve
en diisiik fiyat i¢cin de acceleration degerinin hesaplanmasi miimkiindiir. Formiilde ilgili
fiyatin momentumu alinmak suretiyle diger fiyat cesitleri i¢in de ivme degeri
hesaplanabilmektedir.

En yiiksek fiyat, en yiiksek fiyat, acilis fiyati ve kapanis fiyati i¢in ayr1 ayri ivme
degerinin hesaplanmasi miimkiindiir. Calisgmada her dort fiyat ¢esidi i¢in ivme degeri
hesaplanmustir.

3.7.3.1.(6). Momentum (MOM)

Kapanis fiyat1 i¢in momentum formdilii su sekildedir:
My = K¢ — Ke_y

Formiilde M, kapanis fiyatina ait momentumu, K; kapanis fiyatini ve K;_,,, n giin
onceki kapanis fiyatini ifade etmektedir. Bu ¢alisma i¢in n = 12 olarak belirlenmistir. Bu
formiille sadece kapanis fiyatina ait momentum hesaplanabilir. A¢ilis fiyati, en yiiksek
fiyat ve en diisiik fiyata iligkin momentum degerlerinin de hesaplanabilmesi miimkiindiir.
Formiilde kapanis fiyat1 degerleri yerine, diger fiyat cesitlerine iliskin degerler yazilmasi
yoluyla ilgili hesaplara iliskin momentum degerleri hesaplanabilir.

3.7.3.2. Stokastikler
Stokastik, Yunanca kokenli tahmin etmek kelimesinden tiiretilmis bir kelimedir

ve davraniglar1 6nceden belirlenemeyen, rastgele gerceklesen sistemler i¢in kullanilan bir
sifattir.
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Calismada kullanilan stokastikler su sekildedir:
Chaikin Volatility

Hizlandirilmis Stokastik %K ve %D
Yavaslatilmis Stokastik %K ve %D

William's %R degeri

3.7.3.2.(1). Chaikin Dalgalanma (CV)

Chaikin Dalgalanmasi (Chaikin Volatility) bir hisse senedinin en yiiksek fiyat
degeri ve en diisilik fiyat degeri arasindaki yayilimi dlger.
Ik 6nce asagidaki gibi en yiiksek fiyat ile en diisiik fiyat arasindaki farkim iissel
hareketli ortalamasi hesaplanir.
Y — Dyrtatama = SHO(Yiksek — Dusiik)
Daha sonra belirli bir donem boyunca bu ortalamanin nasil degistigi asagidaki
formiil yardimiyla 6l¢iiliir;

Y — Dortalama - (Y - Dortalamat_n)

CV = * 100

Y — Dortalamat_n
3.7.3.2.(2). Hizlandirilmis Stokastik %K ve %D (H%K, H%D)

Stokastikler, yakin zamanda belirgin bir aralikta alinip satilan hisse senetleri igin
ve alim satim noktalarinin belirlenmesinde kullanilabilecek iyi bir gostergedir. Fakat
hisse senetlerinin gii¢lii artis veya azalis egiliminde oldugu dénemlerde yanlis sinyaller
verebilir (Thorp, 2000: 24).

Fiyatlar yiikseldikce, kapanis fiyatlarinin, fiyat araliginin yiiksek olan kismina
yakin oldugu gozlemine dayanmaktadir.

Stokastik osilatori, bir hisse senedinin fiyatinin, belirli bir zaman periyodundaki
fiyatina gore degerini vermektedir (Achelis, 2001).

Stokastik osilator iki ¢izgi halinde gosterilir. Esas ¢izgi %K olarak gosterilir.
Ikinci ¢izgi ise %D olarak adlandirilir ve gergekte %K'nin hareketli ortalamasidir.

Osilatorler farkli sekillerde yorumlanmaktadir. En yaygin yorumlanmalart su
sekidedir (Achelis, 2001): (i) Osilatorler belirli bir miktarin altina diiser (6rnegin 20) ve
sonra bu seviyeden ylikselirse satin alinmasi uygundur. Eger osilator 80'in iizerine ¢ikar
ve daha sonra diiserse de satilmasi gerekir (ii) %K ¢izgisi, %D ¢izgisinin iizerine ¢ikarsa
satin alinmal1, eger %K ¢izgisi, %D c¢izgisinin altina diiserse satilmasi gerekir.

%K 'nin hesaplama formiilii su sekildedir;
%K, = —L e 00
HHP;_, — LLP;_,,

%D'nin ise hesaplama formiilii su sekildedir;
%Dy = EMAoy,kx_n

%D , %K degerinin n giinliik iissel hareketli ortalamasinin hesaplanmasi ile
hesaplanmaktadir. Formiildeki n degeri genellikle 3 olarak kabul edilmektedir. Bu
calismada da %K ‘nin 3 giinliik iissel hareketli ortalamasinin hesaplanmasi ile %D degeri
elde edilmistir.

Stokastik osilatorler her zaman i¢in %0 ile %100 arasinda degisir. Osilatdriin %0
cikmast, hissenin kapanis fiyatinin gecmis n giin boyunca biitiin kapanis fiyatlarinin en

37



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

diisiigii oldugunu ifade etmektedir. Ayni sekilde, eger osilatér %100 ¢ikarsa bu durumda,
hissenin kapanis fiyat1 gegmis n giiniin en yliksegi oldugunu ifade etmektedir.

3.7.3.2.(3). Yavaslatilmis Stokastik Y%K ve Y%D

Hizlandirilmis stokastiklere hizlandirilmis denmesinin esas nedeni, yukarida yer
alan formiiliin oynak bir seri ortaya ¢ikarmasidir (Thorp, 2000: 25). Bu serinin oynakligi
nedeniyle, alim satim kararlarinin alinmasinda ¢ok kullanisli olmamaktadir. Bu olumsuz
tarafin giderilmesi i¢in yavas stokastik kavrami ortaya ¢ikarilmistir (Thorp, 2000: 25).

Yavaslatilmis stokastik degerleri ise hizli stokastik degerlerinin iissel hareketli
ortalamalarindan olusmaktadir.
Slow %K = EMAy,x_y,
Slow %D = EMAy,p_p
Formiilde de ifade edildigi gibi slow %K degeri Fast %K degerinin n giinliik tissel
hareketli ortalamasindan olusmaktadir. Slow %D degeri ise slow %K degerinin n giinliik
tissel hareketli ortalamasindan olusmaktadir. Bu ¢alismada n degerleri 3 olarak kabul
edilmistir.

3.7.3.2.(4). William's %R Degeri (W%R)

Bu deger asir1 alim/satim seviyelerini Ol¢gmeye yarayan bir momentum
gostergesidir. Larry Williams tarafindan gelistirildigi i¢in bu ad1 almistir (Achelis, 2001).

William's %R degerinin yorumlanmasi, stokastik osilatoriin igsel diizenleme
ozelligi disinda, stokastik osilatorle ayni sekildedir. William's %R degeri asagi ve yukar1
yonlii ¢izilmektedir.

Degerin 80-100 arasinda yer almasi hissenin asir1 satildigint (oversold), 0-20
arasinda bir deger almasi ise hissenin asir1 alindigin1 (overbought) ifade etmektedir
(Achelis, 2001).

Ornegin William's %R degeri asir1 alim (overbought) durumunu gésteriyorsa, bu
durumda hisse senedini satmak i¢in bir miiddet beklemek yerinde olacaktir.

HH,_, — K,

W, = 100
© = HHy,p — LLy—p

Formiildeki n degeri 14 olarak kabul edilmistir.
3.7.3.3. Indeksler

Calismada kullanilan indeksler su sekildedir:
e Negatif Hacim Indeksi
e Pozitif Hacim Indeksi
e Goreli Gii¢ Indeksi

3.7.3.3.(1).  Negatif Hacim Indeksi (NHI)

Islem hacminin bir giin 6nceki islem hacminden diisiik oldugu durumlardaki fiyat
degisikligi birikimli toplama eklenmektedir. NHI, genel anlamda piyasa i¢in uygun bir
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aracken, PHI bireysel hisse senetleri i¢in uygun bir ara¢ olarak degerlendirilmektedir
(Bollinger, 2002: 6).

Negatif hacim indeksinde, islem hacminin bir 6nceki giine gore daha az oldugu
giinler iizerinde durulur.

Hesaplanmasi

[k NHI degerine 100 degeri atanr.

Eger bu giiniin islem hacmi diiniin islem hacminden daha diisiikse;

Ke — Keq
NHIt ES NHIt—l +|— % NHIt—l
t-1
Eger bu giine ait islem hacmi diine ait islem hacminden daha biiyiik veya esitse;
NHI, = NHI;_,

Islem hacmi arttiginda, kalabaligin yeterince bilgilendirilmeyen yatirimecilar:
takip ettgi varsayimina dayanmaktadir. Islem hacmi azaldiginda ise akilli yatirimeilarin
is basinda oldugu varsayilmaktadir.

3.7.3.3.(2). Pozitif Hacim Indeksi (PHI)

Islem hacminin bir giin 6nceki giine gére daha fazla oldugu giinlere odaklanan bir
indekstir.

[k PHI degerine 100 degeri atanr.

Eger bugiiniin hacmi diiniin hacminden daha biiyiikse;

Ke — K q
PHIt = PHIt—l +|—) % PHIt—l
t—1
Eger bugiiniin islem hacmi diine ait islem hacminden daha kii¢iik veya esitse bu
durumda;

PHIt = PHIt—l
3.7.3.3.(3). Goreli Gii¢ Indeksi - Relative Strength Index (GGI)

Goreli gii¢ endeksi ayn1 zamanda nisbi gii¢c endeksi olarak da bilinir. Endiistri veya
piyasayla karsilagtirildiginda hisse senedi fiyatlarinin yiikselen pyasada daha hizli,
alcalan piyasada ise daha yavas hareket etmesi s6z konusu ise hisse senetlerinin goreli
giice sahip oldugu yoniinde algilanir (Dagli, 2012: 279)

Goreli gii¢ indeksi yanlis isimlendirilmis bir indekstir. isminin ima ettigi gibi
farkli finansal varliklarin birbirlerine kars1 olan giiciinti 6l¢gmez (Colby, 2003). Goreli giic
endeksi fazla alim veya fazla satim durumlariin tespit etmesinde siklikla kullanilan
indekslerden bir tanesidir (Kaufman, 1998: 133). Verileri, 0 ile 100 arasinda
Olceklendirmesi momentum indeksinden farkli olmasini saglamaktadir. Farklilik ayrica,
momentum gostergesindeki gibi ilk ve son degerleri degil biitlin degerleri dikkate aldig:
i¢in daha istikrarli olmasindan kaynaklanmaktadir (Kaufman, 1998).

U = Son 14 giin boyunca yiiksek kapanan giin sayist
D = Son 14 gin boyunca diisiik kapanan gin sayist
olmak {izere
100
U
1+ D

RSIt ==

Genel olarak 14 giin i¢in goreli giic endeksi hesaplanir, ¢iinkii 14 giin dogal bir
¢evrimin yarisini temsil etmektedir (Kaufman, 1998).
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3.7.3.4. Gostergeler

Calismada kullanilan gostergeler su sekildedir:
e Toplama/Dagitim ¢izgisi (Accumulation/Distribution Line)s
e Bollinger Bandi
e Highest High
e Lowest Low
e Medyan Fiyat
Denge islem hacmi (On Balance Hacmi)
Fiyat Degisim Oran1 (Price Rate of Change)
Fiyat-Hacmi Egilimi (Price-Volume trend)
Tipik fiyat (Typical Price)
Hacmi Degisim Orani (Volume rate of change)
Agirlikli kapanig fiyati
William Toplama/Dagitim gostergesi (William's Accumulation/Distribution)

3.7.3.4.(1). Toplama / Dagitim Cizgisi (ADL)

Ozellikle hisse senedinin diisiik degerlendigini diisiinen yatirrmeilar tarafindan
biiylik miktarlarda hisse senedi satin alinmasi durumu toplama (accumulation) olarak
tanimlanmaktadir (Siegel, 2000: 9). Toplama asamasi hisse senedi fiyatlarinin
yiikselmeden onceki agsamadir. Toplama, bir hisse senedine olan talebin, hisse senedine
olan arzi astigi durumda gergeklesmektedir. Sekil 3.4 ‘deki toplama (accumulation)
bolgesi yatirimcilarin hisse senedini biriktirdigi bir fiyat araligini gostermektedir. Hisse
senedi fiyatinin belirli bir fiyattan daha fazla diismedigi alan toplama bdlgesi olarak
tanimlanmaktadir.

Hisse senedinin fiyatinda onemli oranda diisme bekleniyorsa, birikim soz
konusudur. Hisse senedinin fazla degerlendigi diisiiniildiigiinde s6z konusu olur.

Toplama /Dagitim (Accumulation/Distribution) hisse senedi islem hacmi ve
fiyatindaki degisiklikleri karsilastiran bir momentum 6l¢iisiidiir. Islem hacmi arttiginda,
fiyatin daha fazla hareket edecegi varsayilmaktadir. A/D degerindeki artig hisse senedinin
toplanma durumunda (bought) olduguna isaret etmektedir ¢iinkii hacim fiyattaki yukari
yonlii harekete baglanmistir. A/D degerindeki azalis hisse senedinin dagitim durumunda
(sold) olduguna isaret etmektedir ¢linkii hacim fiyattaki asagi yonli hareketle ilgilidir
(Sekil 3.4).

WAVAVAV

40 TL I i i i
Dea o Mar B Mlmy Haz

Sekil 3.4. Birikim ve Dagitim Alanlar1 (Siegel, 2000:10).
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S6z konusu gosterge, fiyat ile hacim arasinda bir iliskinin kuruldugu bir
gostergedir. Hacimde meydana gelen degisim arttikca, fiyatta da onemli miktarda
degisikliklerin meydana gelecegini tahmin etmektedir (Achelis, 2001).

Asagidaki formiil yardimiyla hesaplanmaktadir:

(K-D)—- (Y -K)

Giinliik kapanig fiyatinin, giinliik fiyat araligimin neresinde oldugunu 6l¢en bir
gostergedir. Bu oran giinliik hacimle ¢arpilmaktadir ve giinliik net toplanma durumunu
veya dagitim durumunu sayisallastirmaktadir (Colby, 2003: 51).

3.7.3.4.(2). Bollinger Bandi (BB)

Bollinger bandlar1 ¢ok yonliidiir ve herhangi zaman araligindaki veriler igin
(6rnegin dakika bazli veriler veya ay bazli veriler i¢in) hesaplanabilir. Piyasadaki biiyiik
hareketlere tepki vermek ve fiyatlarin normal alim satim araligindan daha yiiksek veya
daha diisiik olup olmadigini tespit etmek i¢in tasarlanmislardir.

Bollinger bantlar1 hareketli bir ortalamanin bir standart sapma altinda ve iistiinde
cizilir. Standart sapma esnekligin bir 6l¢iisii oldugu icin, bantlar kendi kendilerini,
piyasanin hareketli oldugu zamanlar genisletmek ve piyasanin durgun oldugu zamanlar
daraltmak yoluyla diizeltirler.

Fiyatlar genelde, diisilk Bollinger bandi ile yiliksek Bollinger bandi arasinda
hareket edecektir. Fiyatlarin hareketli oldugu zamanlar bantlar arasi1 aralik acilir.
Fiyatlarin nispeten durgun oldugu zamanlarda ise bantlarin, fiyatlar1 icermek icin
kasildig1 gortliir.

Hesaplanmas su sekildedir:

Orta Band:

Yj-1K;

Orta Bant =

Formiilde n = 20 olarak kabul edilmistir.
Ust Band:
Orta band ile aynidir fakat D standart sapma sayist kadar yukari taginmistir.

}lzl(Kj — Orta Bant)2

n

Ust Bant = Orta Bant +| D *j

Alt band:

Orta bandin belirlenen D sayisi standart sapma kadar asagi taginmasi ile elde
edilen seridir.

’]?zl(l{j — Orta Bant)2

n

Alt Bant = Orta Bant —| D *\/

Alt Bollinger band1 destek formunu olustururken, iist bollinger band1 ise direng
formu olusturmaktadir. Bollinger bantlar1 ile istatistikteki gliven araligi kavrami
birbirleriyle yakin iliski igindedir. Istatistiksel ifade ile, Bollinger bandlari, hareketli
ortalamanin %95 giiven araligin1 temsil etmektedirler ve hareketli ortalamanin normal
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dagildig1 durumlarda, art1 ve eksi iki standart sapma uzaklikta bulunmaktadirlar. Fiyatlar
asag1 dogru hareket ettigi ve alt banda carptig1 noktada al sinyali verilmektedir. Ayn1
sekilde fiyatlar yukar1 dogru hareket edip, {ist banda carptifi noktada sat sinyali
verilmektedir. Bollinger bandlar1 ile bilinmesi gereken en Onemli sey, bollinger
bandlarinin yorumu hisse fiyatlarinin normal seyrettigi durumda gegerlidir. Fakat hisse
senedi fiyatlarinin normal dagilmadigina iliskin bir¢ok kanit bulunmaktadir. Hisse
fiyatlarinin ¢arpik ve sisman kuyruklu dagilim gosterdigi kanitlanmistir. Bu nedenle
hareketli ortalamanin etrafindaki simetrik bantlar carpiklik ve basikligi tam olarak
yansitamayacaktir (Fong, 2013: 20).

3.7.3.4.(3). En Yiiksek Yiiksek Deger (HH)

Belirli bir zaman dilimi boyunca, hisse senedi en yiiksek fiyatinin aldigi en yiiksek
deger en yiiksek yiiksek deger (highest high degeri)dir. Farkli zaman dilimleri i¢in HH
degerinin hesaplanmasi miimkiin olsa da bu ¢alisma i¢in, en ¢ok kullanilan 14 degeri
kullanilmistir. Dolayisiyla son 14 giin boyunca bir hisse senedinin en yiiksek degerinin
aldig1 en yliksek deger HH degerini olusturmaktadir.

3.7.3.4.(4). En Diisiik Diisiik Deger (LL)

Belirli bir zaman dilimi boyunca, hisse senedi en diisiik fiyatinin aldig1 en diisiik
deger en diisiik diisiik deger (lowest low degeri)dir. Bu ¢aligmada son 14 giin boyunca
hisse senedi en diisiik fiyatlar1 i¢indeki en diisiik fiyat, lowest low degeri olarak
hesaplanmistir. Dolayisiyla son 14 giin i¢inde en diisiik fiyatlar i¢indeki en diisiik fiyat
LL degerini olusturmaktadir.

3.7.3.4.(5). Medyan Fiyat (MF)

Bir giin i¢cin medyan fiyat, o giinkii en yiiksek ve en diisiik fiyatin ortalamasi
alinmak yoluyla hesaplanir.
Y, + D,

MF, =
t 2

3.7.3.4.(6). Denge islem Hacmi (On Balance Hacmi (OBV))

Joe Granville tarafindan 1963 yilinda tanitilan bir indekstir. Hacim carp1 fiyat
degisikligindeki isaretin birikimli toplamindan olugmaktadir. Fiyatin yiikseldigi
giinlerdeki hacim birikimli toplama eklenirken, fiyatin diistigli giinlerdeki hacim
birikimli toplamdan ¢ikarilmaktadir. Buradaki temel fikir, fiyat degisikliginin ardinda
yatan giiclin hacim oldugudur. Bu nedenle, fiyatin ytikseldigi glinlerdeki hacim olumlu
gosterge olarak goz Oniinde bulundurulurken, fiyatin diistiigii giinlerdeki hacim ise
olumsuz olarak degerlendirilmektedir. Fiyat ve OBV, farkli 6l¢eklerde de olsa ayn1 grafik
tizerinde gosterilir. Eger fiyat yiikseliyorsa ve gosterge yiikselmiyorsa satis
gerceklestirilir. Eger fiyat diisiiyorsa fakat gosterge diismiiyorsa bu durumda alis
gerceklesir. Bir ¢cok teknik analizciye gore OBV 1iyi bir teknik gdstergedir (Bollinger,
2002: 5).

Denge islem hacmi, hisse senedinin hacmini, fiyattaki degisikle iliskilendiren bir
momentumdur.
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Hesaplanmas1 su sekildedir. Eger bugiiniin kapanis fiyati, diiniin kapanis
fiyatindan daha biiyiikse biitlin glinlin hacmine art1 isareti atanir. Fakat bugiiniin kapanis
fiyat1 diiniin kapanis fiyatindan daha diislikse biitiin giinlin hacmine eksi isaret atanir.
Fiyatlarin ne kadar farkl1 oldugu 6nemli degildir. Onemli olan fiyat degisiminin ydniidiir.
Daha sonra kiimiilatif toplamlar alinir (Colby, 2003: 766).

Eger bugiiniin kapanis fiyati diinlin kapanis fiyatindan daha yiiksekse; (K; >
K1)

OBV, = OBV,_; + H;

Eger bugiiniin kapanisi diiniin kapanisindan daha diistikse; (K; < K;_;)
OBV, = OBV,_, — H;

Eger bugiiniin kapanis fiyat1 diiniin kapanis fiyatina esitse; (K; = K;_1)

OBVt = OBVt_l
Matematiksel olarak;
Ky —Ki 4
OBV =— =« H
|Kt - Kt—ll

3.7.3.4.(7). Fiyat Degisim Orani (Price Rate of Change (PROC))

PROC gdstergesi, hisse senedinin bugiinkii fiyat1 ile n giin Onceki fiyati
arasindaki farka esittir. Deger olarak hesaplanabilecegi gibi ylizde olarak da hesaplanmasi
miimkiindiir.

PROC, = w "
Kin

Formiildeki n degeri varsayilan olarak 12 degerini almaktadir.

PROC degeri sifirdan biiyiik oldugunda, fiyatlarin ileride yiikselebilecegini
gostermektedir. Bu deger sifirin altina diistiiglinde ise fiyatlarin ileride gerileyebilecegini

gostermektedir (Colby, 2003: 596).

100

3.7.3.4.(8). Fiyat-Hacmi Trendi (Price-Volume Trend (PVT))

On Balance Volume degerine benzemektedir. Fakat burada kiimiilatif toplam s6z
konusudur. PVT'de sadece giinliik hacmin belirli bir kismi eklenir veya ¢ikarilir.

PVT, hisse senedindeki bir giinliik fiyat degisiminin (yiizde olarak) hacimle
carpilmasi ve bulunan degerin, diinkii PVT degerine eklenmesi yoluyla hesaplanir.
Fiyatta bir azalma s6z konusu oldugunda ise, kiimiilatif toplamdan deger diisiilmesi
gerekecektir.

Ik PVT degeri gdzlemlerdeki ilk hacim olarak atanmustir.

_ K — K
PVT, =———*H+ PVT,_4
K1

3.7.3.4.(9). Tipik Fiyat (TP)

Bir hisse senedinin o giin i¢in aldig1 en yiiksek fiyat, en diislik fiyat ve kapanis
fiyat degerlerinin aritmetik ortalamasidir.
Y, + D + K;
TP, = — 3
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3.7.3.4.(10). Hacim Degisim Orani (Volume Rate of Change (VROC))

Hisse senetleri grafiklerindeki olusumlarin (formasyonlarin) neredeyse hepsi
(zirveler, dipler, breakoutlar vb) hacimde keskin bir yiikselmeye neden olur. VROC,
hacimdeki degisimin hizin1 6lgmeye yarar (Achelis, 2001).

Son n giindeki hacim degisikliginin, n giin 6nceki hacime bodliinmesi yoluyla
hesaplanir. Sonugcta elde edilen deger son n giinde hacimdeki yiizde degisikliktir.

Eger bu giinkii islem hacmi, n giin 6nceki islem hacminden daha yiiksekse,
VROC degeri pozitif olacaktir. Eger bugiinkii islem hacmi, n giin 6nceki islem
hacminden daha diisiikse, bu durumda VROC degeri negatif olacaktir.

_ Hy — Hy_y,
VROC, = —— + 100
He_y
Bu calismada formiildeki n degeri 12 olarak se¢ilmistir.

3.7.3.4.(11). Agirhkh Kapams Fiyati (AKF)

Her giiniin kapanis fiyatinin belirlir bir oranla agirliklandirilmis bir sekilde
ortalamasinin alinmas1 yoluyla hesaplanir.
Kapanis fiyatinin iki ile ¢arpilmasi ve bu degere en yiiksek ve en diisiik fiyatlarin
eklenmesi ve sonucun dorde boliinmesi yoluyla hesaplanir (Achelis, 2001).
Kix2+Y, +D,
AKF, = 2

3.7.3.4.(12). William Toplama/Dagitim Gostergesi (WAD))

Toplama, hisse senedi piyasasinin alicilar tarafindan, dagitim ise saticilar
tarafindan kontrol edildigini ifade eden kelimelerdir.

William's Accumulation/Distribution (WAD) gostergesini ti¢ adimda hesaplamak
miimkiindiir. Ilk adim olarak Gergek Yiiksek Aralik (GYA veya ingilice isimleri ile True
Range High - TRH) ve Gergek Diisiik Aralik (GDA veya ingilizce isimleri ile True Range
Low - TRL) degerlerinin hesaplanmasi gerekir (Achelis, 2001).

e GYA = Diinkii kapanis fiyat1 veya bugiinkii en yiiksek fiyattan yiiksek olan fiyat
e GDA = Diinkii kapanis fiyat1 veya bugiinkii en diisiik fiyattan diisiik olan fiyat

Ikinci adimda, A/D degeri, bugiiniin kapanis fiyat: ve diiniin kapamis fiyatinin
karsilastirilmasi yoluyla belirlenir.

e Eger bugiiniin kapanis fiyat1 diiniin kapanis fiyatindan biiyiikse;
Bugiiniin A/D degeri = Bugiinkii Kapanis Fiyat1 - GDA

e Eger bugiiniin kapanis fiyat1 diinlin kapanis fiyatindan diistikse;
Bugiiniin A/D degeri = Bugiiniin Kapanis Fiyat1 - GYA

e Eger bugiiniin kapanis fiyat1 diiniin kapanis fiyatina esitse;
Bugiiniin A/D degeri =0

Ucgiincii adimda A/D degerlerinin birikimli toplamlar1 alinir ve William's A/D

degeri hesaplanmis olur.
William's A\D = Bugiinki A\D + Dinki A\D
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3.7.3.5. Teknik Gostergelere Yonelik Elestiriler

Teknik analize yonelik elestiriler (Caginalp ve Balenovich, 2003: 8) :

e Tarafsiz bir sekilde karmasik desenlerin tespit edilmesi zordur.

e Bazi akademik calismalarda, kolay bir sekilde kar elde edilemeyecegi ifade
edilmektedir.

e Sadece teknik analizin kullanilmasi ile biiyiik karlar elde edilemeyecegine yonelik
bir alg1 s6z konusudur.

Bu elestirilere ragmen teknik analizde bilgisayarlarin siklikla kullanilmasi1 yanh
olma problemini ortadan kaldirmaktadir. Bagka bir ifade ile teknik analizde insan
miidahelesi asgari diizeye indirgendiginden, kisilerin kisisel duygular ile karar vermesi
gibi bir problem s6z konusu degildir. Ustelik teknik analizin giiniimiizde kullandig
yontemler, analizi elestiren makalelerin yayinlandigi donemlerdekinden c¢ok daha
gelismistir. Son olarak, saf teknik analizin karli oldugunu iddia etmek zor olsa da, teknik
analizin g6z ardi1 edilmesinin yanlis oldugunu sdyleyebiliriz. Fiyat deseni su anki zamana
kadar varolan arz ve talebin dinamiklerini yansitmaktadir (Caginalp ve Balenovich, 2003:
8).

Teknik analizin elestirildigi en 6nemli noktalardan birisi de teknik analizin
kullanildig1 kurallarin son derece keyfi ve bu nedenle de bilimsellikten uzak oldugu
yoniindedir (Caginalp ve Balenovich, 2003: 19).

3.8.  Hisse Senedi Fiyat Tahmin Yontemleri
3.8.1. Genel Olarak Tahmin Siireci

Gelecekteki belirsizligi onceden tahmin etmeye ¢alismak neredeyse insanlik tarihi
kadar eskidir. Bilimsel tahminler Onceden belirlenen Oriintiilere ve diizenlere
dayanmaktadir (Floudas ve Pardalos, 2008: 1068).

Gelecegin tahmin edilebilir veya rastgele oldugunu aragtirmaya basladigimizda
doganin davranislarinda bazi diizenleri kesfetmeye baslariz. Bu diizenler fizik ve
astronomi gibi alanlarda ¢ok belirgindir ve gelecekle ilgili tahminler yapmamiza olanak
saglar (Floudas ve Pardalos, 2008: 1069).

Yirminci yiizyilin baglarinda psikoloji disiplini insan oglunun ve diger
organizmalarin davraniglarini incelemek i¢in deneysel metodlar gelistirmeye basladilar.
Boylelikle, psikologlar davraniglar1 tahmin edebilmeye basladirlar ve gelecekle ligili
belirsizligi miimkiin oldugunca azalttilar. Yirminci ylizyill boyunca tahmin etmek
ozellikle sayisal yontemlerin gelismesi ile birlikte 6nemli olmaya basladi. Ekonomi
alaninda da farkli tahmin yontemleri kullanilmaya basladi. Konjonktiirlerin ve kriz
yOnetimi alanlari, ilk ekonomik tahminlerin gelistirildigi alanlardir (Floudas ve Pardalos,
2008: 1069).

Tahmin etme (forecasting) en temel anlamda, birgok degiskenin birbirleriyle
etkilesim halinde oldugu istikrarsiz piyasalarda, bazi degiskenlerin alacagi degerleri
ongormekte kullanilabilecek degiskenlerin tespit edilmesidir. Bu da geg¢mis fiyat
hareketlerine bakarak tahmin edilmek istenen degiskenlerin davranisina onciiliik eden
degiskenleri anlamay1 gerektirmektedir. Piyasada gozlemledigimiz veri setinin altinda
yatan modeli kavrayabilirsek, belirli bir hata oraniyla, en iyi tahminleri
gerceklestirebiliriz. Gergek model ¢ok karmasik ve tespit edilmesi zor olabilir. Bu
durumda gergek modele en yakin modelin olusturulmasi gerekir (McNelis, 2005: 2).
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Tahmin konusunda kullanilan yontemlerin fazla olmasi nedeniyle, ¢esitli
siiflandirmalar yapmak miimkiindiir. En temel anlamda, kalitatif ve kantitatif yontemler
olarak iki gruba ayrilabilir (Floudas ve Pardalos, 2008: 1069).

Bir bagka belirgin siniflandirma ise (Floudas ve Pardalos, 2008: 1069) ;

e Veri bazli (genellikle zaman serileri). Gelecekte de tarihin kendisini tekrar edecegi
caligmalar bu gruba 6rnek olarak verilebilir. Bu ¢alisma da yapisi itibariyle bu
grupta yer almaktadir.

e Teori bazli, digsal faktorlerin gelecekteki olaylari belirleyecegi varsayilmaktadir.

Teori ve/veya
oneekd gahgmalar
v

Model Olusturma Agsamasi Tahmin Asamasi

Haywr
Modelin

Hayir

Model Model yeterli olup Evet Tnhm.]r{ ._M_D_de]m Evet ,Tah‘!urf .
. » .. > N #  Modelinin % »  istikrannn »  Gergeklestir
Belirleme Tahmini olmadiginin N § T
Yaratilmas1 kontrolii me
kontrolu

° Yeni Gozlemler

Sekil 3.5. Tahmin Sisteminin Kavramsal Yapisi (Abraham ve Ledolter, 2005:4).

Sekil 3.5 bir tahmin sisteminin genel hatlari ile isleyisini igermektedir. Tahmin
sistemi genel olarak iki asamadan olusmaktadir. ilk asamada var olan teori ve veri seti
dikkate alinmak suretiyle bir model olusturulur. S6z konusu model toplanan veri seti ile
denenmektedir. Bu asamada modelin yeterli olmadigina kanaat getirilirse, modeldeki
parametreler degistirilir ve yeni modeller kurulur. Modelin yeterli tahminler {irettigine
kanaat edildigi durumda ise model olusturma asamasi sona ermektedir. Tahmin siireci
(asamas1) baslamaktadir. Tahmin asamasinda yeterli olduguna kanaat getirilen model
yeni gozlemlerle tekrar denemeye tabi tutulur. Modelin iirettigi sonuglar ile gercek veriler
karsilastirilir ve modelin ne kadar hatali tahminde bulundugu belirlenir. Eger istikrarli bir
tahmin s6z konusu ise bu durumda model oldugu gibi kabul edilir. Aksi durumda modelin
yeniden belirlenmesi gerekmektedir (Abraham ve Ledolter, 2005: 4).

Bir zaman serisinin tahmininde var olan (x, x5, x3, ..., X, ) degerlerinden yola
cikmak suretiyle, gelecege iliskin (x4 1, X,42) degerler tahmin edilmeye calisilir.

Tahmin yaklagimlar ii¢ grup altinda toplanabilir (Palit ve Popovic, 2005: 50):

o Kisisel yargilar, sezgisel ve ilgili diger bilgilerden yola ¢ikmak suretiyle
hesaplanan tahminler,

e Tek boyutlu zaman serisinden yola ¢ikmak suretiyle hesaplanan univariate
tahminler,

e ki ya da daha fazla boyuta sahip veri setinden yola ¢ikmak suretiyle
gerceklestirilen multivariate tahminlerdir.
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Yukaridaki tahminler yaklasimlar1 birlesik sekilde kullanilabilir. Ornegin
univariate tahmin gergeklestirildikten sonra kisisel yargilarla diizenlemeler yapilabilir.

Tahmin yontemi belirlenmeden o©nce, tahminin nasil kullanilacagi, hangi
kesinlikte tahminlerin beklendigi, hesaplama giiciiniin varlig1, kac adet degiskene iligkin
tahminin gergeklestirilecegi, var olan veri setinin biiylikliigli ve kag donem sonraya iliskin
tahminlerin gergeklestirileceginin belirlenmesi 6nem arz etmektedir (Palit ve Popovic,
2005: 50).

3.8.2. istatistiksel Yontemler

Istatistiksel yontemlerle hisse senedi fiyat tahmininde, hisse senedi fiyat hareketleri
zaman serileri olarak goriilmektedir. Zaman serileri ve zaman serilerinin tahmin edilmesi
bilimde, miihendislikte ve isletme disiplininde 6nemli bir hale gelmistir ve sahip oldugu
onem giderek artmaktadir. Bir zaman serisi belirli araliklarla gozlenen fiziksel veya
finansal degisken olarak tanimlanabilir (Palit ve Popovic, 2005: 17).

Hisse senedi fiyatlar1 da zaman serisi olarak adlandirilabilir ¢iinkii belirli araliklarla
Ol¢iilmekte olan sayisal degiskenlerdir.

Geleneksel yontemlerle hisse senedi fiyat tahminleri hakkinda yapilan ¢aligmalar
(Atsalakis ve Valavanis, 2010) makalesinde detayli bir sekilde incelenmistir. Bu boliimde
s0z konusu yontemler tanitilacaktir.

3.8.2.1. Otoregresif Model (AR(p))

Otoregresif modelde, bir zaman serisinin simdiki degeri, daha 6nceki degerlerin
dogrusal bir birlesimine ve bir hata terimine baglidir (Palit ve Popovic, 2005: 27).

3.8.2.1.(1).  Birinci Dereceden Otoregresif Siire¢

Ve=c+ ¢yt &

3.8.2.1.(2). P Dereceden Otoregresif Siire¢

Ve=Ct+d1Yeort GoVeot o+ PpYVep T &
Daha kisa olarak asagidaki gibi ifade edilebilir.
P

Ye=C+ &+ Z DiVe—i
i=1

Formiildeki p degeri modelin derecesini icermektedir. Otoregresif modelin
gecerli olabilmesi i¢in zaman serisini dogrusal olmasi gerekmektedir (Hamilton, 1994).

3.8.2.2. Hareketli Ortalamalar Yontemi (MA(Q))
3.8.2.2.(1). Birinci Dereceden Hareketli Ortalamalar Siireci MA(1)
Ye=ute+0e 4
Formiilde u ve 6 katsayilardir. Bu zaman serisi modeli, birinci dereceden

hareketli ortalamlar siireci olarak adlandirilmaktadir ve MA(1) ile gosterilir. € ifadesi son
iki degerin hareketli ortalamasidir (Hamilton, 1994).
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3.8.2.2.(2). Q Dereceden Hareketli Ortalamalar Siireci

yt =u + &t + Bgt—l + Hgt_z + -+ qut—q
Yukaridaki formiil daha kisa olmak tizere asagidaki gibi ifade edilebilir.
q

Ver1 = U+ U + z 0;&t—i
i=1

3.8.2.3.  ARMA Modeli (ARMA(p,q))

Otoregresif yontem ile hareketli ortalamalar yonteminin birlesimi ARMA
modelini olusturmaktadir (Hamilton, 1994).
YVe=CtP1Veo1+ P2Ve o+ o+ PpVep t e+ 01804 + 0z 5+ 0ei_g

Yukaridaki formiilde p dereceden otoregresif model s6z konusu iken, q dereceden
hareketli ortalamalar siireci s6z konusudur.

3.8.24. ARIMA Yontemi (ARIMA(p,q,d))

ARIMA (Autoregressive Integrated Moving Average) yontemi Box-Jenkins
yontemi olarak da adlandirilmaktadir. Dogrusal olmayan fakat farki alindiginda dogrusal
olan zaman serilerinin tahmininde kullanilmaktadir. Fark alma isleminde ardisik
degerlerin ardisik farklari alinir. Ornegin X, — X,_, gibi.

ARIMA yoéntemi ARIMA(p,q,d) ile ifade edilmektedir. ifadedeki p degeri
otoregresif modelin parametresini, q degeri ise hareketli ortalamanin derecesini ifade
etmektedir. D derecesi ise farkin derecesini temsil etmektedir. Ornegin ARIMA(2,3,1)
modelinde iki adet otoregresif parametre, ii¢ adet hareketli ortalama parametresi s6z
konusudur ve bu degerler orjinal zaman serisinin ilk farki alindiktan sonra uygulanir.
ARIMA yonteminde model parametrelerinin belirlenmesinde otokorelasyon ve kismi
otokorelasyon degerleri kullanilmaktadir.

3.8.25. Regresyon Yontemi

Gozlenen degiskenler arasindaki iligskiyi modelleyen regresyon analizi yardimiyla
tahminler gergeklestirilebilir. Buradaki amag, bir degiskenin gelecekteki degerini, ilgili
oldugu ve gozlenebilen diger degiskeni dikkate almak suretiyle tahmin
gerceklestirilmektedir. Basit, ¢oklu ve dogrusal olmayan regresyon yontemleri mevcuttur
(Palit ve Popovic, 2005).

Basit regresyonun denklemi asagidaki gibidir.

Yi=ayg+a.X; + ¢

Formiilde yer alan ¢; ifadesi hata terimini gostermektedir ve hatalarinin
ortalamasinin sifir olmasi beklenmektedir. Ayrica hata teriminin dagiliminin varyansinin
bir olmasi beklenmektedir. Formiildeki bilinmeyen a, ve a; degerleri Y2, (y; — ag —
a,x;)? ifadesinin en kiigiik kilacak sekilde belirlenmelidir.

Coklu regresyon yonteminde ise sadece bir adet x degeri s6z konusu degildir.
Buna karsin birden fazla x degeri denklemde yer almaktadir.

y=ag+ax;+azx;, +--+a,x,
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3.8.2.6. Lojistik Regresyon Yontemi

Hisse senedi fiyatinin degil de yoniiniin tahmin edilmesinde kullanilacak bir
yontemdir. Bir 6nceki boliimde anlatilan regresyon modeli sayisal x ve y degiskenleri i¢in
uygundur. Fakat y degiskeninin 0 ile 1 degerlerinden olusan ikili bir degisken olmasi
durumunda yukaridaki model gegerli olmayacaktir. Asagidaki model uygun olacaktir
(Devore ve Berk, 2007: 600).

eBotB1x
p(x) = oBo+Bix
Asagidaki sekilde p(x) fonksiyonun grafigi yer almaktadir (Sekil 3.6).

px)
\

1.0

0 l I | ] | | | <

10 20 30 40 50 60 70 80
Sekil 3.6. Lojistik Regresyon Fonksiyonu

Lojistik regresyon yontemi hisse senedi fiyatlarindaki yoni tahmin etmek igin
uygun bir aragtir.

3.8.3. Bilgi Islemsel Zeka Yontemleri
3.8.3.1. Yapay Zeka

Yapay zeka yonteminde esas olarak problemler i¢in ¢6ziim yollarinin arastirilmasi
s6z konusudur. Ornek olarak satrang algoritmalar1 verilebilir. Satrang algoritmalarinda
insan zihninin satran¢ oynarken diisiinme sekli algoritma halinde ifade edilmeye
calisilmaktadir. Bir baska 6rnek ise yabanci dilden ¢evirilerdir.

Ogrenmek hayvanlarin iggiidiilerinde vardir. Ogrenme sayesinde daha 6nce
karsilasilmamis durumlarla basa ¢ikmak miimkiin hale gelmektedir. Makinelerin de
O0grenmesi saglanabilmektedir. Bu amacla ya dnceden bilinen ¢iftler sayesinde makine
egitilmektedir veya makinenin parametreleri kendi kendine uyumlastirmasi
saglanmaktadir (Chen vd, 2007).

Geleneksel yapay zeka yontemlerinde problemler sembollerle ifade edilir ve
problemin farkli boyutlar i¢in kurallar tanimlanir. Geleneksel yapay zeka yontemleri
analoji tabanli 6grenmede ve tiimevarimsal problemlerde oldukca basarilidir. Fakat
denetimli 6grenmede yetersiz kalmaktadir.
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3.8.3.2. Bilgi Islemsel Zeka Yontemleri Hakkinda Genel Bilgiler

Klasik yapay zeka yontemlerinin yetersiz oldugu noktalar, geleneksel olmayan
miihendislik modellerinin yaratilmasini saglamistir. Bu yeni yontemlere bilgi islemsel
zeka yontemleri ad1 verilmektedir.

Bir yontemin bilgi islemsel zeka yontemi olarak adlandirilabilmesi ig¢in,
parametrelerini ya dnceden belirlenmis kriterlere gore veya girdi ve ¢ikt1 6rneklerindeki
degismelere bagl olarak degistirebilmesi gerekmektedir. Birgok yapay sinir ag1 modeli
bu 6zellikleri tagimaktadir.

Bilgi islemsel zeka ydntemi ham veriyi alabilmeli ve isleyebilmelidir. ikinci
olarak paralel islem yapabilme 6zelligine sahip olmalidir ve son olarak da giivenilir ve
makul bir zamanda yanit verebilmelidir (Konar, 2005). Sekil 3.7 de bilgi islemsel zeka
yontemleri familyas1 goriilmektedir.

‘ Bilgi Islemsel Zeka Yontemleri ‘

Graniil Hesaplama Sinirsel Hesaplama | Evrimsel Hesaplama ‘ ’ Yapay Yasam
Bulanik Kiime ‘ Denetimli | - Genetik Yapay
Algoritmalar BagisiklikSistemleri
Klasik Kiime ‘ Denetimsiz ‘
Genetik
I Programlama
O]as_'_h_kh Akil Giiglendirilmis
Yiiriitme
— Siirii Zekasi

Sekil 3.7. Bilgi islemsel Zeka Yontemleri (Konar, 2005:6).

Bilgi islemsel zeka yontemleri (Computational Intelligence), geleneksel
istatistiksel ve miithendislik yontemlerinin ¢6zmekte basarili olamayacaklari isletmecilik
ve ekonomi problemlerini ele almaktadir. Geleneksel yontemlerde ¢6ziime ulasabilmek
igin problemin teorik temellere dayandirilmasi gerekmektedir. Teorik temellere dayanan
¢oziimler ise ¢cogunlukla dogrusal ve gergek¢i olmayan varsayimlari sart kosmaktadir.
Bilgi islemsel zeka yontemleri ise insan zihninin bir uzantis1 gibi calisan
bilgisayarlastirilmis sistemlerdir. Bu yontemler insanin diisiinme seklini, biyolojik
sistemleri veya diger dogal sistemleri taklit etme ve karmasik hesaplamalari insan
zihninden ¢ok daha hizli gergeklestirebilme yetenegine sahiptir. Bu gibi avantajlari bilgi
islemsel zeka yontemlerini karar verme siirecinde tercih edilebilir hale getirmektedir
(Chen vd., 2007).

3.8.3.3.  Uzman Sistemler (Expert Systems)

Uzman sistemler 1960 11 yillarin ortalarinda ortaya ¢ikmistir ve bilgi islemsel zeka
aragtirma alaninin ilk ticari uygulamalar olarak kabul edilmektedir (\Voges ve Pope,
2006:3).

Uzman bir sistem, ¢oziimii i¢in belirli bir alanda yillarca ¢alismis bir insanin
deneyimlerini gerektiren bir problemi ¢ézmeye calisan bilgisayar programlari olarak
tanimlanabilmektedir (Rutkowski, 2005: 10). Uzman sistemlerin temelinde yatan mantik,
belirli bir alandaki uzmanlik bilgisini bir bilgi tabanina ¢evirmek ve kullanicilarla bilgi
aligverisini saglayan bir arayliz olusturmaktir.
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3.8.3.4. Yapay Sinir Aglari
3.8.3.4.(1). Giris ve Tarihge

Bu boliimde yapay sinir aglarinin tarihgesinin bir 6zeti sunulacaktir. Daha detayli
tarihge bilgisi i¢in, Palit ve Popovic (2005:80)’ e bagvurulmalidir.

Warren McCulloch ve Walter Pitts (1943), sinirsel davranisgin matematiksel
teorisini yayinlamislardir ve bu yayin ile birlikte gelecekteki dijital hesaplama, uzman
sistemler, sinirsel hesaplamalar ve noronfizyoloji c¢alismalarini O6nemli o6lgiide
etkilemislerdir. McCulloch-Pitts ndronu, biyolojik néronun basitlestirilmis bir modelidir.
Bu teoriye gore, ndronun igsel faaliyetleri su bes prensipten etkilenmektedir:

1. Sinirsel faaliyet ikili sistemdedir (baska bir ifade ile néronun ¢iktist agik veya
kapali olmak iizere sadece iki deger alabilmektedir)

2. Noronlarin sabit bir aktivasyon fonksiyonu vardir. Boylelilkle ayn1 girdi deseni
ayni ¢iktinin alinmasina yol agacaktir.

3. Noronunu tepkisi anidir. Girdilerin etkilemesi ile birlikte ¢ikt1 aninda
alinmaktadir.

4. Norona ait olan girdi engellendiginde noron aktive olmaz.

5. Noronlara ait olan baglantilar degismemektedir.

Her ne kadar problem ¢6zme yetenegi az da olsa, yapay sinir aglari tasarimlarinda
temel olarak kullanilmistir. McCulloch-Pitts néronu girdilerden, agirliklardan, toplama
fonksiyonundan, kesin sinirli veya adimli transfer fonksiyonundan olugmaktadir.

Dis diinyadaki degiskenlerden olusan bir girdi vektori (i, ..., I, ), ndrondaki
agirlik vektori (wy, ..., wy,) ile carpilmaktadir. Agirliklandirilmis girdiler toplanmaktadir.
Eger bu toplam belirli bir esik degerinden daha biiyiikse, ¢ikt1 bir (1) olmaktadir. Eger
esik degeri saglanmadiysa, ¢ikt1 sifir (0) olmaktadir. Bu aktivasyon fonksiyonu su sekilde
ifade edilebilir:

n
net; = Z(WU * 0;)
j=1

Formiildeki net; ifadesi i ndronuna ait olan ¢ikt1 sinyalini; w;; ise ndron i ve
ndron j’ye ait olan sinaptik baglantiy1; o; ise nron j’ye ait olan ¢iktiyr ifade etmektedir.

Noron i ye ait olan ¢ikti, noron j ‘den noéron i ‘ye gelen sinyallerin agirliklar ile
carpilmasi ve biitlin carpimlarin toplamina esittir.

McCulloch ve Pitts (1943) bu noéronlarin ikili mantiksal hesaplamalarda
kullanilabilecegini ve bir ag olusturduklar1 zaman daha karmagsik problemleri
¢ozebilecegini gostermislerdir. McCulloch-Pitts néronunu temel noksanligi, bir problemi
¢ozmek icin agirliklarin 6nceden hesaplanmis olmasi gerektigidir. Noronlar arasindaki
agirhiklarin diizeltilmesi igin bir prosediir s6z konusu degildir. Kisacast McCulloch-Pitts
néronunda 6grenme kurali mevcut degildir.

Fizyolojist Donald Hebb (1949) 6grenme siirecinde noronlarin nasil fiziksel
olarak degisiklige ugradigini arastirmistir. Cok sik uyarilan noronal patikadaki
baglantilarin daha giiclii olacagr yoniindeki kural Hebb’in 6grenme kurali olarak
bilinmektedir. Bu kuralin matematiksel néron modeline uyarlanmas1 Frank Rosenblatt
tarafindan gerceklestirilmistir.

Rosenblatt (1958), McCulloch-Pitts ve Hebb’in ¢alismalarin1 temel almak
suretiyle sanal noron (perceptron) adi verilen yapilart gelistirmistir. Rosenblatt, Hebb’in
kuralinin ~ bir  varyasyonunu  kullanmak  suretiyle, mantiksal  islemleri
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gerceklestirebilmistir ayrica, egitim siirecinin bir sonucu olarak sistemin kendi kendisini
ayarlayabildigini ve bilgileri saklayabildigini géstermistir.

Rosenblatt 6grenme teoremine gore, sanal noérona sunulan her sey
Ogrenilebilecektir. Sunulmaktan kasit, 6rnek veri setine bir fonksiyonun bulunmasidir.
Ogrenme ise sinir agindaki agirhiklarm sistematik bir sekilde diizeltilmesini
gerektirmektedir. McCulloch ve Pitts’in 1943 yilinda sunduklari sinirsel davranisin
besinci kurali noronlar arasindaki baglantilarin degismedigidir. Rosenblatt bu besinici
kurala Hebbian 6grenme teorisi yoluyla karst ¢ikmistir.

Rosenblatt’in yaymindan iki yil sonra elektrik miihendisi olan Bernard Widrow
ve Ted Hoff ADELINE (Adaptive Linear Element) in patentini almislardir (Palit ve
Popovic, 2005:80). ADELINE tek bir nérondan olusmaktadir ve bu noéronda toplam
fonksiyonu, dogrusal bir transfer fonksiyonu ve her bir girdi elemani i¢in degistirilebilir
sinaps bulunmaktadir (Sekil 3.8).

0 Linear additive
activation function

Sekil 3.8. Dogrusal Bir Fonksiyon ile ADALINE Yapisi (Scarborough ve Somers,
2006: 32).

ADELINE ve ADELINE ag1 (Multiple Adaptive Linear Elements MADELINE)
sinir ag1 teknolojisinde 6nemli bir adim olarak nitelendirilmektedir. Uzun mesafeli
telefon sistemlerinde ekonun ortadan kaldirilmas: igin, medikal ve endiistriyel
uygulamalarda gercek zamanlh siire¢ kontrolu i¢in ve bilgisayar model teknolojisi i¢in
uygulanmigtir.

Widrow ve Hoff ‘un gelistirdigi ADALINE modeli 6nemli bir gelismedir ¢iinkii
sanal ndron egitim algoritmasina delta kurali olarak da bilinen ve siirekli girdi ve ¢ikti
degiskenleri ile islem gorebilen least mean square kavrami eklenmistir.

ADALINE, LMS regresyon presdiiriinii, agin tirettigi ¢iktilar ile gergeklesmesi
arzu edilen ¢iktilar arasindaki farki minimum kilacak sekilde agirlik matrisini degistirmek
icin kullanmaktadir. Delta kurali toplamdaki MSE degerini asagidaki formiile gore
minimum yapmaya ¢aligsmaktadir:

Aw;; = n(T;(t) — a;(t))o;(t)

Formiildeki Aw;; néron j’den ndron i’ye olan agirhgindaki degismeyi, T; gercek
cevabi; £ zamani, a; ndron i nin aktivasyonunu, o; ise ndron j’nin ¢iktisin1 ve 7 6grenme
katsayisini temsil etmektedir (Scarborough and Somers, 2006: 35).

Delta kurali T; degiskeninin (gergek ¢ikt1 degerlerinin) bilinmesini gerekli
kilmaktadir. Bu nedenle dogru c¢iktilarin bilinmedigi durumlarda (denetimin olmadig:
durumlarda) uygulanamaz.

1960 11 yillarin ortalarinda Massachusetts Institute of Technology (MIT)
profesorlerinden Marvin Minsky ve Seymour Papert, tek katmanli sanal néron ag1 ile
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¢oziilemeyecek bir problem tanimlamislardir (Palit ve Popovic, 2005). Perceptrons adi
verilen kitaplarinda sanal noéronun yapisinin, verisetinin dogrusal bir ¢izgi veya dogrusal
bir diizlem ile ayrilabilen problemler i¢in gegerli oldugunu kantilamislardir. Dogrusal
ayrilabilirlik kisiti, tek katmanli sanal néron agmin dogrusal olmayan problemleri
¢ozmesini engellemektedir. Bu bulgu ile birlikte, yapay sinir aglar1 ¢aligmalar1 yaklagik
bir yil boyunca durma noktasina gelmistir. Yine de so6z konusu zaman diliminde 6z
diizenleyici haritalarin (self-organizing maps) temelleri atilmistir. Sinirsel hiicreler belirli
bir araliktaki sinyaller almaktadir ve islem gormektedir. Islemler devam ettikge, sinir
hiicreleri daha sik aktive oldugu araliktaki sinyalleri almak tizere kendini ayarlamaktadir
ve sonugta girdi frekanslarinin dagilimi veya topolojik haritasi olusmaktadir. Sonugta
ortaya ¢ikan harita gelen sinyalin karmasikligini azaltmaktadir. Denetimli 6grenmenin
aksine 6zdiizenleyici haritalar geometrik yakinlig1 dikkate almaktadir.

Ozdiizenleyici haritalar Teuvo Kohonen’in 1982 yilinda yaymladig1 kitap ile
bugiinkii halini almistir (Kohonen, 2001). Ozdiizenleyici haritalar denetimsiz dgrenme
kuralin1 uygulamaktadir bu nedenle de kiimeleme analizleri i¢in uygundur.

Geri beslemeli egitim algoritmas1 (backpropagation training algorithm)
genellestirilmis delta kurali olarak da bilinmektedir ve LMS algoritmasinin dogrusal
olmayan bir uzantisidir. Sanal néron ve ADELINE-MADELINE teknolojisinin kisitlarini
ortadan kaldirmak i¢in ¢ok katmanli aglarin egitiminde hesaplama agisindan etkin bir
yontemdir ve bu yontemde dogrusal olarak ayrilamayan fonksiyonlarin ¢ozimii
amagclanmaktadir.

Yapay sinir aglart sinyal analizinde, degisken sec¢iminide, verilerin
siniflandirilmasinda ve desenlerin kesfedilmesinde basarili bir sekilde kullanilmaktadir.
Gozlem yapilan veri setinden Ogrenme yetenegi kullanilarak, genellestirilmeler
yapilabildigi i¢in miithendisler ve aragtirmacilar tarafindan siklikla kullanilmislardir. Bu
kadar popiiler olmalarinin sebebi, problem ¢ozmek igin gereken hesaplama giiclinii
oldukga diisiirebilmeleridir.

Yapay sinir aglarinin asagida siralanan 6zellikleri, ¢ok pratik bir ara¢c olmalarini
saglamistir (Palit ve Popovic, 2005: 80).

e zaman serisinin gegcmisteki degerleri ile gelecekteki degerleri arasindaki dogrusal
olmayan iliskileri ortaya ¢ikarabilmesi

e veri setindeki iliskinin bilinmedigi zamanlarda veya matematiksel olarak ifade
edilmesinin zor oldugu zamanlarda veya toplanan verilerin giiriiltiilii oldugu
zamanlarda bile esas fonksiyonel iligkiyi ortaya ¢ikarabilme yetenegi

e keyfi olarak belirlenen dogrusal olmayan siirekli fonksiyonlar: yiiksek dogrulukla
modelleyebilme yetenegine sahiptir

e verilerin denetiminde 6z diizenleyici bir sekilde, drneklerden 6grenebilme ve
genellestirebilme yetenegi

3.8.3.4.(2). Biyolojik Altyap:

Insan beynindeki noéronlarin farkli cesitlerde oldugu belirlenmistir. Gergek
neronlarin karmasik yapilari basitlestirme yoluna gitmek suretiyle daha kolay anlagilir
hale getirilmektedir. Tipik ndéron diye bir kavram olmamasima ragmen, yapay sinir
aglarindaki temel kavramlarin anlasilmasi i¢in ger¢ek bir noron basit bir sekilde
sunulacaktir (Arbib, 2003: 3).

Insan beyni ndron ad1 verilen sinir aglarindan olusmaktadir. Bu biyolojik hiicreler
bilgiyi almakta ve insan viicudunun farkli pargalari ile iletisime gegmektedir (Gupta vd.,
2003: 22). i¢ ve dis gevredeki degisiklikleri siirekli gdzlemleyen ve algilayici (receptors)
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ad1 verilen yapilar, sinir agina girdiyi saglamaktadir. Kaslarin hareketini saglayan ve sinir
aginin faaliyetleri ile yonetilen hiicreler motor noronlar olarak adlandirilmaktadir. Bu iki
cesit hiicre arasinda ise algilayicilar ile motor noronlar arasindaki sinyalleri ileten
karmasik bir sinir ag1 mevcuttur (Arbib, 2003: 3).

Sinaptik Terminali

Dendrit \

———’
\ Akson \
Akson Tepecik
Aksonal
Arborizasyon

Hiicre Govdesi

Sekil 3.9. Biyolojik Noron Yapist (Arbib, 2003:4).

Temel noron yapist Sekil 3.9 ‘da sematize edilmistir. Hiicre govdesi (soma) ‘dan
disariya dogru dendrit ad1 verilen uzantilar yer almaktadir. Soma ve dendritler néron igin
girdiyi saglayan birimlerdir. Akson tepecigi ad1 verilen noktadan, akson adi1 verilen uzun
bir lif ¢ikmaktadir. Aksonlarin uzantisi ise aksonal arborizasyon denilen yapilari
olusturmaktadir. Aksonun dallar1 sinir terminalleri olarak adlandirilmaktadir. Sinir
terminalleri ile bir sonraki hiicre arasindaki etkilesim sinaps (synapse) olarak bilinir. Bilgi
akis1 sekildeki oklarla gosterilebilir. Hiicrede her iki yonde de bilgi akist olabilir. Buna
ragmen ¢ogu sinapslar dendrit, soma, axon hillock, axonal arborizasyon ve sinir
terminalleri yordamini izlemektedirler (Arbib, 2003: 4).

Biyolojik sinirsel siiregte dendritler sinir hiicreleri i¢in girdi saglamaktadir. Bu
sinyaller pasif bir sekilde hi¢bir degisiklige ugramadan somaya iletilmektedir. Bu sinaptik
sinyaller somada islenmektedir ve ulasilan sonug¢ axona iletilmektedir. Aksonlardaki
dallar se bu sinyali, diger néronlar, kaslar ve alicilara iletmekteedirler (Gupta vd., 2003:
25).

Insan beyni 10 milyardan daha fazla néron igermektedir. Bu noronlar birbirleriyle
karmasik bir sekilde baglanmiglardir ve biiylik Olcekte sinyal isleme gorevi
gormektedirler. Her bir néronda 1000 ile 10000 arasinda dendrit bulunmaktadir. Bir
noron komsusu olan diger noronlardan sinyaller almaktadir ve kendisinin etkileyebilecegi
diger komsulari i¢in bu sinyalleri iglemekte ve yeni sinyaller yaratmaktadir (Gupta vd.,
2003: 27).

3.8.3.4.(2).(a).  Sinirsel islemler

Iki ayr1 matematiksel islem sz konusudur (Gupta vd., 2003: 29):

(i) Sinaptik islemler. Sinapsin giicli (agirligi) bilginin saklanma durumunu temsil
etmektedir. Sinapik islem her bir gelen sinyale goreli bir agirlik (6nem)
atamaktadir. Bu agirlik gegmis deneyimlerden yola ¢ikarak atanmaktadir.
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(ii) Somatik islemler. Bu islemler toplama, dogrusal olmayan aktivasyon, esikleme ve
dinamik igleme gibi islemlerden olusmaktadir.

Girdiler Cok Girdili Noron
| ] |

| a=f(Wb+b)

Sinapik Somatik islemler

islemler
Sekil 3.10. Sinaptik ve Somatik islemlerin Gosterimi
Sekil 3.10 ‘de sinaptik ve somatik islmelerin gosterimi yer almaktadir. Geri
plandaki yapay sinir ag1 modeli ise tek katmanli bir ndronal modeldir ve ileride detayli

olarak incelenecektir.

3.8.3.4.(3). Yapay Sinir Ag1 Mimarileri

Ileri Beslemeli Yapay Sinir Aglar1 Cesitleri

Dogrusal Olmayan
I

Dogrusal

Denetimsiz Denetimli

Perceptron

ADELINE

—'I Counter Propagation | Back-Propagation

—-| Ozdiizenleyici Haritalar |

Genel Regresyon

Bayesian Probabilistic

Neocognitron Levenberg-Marquardt

Clustering Networks Quick Propagation

MADELINE

Learning Vector
Quantization

Conjugant Gradient
Descent

Radial Basis Function

I

Delta-bar-delta |

—’| Reinforcement Networks

Sekil 3.11. ileri Beslemeli Yapay Sinir Aglar1 Cesitleri (Scarborough ve Somers,
2006:41).

Sekil 3.11 “de ileri beslemeli yapay sinir ag1 cesitleri yer almaktadir. Ilerleyen
sayfalarda da agiklanacag: iizere bu ¢aligma dogrusal olmayan ve denetimli bir ileri
beslemeli yapay sinir agin1 kullanmaktadir.

55



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

3.8.3.4.(3).(a). Temel Yapay Sinir Ag1 Yapisi

Yapay sinir aglarinin en temel ve basit bilgi isleme birimi noronlardir. Sekil 3.12
‘de temel bir néron modeli goriilmektedir.
Basit bir ndronal modelin {i¢ adet 6zelligi s6z konusudur (Haykin, 1999: 32).

e Bir dizi agirliklar vardir. Ornegin girdi sinyali p; noron k ile wy; agirhgr ile
baglanmistir. Baska bir ifade ile girdi sinyali ilgili agirlikla g¢arpilacaktir.
Agirliklarin isimlendirilmesi 6nemli olmaktadir. Bir agirhigin indisindeki ilk
gosterge noronu ifade ederken, ikinci gosterge girdiyi ifade etmektedir. Agriliklar
pozitif olabilecegi gibi negatif de olabilmektedir.

e Toplama birimi. Bu birim kendisine gelen sinyallerin toplanmasini saglar.

e Aktivasyon fonksiyonu. Bir noronun ¢iktisinin  genisligini  sinirlayan
fonksiyondur.

Sekilde ayrica egim b de goriilmektedir. Bu egim aktivasyon fonksiyonunun net
girdisini azaltabilme veya arttirabilme 06zelligine sahiptir. Pozitif veya negatif
olabilmektedir.

Girdiler Cok Girdili Noron

a=f(Wb+ b)
Sekil 3.12. Tek Katmanli ve Tek Noronlu Yapay Sinir Ag1

Matematiksel olarak bir noron iki adimda, su sekilde ifade edilebilir.
n=wyip; +Wiops + -+ Wigpr + b

yukaridaki denklem matris notasyonu ile daha kisa bir sekilde ifade edilebilir.
Matris notasyonunda carpimi ifade etmek i¢in koyu font kullanilmaktadir. Yukaridaki
denklem su sekilde de ifade edilebilir:

n=W,
ve
a=f(W,+b)

Bu denklemlerde p;,py, ..., p, Qirdi sinyallerini; wy,wy, ..., w,, ise ndéronun
agirliklarini; n girdi sinyallerinin toplamini; b egimi; f aktivasyon fonksiyonunu ve a
noronun ¢iktisini temsil etmektedir.

Cok katmanli sanal noronlar 6grenme, siniflandirma, recognition, ve tahmin gibi
gorevleri gerceklestirmek icin kullanilmaktadirlar ve insan beyninin c¢aligma bigimini
taklit eden yapay sinir aglarinin 6zel bir ¢esididir. Yapay Sinir ag1 modeli neuron olarak
adlandirilan islem birimlerinin bir araya gelmesi ile olusmaktadir. Her bir néron diger
ndronlara agirliklar: iceren baglantilarla baglanmis durumdadir. Girdi baglantis1 olmayan
noronlar girdi noronlar1 olarak adlandirilirken, ¢ikti baglantis1 olmayan noronlar ¢ikti
noronlart olarak adlandirilmaktadir. Yapay sinir aglarinda paralel islem gormek esastir.
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Girdi noronlari, ¢ikti ndronlar1 ve bunlar arasindaki agirliklar1 iceren baglantilar
multilayer sanal néronun mimari yapisini olugturmaktadir.

3.8.3.4.(3).(b). Cok Noronlu Tek Katmanh Yapay Sinir Ag1 Modeli

Buraya kadar ifade edilen ¢ok girdili yapay sinir ag1 modelinde, ara katmanda bir
tane noron bulunmaktadir. Noron sayist daha da fazla arttirilabilir. Bir katmanda birden
fazla néronun kullanilmasi ile Sekil 3.13 elde edilmektedir. Sekildeki gibi katmanda
agirlik matrisi, toplama fonksiyonlari, egim vektori, transfer fonksiyonlar: ve ikt
vektorii bulunmaktadir.

Tek katmanli yapay sinir aglarinda néronlar katman adi verilen formlarda
dizilirler. En basit katmanli néronda ise bir girdi katmani ve bir ¢ikt1 katmani s6z
konusudur. Bu tiir aglar tek katmanli aglar ad1 verilmektedir.

Tek katmanl ileri beslemeli yapay sinir aglarinda néronlar arasindaki bilgiler
sadece ileri yonlii akmaktadir. Bagka bir deyisle bilgi girdilerden ¢iktilara dogrudur.

Girdiler Cok Noronlu Katman

Wi1 ny a
P1 > f s
P2
n; az
o o f
nS aS
Pr f

a=f(Wb +b)
Sekil 3.13. Tek Katmanli ve Cok Noronlu Yapay Sinir Ag1 Modeli

Girdi vektoriiniin her bir elemani (b), her bir nérona agirlik vektori (W) ile
baghdir. Her bir néronun egimi (b), bir adet toplama fonksiyonu, bir adet transfer
fonksiyonu (f) ve bir adet de ¢iktis1 (a) s6z konusudur.

Noron sayisi ile girdi sayisinin birbirine esit olmasi gerekmez (bagska bir ifade ile
R # S). Ayrica her bir ndronun ayni transfer fonksiyonuna da sahip olmasi gerekmez.

3.8.3.4.(3).(c). Cok Katmanh Yapay Sinir Ag1 Modeli

Bir 6nceki boliimde girdi katmani ve ¢ikti katmani arasinda bir tek ara katmani
olan ndrondan bahsedilmisti. Bu boliimde ise ara katman sayis1 birden fazla olan yapay
sinir aglar1 anlatilmaya caligilacaktir.

Cok katmanli yapay sinir aglari, birden fazla ara katmanin olabildigi yapay sinir
aglar1 ¢esididir. Birden fazla katmanin eklenmesi ile birlikte ag, daha karmasik iliskileri
modelleyebilme 6zelligine sahip olabilmektedir.

[lk ara katmanin girdilerini, girdi sinyallerinin islem gérmesi sonucu ortaya ¢ikan
degerler olusturmaktadir. Tk katmanin ¢iktilart ise ikinci katmanin girdileri olmaktadir
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ve bu biitliin katmanlarda devam etmetkedir. En son katmandan ¢ikan degerler ise biitiin
agin tepkisi olmaktadir.

Eger cok katmanli yapay sinir aginda bazi néronlarin diger néronlarla baglantisi
eksikse bu durumda kismi baglantili yapay sinir aglarindan bahsedilir (partially connected
neural networks).

Cok katmanl ileri beslemeli yapay sinir agi modelinde agirlik matrisi (W) su
sekildedir:

Wl,l W1,2 s Wl,R

Wo1 W ... Wip
W =

WS,l WS,Z e WS,R

W matrisinde her bir satir hedef norona iligkindir. Siitunlar ise girdileri temsil
etmektedir. Dolayisiyla daha once de ifade edildigi gibi ws, agirligi, ikinci girdiden
ticiincli norona olan agirhig ifade etmektedir.

Girdiler Birinci Katman ikinci Katman Uglinci Katman

a‘l — fl(Wlp + bl) a2 — fZ(WZal +b2) a3 = f3(w3a2 +b3)
Sekil 3.14. Cok Katmanli ve Cok Noronlu Yapay Sinir Ag1

Sekil 3.14 ‘de ¢ok katmanli ve c¢ok ndronlu yapay sinir agr mimarisi yer
almaktadir. Sekilde goriildiigii gibi R adet girdi s6z konusudur ve birinci katmanda S*
adet noron, ikinci katmanda S? adet ndron ve iigiincii katmanda S3 adet noron
bulunmaktadir. Farkli katmanlarda farkli sayida néron s6z konusu olabilir.

Bir nolu katmanin ¢iktilart iki nolu katmanin girdilerini olusturmaktadir. iki nolu
katmanin ¢iktilar1 ise {i¢c nolu katmanin ¢iktilarini olusturmaktadir. Bagka bir agidan
bakildiginda ise, iki nolu katman R = S adet girdisi olan, S = S? adet néronu olan ve
agirhik matrisi (W) S'xS? boyutunda, tek katmanl bir yapay sinir ag1 gibi diisiiniilebilir.
Ikinci katmanin girdileri a® ve ¢iktis1 a? olmaktadir.

Yapay sinir aginin ¢iktisint olusturan katman ¢ikti katmani olarak adlandirilir.
Diger noronlar ise gizli néron olarak adlandirilmaktadir. Sekilde ¢ikti katmani ii¢
numarali katman olmaktadir ve (bir ve iki) numarali katmanlar ise gizli katman olarak
adlandirilmaktadir.
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Cok katmanli yapay sinir aglari, tek katmanli yapay sinir aglart mimarisinden daha
giicliidiir. Ornegin ilk katmaninda aktivasyon fonksiyonlar: sigmoid olan ve ikinci
katmandaki aktivasyon fonksiyonun dogrusal oldugu yapay sinir aglar1 birgok fonksiyonu
tahmin etmekte basarili bir sekilde kullanilabilir (Hagan vd., 1996)

3.8.3.4.(3).(d). Devirli Aglar

Zamanla desenlerin kesfi i¢in yapilan aragtirmalar, zamana bagli dogrusal
olmayan yapay sinr aglart modellerine olan ihtiyaci ortaya ¢ikarmistir. Zaman boyutunun,
yapay sinir ag1 topolojisine eklenmesi, zamana bagli modelleme yapmay1 miimkiin hale
getirmistir. Elman 1990, context nodes kavramu ile global agidan ileri beslemeli, yerel
acidan devirli kavramini 6nermistir. Bu node lar yapay sinir aglarina dinamik bir hafiza
sunmaktadir (Palit ve Popovic, 2005: 87).

Devirli bir yapay sinir aginda bazi ¢iktilar1 girdilere baglayan geri beslemeler
vardir.

S6z konusu model ayn1 zamanda dinamik yapay sinir ag1 olarak da bilinmektedir.
Ozcalic1 ve Ayricay (2013) dinamik bir yapay sinir ag1 kullanmak suretiyle doviz kuru
tahmini gergeklestirmislerdir. Calismalari sonucunda dinamik modelin statik modele gore
doviz kurlarin1 tahmin etmekte hem istatistiksel hem de finansal agidan daha iyi sonug
verdigini raporlamaktadirlar.

3.8.3.4.(4). Aktivasyon Fonksiyonu Cesitleri

En sik kullanilan transfer fonksiyonlar1 su sekilde siralanabilir
e hardlim — adum fonksiyonu . Step Transfer fonksiyonu olarak da
bilinmektedir. Aktivasyon fonksiyonunun girdisi sifira esit veya sifirdan biiylikse bu
durumda ¢iktinin 1 degerini aldig1, girdinin sifirdan kii¢iik oldugu durumlarda ise ¢ikt1
degerinin sifir oldugu aktivasyon fonksiyonudur. Su sekilde ifade edilebilir

_ {1, Eger v, =0
Yk =10, Egerv, <0
Bu tiir noronlar McCulloch-Pitts modeli olarak da taninmaktadir.

e Signum (Isaret Transfer Fonksiyonu): Step transfer fonksiyonuna
benzemektedir. Sifirdan kiigiik degerlerde -1, ve sifirdan biiyiik degerlerde 1 degerini
alacaktir.

_{1, Egerv, =0
Ve =11, Eger v, <0

e Dogrusal aktivasyon fonksiyonu. Dogrusal nitelikteki problemlerin
¢oziimiinde kullanilan aktivasyon fonksiyonudur. Thtiya¢ duyulan durumlarda kismi
dogrusal aktivasyon fonksiyonu da kullanilabilir. Kismi dogrusal fonksiyonda belirli
aralikta dogrusal ¢ikt1 alinirken, belirlenen limitten diisiik oldugu her durumda ¢ikt1
degeri sifir degerini alir. Ayni sekilde belirlenen bir degerden biiyiik oldugu durumda
cikt1 degeri siirekli bir degerini almaktadir.

p(w) =v
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e log sigmoid aktivasyon fonksiyonu. Sigmoid aktivasyon fonksiyonu
s seklindedir. Bu fonksiyonda ¢ikt1 degerleri sifir ile bir arasinda olmaktadir.

1
oW =T —m

Bu denklemde a egim parametresini ifade etmektedir.Bu deger degistiginde
sigmoid fonksiyonun sekli de degismektedir.

e Hiperbolik tanjant sigmoid transfer fonksiyonu. Log sigmoide
benzemektedir. Fakat bu fonksiyonda y degerleri -1 ile 1 araliginda yer alacaktir.

2
P = e !

Yukarida anlatilan transfer fonksiyonlarinin grafigi Sekil 3.15 ‘da bir arada
gosterilmistir.

Tansig Transfer Fonksiyonu Logsig Transfer Fonksiyonu

—

Signum Transfer Fonksiyonu Step Transfer Fonksiyonu

Dogrusal Transfer Fonksiyonu

Sekil 3.15. Farkli Transfer Fonksiyonlari

3.8.3.4.(5). Yapay Sinir Aglarinin Egitimi

Yapay sinir aglar1 yapist belirlendikten sonra, egitim siirecine gegilir. Egitim
siirecinde agirliklar rastgele belirlenir. Daha sonra 6grenme siirecine ge¢ilir. Denetimli
egitimde yapay sinir aglarindan iiretmesi beklenen sonuglar bilinmektedir ve yapay sinir
aglar1 bu istenen sonuclar1 veya bu sonuglara en yakin degerleri verecek sekilde
agirliklarinda degisiklikler meydana getirilir. Bu siire¢ 6grenme olarak adlandirilir.

Yapay sinir aglarindaki egitim tek bir adimda gerceklesemez. Agirliklar,
yenilemeler dahilinde belirlenir. Egitim veri seti yapay sinir aglarina sunulur ve agin
verdigi tepkiler takip edilir. Agirliklar, yapay sinir aginin verdigi bu tepkilere bagl olarak
yenilenir (Sumathi ve Surekha, 2010: 41).

Egitim siirecinde Ogrenme oranina ihtiya¢ duyulur. Bu oran, 6grenmenin
gerceklestirilmesi i¢in agirliklarin ne kadar degistirilmesi gerektigini ifade etmektedir.
Bir 6nceki agirlik biitiin olarak sistemden dislanmaz. Bunun yerine simdiki agirlik ile bir
onceki agirlik arasindaki fark (delta degeri) hesaplanir ve orjinal agirlikla degisiklik
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meydana getirilir. Yapay sinir agindaki agirliklar degistirildikten sonra egitim veri seti
tekrar girdi olarak yapay sinir aglarina sunulur ve agin verdigi sonug dikkate alinir. Bu
yenilemelere kabul edilen seviyenin altinda degisiklik meydana gelene kadar devam edilir
(Sumathi ve Surekha, 2010: 41).

Ogrenme kuralinda hata paylarmin da dikkate alinmasi gerekir. Hata, yapay sinir
aglarinin drettigi ¢ikti ile gercek c¢ikti arasindaki farktir. Eger boyle bir hata egitim
fonksiyonuna sunulabiliyorsa bu durumda denetimli egitimden bahsedilir. Denetimli
egitimde yapay sinir aglar1 ger¢ek degerleri liretene kadar siirekli agirliklarini degistirir.

3.8.3.4.(5).(a). Egitim Cesitleri
3.8.3.4.(5).(a).i. Denetimli Egitim

Girdi ve ¢ikt1 degerleri yapay sinir aglarina sunulmussa, denetimli 6grenmekten
bahsedilir. Ag, kendi tirettigi sonuglarla gercek sonuglari karsilastirir. Bu karsilastirmada
aci8a c¢ikan hatalar tekrar sisteme sunulur ve sistem agirliklarint yeniler. Egitimin
gerceklestigi veri seti egitim veri seti olarak adlandirilir. Egitim siireci boyunca, egitim
veri seti birkag kez yapay sinir aglarinda islem goriir ve yapay sinir aginin verdigi tepkiler
(agin ¢iktilarn) 6lgiiliir.

Denetimli egitimde bazen yapay sinir aglari istenilen sonuglar1 vermez. Bdyle bir
duruma egitim veri setindeki girdilerin, istenilen ¢iktiyr saglayacak bilgiyi icermemesi
neden olabilir (Sumathi ve Surekha, 2010: 41).

Denetimli egitimde bazi veya biitlin ¢ikt1 degiskenleri 6nceden bilinmektedir ve
bu degerler "6gretmen" gibi davranir.

Denetimli egitim su sekilde ozetlenecektir. Ik olarak su verilerin var olmasi
gerekmektedir.

Girdi verileri, X, ..., X,

Hedef (cikt1 verileri), Y7, ..., Y,

Girdi verileri ve ¢ikt1 verileri 6rneklerini igeren egitim seti

Sadece girdi veri seti olan test seti

Buradaki amag, heniiz gézlemlenemeyen test veri setindeki girdilerin kullanilmasi
ile ¢iktilarin tahmin edilmesidir. Yeni girdi veri setindeki degerlerin kullanilmasi ile
tahmin gergeklestirebilecek bir modelin olusturulmasi hedeflenmektedir (Poole ve
Mackworth, 2010: 288).

3.8.3.4.(5).(a).ii. Denetimsiz Egitim

Bu egitim c¢esidi genellikle siniflandirma algoritmalarinda kullanilmaktadir.
Yapay sinir aglarinin agirliklarinin belirlenmesinde yol gosterecek bir 6gretmen olmadig:
icin agirhiklar farkli sekillerde belirlenmektedir. Denetimsiz Egitim, Kohonen Aglar
olarak da bilinen, dzdiizenleyici haritalarda kullanilmaktadir. Ozdiizenleyici haritalar
hakkinda daha detayl bilgi ve banka miisterilerinin boliimlendirilmesi hakkinda 6rnek
bir ¢alisma igin (Ozcalic1, 2011) kaynagina basvurulabilir.

3.8.3.4.(5).(b). Sanal Noron Egitimi

Sanal noronun egitim siireci 6rnek olarak toplanmis veri seti ile gergeklesir.
Egitim stireci boyunca, sanal noronda sunulan girdi ve ¢ikt1 degerlerine uygun olarak
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agirliklar diizeltilir. Agirlik vektoriiniin degistirilmesi igin ilk olarak Widrow ve Hoff
(1960) tarafindan delta kurali (recursive gradient-type of learning algorithm veya
a —LMC algoritmasi) onerilmistir. Bu kuralda bir sonraki agirlik, simdiki agirliklara bir
tazmin ifadesi eklenmek yoluyla hesaplanir.

w(k +1) = w(k) + ne(k)x(k)

bu ifadede n orantililik ifadesini, (k) hata ifadesini ve x (k) girdi sinyalini ifade
etmektedir. k ise adimi ifade etmektedir.

Oldukga basit olmasina ragmen, delta 6grenme kurali bir¢ok durumda yiiksek
basar1 ve egitimde yiiksek hiz sergilemistir. Boyle olmasina ragmen, sadece tek bir sanal
noron biitlin problemleri ¢ozebilecek yeterlilikte degildir. Sanal ndronun sadece dogrusal
olarak ayrilabilen (linearly seperable problems) problemleri ¢6zebildigi goriilmiistiir. Bu
nedenle genel amag icin kullanilamaz. Girdi katmani ve ¢ikti katmanina ek olarak
bunlarin arasina yerlestirilmis sakli katmanlarin yer aldig1 ¢ok katmanli sanal néronlarla
birlikte, daha karmasik problemlerin ¢oziilebilmesi miimkiin hale gelmistir. Birden fazla
sakl1 katmanin kullanilmas1 miimkiin olsa da gergekte ¢ok nadir durumlarda fazladan gizli
katmana ihtiya¢ duyulur (Palit ve Popovic, 2005: 82).

3.8.3.4.(6). Yapay Sinir Aglarinda Ogrenme Algoritmalar

Bu boliimde farklt 6grenme yontemleri acgiklanacaktir. Yapay sinir aglarinda
ogrenme ve egitim ile farkli kavramlar ifade edilmektedir. Ogrenme yerel bir durumdur
ve belirli bir agirligin bir sonraki durumun ortaya ¢ikarmaktadir. Egitim kavramu ile biitiin
agin egitiminden bahsedilmektedir.

Yapay sinir aglarinin en dnemli 6zelligi ¢evresinden Ogrenebiliyor olmasi ve
ogrenme yoluyla da performansini gelistirebiliyor olmasidir (Haykin, 1999: 72).
Ogrenme siireci zaman ile gerceklesmektedir. Yapay sinir aglari, agirliklarimi ve bias
degerlerini cevresi ile etkilesim halinde diizenlemek suretiyle 6grenir. Temelde, yapay
sinir aglar1 6grenme siirecindeki her bir yenileme adimu ile birlikte, cevresi hakkinda daha
fazla bilgiye sahip olur.

Bu calismada yapay sinir aglarindaki 6grenme su sekilde tanimlanmaktadir:

Ogrenme, yapay sinir aglarmdaki serbest parametrelerin, agin bulundugu
cevreden gelen uyari siireci ile uyumlastirilmasi bir siiregtir.

Bu tanimda 6grenme siirecindeki islemler su sira ile gergeklestirilmektedir
(Haykin, 1999: 72):

e Yapay sinir aglar1 ¢evresinden uyar1 almaktadir (girdiler)

e Buuyarilara bagli olarak yapay sinir aglari degisebilen parametrelerini degistirme
yoluna gitmektedir.

e Yapay sinir aglar ¢evresinde farkl bir sekilde tepki vermektedir, ¢linkii 6grenme
ile birlikte i¢sel yapis1 degismistir.

3.8.3.4.(6).(a). Hata Diizeltme Ogrenmesi (Error Correction Learning)

Bu 6grenme algoritmasini agiklamak i¢in tek katmanli ileri beslemeli basit bir
yapay sinir ag1 mimarisini géz oniinde bulundurulacaktir. Noron K'ya x(n) gibi bir girdi
sunulmaktadir. Cikt1 sinyali ise y,(n) ile gosterilmektedir. Cikt1 sinyali, hedef ¢ikti
(di(n)) ile karsilastirilmaktadir ve sonugta bir hata sinyali (e;(n)) ortaya ¢ikmaktadir.

ex(n) = di(n) — yi(n)
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Denklemdeki hata sinyali, kontrol mekanizmasini harekete ge¢irmektedir. Bu
kontrol mekanizmas1 yapay sinir agindaki néron k'min agirliklarinin diizeltilmesidir. Bu
diizeltme islemi ile birlikte, yapay sinir aginin ¢iktisinin y, (n), gercek deger olan dj (n)
degerine yaklagsmasi hedeflenmektedir. Hata sinyali kullanilmak suretiyle hesaplanan
maliyet fonksiyonu minimum yapildiginda, bu hedef ger¢eklestirilmis olacaktir.

2
() = )

Bu denklemdeki &(n) degeri hata enerjisinin ani degeri (instantancous value of
the error energy) ni temsil etmektedir. Sistem duragan bir hale gelinceye kadar (sinaptik
agirliklar stabil bir hale gelinceye kadar) bu diizenleme islemi adim adim devam eder.
Stabil bir sistem olusturuldugunda ise 6grenme siireci sona erdirilir.

Burada tanitilan siire¢ hata diizeltme Ogrenmesi olarak adlandirilir. Maliyet
fonksiyonunun minimizasyonu delta kurali olarak bilinen bir 6grenme kuralinin ortaya
¢ikmasina neden olur. Bu kural kurucularina ithafen Widrow-Hoff kurali olarak da
isimlendirilir. wy;(n) ifadesinin, n . adimda x;j(n) néronu tarafindan etkilenen
(ateslenen) noron k nin wy; agirhigmi temsil ettigi durum goz 6niinde bulundurulsun.
Delta kuralina gore, diizeltme islemi Awy ;(n) su sekilde hesaplanacaktir.

Wk j (n) = Uek(n)xj(n)

Bu denklemde 1 pozitif bir sabittir ve bir adimdan digerine gegilirken kullanilacak
O0grenme oranini temsil etmektedir. Bu nedenle 0grenme orani parametresi olarak
adlandirtlir. Agirlikta yapilan degisme girdi sinyali ile hata sinyaline baghdir (Haykin,
1999: 75).

Burada ifade edildigi gibi, delta kurali hata sinyalinin dogrudan 6Sl¢iilebildigini
varsaymaktadir. Bu 6grenme kuralinin uygulanabilmesi i¢in istenilen ¢iktilar1 temsil eden
d(n) serisini biliyor olmamiz gerekmektedir. Sekilden de goriilebilecegi gibi, hata
diizeltme 6grenmesi yerel bir yapiya sahiptir. Baska bir ifade ile delta kurali néron k nin
cevresinde yerellesmistir (Haykin, 1999: 75).

Noronun agirhiginda meydana getirilecek degisme Awy;(n) hesaplandiginda,
noronun agirligi su islemle birlikte glincellenir:

wij(n+ 1) = wy;(n) + Awy;(n)

Bu denklemdeki wy;(n) ile wyj(n+1) agirhigm eski ve yeni degerleri

olmaktadir. Denklem su sekilde de ifade edilebilir:
wij(n) =z~ wyj(n + 1)]

Denklemdeki z~! birim gecikme operatdrii (unit-delay operator) olarak
adlandirilir ve saklama elemani (storage element) temsil etmektedir (Haykin, 1999: 75).

71 parametresinin dikkatli bir sekilde belirlenmesi sistemin stabilitesi ve kesinligi
tizerinde oldukga 6nemli olmaktadir (Haykin, 1999: 75).

3.8.3.4.(6).(b). Hafiza Bazh Ogrenme - Memory Based Learning

Hafiza bash 6grenme yonteminde, ge¢cmis deneyimlerin hepsi (veya biiyiik bir
kismi), dogru bir sekilde siniflandirilan girdi-¢ikt1 6rnekleri hafizasinda saklanmaktadir:
{(x;,d))}Y, . Burada x;girdi vektoriinii temsil ederken, d; beklenen ¢iktilar1 temsil
etmektedir.

Biitlin hafiza bazli1 6grenme algoritmalar iki temel bileseni icermektedir

o Test vektor (X¢ps:) Uin yerel komsulugunu tanimlamak i¢in kullanilacak kriter
o Test vektorlinlin (X;pq) yerel komsulugundaki egitim orneklerinin egitimi i¢in
kullanilacak 6grenme kurali
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Algoritmalar bu iki bilesenin tanimlanma bi¢imiyle birbirlerinden
farklilagmaktadir.
Basit fakat etkili bir yontem olan en yakin komsuluk kuralinda, yerel komsuluk
test vektortindeki en yakin gozlemler olarak tanimlanmaktadir. Vektor
Xy € {X1,X3, ..., XN}
eger su kosulu saglarsa X;es; in en yakin komsusu olarak tanimlanir.
ml.in d(Xi, xtest) = d(X;V: Xtest)

Kosuldaki d(X;,X;.s;) ifadesi x; vektorii ile X, vektorii arasindaki oklit
uzakligini temsil etmektedir (Michalewicz, 1996: 76).

3.8.3.4.(6).(c). Hebb Ogrenme Kurah

Biitiin 6grenme kurallar1 icinde en meshuru ve en eskisi Hebb'in 6grenme
kuralidir. Bu kuralda, agdaki agirliklar, agin uyarilmadan 6nceki ve sonraki durumlarinin
bir fonksiyonudur.

AW;;(8) = yx;x;

Formiilde x; néronun uyarilmadan 6nceki ¢iktisini, x; ise néronun uyarildiktan

sonraki ¢iktisini ifade etmektedir. w;; ise agirligi ve y 6grenme oranini temsil etmektedir.

3.8.3.4.(6).(d). Rekabete Dayalh Ogrenme

Rekabete dayali 6grenmede noronlar birbirleriyle kazanan ndéron (aktif ndron)
olmak i¢in siirekli rekabet etmektedirler. Hebb 6grenme yonteminde birden fazla néron
aktif olabilirken, bu 6grenme ¢esidinde her bir yenilemede sadece bir tek noron aktif
olabilmektedir. Bu nedenle bu 6grenme kurali kiimeleme problemlerinin ¢oziimiinde
oldukga basarili olabilmektedir (Haykin, 1999).

3.8.3.4.(7). Yapay Sinir Agimin Egitiminde Karsilasilan Problemler

Bu boélimde vyapay sinir aglart  kullanilirken karsilagilan problemlere
deginilecektir. S6z konusu problemler yapay sinir ag1 performansini etkileyebilmektedir.
Bu nedenle kullanicilarin bu konular hakkinda bilgi sahibi olmas1 gerekmektedir.

3.8.3.4.(7).(a). Overfitting - Asir1 Uyum

Asirt Uyum (overfitting) yapay sinir aglarinin egitim veri setine %100'e varan
oranlarda uyum saglamasi fakat dogrulama veya test veri setinde ¢ok kotii performans
gostermesidir.

Overfitting problemini engellemek i¢in Onerilen temel yontem egitimi erken
durdurmaktir (early stopping). Bu yontemde yapay sinir aglarinin egitimine, egitim veri
setine miikemmel bir sekilde uyum saglamadan 6nce son verilmesi s6z konusudur (Hastie
vd., 2009: 398.)

Asirt uyum durumu oldugunda, yapay sinir agi modeli egitim veri setine
mitkemmel uyum saglamaktadir fakat bunun yaninda genellestirilme yetenegini
kaybetmektedir.

Bu calismada ise yapay sinir aglarinin, egitim setindeki Oriintiileri ezberlemesi ve
baska bir veri setinde kotii performans gdstermesinin dniine gegmek i¢in farkli bir yontem
izlenecektir. Egitim seti sirali alt gruplara ayrilacak, her bir alt grup kendi i¢inde egitim
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ve test diye yine iki gruba ayrilacaktir. Belirlenen girdi ve néron sayilari, alt gruplarin
egitim setinde kullanilacak ve daha sonra test boliimiinde test edilecektir. Test agamasinda
ortalama olarak en diisiik hatay1 belirleyen bilesenler se¢ilmis olacaktir.

3.8.3.4.(7).(b). Girdilerin Ol¢eklendirilmesi

Girdilerin sifir ortalama ve bir standart sapmaya sahip olacak sekilde
Olceklendirilmesi, yapay sinir aglarinin son performansina olumlu katki saglayabilir
(Hastie vd., 2009: 398).

3.8.3.4.(7).(c). Ara Katman Sayis1 ve Katmanlardaki Noron Sayisi

Yapay sinir aglarindaki néron ve katman sayilarinin belirlenmesi konusunda bazi
durumlarin goz 6niinde bulundurulmas: gerekir. Girdi katmaninda yer almasi1 gercken
ndron sayist ve ¢ikt1 katmaninda yer almasi gereken ndron sayisi problemin 6zelliklerine
gore belirlenmektedir. Ustelik ¢ikti katmanindaki aktivasyon fonksiyonu ise yine
problemin 6zelliklerine gore belirlenecektir. Eger problemin ¢iktisi ikili degiskenlerden
olusmakta ise ¢ikti katmanindaki aktivasyon fonksiyonu adim fonksiyonu (hardlim)
olacaktir. Gizli katmanlardaki ndron sayisinin belirlenmesi konusunda ise heniiz herkes
tarafindan kabul edilmis bir yontem bulunmamaktadir. Genellikle 5 ile 100 arasindaki
ndron sayist literatiirde kabul edilmektedir ve deneme yanilma yoluyla optimal sayinin
bulunmasi 6nerilmektedir (Hastie vd., 2009: 400).

Genellikle yapay sinir aglarinda, gizli katmanda yer almasi gereken noron
sayisinin bagli oldugu bazi faktorler su sekildedir (Sumathi ve Surekha, 2010: 90):

e Girdi ve ¢ikt1 birimleri (degisken sayilar1)
egitimde kullanilacak gozlem sayisi
ciktilardaki giiriiltiiniin derecesi
ogrenilmesi gereken fonksiyonun karmasikligi
mimari
gizli katman aktivasyon fonksiyonu ¢esidi
egitim algoritmasi

Ara katmanda yer almasi planlanan noron sayisinin kag¢ olacagini belirleyecek
belirli bir metod yoktur. Ara katmanda az sayida néron yer alimasi durumunda,
underfitting nedeniyle egitim hatas1 ¢ok yiiksek olur ve istatistiksel sapmalar meydana
gelir. Eger ¢ok fazla sayida ndron kullanilirsa bu durumda overfitting ve yiiksek varyans
nedeniyle, egitim veri setinde hata en az olsa da, genellestirme hatas1 ¢ok yiiksek olur
(Sumathi ve Surekha, 2010: 90).

Gergek hayatta kullanilan birgok problemde iki ya da {i¢ katman bulunmaktadir.
Ug veya daha fazla sayida katmanin kullanildigi problem sayisi az olmaktadur.

3.8.3.4.(7).(d). Yapay Sinir Aglarinin Avantajlar1 ve Dezavantajlari

Yapay sinir aglarinin bazi avantaj ve dezavantajlarina Kecman (2001: 12)
deginmistir ve asagidaki gibi 6zetlenebilir:
Yapay sinir aglarinin bazi avantajlari;
o Insanlarin 6grenme seklini taklit edebilirler ve veri setinden &grenme
saglanmaktadir.
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e Bircok dogrusal olmayan ¢ok degiskenli problemi ¢ozebilirler.

e Uzerinde calisilan problem veya siire¢ hakkinda detayli bilgiye gereksinim
duyulmaz.

e Giiriiltiilii veri setinden ¢ok etkilenmezler.

e Paralel yapidadirlar ve donanimlarda kolaylikla kullanilabilirler.

e Farkli nitelikteki problemler ayn1 yapay sinir ag1 modeli ile ¢oziilebilir.

Yapay sinir aglarinin bazi dezavantajlart;

e Bircok gercek hayat probleminin ¢déziimii i¢in asir1 uzun egitim ve O0grenme
zamanina ihtiya¢ duyulur.

e Degiskenler arasindaki iligkiyi agiga c¢ikarmaz ve siire¢ hakkindaki bilgimizi
arttirmamizi saglamazlar.

e Kaotii genellestirmelere egilimleri vardir (asir1 uyum gibi).

e Yapay sinir aglar1 yapisi veya optimizasyon prosediirii hakkinda hi¢ yok denecek
kadar az rehberlik s6z konusudur (belirli bir problem igin hangi yapinin
kullanilmas1 gerektigi gibi).

3.8.3.5. ANFIS Yontemi

ANFIS (Adaptive Neuro Fuzzy Inference System) ile birlikte hisse senedi kapanis
fiyatlarin1 6nceden tahmin etmek miimkiindiir. Yontem, yapay sinir aglart ile bulanik
mantigin bilesiminden olugsmaktadir.

Bulanik mantik verilerin alternatif bir sekilde ifade edilmesini saglamaktadir ve
Zadeh (1965) tarafindan ortaya ¢ikarilmistir (Zadeh, 1965). Bulanik mantigin anlagilmasi
yas Ornegi ile anlasilabilir (Atsalakis vd., 2011). Bulanik mantikta yas; geng, orta yasl ve
yasli olmak iizere {i¢ gruba ayrilabilir. Herhangi bir yas degerinin hangi gruba ait olacagi
iiyelik fonksiyonu (membership function) ile belirlenmektedir. Uyelik fonksiyonu, yas
degerinin hangi kategoriye ait olduguna bagli olarak [0, 1] araliginda degerler alabilir.
Klasik mantik ile bulanik mantik arasindaki temel fark burada yer almaktadir. Bulanik
mantikta bir deger birden fazla kategoriye ait olabilirken, klasik mantikta ya bir grubun
tiyesidir veya degildir.

T T T T T T T T
= 121 Geng Orta Yash Yasli g
&
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a
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= 02 .
0 - ~
0 10 80 90

X = Yas
Sekil 3.16. Bulanik Mantik i¢in Uyelik Fonksiyonu Ornekleri (Jang vd., 1997:17).
Sekil 3.16 ‘de bulanik mantigin iiyelik fonksiyonlar1 goriilmektedir. Sekile gore,

30 yas hem geng kategorisine hem de orta yash kategorisine aittir. Uyelik dereceleri ise
0.5 ‘tir. Buna karsin 80 yas grubu, yasl kategorisine 1 liyelik degeri ile aittir. Bulanik

66



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

mantikta sozel ifadeler s6z konusudur. Boylelikle insanlarin daha kolay anlamasina
olanak saglamaktadir (Atsalakis vd., 2011).

Bilgi Tabani

o Veri tabani Kural tabani
Girdi Cikti

Bulaniklastirma l l Durulastirma
Sireci Sireci
(kat1) T (kati)
Karar verme birimi

(bulanik) (bulanik)

Sekil 3.17. Bulanik Cikarim Sistemi (Jang, 1993: 666).

Sekil 3.17 ‘de bulanik ¢ikarim sistemi goriilmektedir. Bulanik mantik sistemi
asagidaki gibi bes adet fonksiyonel boliimden olugmaktadir (Jang, 1993: 666):
e Bulanik if-then kurallarini igeren kural tabani
Bulanik kurallarda kullanilan bulanik kiimeleri i¢eren veritabani
Kurallar1 baz almak suretiyle ¢ikarimda bulunan karar verme birimi
Kati girdileri, sézel degerlerle eslestiren bulaniklastirma arayiizii
Bulanik sonuglar1 kati ¢iktilara ¢eviren bir durulastirma arayiizii

ANFIS metodolojisi, ise yapay sinir aglar1 ve bulanik mantigin avantajlarini bir
arada tutarken, dezavantajlarini elemeyi amaglamaktadir. Sinirsel-bulanik bir yontem
girdilerin bulaniklastirildigi bir yapay sinir agidir. Parametreler var olan verileri
kullanmak suretiyle adaptif bir sekilde belirlenmektedir (Atsalakis ve Dimitrakakis,
2011). Asagidaki sekilde yapay sinir agi goriilmektedir. ANFIS mimarisi yukaridaki
sekilde goriildiigii gibidir.

ANFIS mimarisi temelde ileri beslemeli bir yapay sinir agidir. Her katmanda
belirli islemler gergeklestirilmektedir (Jang, 1993: 666).

Katman 1 Katman 4

l Katman2 Katman3 |
Xy Katman 5

7 | ‘ l
X<A2 W NE'—»V w, f,
>y f

w,f,

y <15 w Wy,

b
Tt
B, nY

Sekil 3.18. ANFIS Mimarisi (Jang vd., 1997:336).
ANFIS mimarisi Sekil 3.18 ‘da gosterilmistir. Yukaridaki sekilde de goriildiigii

gibi ANFIS mimarisi bes katmandan olusmaktadir (Jang vd., 1997: 337).
e ilk katmanda bulaniklastirma islemi gerceklestirilmektedir.
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e Ikinci katmanda ise bir &nceki katmanin ¢iktilarmin ¢arpimi hesaplanmaktadir.

e Uciincii  katmanda  iiyelik  fonksiyonlarmin  normallestirme  islemi
gergeklestirilmektedir.

e Dordiincii katmanda 6zel bir fonksiyon kullanilmaktadir.

e Besinci katmandaki noron ise kendisine gelen sinyalleri toplamaktadir.

3.8.3.6. Destek Vektor Makineleri

Destek vektor makineleri Vapnik tarafindan 1995 yilinda gelistirilmistir (Vapnik,
2000). En yakin egitim gozlemlerinin arasindaki uzakliklari maksimum kilacak bir
hiperdiizlem bulunmaya g¢alisilmaktadir (Abolhassani ve Yaghoobi, 2010). Yapay sinir
aglarinda ampirik risk minimizasyonu gerceklestirilirken, destek vektdr makinelerinde
yapisal risk minimizasyonuna dayali bir sistem s6z konusudur. Yapay sinir aglarinda
yanlis siniflandirma hatast minimum kilinmaya g¢alisilirken, destek vektér makinelerinde
ise hatayr minimum kilacak bir {ist sinir bulunmaya ¢aligilmaktadir.

y *
y *

ik’* *i‘(

@ * ® 79{*
@

® @ Y Y *

o ® o *
SN

X X

Sekil 3.19. Dogrusal Olmayan Bir Diizlem ve Dogrusal Bir Diizlem (Nisbet vd.,
2009:164).

Veri setindeki gozlemler dogrusal olarak ayrilabilen bir durumdaysa, gruplari
ayristirict hiperdiizlem dogrusal bir sekilde ifade edilebilir. Fakat gézlemler dogrusal bir
sekilde ayrilmaya miisait degilse, bu durumda, girdi seti dncelikle yiiksek boyutlu bagka
bir diizleme donistiiriiliir (Sekil 3.19). Bu yeni diizlemde gozlemlerin optimal bir hiper
diizlem ile dogrusal bir sekilde ayristirllmaya ¢alisilmaktadir. Bu optimal hiper diizlem
destek vektorleri ad1 verilen parametreler ile belirlenmektedir. Destek vektorler ise hipoer
diizleme en yakin olan gozlemlerdir. Bu doniistiiriilme islemi kernel adi verilen
fonksiyonlarla yapilmaktadir. Kernel fonksiyonlarinin, dogrsual, Gaussian Radyal bazl
fonksiyon ve polinomal kernel fonksiyon c¢esitleri mevcuttur. Sekil 3.20 ‘de destek vektor
makinelerinin ¢alisma prensibi goriilmektedir (Ertel, 2011: 253).
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Sekil 3.20. Marjin ve Destek Vektorler (Alpaydin, 2010: 314).

3.8.3.7. Genetik Algoritma

Genetik algoritma dogal evrimden esinlenmek suretiyle gelistirilmis sezgisel
optimizasyon yontemidir. Daha genis bir kapsamda, genetik algoritma, se¢im ve
caprazlama yoOntemlerini uygulamak suretiyle arama uzayinda yeni noktalar yaratan,
anakiitle tabanli optimizasyon algoritmasidir (Armano vd., 2005).

1960'lardan beri, zor olan optimizasyon problemlerinin ¢oziimii icin giicli
algoritma gelistirme ¢abalari s6z konusudur. Bu ¢abalar1 ifade etmek igin evrimsel
hesaplama terimi kullanilmaktadir. Bu smifin ig¢inde yer alan en ¢ok taninan
algoritmalardan birisi de Holland tarafindan literatiire tanitilan genetik algoritmalardir.
Genetik algoritmalar, glinlimiiziin en ¢ok bilinen evrimsel hesaplama ¢esididir (Gen ve
Cheng, 2000: 1).

Genetik algoritmalar John Holland'mm 1975 yilindaki "Adaptation in Natural and
Artificial Systems" adli kitabinda ilk kez tanmitilmistir (Holland, 1992). Holland kitabinda
GA"1 "gii¢lii olan hayatta kalir" anlayisina dayali sezgisel bir metod olarak tanitmistir ve
ilk tanitildig1 giinden bu giine arama ve optimizasyon problemlerinde faydali bir sekilde
kullanilmaktadir.

Genetik Algoritmalar evrim teorisinden esinlenmektedir. Darwin’in gelistirdigi
evrim teorisinde yer alan dogal secim teorisine gore bugiinkii bitki ve hayvanlar
milyonlarca y1l devam eden uyum siirecinin bir sonucudur. Herhangi bir zaman diliminde
ekosistemde yer alan ayni1 kaynaklar i¢in bir dizi farkli organizma rekabet halinde olabilir.
En fazla kaynagi elde eden organizmalarin nesilleri daha fazla olacaktir. Sebebi ne olursa
olsun daha az rekabet giiciine sahip organizmalarin ise ileride daha az nesil yaratmasi
veya hig nesil yaratmamasi beklenmektedir. ilkinin, sonrakinden daha uyumlu oldugu
soylenmektedir. Baska bir ifade ile ilki (uyum saglayan), ikincisine (uyum
saglayamayana) tercih edilmistir. Zamanla, ekosistemin toplam popiilasyonu en uyumlu
ve hayatta kalmaya yatkin bireylerden olusacaktir (Svanandam ve Deepa, 2008: 1).

Evrimsel hesaplama (evolutionary computation) teknikleri bu dogal evrim
siirecini, bazi problemleri ¢ozebilecek algoritmalar halinde soyutlamaktadir. Arama
algoritmasi kisa siire i¢inde, bir problem i¢in tanimlanmis olas1 ¢éziimleri taramakta ve
en iyl ¢oziimii belirlemeye calismaktadir. Kiigiik 6lgekli problemlerde, miimkiin olan
biitiin ¢ozlimlerin tek tek denenmesi ve optimal ¢oziimiin belirlenmesi miimkiin olabilir.
Bu yontem problemin 6l¢egi biiylidiikge imkansiz bir hal almaktadir. Geleneksel arama
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algoritmalar1 her defasinda rastgele veya sezgisel Ornekler icinden, tek bir bireyi
degerlendirmekte ve optimal ¢oziimii bulmasi beklenmektedir.  Evrimsel arama
algoritmasinin belirleyici 6zelligi ise popiilasyon tabanli olmasidir. Evrimsel arama
algoritmasinda bir dizi yeni nesil kullanilmakta ve arama yonlendirilmektedir. Evrimsel
arama genellikle rastgele aramadan daha iyidir (Svanandam ve Deepa, 2008: 1).
Genetik algoritma temelde bes temel bilesenden olugmaktadir (Michalewicz,

1996):

1. Coziimlerin genetik temsili

2. Baslangic popiilasyonun olusturulmasi

3. Uygunluk fonksiyonun belirlenmesi

4. Yeniden iiretim siirecinde genetik bilesenlerin degistirilmesi

5. Genetik algoritma problemlerinin degerleri

Genetik algoritma prosediiriinde bir grup bireyden olusan popiilasyon soz

konusdur. Bu popiilasyon, t nesili i¢in P(t) ile temsil edilmektedir. Her bir birey,
tizerinde ¢alisilan problem igin aday ¢oziimii temsil etmektedir. Her bir birey uygunluk
degeri ile degerlendirilmektedir. Bazi bireyler, genetik islemler (operasyonlar)
yardimiyla yeni bireyler olusturmak iizere degisiklige ugramaktadirlar. Iki ¢esit degisiklik
s06z konusudur. Bu degisiklikler, tek birey lizerinde degisiklik yapan mutasyon ve iki
farkli bireyin farkli pargalarini bir araya getiren ¢aprazlamadir. C(t) ile isimlendirilen
yeni bireyler degerlendirmeye alinmaktadir. Ana popiilasyon ve yavrularin yer aldig1 yeni
poplilasyondan en iyi bireyler bir araya getirilmek yoluyla yeni bir popiilasyon
olusturulmaktadir. Birka¢ nesil (yenileme) sonucunda, algoritmanin optimal veya
optimale yakin en iyi bireyi tespit etmesi beklenmektedir. Genetik algoritmalarin genel
yapisi Sekil 3.21 ‘deki gibidir (Gen ve Cheng, 2000: 1):

Prosediir: Genetik Algoritmalar
Basla
t=0;
Baslangic¢ P (t) anakiitlesinin olusturulmast;
P(t) nin degerlendirilmesi;
while bitirme sart1 saglanmadigi miiddet¢e do
basla
C(t) ‘yi elde etmek i¢in P(t) ‘nin ¢aprazlanmasi
C(t) ‘nin degerlendirilmesi;
P(t) ve C(t) anakiitlelerinden P(t + 1) ‘in olusturulmasi
t=t+1,
bitir
bitir
Sekil 3.21. Genetik Algoritmalarin Temel Presiidiirii (Gen ve Cheng, 2000: 1).

Genetik algoritmalar karmasik ¢oziim uzayinda yonlendirilmis rastgele arama
gerceklestirmektedir. Secim operatorlerinin genetik aramayi, istenilen ¢oziim uzayina
yonlendirmesi beklenmektedir. Bu baglamda kor bir arama siirecinden bahsedilmektedir.
Gergek bir problemin genetik algoritma yoluyla ¢6ziilebilmesi i¢in ¢6ziim uzaymin
arastirtlmas1 ve kullanilmasi arasinda iyi bir dengenin saglanmasi gerekmektedir. Bu
hedefin gergeklestirilmesi i¢in de genetik algoritmanin biitiin bilesenlerinin dikkatli bir
sekilde irdelenmesi gerekmektedir. Algoritmanin performansi ek sezgisel yontemler
kullanmak suretiyle gelistirilebilir (Gen ve Cheng, 2000: 2).
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Genetik algoritamlarin temel fikri su sekildedir: genetik havuzu verilmis bir
poplilasyonda, ¢6ziim veya daha iyi bir ¢6ziim bulunmaktadir. Bu ¢6ziim "aktif" degildir
¢linkli ¢oziimii olusturan genetik kombinasyon birka¢ bireye yayilmis durumdadir.
Sadece farkli genomlarin birlesimi ¢6ziimii barindirabilir. Mevcut olan higbir ¢éziim
boyle bir genomu barindirmaz, fakat yeniden iiretim ve ¢aprazlama yardimiyla yeni
genetik kombinasyonlar olusturulur ve sonugta ebeveynlerden gelen genlerle "iyi bir gen™
yaratilmis olur.

Holland'm  yonteminin  etkinligi, sadece mutasyonu goz  Onilinde
bulundurmasindan degil aym1 zamanda genetik ¢aprazlamayr barindirmasindan
kaynaklanmaktadir. Kismi ¢ozlimlerin yeniden kombinasyonlari, algoritmanin optimuma
yaklagsmasini ve sonunda optimum ¢6ziimii bulmasina katki saglamaktadir. Caprazlama
dogal evrim i¢in anahtar rol oynayan bir islemdir. Teknik olarak, iki genotip alinir ve bu
genotiplerde bulunan genlerin karistirilmasi yoluyla yeni bir genotip yaratilir. Biyolojide,
en ¢ok kullanilan ¢caprazlama formu, iki kromozomun bir noktadan kesilmesi ve iki yarim
kismim yer degistirilmesi seklinde tanimlanan c¢aprazlamadir. Caprazlamanin etkisi
oldukca onemlidir ¢iinkii farkli ebeveynlerin farkli 6zellikleri bir araya getirilmektedir.
Eger anne ve babanin iyi 6zellikleri varsa, ¢ocuga da biitiin bu iyi 6zelliklerin gegmesini
bekleyebiliriz. Boylelikle, yenidoganin sadece anne ve babasindan iyi 6zellikleri almasi
yoluyla, atalarindan daha iyi konumda olacagini sdyleyebiliriz. Bu karisim yoluyla yeni
bireylerin olusturulabilmesi, genetik algoritmalarin en 6nemli 6zelligidir. Yeni genomlar
olusturmada kullanilan bir diger yontem ise mutasyondur. Mutasyon genlerin degerinin
degistirilmesini kapsamaktadir. Dogal evrimde, mutasyon genelde cansiz genomlarin
olugmasina neden olur. Aslinda, dogal evrimde mutasyon, ¢ok sik kullanilan bir islem
degildir. Yine de, optimizasyonda, birka¢ rastgele degisiklik arama uzaymin
taranmasinda hizl bir yol olabilir (Svanandam ve Deepa, 2008: 23).

3.8.3.7.(1). Genel Olarak Optimizasyon Islemi

Bir optimizasyon probleminde amag¢ fonksiyonunda en uygun degeri verecek
¢Ozliim uzayr tanimlanmaktadir. Birgok problemde c¢oziim uzayr kesikli sekildedir
(discrete) bu nedenle de kombinasyonal optimizasyon problemlerinden bahsedilir
(combinatorial optimization problems - COPs). Coziim uzayr elemanlar1 siirekli
oldugunda bagka yaklasimlara ihtiya¢ duyulmaktadir.

Coziim uzayr kesikli oldugunda dahi biitiin kombinasyonlarin tek tek
degerlendirilmesi giliniimiiz teknolojisinde bile imkansiz olabilmektedir. Bu durum NP —
hard ile ifade edilmektedir. Burada sezgisel optimizasyon algoritmalari devreye
girmektedir.

Algoritma, bir problemi ¢ozmek i¢in gereken bir dizi adim olarak tanimlanir.
Genetik algoritma ise, problem ¢ézlimiinde genetigi kullanan problem ¢6zme yontemidir.
Optimizasyonun ¢oziimiine ve arama problemine yaklasik degerler bulan bir tekniktir.
(Svanandam ve Deepa, 2008: 29-33).

Temel olarak, optimizasyon problemi ¢ok basitmis gibi goriinebilir. Mevcut bir
problem igin biitiin olast ¢oziimler kiimesi bilinmektedir. Biitlin ¢oziimler kiimesi, arama
uzayini olusturmaktadir. Problem, biitiin ¢oziimler kiimesinden en iyi uyum saglayan
¢Oziimiin bulunmasidir. Biitiin ¢éziimlerin denenmesi durumunda, optimal ¢6ziim
bulunabilir. Buna ragmen arama uzay1 genislediginde, her ¢oziimiin denenmesi, ¢ok fazla
zaman alacagindan imkansiz hale gelir. Bu durumda, optimum ¢6ziimiin bulunabilmesi
icin 6zel bir teknigin kullanilmasi1 gerekmektedir.
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Coziime ulastiran adimlarin 6nceden bilinmedigi durumlarda, problemin ¢oziimii,
¢Oziim uzayimnin aranmasi yoluyla gerceklestirilmektedir. Genel olarak iki cesit arama
davranig1 s6z konusu olmaktadir. Bunlardan birincisi rastgele arama, bir diger ise yerel
aramadir. Rastgele aramada ¢0ziim uzay1 biitiiniiyle aranmaktadir ve boylelikle yerel
optimumdan uzaklasilmast miimkiin olmaktadir. Yerel aramada ise en iyi ¢Oziim
somiiriilmektedir ve yerel optimuma yakalanmak daha miimkiin goriinmektedir. ideal bir
arama silireci her iki ¢esit aramaylr da es zamanli olarak kullanmalidir. Geleneksel
yontemlerle boyle bir arama siirecinin kurulmasi imkansizdir. Genetik algoritmalar ise
yonlendirilmis ve stokastik aramanin bilesenlerini icermektedir ve bdylelikle arama ve
sOmiirme arasinda iyi bir denge kurabilmektedir. Genetik algoritmalarda biriken bilgi,
se¢cim mekanizmasi yardimiyla somiiriiliirken, yeni arama uzaylarinin taranmasi genetik
operasyonlar yardimiyla gegeklestirilmektedir (Gen ve Cheng, 2000: 2).

3.8.3.7.(1).(a). Evrimsel Hesaplamalar ile Klasik Optimizasyon Yontemleri

Dogrusal, kareli, konveks, unimodel ve diger 6zellestirilmis problemlerde klasik
optimizasyon algoritmalar1 daha etkindir. Buna ragmen daha karmasik problmelerde
evrimsel hesaplamalarin daha etkin oldugunu séylemek miimkiindjir.

Klasik optimizasyon ve evrimsel hesaplama siireci ve arama alani bilgisi
acisindan 6nemli farkliliklar gostermektedir. Bu farkliliklar (Engelbrecht, 2007: 141):

e Arama Siireci. Klasik optimizasyonda, arama uzayinda bir noktadan diger bir
noktaya hareket deterministik kurallara baghdir. Bu islem ise evrimsel
hesaplamalarda olasiliklidir. Ayrica evrimsel hesaplamalarda arama uzayinin
paralel aranmasi gergeklestirilebilirken, klasik opitmizasyon yontemlerinde siraya
bagli arama s6z konusudur. Evrimsel bir optimizasyon yonteminde bir dizi
baslangi¢ noktalar1 vardir ve arama uzayr bu noktalardan baslamak suretiyle
paralel bir sekilde aranabilir. Klasik optimizasyon yonteminde ise bir noktadan
baslanir ve optimal noktaya dogru ilerlenir.

e Arama alam bilgisi. Klasik optimizasyon yonteminde optimum nokta
bulunurken genellikle birinci dereceden veya ikinci dereceden tiirev bilgiler
kullanilir. Evrimsel hesaplamalarda ise tiirev bilgiler kullanilmaz. Bireylerin
uygunluk degerleri aramaya rehberlik eder.

3.8.3.7.(1).(b). Genetik Algoritmanin Ozellikleri

Genetik algoritmalarin bazi1 6zellikleri s6z konusudur. Bunlardan ilki, genetik
algoritmalarin stokastik bir algoritma olmasidir. Rastgelelik, genetik algoritmalarda
onemli bir rol oynamaktadir. Bireylerin se¢imi ve yeniden {iretilmesinde tesadiifi
siireglere ihtiyag vardir. ikinci cok 6nemli nokta ise genetik algoritmalarda bir "¢dziimler
poplilasyonu" g6z dniinde bulundurulur. Her bir iterasyonda sadece tek bir ¢oziim yerine,
genetik algoritmalardaki gibi, birden fazla ¢6ziimiin goziiniinde bulundurulmasinin bir
cok avantaji vardir. Algoritma farkli ¢ézlimleri, daha iyilerini bulmak icin birlestirir ve
siralamanin saglayacagi avantajlardan faydalanir. Popiilasyon tabanli bir algoritmanin
paralellestirmeye uygun oldugunu da ifade etmekte fayda vardir. Algoritmanin
dayanikliligindan (robustness) da bahsetmek gerekir. Dayaniklilik, genis problem
cesitleri i¢inde istikrarli bir sekilde iyi sonuglar vermeyi ifade eder. Ayrica genetik
algoritmalar1 uygulamadan 6nce problemde yapilmasi gereken 6zel islemler s6z konusu
degildir, bu 6zelligiyle de herhangi bir problemin ¢éziimiine uygulanabilir. Biitiin bu

72



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

Ozellikleri GA'y1 gii¢lii bir optimizasyon araci yapmaktadir (Svanandam ve Deepa, 2008:

20-21).

Goldberg’in ozetledigi gibi genetik algoritmalar geleneksel optimizasyon

yontemlerinden ve arama prosediirlerinden su dort sekilde ayrilmaktadir (Sakawa, 2002:

12).;

1.

2.

3.

4.

Genetik algoritmalar ¢6ziim tlizerinde calismak yerine, ¢6ziim setinin kodlanmig
hali ile calismaktadir.

Genetik algoritmalar, tek ¢6ziim yerine, bir dizi bireyden olusan anakiitle {izerinde

arama yapmaktadir.
Genetik algoritmalar tlirev veya yardimci bilgileri kullanmaz, uygunluk

degerlerini dikkate alir.
Genetik algoritmalar, deterministik degil, olasilikli doniisiim kurallarini

kullanmaktadirlar.

Sekil 3.22 ‘de genetik algoritmalarin temel yapist Ozetlenmektedir. Fenotip

kodlamaya sahip aday c¢oziimler, genotip seklinde kodlanmakta ve baslangic
poplilasyonunu olusturmaktadir. Anakiitledeki her bir birey uygunluk fonksiyonu ile
degerlendirilmektedir. Bir sonraki yineleme i¢in anakiitlede degisiklige gidilmektedir.
Degisiklik secim, caprazlama ve mutasyon yontemleri ile olusturulmaktadir. Bu siire¢ bu
sekilde devam etmektedir ve sonlandirma sart1 saglandiginda elde edilen en iyi birey
optimal veya optimale yakin sonug olarak degerlendirilmektedir.

Kodlarin Céziilmesi ’
(Decoding)

Problem Uzay1
(Fenotip)

-, Kodlarn Coziilmesi
(Decoding)

Kodlama

GA Uzay1
(Genotip)

Caprazlama

Vi

Sekil 3.22. Genetik Algoritmalarin Temel Yapisi (Sakawa, 2002: 15).

Genetik algoritmalarin sonuglar1 elde edebilmesi i¢in ¢odziimlerin genetik

temsilinin gerceklestirilmesi, baslangic popililasyonunun nasil olusturlacagina karar
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verilmesi, uygunluk degerleri ile degerlendirme stiregleri, genetik islemler, kisitlar varsa
dikkate alinmasit ve popiilasyon biiyiikligl, caprazlama ve mutasyon oranlari,
sonlandirma sartlar1 ve benzeri parametrelerin de belirlenmesi gerekmektedir (Sakawa,
2002: 14).

3.8.3.7.(2). Genetik Algoritma Terminolojisi

Bu boélimde genetik algoritmalarda kullanilan terminolojiye deginilecektir.
Genetik algoritmalarin tam olarak anlasilabilmesi i¢in bazi yapi taslarinin bilinmesi
gerekmektedir.

3.8.3.7.(2).(a). Birey

Genetik algoritmalardaki her bir birey bir adet aday ¢dziimii temsil etmektedir. iki
cesit birey s6z konusudur. Bunlar:
e Ham genetik bilginin (genotip) saklandig1 ve Genetik islemlerin yapildig
kromozom
e Modelin kuruldugu fenotip.
Bir kromozom genlerden olugsmaktadir. Gen ise tek bir faktoriin genetik temsilidir.
Coziim setindeki her bir faktor, kromozomdaki bir gene karsilik gelmektedir ve bu durum
Sekil 3.23 “de grafik halinde gosterilmistir (Svanandam ve Deepa, 2008: 39).

(Coziim seti : Fenotip
Faktor1 | Faktor2 | + | Faktor N
Genl | Gen2 | | Gen
Kromozom : Genotip

Sekil 3.23. Genotip ve Fenotip Kavramlarinin Sema ile Gosterimi

Ikili gosterimle ifade edilen kromozom ise Sekil 3.24 “deki gibidir.

1 o1 001 0O0O0101UO0T1TO0T1O0

Sekil 3.24. Kromozomun Sema ile Gosterimi

3.8.3.7.(2).(b). Genler

Genler bir problem i¢in ¢oziim adayidir. Kromozom bir dizi genlerden
olusmaktadir. Her zaman ig¢in ¢oziimiin kendisi olmak zorunda degildir. Bir gen
problemin niteligine gore uzunlugu degisebilen ikili karakterlerden olusmaktadir.
(Svanandam ve Deepa, 2008: 39)

Her bir genin yapisi fenotip parametrelerinde kodlanmistir. Fenotip parametreleri
genotip ve fenotip arasindaki degisimi saglayacak talimatlari igermektedir. Genotip ve
fenotip donilisiimii, modelin parametrelerinin genetik algoritmanin islem yapabilmesini
saglayacak sekle doniistiiriilmesi ve olusturulan yeni bireylerin uygunluk degerlerinin
belirlenmesi igin gereklidir. Bir kromozomda yer alan genler Sekil 3.25 ‘da gosterilmistir:
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|1010|0100|1010|1010|

t 1 1 t
Genl Gen2 Gen3 Gen4

Sekil 3.25. Gen Kavraminin Sema ile Gosterimi

3.8.3.7.(2).(c). Uygunluk

Genetik algoritmada bireyin uygunlugu fenotipi kullanmak suretiyle hesaplanan
uygunluk fonksiyonu degeridir. Uygunluk degerinin hesaplanabilmesi i¢in, kromozomun
fenotipe c¢evrilmesi ve uygunluk fonksiyonun degerlendirilmesi gerekmektedir.
Uygunluk degeri ¢6ziimiin ne kadar iyi oldugunun yaninda optimal ¢6ziime ne kadar
yakin oldugunu da 6l¢mektedir (Svanandam ve Deepa, 2008: 39).

Minimizasyon probleminde uygunluk fonksiyonunun miimkiin olan en diisiik
deger almasi istenmektedir. Problem maximizasyon problemi ise uygunluk
fonksiyonunun en yiiksek degeri almasi beklenmektedir.

3.8.3.7.(2).(d). Baslangi¢ Popiilasyonu (Initial Population)

Genetik algoritma popiilasyon tabanli arama algoritmasidir. Popiilasyonda bir dizi
aday ¢ozlim bulunmaktadir. Genetik algoritmalarin uygulanmasindaki ilk adim, baslangi¢
popiilasyonun  olusturulmasidir.  Baglangic  popiilasyonunun  olusturulmasindaki
genleneksel yontem ise her kromozomun her genine kabul edilebilir sinirlar dahilinde
rastgele degerler atamaktir. Rastgele deger atamaktaki amag, baslangi¢ popiilasyonunun
arama uzaymi iyi bir sekilde temsil etmesini saglamaktir. Eger arama uzayinin bazi
bolgeleri baglangic popiilasyonunda yer almazsa, bu bolgelerin arama siireci tarafindan,
gelecek iterasyonlarda ihmal edilmesi (dikkate alinmamasi) olasiligi mevcuttur.

Baslangic popiilasyonunun biiytiikligi belirlenirken su hususlar gozoniine
alinmalidir. Popiilasyonda ¢ok sayida birey yer alirsa, popiilasyonun arama kabiliyeti
artacaktir. Fakat ne kadar ¢ok sayida birey yer alirsa, her bir popiilasyon i¢in gerekecek
hesaplama miktar1 da artacaktir. Ayni sekilde her bir popiilasyona iliskin hesaplamalar
uzun siirse de, kabul edilebilir bir ¢6zlime ulasmak daha az sayida nesil ile miimkiin
olabilecektir. Az sayida popiilasyon ise arama uzaynin kiiglik bir pargasini temsil
edecektir. Her bir popiilasyona iligkin hesaplamalar kisa siirse de, ¢6ziim igin daha fazla
sayida nesile ihtiya¢ duyulacaktir.

Kiigtlik popiilasyonun se¢ilmesi durumunda, mutasyon orani arttirilarak genetik
algoritmalarin arama uzayinin daha biiyiik kismin1 aramasi saglanabilir (Engelbrecht,
2007: 132).

3.8.3.7.(2).(e). Popiilasyon

Popiilasyon bir grup bireyden olusmaktadir. Bir popiilasyonda, test edilen bir grup
birey ve fenotip parametreleri yer almaktadir.
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Kromozom 1|1 1 1 0 0 0 1 O

Kromozom2 |0 1 1 1 1 0 1 1
Popiilasyon (Anakiitle)

Kromozom3|{1 0 1 0 1 0 1 O

Kromozom4|1 1 0 0 1 1 0O O

Sekil 3.26. Populasyon Kavraminin Sema ile Gosterimi

Popiilasyon biiyiikliigii, problemin yapisina baghdir. Genellikle baslangi¢
poplilasyonu rastgele degerlerden olusmaktadir. Eger yapilabiliyorsa, baslangic
popiilasyonu bilinen iyi bireylerden olusturulabilir. Dort adet bireyden olusan anakiitle
Sekil 3.26 ‘de temsili olarak gosterilmistir.

Arama uzayini iyi tarayabilmek i¢in baslangi¢ popiilasyonunun miimkiin oldugu
kadar biiylik sec¢ilmesi gerekir. Biitlin miimkiin alellerin popiilasyonda yer almasi
gerekmektedir. Bunu saglamak igin baslangi¢ anakiitlesi rastgele secilmektedir. Baz1
sezgisel yontemler kullanmak yoluyla baglangic popiilasyonu olusturulabilir. Bu
durumda popiilasyonda iyi bireyler olacagindan, genetik algoritma ¢dziime daha hizli
yaklagabilir. Bu durumda da anakiitlenin yeterince biiylik olmasi gerekmektedir.
Popiilasyonun biitiin olast ¢éziimleri iyi temsil edemedigi durumda, algoritma, arama
uzaymin sadece kiiciik bir kismini arayacaktir ve hi¢bir zaman optimal sonucu
bulamayacaktir (Svanandam ve Deepa, 2008: 42).

3.8.3.7.(2).(f). Temsil (Representation) - The chromosome (kromozom)

Genetik algoritmalarda, her birey, optimizasyon problemine bir ¢oziim adayini
temsil eder. Bireyin karakteristikleri ise kromozom veya genom ile temsil edilir.
Karakteristikler ise optimizasyon probleminin degiskenlerini ifade etmektedir. Optimize
edilmek istenen her bir degisken ise gen ile gosterilir ki genler en kiigiik bilgi birimidir.
Degiskene kabul edilebilir smirlar dahilinde bir deger atama islemi allele olarak
bilinmektedir. Bireyin karakteristikleri genotipler ve fenotipler olmak iizere iki grupta
incelenmektedir. Genotipler bireyin ebeveynlerinden aldig1 genetik bilgileri icerir. Baska
bir ifadeyle bireyin sahip oldugu alleller genotipi olugturmaktadirlar. Fenotip ise bireyin
nasil gortindiigiinii temsil etmektedir (Engelbrecht, 2007: 8).

Genetik algoritmalarda aday c¢o6ziimlerin (kromozomlarin) uygun gosterimi
onemli bir yer tutmaktadir. Arama algoritmasinin performansi temsil semasina baglidir.
Genetik algoritmalarin klasik temsil semas ikili vektorlerden olusmaktadir. n, boyutlu
arama uzayinda, her birey her degiskenin bit string olarak kodlandigi n, adet
degiskenden olusmaktadir.

3.8.3.7.(2).(g). Uygunluk Fonksiyonu (Fitness Function)

Kromozomun temsil ettigi ¢oziimiin ne kadar iyi oldugunun matematiksel bir
fonksiyon ile belirlenmesidir. Uygunluk fonksiyonu ne kadar iyi ise, kromozomun bir
sonraki nesile aktarilma olasiligi o kadar fazla olmaktadir (Engelbrecht, 2008: 133).
Genetik algoritmalardaki ama¢ uygunluk fonksiyonunu minimum kilacak genin
belirlenmesini saglamaktir.
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3.8.3.7.(2).(h). Genetik Algoritmalarda Kodlama

Genetik algoritmalarda ¢6ziimiin kromozomlar seklinde nasil kodlanacagi,
genetik algoritmalarda 6nemli olmaktadir.
Genetik algoritmalarda kodlamalar su sekilde gruplandirilabilir:
e ikili kodlama (Binary encoding)
e Gergek sayili kodlama (Real number encoding)
e Tamsayili kodlama (Integer or literal permutation)
¢ Genel veri yapili kodlama (General data structure encoding)
Genetik algoritmalar, dizi yapilar arasinda en iyinin hayatta kalmasina dayal1 bir
arama algoritmasidir.

3.8.3.7.(2).(1). Arama Uzay1

Biitlin miimkiin ¢dziimlerin yer aldig1 uzay arama uzay1 olarak adlandirilmaktadir.
arama uzayindaki her bir nokta, miimkiin olan bir ¢6ziimii temsil etmektedir. Bu nedenle,
her bir ¢éziimiin, problemdeki tanimina gore bir adet uygunluk degeri s6z konusudur.
Genetik Algoritmalar, arama uzayindaki miimkiin olan ¢6ziimlerden en iyisini bulmaya
calisir. Genetik algoritmalar genelde, ¢oziim uzayi igindeki en kiiglik degeri aramak iizere
programlanirlar. Buradaki en biiyiik zorluklar, yerel minimum ¢o6ziimlerinin varligi ve
aramaya baslanmasi gereken noktanin se¢imidir (Svanandam ve Deepa, 2008: 20).

3.8.3.7.(2).(j).  Elitist Strateji

Her yeni nesilde Genetik algoritmanin belirli sayida en iyi bireyleri igermesinin
garanti edilmesidir. Gelecek nesiller i¢in en iyi bireyler se¢ilmedigi veya ¢caprazlama veya
mutasyon yolu ile iyi olan genetik yapinin bozuldugu takdirde bu iyi bireylerin kaybolma
thtimali s6z konusudur. Genetik algoritmanin performansinin 6nemli 6lgiide elitist strateji
ile arttirtldig1 kanitlanmistir (Mitchell, 1999: 126).

Elit count parametresi ile bir sonraki nesile gegmesi garanti edilen birey sayisi
belirlenmektedir. Baz1 durumlarda en iyi bireylerin bir sonraki nesil i¢in se¢ilmeme
durumu olabilir. Bu durumun engellenmesi igin elit sayisinin belirlenmesi gerekmektedir.

3.8.3.7.(33).  Genetik Algoritmalarda Islemler

Darwin ‘e gore tiirler icindeki en giiclii veya en akilli birey hayatta kalmaz.
Hayatta kalan birey degisime en ¢ok ayak uydurabilen bireydir. Evrimin temelinde en
uygun olan bireyin hayatta kalmasi yatmaktadir. Evrimsel hesaplamanin (Evolutionary
computation) en dnemli 6zelligi tek seferde bir birey yerine bir grup birey ile hesaplama
yaptyor olmasidir (Kordon, 2010: 115). Daha iyi ¢oziimlerden genetik operasyonlar
yoluyla yeni bireyler elde edilir ve kotli ¢oziim veren bireyler elenir. Yeni olusturulan
cozlimler bir dereceye kadar anne-babalarinin 6zelliklerini tagimaktadir.

Genetik algoritmalarin anahtar 6zelliklerinden birisi iki ayri uzay kullaniyor
olmasidir. Bunlar belirli bir problem i¢in kodlanmig ¢oziimlerin yer aldig1 ¢oziim uzay:
ve gercek ¢oziimlerin yer aldig1 ¢oziim uzayidir. Kodlanmig ¢oziimler veya genotipler,
her bir ¢ézlimiin uygunlugunun veya kalitesinin degerlendirilmesi i¢in ger¢ek ¢coziimler
veya fenotiplere doniistiiriilmelidir. Genotipler bir veya sifir degerlerinden olusan bir
dizidir (Kordon, 2010: 119).
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3.8.3.7.(3).(a). GA'da Secim

Genetik algoritmanin arkasinda yatan ilke temel olarak Darwinci yaklagimdir.
Secim islemi, genetik algoritmay1 yonlendirici gii¢ olmaktadir. Bu giiciin fazla olmasi
arama igleminin olmasi gerektiginden daha kisa siirede sona ermesine neden olabilir, cok
az gii¢ kullanilmasi ise gereginden daha uzun siirede evrim siirecinin tamamlanmasina
neden olabilir. Baglangi¢c asamasinda arama baskisinin az olmasi, daha genis bir alani
taramak i¢in Onerilmektedir. Aramanin sonlarima dogru ise arama baskisinin arttirilmasi
gerekmektedir. Secim islemi genetik aramay1 optimal alana dogru yonlendirmektedir.
Farkli tiirde se¢im iglemleri s6z konusudur (Gen ve Cheng, 2000: 9)

Secim islemi bazi kaynaklarda yeniden iiretim (reproduction) kelimesi ile ifade
edilmektedir.

Genetik algoritmalarda se¢im dnemli bir yer tutmaktadir ve en iyi olanin hayatta
kalmas1 seklindeki darvinci goriis ile yakindan ilgilidir. Se¢im operatorlerinin esas amact
iyl ¢Oziimlerin vurgulanmasidir. Bu ise, iki adimda gerceklestirilecektir (Engelbrecht,
2007: 134).

¢ Yeni popiilasyonun secimi. Genetik algoritmalarda, her bir nesilin sonunda yeni
bir popiilasyon olusturulur ve bu popiilasyon bir sonraki nesil i¢in temel alinacak
poplilasyonu  olusturmaktadir. Yeni poplilasyon, sadece yavrulardan
secilebilecegi gibi hem anne-baba hem de yavrulardan segilebilir. Se¢im islemi
iyi bireylerin bir sonraki nesile gitmesini saglamalidir.

e Yeniden Uretim (Reproduction). Yavrular, caprazlama ve/veya mutasyon
isleminin uygulanmasi ile olusturulur. Caprazlama isleminde yavrularin en iyi
bireylerden genetik bilgi alabilmesi i¢in {istlin bireylerin yeniden iiretime daha
fazla katilmasi gereklidir. Mutasyonda ise se¢cim mekanizmasi zayif bireyler
iizerine odaklanmalidir. Bu islemde mutasyon ile birlikte zayif bireylerin daha 1yi
ozellikler kazanabilecegi umut edilmektedir.

Genetik Algoritmalarda secim, ¢aprazlama yapmak i¢in popiilasyondan iki adet
bireyin (ebeveyn)in secilmesi siirecini ifade etmektedir. Hangi se¢im yOnteminin
kullanilacag1 ve ka¢ adet yeni bireyin yaratilacagina karar verilmelidir. Seg¢imde en iyi
uygunluga sahip bireyler bir araya getirilir ve bunlardan olusturulacak yeni bireyin
uygunlugunun daha iyi olacagini beklenir. Genetik algoritmalardaki se¢im stireci Sekil
3.27 “de yer almaktadir.

Secim, anakiitleden kromozomlarin uygunluk degerleri dikkate alinmak suretiyle
rastgele segilmesi siirecidir. Uygunluk degerinin yiiksek olmasi, bireyin secilme sansini
arttirmaktadir. Se¢im baskisi, 1yl bireylerin hangi dereceye kadar ayricalikli olacagini
icermektedir. Baskinin ytiksek olmasi, iyi bireylerin daha ayricalikli se¢ilmesine neden
olur. Bu se¢im baskisi genetik algoritmayi, bir sonraki nesilin daha i1y1 bireylerden
olusmasina neden olacak sekilde yonlendirmektedir. Genetik algoritmanin ¢dziime
ulagma basaris1 biiylik oranda se¢im baskisinin biiytikligl ile belirlenmektedir. Se¢im
baskisinin yiiksek olmasi, ¢6ziime ulasmay1 kolaylastirmaktadir. Se¢im baskisinin diisiik
belirlendigi durumlarda, genetik algoritmanin optimal ¢6ziime ulasmasi gereginden fazla
zaman alacaktir. Se¢im baskisinin gereginden fazla oldugu durumlarda ise, genetik
algoritmanin dogru olmayan (sub-optimal) sonuclara ulagmasina neden olmaktadir
(Svanandam ve Deepa, 2008: 46-47).
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]
[ ]

En uyumlu
iki birey

Yeni Popiilasyon

Sekil 3.27. Genetik Algoritmalarda Secim Islemi (Svanandam ve Deepa, 2008: 46).

Genetik algoritma literatiiriinde siklikla kullanilan se¢im algoritmalar1 agsagidaki
gibidir:

3.8.3.7.(3).(a).i. Rulet Tekerlegi Se¢imi

Rulet se¢im geleneksel GA sec¢im tekniklerinden bir tanesidir. Rulet se¢imin
ilkesi, bireyin uygunluk degeri ile orantili bir tekerlek modeli yardimiyla dogrusal bir
arama gerceklestirmektir. En uygun bireylerin se¢ilmesinin garantisi yoktur. Sadece
secilme olasiliklar1 daha yiiksektir. Uygun bireyin, hedef degere katkida bulunmasi
beklenmektedir fakat uygun bireyin se¢ilmedigi durumda bir sonraki kromozomun zay1f
olma ihtimali vardir. Popiilasyonun uygunluk degerlerine gore siralanmamasi
gerekmektedir ¢ilinkii bu durumda se¢im iglemi yanl olacaktir.

Rulet se¢im siireci su sekilde de agiklanabilir (Sekil 3.28). Her bir birey i¢in rulet
tekerlegi modelinde bir dilim ayrilmaktadir (Sekil 3.29) ve bu dilimin kalinlig1 bireyin
uygunluk degeri tarafindan belirlenmektedir. Tekerlek popiilasyondaki birey sayis1 kadar
donderilir. Her bir donderiliste tekerlegin isaret ettigi birey bir sonraki nesil i¢in
secilmektedir (Svanandam ve Deepa, 2008: 47-48).

Rulet tekerlegi se¢imi algoritmasi

Admm 1: t popiilasyonundaki biitiin bireylerin uygunlugu f;,i = 1, ..., N ve toplam
uygunluk fom = SN, f; hesaplanir.

Adim 2: [0,1] araliginda bir rastgele say1 tiretilir ve s = rand () * fs,,, hesaplanir.
Admm 3: ¥¥ | f; > s sartin1 saglayan en kiiciik k sayis1 belirlenir ve t+1 nesili icin k
sirasinda bulunan birey segilir.

Adim 4: istenilen sayida birey secilenen kadar yukaridaki islem devam eder.

Sekil 3.28. Rulet Tekerlegi Se¢im Siireci (Sakawa, 2002: 20).
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Sekil 3.29. Rulet Tekerlegi Se¢im Modeli (Sakawa, 2002: 20).

3.8.3.7.(3).(a).ii. Stochastic Uniform Se¢im

Stochastic Uniform se¢im bir¢ok agidan rulet tekerlegi se¢cimine benzemektedir.
Rulet tekerleginde tekerlek popiilasyondaki birey sayist olan N defa ¢evrilmektedir. Bu
modelde ise rulet tekerleginde esit araliklarla yerlestirilmis N adet isaret¢i bulunmaktadir
ve tekerlek bir kere c¢evrilir. Tekerlegin ¢evrilmesi sonucunda N adet birey secilmis
olmaktadir (Mitchell, 1999

: 125).

Omegin, 10 adet bireyden olusan bir popiilasyondan, 6 adet birey secilmek
istensin. Bu nedenle 6 adet igne yerlestirilecektir. Her bir igne arasindaki mesafe 1/6 =
0.167 birim olmak durumundadir. Bu durumda ilk ignenin nereden baslayacagi [0,0.167]
araliginda rastgele say1 liretmekle bulunur. Diyelim ki bu aralikta 0.1 degeri iiretilmis
olsun. 1k igne 0.1 den baslar ve diger igneler esit araliklarla yerlestirilir. ignelerin denk
geldigi bireyler secilmis olur. Ornegimizde 1,2,3,4,6 ve 8 numarali bireyler bir sonraki
popiilasyon i¢in segilmislerdir. Sekil 3.30 ‘de stochastic uniform se¢im modeli
goriilmektedir (Svanandam ve Deepa, 2008: 50).

igne1  igne2 Igne3 igne4 ignes igne 6
| ! l | ! |

il iZ i3i4i5i6i7i8i9i10i
0.0 I 0.8 0.34 0.49 062 073 0.82 095 1.0

Rastgele Sayi
Sekil 3.30. Stochastic Uniform Se¢im Modeli (Svanandam ve Deepa, 2008: 50).

3.8.3.7.(3).(a).iii. Rastgele Se¢im

Bu yontemde popiilasyondan rastgele ebeveynler secilir. Rastgele secim yontemi

en basit se¢im islemidir ve bu yontemde her bir bireyin secilme olasilig ni dir. Higbir
uygunluk (fitness) bilgisi kullanilmaz bu nedenle de en iyi birey ve en koétii bireyin
secilme sans1 aynidir (Engelbrecht, 2007: 135).
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3.8.3.7.(3).(a).iv. Siralama Secimi (Rank Selection)

Siralama seciminde, bireylerin se¢ilme ihtimali siralamaya gore belirlenmektedir.
Bu se¢im yonteminde, popiilasyondaki bireyler en iyiden en kétiiye gore siralanmaktadir.
Her bir bireyin beklenen degeri, mutlak uygunluk fonksiyonundan ziyade siralamasina
bagli olamaktadir. Se¢ilme olasiliklar1 belirlenirken de uygunluk fonksiyonlari1 yerine,
popiilasyondaki siralama dikkate alinmaktadir. Uygunlugun 6l¢eklendirilmesine gerek
yoktur ¢iinkii uygunluk degerleri arasindaki fark g6z ardi edilmistir (Sakawa, 2002: 22).

3.8.3.7.(3).(2).v. Turnuva Secimi

Bu secim siirecinde anakiitleden rastgele iki birey secilir. [0,1] aralifinda rastgele
bir say1 belirlenir. Ayrica k ile belirlenen bir turnuva se¢im parametresi belirlenir. Eger
belirlenen rastgele say1 k parametresinden kiiciikse bu durumda iki bireyden en iyi uyum
saglayan secilir. Aksi durumda daha az uyum saglayan secilir. Secim yapilan iki birey
tekrar anakiitleye birakilir. Boylelikle bir sonraki turnuva i¢in yeniden se¢ilme durumlari
s6z konusu olabilmektedir (Mitchell, 1999: 128).

Turnuva sayisinin ¢ok biiyilik secilmesi en iyi bireylerin baskin olmasina yol acar
ve bu sekilde se¢im baskisini azaltir. Eger turnuva sayisi ¢cok az segilirse bu durumda kotii
bireylerin se¢ilme sans1 s6z konusu olmaktadir (Engelbrecht, 2007: 137).

3.8.3.7.(3).(b). Caprazlama

Iki adet ebeveyn ¢dziimiin alinmas1 ve bunlardan yavru ¢dziim olusturma islemi
caprazlama olarak adlandirilmaktadir. Se¢im isleminden sonra, anakiitlenin daha iyi
bireylerden olusmasina katki saglamaktadir. Secim isleminde iyi bireyler kopyalanir, yeni
bireyler olusturulmaz. Caprazlama islemi eslesme havuzundaki bireylere uygulanir ve
daha iyi Dbireyleri olusturmast beklenir. Caprazlama islemi {i¢ adimda
gerceklestirilmektedir:

e Eslesme icin iki birey segilir.
e Kromozomun uzunlugunda rastgele bir nokta secilir.
e Bu noktanin boldiigl parcalar, ebeveynler arasinda degistirilir.

Boylelikle ilk ebeveynde noktanin 6ncesinde yer alan bilgiler bir araya getirilir.
Ikinci ebeveynden ise noktanin ilerisinde yer alan bilgiler bir araya getirilir ve yeni bir
birey olusturulmus olur (Svanandam ve Deepa, 2008: 51).

Geleneksel genetik algoritmalarin performansi agirlikli olarak ¢aprazlama
islemine baghdir ve temel operator olarak gorev almaktadir. Bireyde rastgele
degisikliklerin gergeklestirildigi mutasyon islemi ise geri planda kalan bir islemdir.
Esasinda genetik islemler aramayi rastgele gergeklestirmektedir ve iyilestirilmis ¢6zimii
garanti etmezler. Cok kombinasyonlu optimizasyon problemlerinde genetik algoritmanin
¢Ozlime yakinsamasmin zaman aldigi tespit edilmistir. Caprazlama ve mutasyonun
karsilastirildigi ¢aligmalar yapilmistir ve mutasyonun bazen ¢aprazlamadan daha 6nemli
bir rol oynadig1 ortaya konulmustur (Gen ve Cheng, 2000: 2).

3.8.3.7.(3).(b).i. Tek Noktalh Caprazlama
En sik kullanilan tek noktali genetik degisimdir. 1ki kromozom belirlenen

noktalardan Kesilir ve kalan kisimlar karsilikli degistirilir. Bu islem Sekil 3.31 ‘de
goriilmektedir. Kesimin yapilacagi noktanin belirlenmesi ¢ok 6nemlidir. Dogru yerden
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kesilme durumunda yeni olusturulan bireyler ebeveynlerden daha iyi uygunluga sahip
olacaklardir. Dogru noktadan kesimin yapilmamasi halinde dizilimin kalitesi bozulur.

Caprazalama Noktas1 Caprazlama Noktast

! |

Ebeveyn 1 0 1 1 0 0 1 0 1 01 0 1 1 1 1

¥ Y h
Yavru f Y [—

1 0 1 1 01 1 1 i1 0 1 0 1 0 1 O

Sekil 3.31. Genetik Algoritmalarda Tek Noktali Caprazlama Islemi

3.8.3.7.(3).(b).ii. iki noktah caprazlama

Farkl1 nitelikte caprazlama algoritmalar1 gelistirilmistir. Bu algoritmalarin ortak
noktasi birden fazla kesim noktasi icermeleridir. Fazla sayida kesim noktasi kullanmanin
genetik algoritmanin performansini azaltacagi unutulmamalidir. Yine de birden fazla
caprazlama noktasinin kullanilmasi arama uzayinin daha etkin bir sekilde aranmasini
saglamaktadir.

Iki noktal1 caprazlamada, iki adet ¢aprazlama noktasi segilmekte ve bu noktalar
arasinda kalanlar ebeveynler arasinda karsilikli degistirilmektedir (Sekil 3.32).

Caprazalama Noktasi Caprazlama Noktast

Ebeveyn 11 0 1 1 0 1 0 0 1 1 0 1 1 0 0O
Yavru

11 0,0 1 1 1 O 0 1 1 1 1 0 0 O

Sekil 3.32. Genetik Algoritmalarda Iki Noktal: Caprazlama Islemi

Genetik algoritmalar tek noktali caprazlama islemini uygulamaktadir. Tek noktali
caprazlamada, bir kromozomun ilk ve son kisminin yeni bireylere gegmesi miimkiin
degildir. Boylelikle eger bir kromozomun ilk ve son kisimlarinda 1yi genetik bilgiler
varsa, bu durumda tek noktali ¢aprazlama ile bu iki bilginin yeni bireylere ge¢mesi
saglanamayacaktir. Bu nedenle iki noktali carpazlama bu olumsuz duruma maruz
kalmamaktadir ve genel olarak tek noktali ¢aprazlamadan daha iyi sonuclar {rettigi
diistiniilmektedir (Svanandam ve Deepa, 2008: 56).
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3.8.3.7.(3).(b).iii. Intermediate Caprazlama

Dogrusal kisitlamalarin oldugu durumlarda kullanilacak ¢aprazlama yontemidir.
Bu yontemde ebeveynlerin agirlikli ortalamasi alnimaktadir. Agirliklar bu ¢alismada 1
olarak belirlenmistir. Bu yoOntemde secgilen ebeynlerden yavru su formiile gore
belirlenmektedir
child = parentl + rand * Ratio * (parent2 — parent1)

3.8.3.7.(3).(b).iv. Caprazlama oram

Caprazlama tekniginde ¢aprazlama olasiliginin kullanici tarafindan belirlenmesi
gerekmektedir. Bu olasilik degeri, caprazlamanin hangi siklikta meydana gelecegini ifade
etmektedir. Caprazlamanin ger¢eklesmedigi durumlarda yavrular, ebeveynlerinin ayni
ozelliklere sahip olacaklardir. Fakat ¢aprazlama gergeklesirse bu durumda, ebeveynlerin
bazi1 ozellikleri, yavrulara gegecektir. Bu oranin %100 olarak belirlendigi durumda, yeni
olusan anakiitledeki biitiin yavrular ¢aprazlama sonucunda belirlenmis olur. Bu oranin
%0 olarak belirlendigi durumda ise, yeni anakiitle, eski popiilasyondaki bireylerin
kromozomlarindan olusmaktadir. Caprazlamanin yapilmasimnin esas nedeni, eski
kromozomlardaki iyi bilgilerin bir araya getirilmesidir. Béyle bir islem sonucunda olusan
yavrularin ebeveynlerinden daha iyi uyum saglayan bireyler olmasi beklenmektedir.
Fakat eski popiilasyondaki bazi bireylerin ¢aprazlama islemine ugramadan yeni
popiilasyona aktarilmasi isleminde de faydalar s6z konusudur (Svanandam ve Deepa,
2008: 56).

3.8.3.7.(3).(c). Mutasyon

Mutasyon isleminin amaci, anakiitledeki bireylerin genetik 6zelliklerine ¢esitlilik
eklemektir. Mutasyon islemi ¢aprazlamayi desteklemek icin kullanilmaktadir. Mutasyon
bir olasilik dahilinde gergeklestirilmektedir. Mutasyon olasilig1 ayn1 zamanda mutasyon
orani olarak da adlandirilmaktadir ve [0,1] araliginda kiiciik bir oran olarak secilmektedir.
Kiigiik bir oran olarak se¢ilmesinin esas nedeni ise 1yi ¢0ziimlerin yapisinin ¢ok fazla
bozulmamasidir (Engelbrecht, 2007: 153).

Caprazlama isleminden sonra, bireyler mutasyon islemine tabi tutulmaktadir.
Mutasyon algoritmanin yerel mininmum noktasinda takili kalmasmi oOnlemektedir.
Mutasyon ile birlikte kaybolan genetik materyallerin ve rastgele dagitilan genetik
bilgilerin geri kazanilmasinda 6nemli bir rol oynamaktadir. Mutasyon basit bir arama
operatorii olarak g6z Oniinde bulundurulmaktadir. Caprazlama yonteminden varolan
¢Ozlimlerden daha 1yi ¢ozlimlerin iiretilmesi beklenirken, mutasyonun da biitiin arama
uzaymi taramast beklenmektedir. Mutasyon, anakiitledeki genetik ¢esitliligin
stirdiiriilmesini saglayan ve geri planda yer alan bir operator olarak goriilmiistii. Rassal
bir sekilde segilen noktalardaki genetik yapilar degistirilmek suretiyle yeni genetik
yapilar kullanilmaya baglanmaktadir. Mutasyon, yerel mininmum noktasina diisme
tehlikesinden kurtulmaya ve anakiitledeki cesitliligi saglamaya yardim etmektedir.
Mutasyonun farkl cesitleri s6z konusu olmaktadir. ikili gdsterimde basit bir mutasyon
gendeki bilginin kiigiik bir olasilikla degistirilmesini igermektedir (Svanandam ve Deepa,
2008: 56).

Tek noktal1 basit bir mutasyon islemi Sekil 3.33 ‘de goriilmektedir.

83



HISSE SENEDI FIYAT ANALIZ VE TAHMIN YONTEMLERI Mehmet OZCALICI

Mutasyon Noktasi

Yavru i 0 1 0:0{i1 0O O 1 O
Mutasyona

Ugrayan 1 01 0:i1 100 1 0
Yavru i

Sekil 3.33. Genetik Algoritmalarda Mutasyon Islemi

Bir bagka mutasyon yontemi ise adaptation feasible olarak adlandirilmaktadir ve
bu ¢aligmada da kullanilan mutasyon yontemidir. En son nesil dikkate alinmak suretiyle
rassal yonler yaratilir. Bu mutasyon yonteminde, dogrusal kisitlar, alt ve {ist sinirlar ve
yon dikkate alinmak suretiyle mutasyon gerceklestirilir.

3.8.3.7.(4). GA Siireci ve Ornegi

Bu alt béliimde, daha 6nceden anlatilan konular genel hatlar1 ile 6zetlenecek ve
basit bir genetik algoritma ¢aligsma 6rnegi sunulacaktir.

Genetik algoritmalardaki segim siireci ile birlikte popiilasyondaki her bireyin
karsilagtirilmasi saglanmaktadir. Se¢im islemi, uygunluk fonksiyonu ile gergeklestirilir.
Her bir kromozom i¢in, temsil ettigi ¢0ziimiin uygunluk degeri hesaplanir. Uygunluk
fonksiyonu, aday ¢ozliimiin ne kadar iyi oldugunun degerlendirilmesinde kullanilir.
Optimzal ¢6ziim amag fonksiyonunu minimum yapan ¢éztimdiir. Genetik algoritmalarda,
en kiiglik deger gozoniinde bulunudurulur. Eger ¢6ziimii istenen problem maksimizasyon
problemi ise, uygunluk fonksiyonu ters g¢evrilmek suretiyle maksimizasyon
gerceklestirilebilir. (Svanandam ve Deepa, 2008: 29-33).

Yeniden iiretim ve uygunluk fonksiyonu, problemin ihtiyacina gore belirlendikten
sonra, Genetik Algoritma evrimlesmeye baslar. Oncelikle baslangi¢ popiilasyonunun
yaratilmasi gerekmektedir. Ilk popiilasyonda genis genetik materyallerin olmasina dikkat
etmek gerekir. Gen havuzu, ¢6ziim uzayindaki ¢oziimiin belirlenmesi i¢in miimkiin
oldugunca genis tutulmalidir. Genellikle, baslangi¢ popiilasyonu rastgele
belirlenmektedir.

Daha sonra, genetik algoritma, popiilasyonu evrimlestirmek icin iterasyonlara
baglar. Her bir iterasyon su adimlardan olusur:

e Secim. Ilk adim yeniden iiretim icin bireylerin seciminden olusur. Bu secim,
uygunluk fonksiyonu dikkate alinmak yoluyla gergeklestirilir.

e Yeniden Uretim. ikinci adimda, secilen bireylerden yeni bireyler meydana
getirilir. Yeni kromozomlarin olusturulmasinda, yeniden kombinasyon veya
mutasyon kullanilabilir.

e Evrim. Yeni kromozomun uygunlugunun degerlendiriligi adimdir.

e Yerine Koyma. Son adimdaki, eski popiilasyondaki bireylerin ortadan kaldirilip,
yerine yenilerinin konuldugu adimdir.

Bir ya da daha fazla ebeveynden, bir ya da daha fazla yavru elde etme islemi
yeniden iretim olarak adlandirilir. Uygunlugun degerlendirildigi asamada, bireyin
kalitesi 0l¢iiliir. Mutasyonda, bir bireyin bazi genetik 6zelliklerinin rastgele degistirilmek
yoluyla yeni versiyonu olusturulur. Secim siirecinde, yeni arama noktalari {iretimek igin
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mutasyon ve yeniden lretimin uygulanacagi bireylerin belirlenmesi s6z konusudur
(Svanandam ve Deepa, 2008: 29-33).

Genetik Algoritma prosediirii yukaridaki sekilde gosterilmistir. Genetik algoritma
calismasi sona erdiginde genellikle anakiitlede, en iyi uyum saglayan bir veya birkag
bireyin olmas1 beklenmektedir.

Genetik algoritmalarin ¢aligma mantigi bir 6rnek yardimiyla agiklanabilir. Bu
ornek (Mitchell, 1999: 9) ¢alismasinda yer almaktadir. Ornegin kromozom uzunlugunun
8 oldugu bir 6rnek diistinelim. Uygunluk fonksiyonu kromozom dizilimindeki toplam “1”
sayis1 olsun. Uygunluk fonksiyonunun en yiiksek olmasini isteyelim (baska bir ifade ile
maksimizasyon problemi olsun). Bu durumda kromozom diziliminde en fazla sayida 1
yer alan kromozom en iyi (uygun) ¢oziimii temsil edecektir. Anakiitlede yer alan birey
sayist 4 olarak belirlensin ve gaprazlama orani 0.7 ayrica mutasyon oran1 0.001 olarak
belirlensin.

Baslangicta rastgele yaratilan anakiilte su sekilde olsun:

Kromozom etiketi Kromozom dizilimi Uygunluk
A 00000110 2
B 11101110 6
C 00100000 1
D 00110100 3

Rulet tekerlegi se¢im kurallarina gore secim isleminin tercih edildigi varsayilsin.
Anakiitlede dort adet birey s6z konusu oldugu i¢in rulet tekerlegi dort adet ¢evrilir ve ilk
iki déndermede B ve D, iiglincii ve dordiincii dondermede ise B ve C secilmis olsun.

Anakiitleden bireyler secildikten sonra caprazlama orani ile yeni yavrular
olusturulur. Eger caprazlama uygulanmazsa yeni bireyler ebeveynlerin birebir kopyasi
olacaktir. Ornegin B ve D bireyleri, ilk karakterden sonra gaprazlama islemine tabi
tutulsun ve E = 10110100 ve F = 01101110 bireylerini olustursun. Buna ragmen B ve C
bireyleri i¢in ¢aprazlama islemi uygulanmasin ve birebir kopyalar1 yeni anakiitlede yer
alsin. Daha sonra her bir birey mutasyon olasiligi ile mutasyona tabi tutulsun. Ve bu
durumda diyelim ki E bireyi altinct karakterde mutasyon gegirerek E> = 10110000
bireyini olustursun. F ve C bireyleri mutasyona ugramazken B bireyinin de ilk karakterde
mutasyona ugradigini kabul edelim. Bu durumda yeni olusacak B> =01101110 olacaktir.
Yeni anakiitlenin goriiniimii su sekilde olacaktir.

Kromozom etiketi Kromozom dizilimi Uygunluk
E’ 10110000 3
F 01101110 5
C 00100000 1
B’ 01101110 5

Burada dikkate edilmesi gereken husus, baslangic anakiitlesinde, kromozomunda
en fazla 1 degerinin yer aldig1 birey (uygunluk degeri 6 olan birey), yeni anakiitlede yer
almiyor olmasina ragmen, ortalama uygunluk degeri 12/4 ‘ten 14/4’e yiikselmis oldu. Bu
adimlarin tekrarlanmasi biitlin dizilimlerin bir oldugu bir bireyi olusturacaktir (Mitchell,
1999: 9).
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3.8.3.7.(5). Genetik Algoritmanin Avantajlar1 ve Kisitlar

Genetik Algoritmanin bazi avantajlart ve kisitlart su sekilde siralanabilir
(Svanandam ve Deepa, 2008: 34):

Genetik Algoritmanin avantajlari,

o Paralellik

e Giivenilirlik (liability)

e (COzlim uzaymin genis olmasi

¢ Global optimumun kesfedilmesinin kolay olmasi

e Biiyiik ve az anlasilmis ¢dziim uzaylarinda islem yapmanin kolay olmasi

e Uygunluk fonksiyonunun degerlendirilmesinde yasanan zorluklara karsi
dayanikli (robust) olmas1

e Yerel optimuma yakalanmaya kars1 direncgli olmast

e Biiyiik ¢aptaki optimizasyon problemlerinde iyi performans sergilemesi

¢ Genis optimizasyon problemleri i¢in kullanilabilirler.

Genetik Algoritmalarin kisitlar1 (dezavantajlari) ise su sekildedir:
e Uygunluk fonksiyonunun belirlenme problemi
Popiilasyon biiytikliigii, mutasyon orani, ¢aprazlama orani, se¢im orani ve giicii
gibi parametrelerin belirlenmesinin zorlugu
Probleme 6zel bilgilerin kolaylikla yonetilmesinin miimkiin olmamasi
Etkin sonlandiricinin olmamasi (Ne zaman durulacaginin tam olarak bilinmemesi)
Uygunluk fonksiyonun ¢ok sayida degerlendirilmesine ihtiya¢ duyulmasi
Yapilandirmanin basit olmamasi

3.8.4. Bilgi Islemsel Zeka Yontemlerinin Finansal Piyasalarda Uygulanmasi

Nedovic ve Devedzic (2002) uzman sistemlerin finans alanindaki uygulamalarini
analiz etmislerdir. Calismalarinda finans alaninda uzman sistemleri inceleyen calismalar
bir araya getirilmistir ve ¢alismalarin firmalarin finansal analizi, firmalarin basar1 ya da
basarisizlik nedenleri, piyasa analizi ve pazarlama egitimi olmak {izere dort alanda
yogunlastiklarini raporlamaktadirlar.

Bahrammirzaee (2010) ise ¢alismasinda yapay sinir aglari, uzman sistemler ve
melez zeki sistemlerin finans literatiiriindeki uygulamalarin1 karsilastirmislardir.
Calismalarinda finansal piyasalardaki uygulamalar; kredi degerlendirme, portfoy
yonetimi ve finansal tahmin-planlama olmak tizere {i¢ ana béliimde incelenmistir.

3.8.4.1. Yapay Sinir Aglarimin Finansal Piyasalardaki Uygulanmalari

Bu boéliimde yapay sinir aglarmin finansal piyasalardaki uygulamalarini bir araya
getiren ¢alismalara deginilecektir.

Burrell ve Folarin (1997) ise ¢alismasinda yapay sinir aglarinin finans alanina
etkisini incelemek amaciyla bir¢ok calismayr bir araya getirmistir. Calismalarinin
sonucunda yapay sinir aglarmin farkli finansal problemlerin ¢dziimiinde basarili bir
sekilde kullanildig1 sonucuna varmiglardir.

Wong ve Selvi (1998) finans yazininda yapay sinir aglarini kullanan ¢aligmalart
bir araya getirmislerdir. Calismalarinda finansal yazinda yapay sinir aglarinin genellikle,
iflas tahmininde, ticari kredi bagvurularinin analizinde, mali basarisizligin tahmininde,
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kredi degerlendirmede, fiyat tahmininde, ilk halka arz fiyatlarinin tahmininde, index
tahmininde, ¢ek limitinin asip asmadigmmin tahmininde, mali tablo analizi ve
yorumlamasinda, opsiyon fiyatlama ve hedge edilmesinde, faiz orani tahmin edilmesinde,
kredi degerlemede, optimal portfdy olusturulmasinda, risk tahmininde, hazine bonosu
piyasa tahmininde, portfdy yonetiminde, sigorta problemlerinin incelenmesinde ve daha
bir¢ok finansal amag i¢in kullandiklarini raporlamaktadirlar. Calismalarinda ayrica yapay
sinir aglarinda, aralarinda yiiksek iliski olsa bile ¢ok fazla sayida degiskenin
incelenebildigini ifade etmektedirler.

Li ve Ma (2010) yaptiklar1 calismada, yapay sinir aglarinin finansal piyasalardaki
uygulamalarini bir araya getirmislerdir. Calismalarinin sonucunda yapay sinir aglarinin
O0grenme, genellestirme ve dogrusal olmayan modelleme 6zellikleri sayesinde yapay sinir
aglarmin finansal ekonomi alaninda degerli bir ara¢ oldugu sonucuna varmislardir.

3.8.4.2. Genetik Algoritmalarin Finansal Alandaki Uygulamalari

Genetik algoritmalarin  finansal alandaki uygulamalar1 asagidaki gibi
Ozetlenebilir:

Allen ve Karjalainen (1999) teknik alim satim kurallarini bulmak igin genetik
algoritmalar1 kullanmiglardir. Lawrenz ve Westerhoff (2003) ise doviz kuru
davraniglarin1 genetik algoritma ile modellemislerdir. Mirmirani ve Li (2004) ise altin
fiyatlarin1 genetik algoritma ve yapay sinir aglar1 ile modellemislerdir. Nunez-
Letamendia (2007) ise teknik alim satim sistemi tasariminda genetik algoritmalari
uygulamiglardir. Strabburg vd. (2012) ise ¢alismalarinda hisse senedi piyasalarinda alim
satim kurallarinin belirlenmesinde paralel genetik algoritmalari kullanmislardir. Deng vd
(2012) ise genetik algoritmalari doviz kuru alim satiminda kural olusturmak igin
kullanmiglardir. Evans vd. (2013) ise doviz piyasasinda giin i¢i alim satimlari
gerceklestirecek bir sistemi genetik algoritmalar ve yapay sinir aglari ile insa etmislerdir.
Chen ve Zhang (2013) ise doviz kurunun belirlenmesinde genetik algoritmalar
kullanmislardir.

Pereira  (2000) ise finansal optimizasyon igin genetik algoritmalari
kullanmiglardir. Genetik algoritmalarin alim satim kurallarin  kesfi, alim-satim
kurallarinin ~ optimizasyonu, portfolyo optimizasyonu ve getiri tahmini i¢in
kullanilandiligini ifade etmektedirler.

Jackson (1997) ise genetik algoritmalari, portfoydeki varliklarin agirliklarinin
optimizasyonu i¢in kullanmiglardir. Yang (2006) ise portfoy etkinligini arttirmak igin
genetik algoritmalar1 kullanmislardir. Bermudez vd. (2012) ise ¢alismasinda bulanik
portfoy se¢imi i¢in ¢ok amagl genetik algoritmalar1 kullanmiglardir. Huang (2012) ise
calismasinda genetik algoritma ve support vector regresyon ile birlikte melez bir hisse
senedi se¢im modeli olusturmusglardir. Fu vd. (2013) ise genetik algoritmalar1 teknik
analiz ve portfoy yonetimi i¢in kullanmiglardir.

Oreski ve Oreski (2014) ise caligmasinda kredi risk degerleme modelleri igin
Ozellik secimini genetik algoritma ile gerceklestirmislerdir. Calismada genetik
algoritmalar kredi risk degerlendirmesinde kullanmislardir.

Varetto (1998) iflas tahmini ve simiflandirilmasinda geleneksel istatistiksel
yontemlerle genetik algoritmalarin performansini karsilastirmislardir. Rafiei vd. (2011)
ise Iran’da faaliyet gosteren firmalarin finansal saglik durumlarini tahmin eden bir
modeli, yapay sinir aglari, genetik algoritmalar ve ¢ok degiskenli diskriminant analizi ile
gerceklestirmiglerdir. Kim ve Kang (2012), iflas tahmininde genetik algoritmalari
kullanmislardir.
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3.8.4.3. Destek Vektor Makinelerinin Finansal Piyasalardaki Uygulamalari

Destek Vektor Makinelerinin (DVM) finansal alandaki uygulamalarindan bazilart
ise su sekilde siralanabilir:

Kim (2003) ise SVM’ yi finansal zaman serisinin tahmininde kullanmiglardir.

Finansal basarisizlik ve iflas tahmininde DVM siklikla kullanilmistir (Shin vd.,
2005; Min vd., 2006; Wu vd., 2007; Yeh vd., 2010; Chaudhuri ve De, 2011; Lin F. vd.,
2011; Li ve Sun, 2011; Hsieh vd., 2012; Sun ve Li, 2012; Li vd., 2014).

Kredi risk degerleme amaciyla destek vektdr makinelerinin kullanilmasi sz
konusudur (Huang vd., 2004; Chen ve Shih, 2006; Li vd., 2006; Xu vd., 2009; Yu vd.,
2010; Kim ve Ahn, 2012; Li vd., 2012; Harris, 2013; Han vd., 2013).

Chen vd. (2009) DVM’yi takipteki kredilerin 6ngoriisii i¢in kullanmiglardir. Kim
ve Sohn (2010) ise destek vektor makinelerini zamaninda 6denemeyecek teknoloji kredisi
tabanli borglarin, dnceden tahmin edilmesinde kullanmislardir.

Ogiit vd. (2009) ise finansal bilgi manipulasyonunun ongoriisinde DVM
yontemini kullanmiglardir. Chen ve Roy (2011) ise destek vektor makinelerini nakit akimi
tahmini i¢in kullanmiglardir. Benhayoun vd. (2013) destek vektér makinelerini,
isletmelerin finansal saglik durumlarini 6lgmekte kullanmiglardir. Firmalarin kredi
degerlerini tahmin edecek bir model gelistirmislerdir. Zhu ve Wei (2013) ise karbon
fiyatinin tahmininde DVM metodolojisini kullanmislardir.

3.8.4.4. ANFIS Yonteminin Finansal Piyasalardaki Uygulamalari

Kar vd. (2014) anfis yontemi ile farkli disiplinlerde yapilan ¢aligmalari bir araya
getirmislerdir. Calismada ekonomik sistem alt baslhigi altinda finansal alandaki anfis
uygulamalarina deginmislerdir. Genel olarak anfis yonteminin hisse senedi piyasasi,
tedarik zinciri yonetimi, elektrik tiikketim tahmini, turizm enddistrisi ve finansal krizler
gibi alanlarda kullanildigini raporlamislardir.

Keles vd. (2008) ise anfis yontemini yurti¢i bor¢ miktariin tahmin edilmesinde
kullanmiglardir. Tan vd. (2011) anfis yontemini hisse senedi alim satimini
gerceklestirmek igin bir model olusturmada kullanmiglardir. Chen (2013) ise anfis
yontemini isletme basarisizliklarini tahmin etmek i¢in kullanmislardir.

Malhotra ve Malhotra (2002) anfis yontemini iyi ve kotii kredilerin
ayrigtirtlmasinda kullanmislardir. Moayer ve Bahri (2009) ise anfis yontemini isletme igin
stratejik planlama senaryo yaratim siirecinde kullanmiglardir. Akkog (2012) ise anfis
yontemini kredi degerlemede kullanmiglardir. Shekarian ve Gholizadeh (2013) ise anfis
yontemini ekonomik refahin analizinde kullanmislardir.

Bilgi islemsel zeka yontemlerinden olan bulanik mantigin ayrica, hisse senedi
fiyat tahmininde (Atsalakis ve Valavanis, 2010), portfoy se¢iminde (Inuiguchi ve Ramik,
2000), kredi derecelemede (Baetge ve Heitmann, 2000) kullanildig goriilmektedir.

Sonug olarak bilgi islemsel zeka yontemlerinin finansal problemlerin ¢éztimiinde
basartyla kullanildig1 ve s6z konusu yontemlerin isletme literatiiriinde daha detayli bir
sekilde kullanilmaya devam edecegini sdylemek miimkiindiir.

88



UZMAN BIR SISTEM ARACILIGIYLA FIYAT ... Mehmet OZCALICI

4, UZMAN BiR SISTEM ARACILIGIYLA FiYAT TAHMININDE BIST
UYGULAMASI

4.1. Uygulamanin Amaci

Hisse senedi fiyatlarini 6nceden tahmin etmek arastirmacilarin ilgisini ¢eken bir
konudur. Etkin piyasalar hipotezini savunanlara gore hisse senedi fiyatlarini 6nceden
tahmin etmek miimkiin degildir. Buna ragmen bir¢ok arastirmaci, onceki ¢aligsmalar
boliimiinde anlatildig1 lizere hisse senedi fiyatlarini tahmin etmeye c¢alismis ve belirli
diizeyde basar1 elde etmislerdir.

Hisse senedi fiyat tahmini i¢in literatiirde, istatistiksel yontemlerin yani sira,
bilgisayarlarin islem giiciiniin artmasina paralel olarak gelisen bilgi islemsel zeka
yontemlerinin de kullanildigi goriilmektedir. Bu yontemlerden bir tanesi yapay sinir
aglaridir. Yapay sinir aglar1 ile hisse senedi tahmininde baslica iki 6nemli mesele
hakkinda karar verilmesi gerektigi anlagilmaktadir. Bu meseleler yapay sinir agi mimarisi
ve kullanilacak degiskenlerin se¢imidir. S6z konusu parametrelere konu hakkinda uzman
olan kisiler karar verebilir. Fakat uzman kisilere erismek her zaman i¢in miimkiin
olmayabilir.

Genetik algoritmalar bilgi islemsel zeka yontemlerinden bir tanesidir ve sezgisel
bir optimizasyon yontemidir. Genetik algoritmalar yapay sinir aglari i¢in mimari
optimizasyonu ve degisken se¢imini gerceklestirecek sekilde tasarlanabilir.

Uygulamanin amact hisse senedi fiyat tahmininde kullanict yerine karar veren
uzman bir sistem olusturmaktir. Tahmini gerceklestirecek yontem yapay sinir aglaridir.
S6z konusu uzman sistemde yapay sinir aglari i¢in degisken se¢imi ve ara katmandaki
noron sayisi genetik algoritmalar ile es zamanli optimize edilmektedir. Boylelikle
kullanici yerine tahmin modelini optimize eden uzman bir sistem ortaya ¢ikmustir.

4.2. Uygulamanin Yontemi

Bu béliimde uzman sistem detayli bir sekilde tanitilmaya calisilacaktir. Calisma
temelde tahmin ¢aligmasidir. Hisse senedi fiyatlarin1 tahmin edecek degiskenler gegmis
fiyat ve islem hacmi verilerini kullanmak suretiyle hesaplanan teknik gostergelerdir.
Calismada  6zellik  se¢imi  parametre  optimizasyonu ile es  zamanh
gergeklestirileceginden, 6zellik se¢cimi hakkinda bilgilere de yer verilecektir. Daha sonra
yapay sinir aglari, genetik algoritmalarin isleyisi ve model tasarimi hakkinda bilgi
verilecektir. Calismada kullanilacak modelin 6zelliklerine de deginilecektir.

Bilgi islemsel zeka (BIZ) ¢alismalarinda, zeki-inovatif uygulamalar gelistirmek
i¢in; 0grenme, adaptasyon ve evrimsel hesaplamalar bir arada kullanilir. BIZ ¢aligmalar
istatistiksel modelleri tamamen diglamis degildir. Cogunlukla bu yontemleri tamamlayici
niteliktedir. BIZ, esnek hesaplama (yapay zeka ile hesaplama — soft computing) kavrami
ile yakindan ilgilidir ve etkin bir ¢6ziim algoritmasi olmayan problemler {izerinde ¢alisan
bir bilgisayar bilimi dalidir (Sumathi ve Surekha, 2010). Hisse senedi fiyatlarin1 6nceden
tahmin etmekte kullanilacak degisken se¢imi i¢in hazir bir algoritma
gelistirilemediginden, BIZ yontemleri degisken sec¢imi i¢in kullanilabilir.

4.3.  Ozellik Secimi
Ozellik se¢imi (Feature Selection) etkin bir tahmin performansi icin veri setinde

bulunan faydasiz degiskenlerin elenmesini saglamaktadir. Genetik algoritma &zellik
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seciminde kullanilabilecek yontemlerden bir tanesidir. Daha iyi tahmin performansi elde
etmek i¢in bir grup degiskenin se¢ilmesi nem arz etmektedir. Eger baslangig veri setinde
yer alan ilgisiz ve fazla degiskenler listeden ¢ikartilirsa, 6grenme algoritmasinin ¢alisma
stiresi de azalacaktir (Tsai ve Hsiao, 2010).

Ozellik segiminin belli bash {ic adet amaci vardir: degiskenlerin tahmin
performansini giiglendirmek, daha hizli ve etkili tahminleyiciler bulmak ve veri setini
etkileyen esas siire¢leri anlamayi saglamak (Guyon ve Elisseeff, 2003: 1157).

Ozellik segiminin birgok faydast s6z konusudur. Bunlar, veri setinin
gorsellestirilmesinin ve anlagilmasinin kolaylastirilmasi, saklama boyutunun azaltilmasi,
egitim zamaninin azaltilmasi, tahmin performansinin arttirtlmasidir (Guyon ve Elisseeff,
2003: 1157).

Ozellik seciminde degiskenler arasindaki iliskilerin géz dniinde bulundurulmasi
gerekmektedir. Baz1 degiskenler arasinda miikemmel korelasyon olabilir. Boyle bir
durumda hepsinin ayni anda kullanilmasi ek bir fayda saglamayacaktir. Tek basina
faydasiz olan bir degisken digerleri ile birlikte kullanildiginda 6nemli performans artisi
saglayabilir. Tek baslarina faydasiz olan iki degisken, birlikte kullanildiginda ise faydali
olabilir (Guyon ve Elisseeff, 2003: 1165).

Gergek hayat problemlerinde bir araya getirilen veriler bilgisayarlarin islem
kapasitesini zorlayacak boyutlarda olabilir. Bu nedenle, miimkiin olan en az kayipla veri
setinin daha yonetilebilir boyuta indirgenmesi, ¢ogu zaman faydalidir ve bazen de
gereklidir. Genellikle, toplanan bilgilerin 6nemli bir kismi1 ya gereksizdir ya da yaniltict
unsurlar barindirmaktadir. Bu nedenle analizlerin ileri sathalarina gegilmeden dnce bu tiir
bilgilerin, veri setinden c¢ikarilmasi gerekmektedir. Bu tiir temizleme islemi sadece
analizin daha hizli ger¢eklesmesini saglamaz ayni zamanda elde edilen sonuglarin daha
anlasilir olmasini saglar ve sonuglarin kalitesini arttirabilir (Jensen ve Shen, 2008: 62).

Boyut Indirgemme

Doniisiim Bazli Secim Bazli

Dogrusal

Ozellik Secimi Digerleri
Olmayan

Dogrusal

Sekil 4.1. Boyut Indirgeme Y6ntemlerinin Siniflandirilmasi (Jensen ve Shen, 2008: 62).

Boyut indirgeme teknikleri bazen veri setinin altinda yatan dnemli 6zelliklerin
yapisini bozmaktadir ve bu bircok uygulama ig¢in istenmeyen bir Ozelliktir. Boyut
indirgeme teknikleri Sekil 4.1 de gosterilmistir. Sekilde boyut azaltma yontemleri; veri
setinin tamamen yeni bir sete doniistiigii ve veri setinden bir alt kiimenin secildigi
yontemler olmak iizere ikiye ayrilmistir. Hangi boyut azaltma tekniginin kullanilacagi,
tizerinde galisilan problemin 6zelliklerine gore degismektedir (Jensen ve Shen, 2008: 63).
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Ozellik se¢imi, ilgisiz (irrelevant) ve/veya gereksiz (reduntant) ozelliklerin
elenmesini saglayan bir gérevdir (Liu ve Motoda, 2008: 4). ilgisiz degiskenler, 6grenme
algoritmasiin performansini etkilemeden ortadan kaldirilabilir (Yu ve Liu, 2004).
Gereksiz 6zellikler ise ilgisiz 6zelliklerin bir ¢esidir (John vd., 1994). Bir veya daha fazla
ilgili degiskenin oldugu durumda gereksiz degiskenden bahsedilmektedir. Bu durumda
her degisken ilgilidir fakat bir tanesinin kaldirilmast 6grenme performansini
etkilemeyecektir (Liu ve Motoda, 2008: 5).

Ilgili ilgisiz degiskenlerin sematik gdsterimi Sekil 4.2 deki gibidir. Bir degiksen
alt kiimeden ¢ikarildiginda performansta diisme oluyorsa giiclii ilgili (strongly relevant)
olarak adlandirilir. Bir degisken eger giiclii ilgili degilse ve degiskenin kiimeye eklendigi
durumda, kiimenin performansini arttirabildigi bir S alt kiimesi varsa zayif ilgili (weakly
relevant) olarak nitelendirilir. Bir degisken eger giiclii ilgili (strongly relevant) veya
diisiik ilgili (weakly relevant) degilse ilgisiz olarak tanimlanmaktadir.

.f:lGijq:lii flgili
| Ozellikler —/

Zayf Tlgili
Ozellikler

ilgisiz
Ozellikler

Sekil 4.2. Ilgili ve Ilgisiz Ozellikler (Kohavi ve John, 1997: 298).

Sekil 4.3 ‘de se¢cim bazli boyut indirgeme yer almaktadir. Sekildeki matriste m
adet gozlem yer almaktadir. Ayrica doniisiimden onceki veri setinde n adet degisken
(0zellik) yer almaktadir. S6z konusu veri setine se¢im bazli boyut indirgeme yontemi
uygulandiginda alt kisimda yer alan matris elde edilmektedir. Ikinci matriste k adet
degisken yer almaktadir. Boyut azaltildiktan sonra elde edilen matriste ilk matristekinden
daha az sayida veya en fazla orjinal boyuttaki kadar degisken olmasi beklenmektedir.
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Sekil 4.3. Genel Olarak Ozellik Segimi

Bu calismada girdi veri setinin 0zelliklerinin korunmasi tercih edilmistir. Bir
sonraki giline iliskin tahminler girdi veri seti lizerinden gerceklestirilecektir. Veri setinin
dontstiiriilmesi (doniisiim bazli boyut indirgeme seceneginin tercih edilmesi), tahmin
performansini dlgen ve giinliik tahminleri girdi olarak kullanmayi sart kosan, alim satim
algoritmasinin iglemesini bozacaktir. Bir sonraki giine iliskin yapilan tahminlerin ne
kadar basarili oldugunu ortaya koyabilmek i¢in, tahmin sonuglarini alim satim islemlerini
giinliik bazda yonlendirmesi beklenmektedir. Giinliikk bazda tahminler se¢cim bazli veri
dontistiirme isleminde oldukca kolay bir sekilde kullanilabilecektir. Bu nedenle doniisiim
bazli boyut indirgeme teknikleri sadece 6zetlenecek, fakat secim bazli boyut indirgeme
modelleri daha detayli incelenecektir.

4.3.1. Doniisiim Bazh Boyut Indirgeme

Bu yontemde veri seti tamamen yeni bir veri setine doniistiiriilmektedir. Veri
setinin orijinal halindeki anlam (semantic) ilerleyen siireg¢lerde kullanilmayacaksa, bu
yontem tercih edilmektedir. Dogrusal doniisiim ve dogrusal olmayan doniisiim olmak
tizere iki grupta incelenebilmektedirler. Dogrusal bazli boyut indirgemenin en ¢ok bilinen
ornegi temel bilesen analizi (principal component analysis PCA) dir. PCA ¢ok boyutlu
olan orginal girdi setini genelde daha az boyutlu ve birbirleriyle iliskisi olmayan veri
setine doniistiirmektedir (Jensen ve Shen, 2008: 63).

Boyut indirgeme suretiyle hisse senedi fiyat tahmini gergeklestiren ¢caligmalardan
bir tanesi Ince ve Trafalis (2007) ‘e aittir. Yazarlar makalelerinde PCA yo6ntemini
kullanmak suretiyle veri setlerini donilisiime tabi tutmuslar ve daha az sayida olan
dontistiiriilmiis veri seti ile hisse senedi fiyat tahmini ger¢eklestirmislerdir.
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Dogrusal olmayan doniisiim bazli boyut indirgeme teknikleri ise bu ¢alismanin
kapsami1 disindadir.

4.3.2. Secim Bazh Boyut indirgeme

Doniisiim bazli boyut indirgeme tekniklerinde, orijinal veri setindeki anlam
(semantic) geri doniisii olmayan bicimde bozulmaktadir. Buna karsilik 6zellik se¢imi
olarak da adlandirilan (semantic-preserving Dimension Reduction) teknikler, orijinal veri
setindeki anlam1 korumaya calismaktadir. Ozellik se¢iminin esas amaci, orijinal zellik
setindeki onemli 6zellikler korunurken, problemi ¢6zebilecek en az sayidaki 6zellik alt
kiimesinin belirlenmesidir. Bir¢ok gergek hayat problemlerinde 6zellik segimine ihtiyag
duyulmaktadir, ¢ilinkii veri setlerinde, giiriiltiilii (noisy), ilgisiz (irrelevant) veya yaniltici
(misleading) 6zellikler bulunmaktadir. Bu faktdrlerden armmis bir veri seti kullanmak
suretiyle yiiksek dogruluklu 6grenme (veya tahmin) gergeklesebilir (Jensen ve Shen,
2008: 66).

Bir ozellik veya ozellik alt kiimesinin faydasi, ilgililik (relevancy) ve gereginden
fazla (redundancy) olma kavramlari ile belirlenmektedir. Bir 6zelligin ilgili olabilmesi
icin karar degiskenini tahmin edebilecek durumda olmasi gerekir. Aksi takdirde ilgisizdir.
Eger bir 6zellik, diger 6zelliklerle asir1 derecede iliskiliyse (correlation) gereksiz olarak
nitelendirilmektedir. Bu nedenle iyi bir 6zellik alt kiimesi se¢imi, karar degiskeni veya
degiskenleri ile yiiksek derecede koreli fakat birbirleriyle iligkili olmayan degiskenlerin
belirlenmesini igermektedir.

Ozellik se¢im yaklagimlarinin siniflandirilmasi Sekil 4.4 ‘deki gibidir. Baslangic
ozellik sayisi n olarak belirlensin. Bu durumda 6zellik se¢iminin gérevi 2™ adet aday alt
kiime igerisinden optimal olanin belirlenmesidir. (Caligmada 53 adet 0&zellik
belirlenmistir. Bu 6zelliklerin olusturdugu biitiin alt kiimelerin sayis1 ise 253 =
9.0071993x10%> adettir. Biitiin olas1 alt kiimeleri denemek ¢ok uzun zaman alacaktir.
Ustelik segilecek degisken sayist arttikga bilgisayarn daha fazla kaynaga ihtiyag
duyacagi da g6z oniinde bulundurulmalidir.)

Optimal altkiimenin ne oldugu, ¢oziilmeye calisilan problemin 6zelliklerine
baglhidir. Tek tek biitiin alt kiimeleri denemek kesin sonug verecektir. Buna ragmen gercek
hayatta biitiin alt kiimeleri denemek miimkiin olmayabilir. Bu karmasikliktan uzaklagsmak
icin genellikle sezgisel (heuristic) yoOntemler veya rastgele arama stratejileri
izlenmektedir.

Ozellik Secimi

Filitre Yaklagim Wrapper Yaklasim:
. Backward L Meta-Sezgisel
Forward Selection Elemination F/B Combination Yaklasimlar (GA) Instance based

Sekil 4.4. Ozellik Segiminin Farkli Boyutlar1 (Jensen ve Shen, 2008: 67).
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Tipik bir 6zellik se¢im yonteminde su adimlar s6z konusudur (Sekil 4.4).

e Yaratim prosediirii: bu prosedirle birlikte bir sonraki aday alt kiime
yaratilmaktadir.

e Degerlendirme fonksiyonu: géz 6niinde bulundurulan alt kiimeyi degerlendiren
bir fonksiyondur.

e Durma Kriteri: 6zellik se¢cim prosediiriiniin ne zaman sona erecegini belirler.

e Degerlendirme prosediirii: Yyaratilan altkiimenin gegerli olup olmadigi
belirlenmektedir.

Yaratim prosediiriiniin bir arama prosediirii oldugunu sdylemek miimkiindiir
(Lengley, 1994). Temel gorevi, degerlendirme i¢in yeni alt kiimelerin yaratilmasini
saglamaktir. Yaratim prosediirii (i) hi¢ 6zellik olmadan, (ii) biitiin 6zelliklerle veya (iii)
rastgele secilen bir alt kiime ile baslayabilir. ilk iki durumda, 6zellikler yineleme
stirecinde eklenir veya ¢ikarilir, son durumda ise yinelemeli bir sekilde eklenebilir,
cikarilabilir veya rastgele yeniden dretilebilir (Lengley, 1994). Degerlendirme
fonksiyonu ise yaratim prosediiri ile yaratilan alt kiimenin uygunlugunu
degerlendirmektedir ve dnceki en iyi performans ile karsilagtirmaktadir. Daha 6nceki en
iyiden daha iyi bir sonug bulunduysa, yer degistirilir. Durdurma kriteri her bir yenilemede
0zellik se¢im siirecinin devam edip etmeyecegini kontrol eder. Durdurma kriteri olmadan
ozellik secim siireci sonsuza kadar devam eder. Yaratim prosediirii ve degerlendirme
fonksiyonlart durdurma kriterinin se¢imini etkileyebilir. Durdurma kriteri yaratim
prosediiriine bagli olabilir ve su sartlardan biri saglandiginda islem sona erer (i) dnceden
tanimlanmis sayida Ozellik se¢imi ve (ii) Onceden belirlenmis yineleme sayisina
ulagilmasi. Durdurma kriteri ayn1 zamanda degerlendirme fonksiyonuna da bagli olabilir
ve (i) yeni bir 6zelligin eklenip silinmesinin daha iyi alt kiime yaratmadig1 veya (ii)
belirlenen degerlendirme fonksiyonuna gore uygun bir degerin elde edildigi durumda
sona erebilir. Dongii durma kriterindeki olumlu kosul saglanana kadar devam eder.
Ozellik secim siireci, bir dizi girdi setinden olusan bir alt kiime ile sona erer.
Degerlendirme siireci ise, 6zellik se¢im siirecinin bir parcasi degildir fakat 6zellik se¢im
yonteminin pratikte mutlaka dogrulanmasi gerekmektedir (Dash ve Liu, 1997: 133).

Orjinal Veri Seti Alt kime
— ¥ Nesil Degerlendirme

Alt-kiimenin
uygunluk derecesi

Hayir Evet

Durma
Kriteri

Dogrulama

Sekil 4.5. Ozellik Se¢im Siireci (Dash ve Liu, 1997:133).

Ozellik segim algoritmalari, degerlendirme prosediiriine gére iki kategoriye
ayrilabilir. Eger se¢im siireci bir 6grenme algoritmasindan tamamen bagimsizsa filitre
yaklagimi s6z konusudur. Bu yontemde ilgisiz degiskenler filitrelenmektedir. Herhangi
bir Ogrenme algoritmasmna bagli olmadiklarindan dolayr bir¢ok alanda
kullanilabilmektedirler (Jensen ve Shen, 2008: 69).
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Eger degerlendirme siireci bir goreve bagliysa, bu durumda wrapper yaklasimdan
bahsedilmektedir. Bu yontemde alt kiimenin uygunlugu bir 6grenme algoritmasina
baghdir.

Flitre Yaklagimi

Ozellik Seti Alt Kiime Segilmesi Ogrenme Algoritmast

Wrapper Yaklagimi

Ozellikler

Ozellik Seti Alt Kiime Segilmesi Ogrenme Algoritmast

Degerlendirme

Sekil 4.6. Ozellik Segiminde Wrapper ve Filitre Yaklagimi (Jensen ve Shen, 2008: 68).

Ozellik seciminde filitre ve wrapper yaklasimlari arasindaki fark Sekil 4.6 “deki
gibidir.

Bu calismada 6zellik se¢imi icin wrapper yaklagimi tercih edilmistir.

Wrapper yaklagiminda alt kiimelere, tahmin etme giicii ile iliskili bir skor
atanmaktadir ve bu islem kara kutu 6zelligi tasimaktadir (Sekil 4.7). Filitre metodunda
ise degiskenler onisleme adimi olarak, secilen tahminleyiciden tamamen bagimsiz bir
sekilde se¢ilmektedir (Kohavi ve John, 1997).

Egitim Seti —————
Egitim Seti
Ozellik Secimi s
¢ Endiiksiyon
Algoritmasi
Ozellik Seti Performans Ozellik Seti
Ozellik
Degerlendirmesi
Ozellik Seti Hipotez
Endiiksiyon
Algoritmasi
Nihai Tahmin
Test Seti . 1 al_ —
Degerlendirme

Sekil 4.7. Wrapper Yaklasiminin Sematik Gosterimi (Kohavi ve John, 1997: 274).

Denetimli makine Ogrenme yonteminde, hedef degiskenlerin ve tahmin
degiskenlerinin islendigi bir endiiksiyon algoritmasi s6z konusudur. Ozellik altkiimesi
secim probleminde ise, bir grup degiskenin se¢imi ilizerinde odaklanilir ve geri kalan
degiskenler g6z ardi edilir. Wrapper yaklasiminda ise ozellik se¢im algoritmasi,
endiiksiyon algoritmasinin gevresini sarmaktadir. Ozellik se¢im algoritmasi, secilen alt
kiimenin uygunlugunu 6l¢mek i¢in endiiksiyon algoritmasini kullanmaktadir. Sekil 4.7
‘de wrapper yaklasimi gosterilmektedir. Endiiksiyon algoritmasi kara kutu olarak goz
onilinde bulundurulmaktadir. Degerlendirmede en basarili olan alt kiime, nihai alt kiime
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olarak secilir ve endiiksiyon algoritmasina gonderilir. Arama sirasinda kullanilmayan bir
veri setinde tahmin gergeklestirilir (Kohavi ve John, 1997: 275).

4.4, Model Tasarimi

Hisse senetlerinin fiyatlarii dogru bir sekilde tahmin etmesi beklenen uzman
yontem agiklanacaktir. Bu uzman sistem genetik algoritmalar ve yapay sinir aglarindan
olusmaktadir ve yapay sinir aglar1 kullaniminda insan miidahelesini miimkiin oldugunca
en diisiik diizeye indirgemektedir.

Daha once yapilan arastirmalar incelendiginde, yapay sinir aglari ile hisse senedi
fiyat1 tahmini gerceklestirmek igin iki ¢ok Onemli kararin verilmesi gerektigi
anlasilmaktadir. Bunlardan birincisi, tahmin i¢in kullanilacak degiskenlerin
belirlenmesidir. Cok fazla sayida teknik gostergenin hesaplanmasi miimkiindiir. Fakat bu
degisken havuzundan en basarili tahmini gerceklestirecek degiskenlerin secimi icin
mevcut bir yontem s6z konusu degildir. ikinci 6nemli husus ise ara katmanda yer alacak
noron sayisinin belirlenmesidir. Literatiirdeki ¢aligmalarda deneme yanilma yoluyla veya
baz1 kurallara gore ara katmandaki noron sayisinin belirlendigi goriilmektedir. Bu
calismada ise melez bir yontem sayesinde ara katmanda yer almasi gereken néron sayisi
ile birlikte kullanilacak degiskenler genetik algoritmalar yardimiyla belirlenecektir. Bu
amagla 0zel bir uygunluk fonksiyonu ve 6zel bir gen tasarlanmuistir.

Yapay sinir aglari ile tahmin gerceklestirmek i¢in dncelikle yapay sinir aglarinin
yapisinin belirlenmesi gerekir. Ayrica yapay sinir aglarinin, ¢iktiyr bagarili bir sekilde
tahmin etmesini saglayacak girdi bilesiminin de belirlenmesi gerekir. Bu iki 6zellik
rastgele belirlenebilir. Fakat boyle bir durumda basari sansinin diisiik olmasi beklenir. Bir
baska segenek ise s6z konusu oOzelliklerin, hisse senedi fiyati tahmini konusunda
deneyimli uzmanlar tarafindan gergeklestirilmesidir. Uzmanlar hangi teknik gostergenin,
hangi hisse senedi i¢in al veya sat sinyali verdigini, deneyimlerine ve bilgilerine
dayanmak suretiyle belirleyebilirler. Fakat uzman bilgisine bagvurmanin zor, imkansiz
veya maliyetli oldugu durumlar s6z konusu olabilir. Uzman bilgisinin her zaman
kullanicinin hizmetinde olmadigi durumlar da s6z konusu olabilir.

Yukarida yer alan problemlerin ¢oziimii i¢in belirgin bir sayisal yontem soz
konusu degildir. Bu nedenle bu gercek problemlerin ¢oziilebilmesi i¢in sezgisel
optimizasyon yontemleri kullanilabilir. Sezgisel optimizasyon yontemleri ¢éziimii zor
olan problemler i¢in olasi en 1yi ¢6ziimili bulmay1 amaclayan bilgisayar programlaridir.

Bu calismada onerilen melez yontemde genetik algoritma, yapay sinir aginin ara
katmaninda yer alan ndron sayisini ve girdi bilesimini es zamanli optimize etmek i¢in
kullanilacaktir. Genetik algoritmalarda her bir aday birey bir gen ile temsil edilmektedir.
Calisma i¢in tasarlanan 6zel gen yardimiyla farkli nitelikte olmasina ragmen her iki
ozelligin de es zamanli optmizasyonu gerceklestirilebilmektedir. Degisken sec¢imi
problemlerinde ka¢ adet degiskenin segilecegine karar vermek gerekmektedir. Farkli
sayilarda degisken tercih edilmesi farkli sonuglarin alinmasina neden olabilir. Bu ¢alisma
icin tasarlanan 6zel gen, optimal degisken sayisini da belirleyebilmektedir.

4.4.1. Genetik Algoritma Parametreleri
Calismada genetik algoritmalar, yapay sinir aglarinin yapisini optimize etmek ve
degisken se¢imini gerceklestirmek i¢in es zamanl kullanilacaktir. Genetik algoritma 6zel

bir problem ¢esidi olan hisse senedi fiyati tahmin problemine uygulanacaktir. Genetik
algoritmanin s6z konusu problemi ¢o6zebilmesi i¢in uygun bir gen tasariminin ve
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uygunluk fonksiyonunun varolmasi gerekmektedir. Ayrica bazi parametrelerin
belirlenmesi gerekmektedir.

Calismada MATLAB yazilimi kullanilmistir. Calismada kullanilan genetik
algoritmaya iliskin parametreler ise su sekildedir:

e Baslangigc popiilasyonu : gacreationlinearfeasible. Calismanin genetik
algoritmalar1 agiklayan bdliimiinde genetik algoritmalarin rastgele
degerlerden olusan bir baslangi¢ anakiitlesi ile basladig1 agiklanmisti. Bu
calismada bazi alt ve iist sinirlar s6z konusudur. Bu nedenle bu sinirlar
dahilinde bir anakiitle olusturmak i¢in farkli bir yerlesik fonksiyon olan
gacreationlinear feasible tercih edilmistir.

Caprazlama fonksiyonu : crossoverintermediate

Caprazlama orani : 0.8

Elit Degeri : 2

Mutasyon fonksiyonu = mutationadaptfeasible

Secim fonksiyonu = selectionstochunif.

Nesil (Generation) sayisi = 100. Diger kosullar nedeniyle genetik

algoritmanin ¢aligmasi durdurulmadigi miiddetce 100 nesil calismaya

devam edecektir.

e Fonksiyon toleransi : le-6. Bu degerden daha iyi bir deger elde
edilemediginde genetik algoritma durmaktadir.

44.1.1. Kromozom Tasarmmi

Bu calismada hisse senedi fiyatinin 6nceden tahmin edilebilmesi i¢in yapay sinir
aglarindan faydalanilacaktir. Tek katmanli bir yapay sinir aginda gizli katmanda yer
almas1 gereken ndron sayisinin ve segilecek degiskenlerin belirlenmesi gerekmektedir.
Bu ¢alismada bu iki 6zellik genetik algoritma yardimiyla es zamanli optimize edilecektir.

Calismada kullanilan koromozom iki kisimdan olusmaktadir. Ilk kistm yapay sinir
agmin ara katmaninda yer almasi gereken noron sayisini temsil ederken, kromozomun
geri kalan kismi baslangigtaki degisken kiimesinde degiskenlerin segilme durumunu
temsil edecektir.

n | Al Ll 51 fal fs

n : Ara katmanda kullanilmasi gereken degisken sayisi
fn + secilen degiskenlerin indisleri

Sekil 4.8. Calismada Kullanilan Gen Tasarimi

Sekil 4.8 ‘de calismada kullanilacak kromozom tasarimi goriilmektedir.
Kromozomun ilk kismi1 olan ve n semboliiyle gosterilen kisim ara katmanda yer alacak
ndron sayisini temsil etmektedir. Ara katmanda yer alan ndron sayisinin belirli bir sinir
dahilinde olmas1 gerekmektedir. Fazla sayida néronun kullanilmasi veya az sayida
ndronun kullanilmasi, iyi sonuglarin alinmasini engelleyebilecegi gibi, bilgisayar1 cevap
vermeyecek bir durumda birakabilir. Bu nedenle de ara katmandaki ndron sayisinin en az
2 en fazla 30 degerinin alinmasini saglayacak kisitlama getirilmistir. Koromozomun geri
kalan kisminda yer alan ve fj, ile gosterilen kisim ise 1 veya 0 degerini almaktadir. fj
degerinin bir olmasi durumunda aday degisken siralamasinda k. sirada yer alan degisken
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modelde kullanilacaktir. Degerin sifir olmasi durumunda ise k. sirada yer alan degisken
analizde kullanilmayacaktir.

Degisken secimi probleminde kag¢ adet degiskenin se¢ilmesi gerektigi dnem arz
etmektedir. Arastirmact ka¢ adet degisken kullanacagini belirlemesi gerekmektedir.
Ornegin, bir problem ¢oziiliirken, biraraya getirilen degisken havuzundan en iyi sonucu
verecek X adet degiskenin se¢ilmesi gerekir gibi bir noktaya varilmis olabilinir. Fakat s6z
konusu X degerinin neye gore belirlenecegi problemi ortaya ¢ikmaktadir. Her ne kadar
genetik algoritma, X adet en iyi degiskeni sececek sekilde programlanabilse de, X
degerinin belirlenmesi énemli problemleri de beraberinde getirmektedir. Ornegin X+2
veya X-2 adet degisken sec¢ilmesi durumunda sistemin performansi nasil degisecektir?
Performans artabiliyorsa, X’den farkli sayidaki degiskenlerin kullanilmasinda fayda
olacaktir. Onerilen modelde yer alan gen tasarimi bu problemi ortadan kaldirmaktadar.
Ozel olarak bu ¢alisma icin tasarlanan gen yardimiyla, ka¢ adet hangi degiskenin
kullanilmast gerektigi genetik algoritma tarafindan belirlenebilmektedir. Bagka bir
ifadeyle en iyi degiskenler segilirken, degisken sayisi da genetik algoritma ile optimize
edilmektedir. Degisken se¢imi serbest birakildigi i¢in, uygun oldugu durumda biitiin
degiskenler de hicbir 6zellik segimine maruz kalmadan girdi olarak kullanilabilir.

4.4.1.2. Uygunluk Fonksiyonu

Calismanin uygunluk fonksiyonun tasarimi 6nem arz etmektedir. Cesitli uygunluk
fonksiyonlar1 denenmistir ve bu denemelerde dogru bir sekilde tasarlanmamis uygunluk
fonksiyonlarinin oldukga kotii/hatali/yanlis degerler ortaya ¢ikarabildigi anlagilmistir. Bu
nedenle genetik algoritmalarda uygunluk fonksiyonun dogru bir sekilde tanimlanmasi
gerekmektedir. Calisma igin tasarlanan uygunluk fonksiyonunun sematik gosterimi Sekil

4.9 ‘da yer almaktadir.

1 ... Model Olugturma
Egitim
> 1. Set
I || Test Il
———
— ... Model Olusturma
Toplam Egitim
c s ] 20 Set
Veri seti
|| Test
“es
| Egitim Model Olugturma
1 n.set
[ Test
||
Uygunluk
fonkisyonu igin Ortalama Test
kullamilan gen

Sekil 4.9. Calismada Kullanilan Uygunluk Fonksiyonunun Sema ile Gosterimi

Egitim amaci ile kullanilacak veri seti 800°1in katlar1 olacak sekilde belirlenmistir.
Ciinkii s6z konusu 800 adet gozlemden ilk 640 adedi yapay sinir aginin egitimi i¢in kalan
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160 adedi ise test amaciyla kullanilacaktir. Uygunluk fonksiyonu ilk 6nce veri setini
800’tin katlarma ayirmaktadir. Her bir katmandaki ilk 640 adet gozlemi egitim igin
kullanmakta ve kalan 160 adet gézlemde model test edilmektedir. Test asamasindaki mse
degeri hata oranini olusturmaktadir. Sadece bir tek egitim setinin degil de birden fazla alt
grubun kullanilmasinin sebebi, yapay sinir aglar1 anlatilirken deginilen asir1 uyum
probleminin engellenmeye ¢alisiimasidir.

Uygunluk fonksiyonu ilk dnce egitim i¢in gelen egitim setini 800’er gézlemden
olusacak sekilde sirali setlere ayirmaktadir. Genetik algoritmalar dnceden tasarlanmig
genin uygun kurallar ¢ergcevesinde degisiklige ugratmak suretiyle uygunluk fonksiyonunu
minimum yapmaya caligir.

Calismada egitim amaci ile kullanilacak veri ayr1 alt kiimelere ayrildiktan sonra
her bir kiime yeni bir ayrima tabi tutulmaktadir. Bu ayrimda ilk 640 adet gozlem egitim
amaci ile son 160 gézlem ise test amaci ile kullanilmaktadir. O iterasyondaki gen ile
yapay sinir ag1 modeli her bir set i¢in ayr1 ayr1 olugturulmaktadir. Her bir setteki model,
setteki test veri setinde denenmektedir. Erisilen hata oran1 bir toplama eklenmektedir.
Sonugta elde edilen toplam hata orani set sayisina boliinmektedir. Baska bir ifade ile
erigilen test hatalarinin aritmetik ortalamasi alinmaktadir.

Uygunluk fonksiyonunda MSE degeri ¢ikt1 olarak kullanilmaktadir. Bu deger ne
kadar kiiciik hesaplanirsa, yapilan tahminlerin gercege o kadar yakin oldugunu
sOyleyebiliriz. MSE degerinin en kiigiik olmasi istendigi i¢in bir minimizasyon problemi
s6z konusudur.

MSE nin uygunluk fonksiyonunda kullanilmasinin esas nedeni ise yapay sinir
aglarinda Levenberg-Marquardt algoritmasinin kullanilmasi ve bu algoritmanin da
Jacobian hesaplamalar1 kullanmasidir. Jacobian hesaplamalarinda performansin mean
veya sum of squared errors oldugu varsayilmaktadir. Levenberg-Marquardt egitim
algoritmas1 sonuca ulagsma 6zellikleri diger egitim algoritmalarina gore daha iyidir (Ngia
ve Sjoberg, 2000). Bu nedenle bu c¢alismada Levenberg-Marquardt algoritmasi
kullanilmustir.

4.4.2. Model

Onerilen model birka¢ asamadan olusmaktadir.

Adim 1 Hisse senetleri gegmis fiyat bilgilerinin elde edilmesi

Adim 2 Gegmis fiyat hareketlerine iliskin aday degiskenlerin hesaplanmasi
Adim 3 Tahmin modelinin olusturulmasi

Adim 4 Tahmin modelinin test veri setine uygulanmasi ve sonuglarin
karsilagtirilmasi

Teorik boliimde anlatilanlar g¢ercevesinde bu ¢alismada teknik gostergeler
potansiyel tahmin edici olarak kullanilacaktir. 47 tanesi teknik gosterge olmak iizere
toplam 53 adet aday degisken hesaplanmistir. Hesaplanan bu 53 adet aday degisken bu
calismada kullanilacak modelin girdi veri setini olusturmaktadir. Cikt1 veri setini ise bir
giin sonraki kapanis fiyatinin yer aldig1 veri seti olusturmaktadir (Sekil 4.10). Bu iki veri
seti toplam veri setini olusturmaktadir. Toplam veri seti; egitim, dogrulama ve test veri
seti olmak tizere {i¢ boliime ayrilmaktadir. Egitim ve dogrulama veri seti modelin
olusturulmasinda ve optimizasyonunda kullanilirken, test veri seti modelin ne kadar iyi
performans sergiledigini ve ne kadar karli yatirim firsat1 sunabildigini ortaya ¢ikarmakta
kullanilacaktir. Test veri seti higbir sekilde modelde kullanilmayacak ve modelden
tamamen bagimsiz olacaktir. Boylelikle modelin ger¢ek hayatta uygulanmasi durumunda
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gosterecegi performans, model olusturulurken kullanilan veri setlerinden bagimsiz olarak
belirlenmis olacaktir.

Egitim veri seti n adet capraz dogrulamaya tabi tutulur
ve elde edilecek ortalama MSE degeri minimum
yapilmaya calisilir.

Acihs Fiyati

Kapars Fiyatt 5.3 {\det a day v Egitim Veri Genetik
o T girdi degisken Girdi : !
En Diisiik Fiyat = = —> s Seti Algoritma
3 havuzunun Veri Seti
En Yiiksek Fiyat hesanlanmast l
Islem Hacmi P
Optimal
Toplam Parametre ve
Veri Seti Degiskenler
Bir sonraki
sintn S C-l.ktl o e e .
ki fivi Veri Seti
apans fiyatt Test Test Modelinin Performans
Veri Seti Olugturmast Degerlendirme

...........................................................................

Olusturulan modelin, test amaci ile bir kenara ayrilan
veri setindeki performansinin incelenmesi

Sekil 4.10. Uzman Sistemin Ana Hatt1

[lk olarak veri setinin bir araya getirilmesi gerekmektedir. Calismada kullanilacak
degisken seti hesaplanip, egitim ve test asamasinda kullanilacak gézlemler belirlenir.

Onerilen yontemde egitim veri setinde genetik algoritma islemleri uygulanir ve
belirlenen uygunluk fonksiyonuna gore en iyi sonucu veren gen belirlenir.

Genetik algoritmalar yapay sinir agindaki ndron sayisint ve kullanilacak
degiskenleri belirlemektedir. Genetik algoritmanin uygunluk fonksiyonuda en iyi degeri
(en kiigiik hatay1) veren bilesen optimal bilesen olarak adlandirilmaktadir.

Sekil 4.11 ‘de ise genetik algoritmalarin, yapay sinir aglar ile nasil entegre oldugu
goriilmektedir. Sekil ilk olarak genetik algoritmanin baslangic anakiitlesi ile
baslamaktadir. Bu anakiitle bir dizi genden olusmaktadir. Her gende ara katmanda yer
almasi planlanan ndron sayist ve 53 adet degiskenin kullanilip kullanilmama durumunda
iliskin rastgele atanan baslangi¢ degerleri yer almaktadir. Anakiitlede degiskenler indeks
olarak tanimlanmaktadir. Ornegin anakiitledeki 5 degeri, 53 adet aday degisken
siralamasin 5. sirasinda yer alacak degiskeni temsil etmektedir.

Rastgele olarak atanan baslangic degerlerini igeren genler kullanilir ve
popiilasyondaki her bir birey i¢in uygunluk fonksiyonu degeri hesaplanir. Anakiitledeki
genler, genetik operasyonlar yardimiyla degisiklige tabi tutulur ve yeni bireyler
olusturulur ve yeni olusturulan her bir yeni birey i¢in uygunluk degeri de hesaplanir. Eger
bitirme sart1 saglaniyorsa bu durumda yeni genetik islemlere bagvurulmaz ve en iyi
sonuglar1 veren degiskenler ve ara katmandaki néron sayisi belirlenmis olur. Eger bitirme
sartt saglanmiyorsa bu dongii yeniden ve yeniden optimal degerler belirlenene kadar
tekrar edilir.
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Yapay Sinir Aglan Genetik Algoritmalar
Egitim Veri Dogrulama
i Veri Seti
Sj/" er\ll/ = Anakiitle fe—
| Degigkenlerin secimi -
\L \I/ Degigken Parametre Degisken
genlerl.m.n Genleri Genleri
Segilmis Secilmis fenotipi
degiskenlerin yer degiskenlerin yer Genotype — Phenotype
aldig1 egitim veri aldig1 dogrulama cevirimi
seti veri seti
\I/ Parametre
Yapay Sinir genlerinin fenotipi

Aginm Egitimi

y

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
: Egitilen yapay
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
L

sinir ag1 modeli

Dogrulama Veri
s Seti ile
Uygunluk
degerlendirmesi

Genetik
operasyon

Bitirme
Sart1
Sagland1 mu

En iyi degiskenler ve
noron sayisi
belirlenmis olur

Sekil 4.11. Uzman Sistemin Detayl1 Semasi
4.4.3. Modelin Test Edilmesi

Model olusturulduktan sonra modelin egitim asamasinda kullanilmayan veri seti
ile test edilmesi gerekmektedir. Bu amagla genetik algoritmanin tespit ettigi ve en iyi
gendeki bilgiler test asamasindaki gozlemler i¢in kullanilir ve bir model olusturulur.
Olusturulan bu model daha 6nce hi¢ kullanilmayan test asamasindaki gdézlemler i¢in
kullanilir.

Test asamasindaki gozlemler i¢in secilen degiskenler hesaplanir. Hesaplanan bu
degiskenler, egitilen nihai modele girdi olarak sunulur ve modelin bir sonraki giine iliskin
tahmin ettigi fiyatlar, gergek fiyatlarla karsilagtirilir. Caligmanin pratik hayattaki nemini
ortaya koyan kisim tam olarak burasidir.

4.4.3.1. Tahmin Basan Olgiileri

Calismada bir sonraki giine iliskin kapanis fiyatlarinin ne derecede dogru
ongoriilebildigi ti¢ farkli agidan incelenmistir. Bu farkli agilar asagidaki gibidir.

e Istatistiksel Performans Olgiileri. Bu béliimde modelin tahmin ettigi degerler,
gercek degerlerle karsilastirilir. Istatistiksel performans olgiilerinden MAE,
MAPE ve RMSE degerleri hesaplanmastir.

e YOn Tahmini. Bu yontemde ise modelin tahmin ettig fiyatlar 1 ve 0 dan olusan
yeni bir seriye ¢evrilir. Bu yeni seride, modelin 6nceki giin i¢in tahmin ettigi fiyat
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bugiin i¢in tahmin ettigi fiyattan daha diisiikse bu durumda 1 degeri alir. Modelin
onceki giin i¢in tahmin ettigi fiyat bugiin i¢in tahmin ettigi fiyattan daha yiiksekse
bu durumda 0 degerini alir. Ayn1 donilisim gercek fiyat hareketleri i¢cin de
gerceklestirilir. Modelin fiyat degisimlerini yiizde ka¢ oraninda dogru tahmin
edebildigi hesaplanur.

e Alim Satim Simiilasyonu. Bu boliimde ise modelin tahmin ettigi fiyatlar gercek
fiyatlar {izerinden alim satima tabi tutulur. Boylelikle modelin pratik agidan ne
Olclide kar getirebildigi ortaya c¢ikarilmis olur. Literatiirde tanitilan gesitli alim
satim algoritmalar1 vardir. Algoritmanin yiiksek kar getirebilmesi gercek fiyat
hareketlerini veya fiyatlari miimkiin oldugunca dogru tahmin edebilmesine
baghidir.

4.43.1.(1). Istatistiksel Basar1 Olgiileri

Kullanilan tahmin modelinin gercek degerlere ne kadar yakin sonuglar iirettigini
ortaya c¢ikarmak icin bazi analizlerin yapilmasi gerekmektedir. Sadece bir tek sonuca
bakmak suretiyle tahmin modelinin ger¢ek degerlere yakin degerler iiretebildigini
sOylemek dogru olmayacaktir. Bu nedenle pratikte model test periodu igin ¢aligtirilir ve
elde edilen tahminler gercek degerlerden ¢ikarilir ve sonuglar degerlendirilir.

Y; nin t gliniindeki gozlemi ifade ettigi ve F; nin Y;nin tahmini degerini ifade
ettigini varsayalim. Bu durumda tahmin hatasi1 e, = Y; — F; olmaktadir. Eger tahmin
edilen fiyat gercek fiyattan diistikse (yiiksekse), hata terimi pozitif (negatif) olacaktir. Bu
nedenle hatalar1 oldugu gibi toplamak dogru olmayacaktir. Ciinkii toplamda hata terimleri
sifirlanabilir. Bu nedenle, tahmin hatalar1 toplanirken, genellikle ya kareleri alinir ya da
mutlak degerleri hesaplanir (Brooks, 2008: 252).

Calismanin en Onemli amaci hisse senetlerinin bir giin Onceden biiylik bir
dogrulukla tahmin edilebilmesidir. Bu hedefin gergeklesip gerceklesmedigini tespit
etmek i¢in, modelin tahmin ettigi degerlerle, o giin gergeklesen hisse senedi kapanis fiyati
bilgilerinin karsilastirilmas1 gerekmektedir. Basarili bir tahmin modelinde gergek
fiyatlarla, tahmin edilen fiyatlar arasindaki farkin en az olmasi beklenir. Literatiirde en
sik kullanilan istatistiksel tahmin basar1 dlgeklerinden dort adedi asagidaki gibidir.

4.43.1.(1).(a). Ortalama Mutlak Yiizde Hata - Mean Absolute Percentage Error

Ortalama mutlak yiizde hata perforamns Ol¢iistinlin formiilii agagidaki gibidir.

100 |TF GF|
MAPE = Z

Gergek fiyatlarla tahmin edilen ﬁyatlar arasmdakl farkin mutlak degerinin gergek
fiyata boliinmesi ve bu degerin toplanmasi daha sonra ortalamasinin alinmasi ve yiiz ile
carpilmasi yoluyla hesaplanir.

4.43.1.(1).(b). Ortalama Hatalarin Karesi - Mean Square Error

Gergek fiyatlarla tahmini fiyatlar arasindaki farkin ortalamasinin alinmasi yoluyla
hesaplanir ve formiilii asagidaki gibidir.

n
1
MSE = — Z(TFi — GF))?
i=1
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4.4.3.1.(1).(c). Ortalama Hatalarin Karesi Karekokii - Root Mean Square Error

n
1
RMSE = |- Z(TFi —GF;)?
e
Ortalama hatalarin karesi ifadesinin karekdkiiniin alinmasi yoluyla hesaplanir.
Yukaridaki formiilleri asagidaki gibi kisa sekilde gostermek miimkiindiir.

MSE MAPE RMSE
n n
12 2 12‘ % | x 100
N 4 ¢ nfalGF;
i=1 i=1

4.4.3.1.(2). Yon Tahmini

Calismada onerilen modelin performansi, fiyat tahminlerinin egilim tahminlerine
dontistiiriilmesi yoluyla daha detayl: bir sekilde incelenmesi miimkiindiir.

Literatiir boliimiinde deginildigi gibi sadece hisse senedi fiyatindaki yoniin tahmin
edildigi ¢alismalar da s6z konusudur. Bu tiir calismalarin temel aldiklar1 nokta, bir giin
sonraki hisse senedi fiyatinin tahminin gergeklestirilmesinin zorlugudur. Bir giin sonra
hisse senedinin alacagi degerin tahmin edilmesi yerine, bir giin sonra hisse senedinin
bugiinkii degerinden daha diisiik veya daha yiiksek bir deger alip almayacagi tahmin
edilmeye ¢alisilmaktadir.

Y 6n tahminlerinde kullanilan modeller siniflandirma modelleridir. Bu modellerde
cikt1 genellikle 1 ve 0 lardan olusmaktadir ve 1 hisse senedi fiyatinin yarin daha yiiksek
olacagini, 0 degeri ise daha diisiik olacagini ifade etmektedir. Bu sekilde ikili bir ¢ikt1
degiskeni tahmin edilmeye ¢aligilmaktadir.

Tahmin edilen fiyatlarin egilim tahminlerine cevrilmesi igin, literatiirdekine
uygun bir siniflandirma yapilacak ve tahmin edilen fiyat vektdriine benzer yeni bir vektor
olusturulacaktir. Bu yeni vektéor 1 ve 0O lardan olusmaktadir ve su sekilde
hesaplanmaktadir:

1, eger TF,,1 > TF;
0, eger TF,, 1 <TF;

Formiilde yer alan t giiniine iliskin egilimin hesaplanabilmesi i¢in iki tane tahmini
fiyat degerinin bilinmesi gerekmektedir. Bir tanesi o giine iliskin gergeklestirilen fiyat
tahminidir. Bu fiyat tahmini bir giin Onceki veri seti kullanmak suretiyle
hesaplanmaktadir. Bir diger fiyat ise bir sonraki giine iliskin yapilan tahmin fiyatidir. Bu
tahmin fiyat1 bugiinkii veriler kullanmak suretiyle hesaplanmaktadir. Bugiine iliskin
tahmin edilmis fiyatlarla, bir sonraki giine iligkin tahmin edilen fiyatlar belirlendikten
sonra bu iki fiyatin karsilastirilmasi gerekmektedir. Bu karsilastirma islemi sonucunda
eger bir sonraki giin i¢in tahmin edilen fiyat, bugiin i¢in tahmin edilmis fiyattan daha
yiiksek cikarsa, ilgili giindeki egilime 1 degeri atanmaktadir. Bir sonraki giin i¢in tahmin
edilen fiyatin, bugiin i¢in tahmin edilmis fiyattan daha kii¢lik olmast durumunda ise, ilgili
giindeki egilime 0 degeri atanmaktadir.

Burada dikkat edilecek konu egimin hesaplanmasinda  kullanilan
tahmin edilen egilim vektoriinlin buyiikligii her zaman icin,

tahmin edilen egilim (t) = {
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tahmin edilen fiyat vektoriinden bir tane daha az gozlem igerecegidir. Ciinkii egimin
hesaplanmas1 iki adet fiyatin bilinmesine baghdir. Birglin Onceki fiyat
bilinemeyeceginden egilim ancak bir giin sonraki tahminlerden itibaren hesaplanmaya
baslayacaktir.

Tahmin edilen egilim hesaplandiktan sonra ayni siire¢ bir kez daha, bu sefer
gercek fiyatlar kullanmak suretiyle yenilenmektedir. Bu islemin amaci ise gercek
fiyatlardaki egilimin tespit edilmesidir. Bu islem sonucunda da ger¢ek egilim adinda yeni
bir vektor elde edilecektir. Elde edilecek bu yeni vektor de gercek fiyat vektoriinden bir
tane daha az gézlemi igerecektir.

Ikili stniflandirma tablolar1 tahmin edilen egilim ile gergek egilimi karsilastirmak
i¢in kullanilmaktadir ve Tablo 4.1 ‘deki gibidir.

Tablo 4.1. ikili Siniflandirma Tablosu

Gergek fiyatlar
Art1 Eksi
I Arti TP FP
Tahmini fiyatlar Eksi EN ™

Tablonun siitunlarinda gergek fiyatlar yer almaktadir. Satilarinda ise tahmini
fiyatlar yer almaktadir.
Tabloda dort adet farkli deger yer almaktadir. Bu degerler su sekildedir:

e TP. Gergek Pozitif. Bir sonraki giin gerceklesen fiyat, bugiin ger¢eklesen fiyattan
daha biiytiktiir. Ayn1 sekilde bir sonraki giin i¢in yapilan fiyat tahmini, bugiin i¢in
yapilmis fiyat tahmininden daha biiyiiktiir. Bagka bir ifadeyle tahmini ve
gerceklesen egilim vektorleri 1 degerini almaktadir.

e TN. Gerg¢ek Negatif. Tahmin edilen ve gerceklesen egilim vektorleri 0 degerini
almaktadir.

e FP. Yanhs Pozitif. Hisse senedi fiyatinin bir sonraki giin azalmasi buna karsilik
modelin fiyat yiikselmesini tahmin ettigi durumda ger¢eklesen durumdur. Fiyat
bir sonraki giin diismektedir. Buna karsilik model fiyat artis1 tahmin etmektedir.

e FN. Yanhs Negatif. Bir sonraki giin fiyat yiikseldigi halde modelin fiyat1 daha
diisiik tahmin ettigi durumdur. Fiyat bir sonraki giin ylikselmektedir. Buna karsilik
model fiyat azalmasi tahmin etmektedir.

Modelin fiyat azalis ve artiglarin1 bagka bir ifade ile egimi ne kadar dogru tahmin

edebildigi asagidaki formiil yardimiyla hesaplanmaktadir.
TP+TN
TP+TN + FP+FN

Formiilde hesaplanan dogru orani ifadesi sifir ile bir arasinda deger almaktadir ve
bu oran bire ne kadar yakinsa, modelin fiyat egilimlerini o kadar basarili bir sekilde
ongorebildigi anlagilmaktadir.

Denklemde payda yer alan ifade toplam dogru tahmin sayisini belirtmektedir. S
vektoriinde yer alan degerler ile t vektoriinde yer alan degerler karsilastirilir. Dogru bir
sekilde gerceklestirilen tahminler toplanir. Dogru tahmin, tahmin edilen serideki
egimlerle, gercek egimlerin birbirlerine esit olmas1 olarak tanimlanmaktadir. Ornegin bir
giin sonraki tahmin edilen fiyat, bir giin 6nceden bugiin i¢in tahmin edilen fiyattan daha
yiiksekse ve ayni giinkii g6zlem i¢in, bir giin sonraki gergek fiyat, bir giin dnceki fiyattan
daha yiiksekse, bu durumda dogru tahmin sayisi bir arttirilir. Ayin durum diisme
egilimleri i¢in de hesaplanir. Kisacasi t ve s vektoriinde ayni1 yerdeki ayni elemanlarin

Dogru orani =
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sayisi toplanir ve toplam test veri setine boliinlir. Boylelikle ne kadar dogru tahmin
gerceklestirildigi belirlenmis olur.

44.3.1.(3). Alm Satim Simulasyonu

Calismada onerilen melez yontemin performansini degerlendirmek igin basit bir
alim satim stratejisi kullanilmistir. S6z konusu strateji temel bir alim satim kuralina
dayanmaktadir. Fiyat1 diisiikken hisse senedi satin alindiginda ve daha sonra fiyati
yiikseldiginde satildiginda, bu islem neticesinde kar olusmus olur. Ciinkii diisiik fiyattan
alinmaktadir ve daha sonra yiiksek fiyattan satilmaktadir.

Calismada Onerilen tahmin metodunun finansal performansi da bu sekilde
degerlendirilecektir. ilk olarak fiyatin bir sonraki giine gore daha yiiksek tahmin edildigi
giinler belirlenecektir. Bu giinlerde alim yapilacak ve bir sonraki glindeki fiyattan satig
yapilacaktir. Sonugte elde edilecek getiri oran1 hesaplanmis olacaktir.

ft+1 _ft

getiri = ————
fe

Yukaridaki formiilde f;, t zamanindaki fiyati temsil etmektedir. f;,, ise t +
lanindaki fiyat1 temsil etmektedir. Yukaridaki formiil ile birlikte gercek fiyatlarla alim
satim islemi sonucu ortaya ¢ikan getiri hesaplanmis olur.

Asagida sahte kodu verilen alim satim algoritmas1 Ozgalict ve Ayricay (2013)
caligmasi baz alinmak suretiyle bu ¢alisma igin 6zel olarak gelistirilmistir (Sekil 4.12).
Alim satim simulasyonu basit alim satim mantigina dayanmaktadir. Simulasyonda yarin
icin tahmin edilen fiyatin biigiin i¢in tahmin edilmis fiyattan daha biiyiikk olmasi
durumunda, hisse senedine yatirim yapilmaktadir ve bir sonraki giin satis islemi
gerceklestirilmektedir. S6z konusu islemden elde edilecek yiizde getiri hesaplanmaktadir
ve bir toplama atanmaktadir. Her yeni alim satim islemi sonucunda elde edilecek getiri
s0z konusu degiskene eklenecektir.

function getiri = ahm_satim_algoritmasi ( ger¢ek fiyatlar, tahmini_fiyatlar )
getiri = 0 /% getiri degiskenine baslangi¢ degeri atanir.

for test siiresinin her giinii i¢in
if yarin i¢in tahmin edilen fiyat bugiinkii tahmin edilmis fiyattan biiyiikse
gercek fiyat vektori ile satin alma islemini gerceklestir.
Elde edilen getiriyi getiri isimli degiskene ekle.
end
end

end

Sekil 4.12. Alim Satim Algoritmasinin Sahte Kodu
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4.4.3.1.(4). Yon Tahmini ve Ahm Satim Simiilasyonu Arasindaki Iliski

Yukarida yon tahmini performansi ve alim satim simiilasyonu detayl bir sekilde
agiklanmustir.

YoOn tahmini ile bu ¢alismada kullanilan alim satim algoritmasinin performansi
birbiri ile yakindan ilgilidir. Modelin getiri performansi, modelin fiyat egilimlerini ne
kadar basaril1 bir sekilde dl¢tiigline baglidir. Model fiyat artig ve azaliglarini, gercek fiyat
artis ve azalislarina ne kadar yakin tahmin ederse, alim satim algoritmasi da o kadar
yiiksek bir getiri oran1 ortaya ¢ikartacaktir.

Gergek fiyat hareketleri ile tahmin edilen fiyat hareketleri arasindaki farkliliklar,
algoritmanin zarar ortaya ¢ikarmasina veya olast bir karin engellenmesine neden
olacaktir.

Gergek fiyat hareketleri ve tahmin edilen fiyat hareketlerinin karsilastirildig
yukaridaki tablodan (TP,TN,FP,FN) hareketle finansal a¢idan su yorumlarin yapilmasi
miimkiindiir. FP boliimiinde zarar olusmaktadir. Ciinkii fiyat gergekte diiserken, model
fiyat ar1s1 tahmin etmektedir. Bu durumda alim satim yapilmasi zararin olusmasina neden
olmaktadir. FN bolimiinde ise olasi getiriler engellenmektedir. Bu boliimde gergekte
fiyat yiikselirken, model fiyat azalmasi seklinde tahminde bulunmaktadir. Model fiyat
artis1 tahmin etseydi ve alim satim gergeklesseydi kar elde edilecekti. Fakat bu kardan
mahrum olma durumu s6z konusudur. TP kar olusumuna neden olmaktadir. Bu boliimde
gercekte fiyat ylikselirken model de buna paralel olarak fiyat artigi tahmin etmektedir.
Boyle bir durumda alim satim yapilmasi karin elde edilmesine olanak saglayacaktir. TN
zararlarin 6nlenmesine neden olmaktadir. Bu boliimde gercekte fiyat azalirken, model de
buna bagli olarak fiyat azalig1 tahmin etmektedir. Buna uygun pozisyon alinirsa olasi bir
zarar engellenmis olur (Atsalakis vd., 2011) .

45. Uygulama

Calismada BIST 30 endeksine dahil olan firmalarin hisse senedi fiyatlar1 nceden
tahmin edilmeye ¢alisilmistir. Calismada kullanilan bilgisayarin fiziksel ozellikleri su
sekildedir:

Isletim Sistemi: Windows 7 Ultimate

Islemci: Intel(R) Core(TM) i7-2600 CPU @3.4GHz
RAM: 8 GB

Sistem Tiirii: 64 bit Isletim Sistemi

Matlab Versiyonu: 8.1.0.604 (R2013a)

45.1. Veri Seti ve Degiskenler
45.1.1. Veri Seti

Calismada 2012 yilinda BIST 30 endeksine dahil olan firmalarin hisse senetlerine
iliskin veriler kullanilmistir. Calismada sadece bir adet hisse senedi kullanilmamaistir.
Bunun yerine BIST30 endeksine dahil olan 30 adet hisse senedi kullanilmigtir. Bir adet
hisse senedi lizerinde 6nerilen modelin basarili (veya basarisiz) olmasi tesadiifi etkenler
neticesinde olusmus olabilir. Bagka bir ifade ile, modelin bir adet hisse senedi iizerinde
basarili olmasi sonucun genellestirilmesini  saglamaz. Modelin  basarisinin
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genellestirilebilmesi i¢in farkli endiistrilerdeki, farkli 6zelliklere sahip hisse senetleri
tizerinde de basarili sonuglar vermesi gerekmektedir. 30 adet farkli hisse senedi lizerinde
modelin ne kadar iyi performans sergilediginin hesaplanmasi, modelin dayanikli (robust)
oldugunun bir gostergesi niteliginde olacaktir.

BIST30 endeksi, Ulusal Pazar’da islem goren sirketlerle, Kurumsal Uriinler
Pazari’nda igslem goren gayrimenkul yatirim ortakliklari ve girisim sermayesi yatirim
ortakliklar1 arasinida secgilen 30 paydan olusur. Degerleme donemi sonu itibariyle Borsa
Istanbul’da en az 60 giin siireyle islem gormesi gerekmektedir. BIST30 endeksi igin
piyasa degeri ve giinliik ortalama islem hacmi yliksek olan senetler se¢ilmektedir. Giinliik
islem hacminin yiliksek olmasi hisse senedi fiyat tahminindeki basar1 oranini da
yiikseltecegi tahmin edilmektedir. Bu nedenle BIST30 endeksi se¢ilmistir.

BIST endeksleri farkli zaman dilimlerinde farkli firmalar1 kapsamaktadir. 2012
yilt ilk g¢eyreginde BIST 30 endeksine dahil olan firmalar bu ¢alismada goz Oniinde
bulundurulmustur. 15 yildan fazla siireyi kapsayan veri seti elde edilmistir. Firmalara ait
olan agilis fiyati, en yiiksek fiyat, en diisiik fiyat, kapanis fiyat1 ve islem hacmi verileri,
BIST satis ve pazarlama midirliigiinden temin edilmistir. Tablo 4.2 ‘de, ¢alismada
kullanilan 30 adet hisse senedinin ismi ve kisaltmalar1 yer almaktadir.

2012 y1l1 ilk ¢eyreginde BIST 30 endeksine dahil edilen firmalara ait ulasilabilen
biitiin fiyat ve hacim bilgileri kullanilmistir. Hisse senetlerinin borsaya kote olma
zamanlar1 birbirlerinden farklilik gostermektedir. Bu nedenle her bir hisse senedi icin
farkli sayida bilgiye ulagilmistir. Asagidaki tabloda, hisse senetlerine iliskin ulasilabilen
giin sayis1 da gozlemlenebilmektedir.

Borsa Istanbul ‘da tipik bir is giiniinde iki farkli seans yapilmaktadir. Her bir giin
icin, resmi tatillerin oldugu zamanlar harig, iki adet agilis, kapanis, en diisiik, en yiiksek
ve islem hacmi verisi bulunmaktadir. Her seans ayr1i bir goézlem niteliginde
degerlendirilmis ve her seansin kapanis fiyat1 ayr1 ayr1 tahmin edilmeye ¢alisilmistir.

Tablo 4.2. Calismada Kullanilan Hisse Senetlerinin Kodlar1 ve Isimleri

Sira  Hisse Hisse Senedi isimleri Egitim i¢in kullanilan Egitim Bagslangi¢
No. Senedi g6zlem sayist
Kodlari

01 AKBNK Akbankas1 A.S. 6400 01/07/1999

02 AKSA AKSA Akrilik Kimya Sanayi 6400 15/06/1999
AS.

03 ARCLK Argelik A.S. 6400 02/07/1999

04 ASYAB Asya Katilim Bankas1 A.S. 2400 23/07/2007

05 BIMAS Birlesik Magazalar A.S. 3200 20/12/2005

06 DOHOL Dogan Yayin Holding A.S. 6400 15/07/1999

07 EKGYO Emlak  Konut Gayrimenkul 692 27/12/2010
Yatirim Ortakligt A.S.

08 ENKAI Enka Ingaat ve Sanayi A.S. 4800 27/09/2002

09 EREGL Eregli Demir ve Celik Fabrikalar1 7200 26/03/1998
T.A.S.

10 GARAN T. Garanti Bankas1 A.S. 6400 02/07/1999

11 HALKB Tirkiye Halk Bankast A.S. 2400 23/07/2007

12 IHLAS Ihlas Holding A.S. 6400 04/12/1998

13 ISCTR T. i Bankas1 A.S. 6400 16/09/1999

14 KCHOL Kog¢ Holding A.S. 4000 05/08/2004

15 KOZAL Koza Altin Isletmeleri A.S. 800 04/10/2010

16 KRDMD Kardemir Karabiik Demir Celik 6400 13/07/1999
Sanayi ve Ticaret A.S.

17 MGROS Migros Tiirk T.A.S. 5600 15/09/1999

18 PETKM Petkim PetroKimya Holding A.S. 6400 18/06/1999
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19 SAHOL Hac1 Omer Sabanci Holding A.S. 7200 28/07/1998

20 SISE T. Sise ve Cam Fabrikalar1 A.S. 7200 08/06/1998

21 SNGYO Sinpas  Gayrimenkul Yatirnm 2400 23/07/2007
Ortakligt A.S.

22 TCELL Turkcell iletisim Hizmetleri A.S. 5600 09/02/2001

23 THYAO Tirk Hava Yollar1 A.O. 7200 13/03/1998

24 TKFEN Tekfen Holding 1600 02/03/2009

25 TOASO Tofag Tirk Otomobil Fabrikast 6400 01/07/1999
AS.

26 TTKOM Tiirk Telekomiinikasyon A.S. 1600 02/03/2009

27 TTRAK Tirk  Traktor ve  Ziraat 3200 20/12/2005
Makineleri A.S.

28 TUPRS Tiirkiye Petrol Rafineleri A.S. 6400 03/06/1999

29 VAKBN Tiirkiye Vakiflar Bankas1 T.A.O. 3200 26/04/2006

30 YKBNK Yapi ve Kredi Bankasi A.S. 6400 18/06/1999

e Egitim siiresinin bitis tarihi her bir hisse senedi i¢in 08/05/2012"dir.

e Test siiresinin baglangi¢ ve bitig tarihleri her bir hisse senedi i¢in sirasityla 09/05/2012 —
31/08/2012dir.

o EKGYO kodlu senet igin yeterli sayida gézlem bulunmadigindan 640/160 kurali gegerli olmamustir.

Her bir hisse senedine iliskin kullanilan tarihi bilgiler su sekilde 6zetlenebilir:

e Egitim Siiresi Icin. Egitim setinde kullanilan tarihi bilgiler yukarida da
bahsedildigi gibi her bir firmanin borsada islem gérme zamani farkli oldugu i¢in
farklilik arz etmektedir. Hisse senetleri modelleri i¢in toplam veri sayisi ve
verilerin baslangi¢ giinleri yukaridaki tabloda yer almaktadir. Egitim siiresi her
bir hisse senedi i¢in 08/05/2012 tarihinde sona ermektedir. En az bilgi EKGYO
isimli hisse senedinde bulunmaktadir. 692 giine iliskin bilgiler hesaplanabilmistir.

e Test Siiresi i¢in. Test siiresi her bir hisse senedi i¢in ayni olmaktadir. Test siiresi
09/05/2012 tarihinde baslamaktadir ve 31/08/2012 tarihinde sona ermektedir.
Toplamda 160 adet seans test amaciyla bir kenara ayrilmis ve egitim siirecinde
kullanilmamustir.

Calismada test siiresi 160 giin olarak belirlenmistir. S6z konusu test siiresini
tahmin edebilmek i¢in gegmise yonelik 640 adet eSitim verisi kullanilmistir. Literatiirde
genellikle toplam veri setinin %80’ini egitim i¢in, %20’sini test i¢in kullanilmistir. Bu
calismada da bu kurala uyulmustur.

Toplam veri seti belirlenirken, ilk olarak mevcut bilgiler dahilinde en giincel 160
gozlem test amaciyla bir kenara ayrilmistir. Biitiin veri setti dikkate alinmis ve yukarida
aciklanan 53 adet degisken hesaplanmistir. Bazi degiskenlerin hesaplanabilmesi igin
belirli sayida gozleme ihtiyag vardir. Ornefin bes giinliik hareketli ortalama
hesaplanacagi zaman veri setinde bes giline iliskin kapanig fiyatlarinin var olmasi
gerekmektedir. Bagka bir ifade ile ilk 4 giine iligkin kapanis fiyatinin bes giinliik hareketli
ortalamasi hesaplanamayacaktir. 53 adet degisken g6z oniinde bulunduruldugunda ilk 33
adet gozlem i¢in degerlerin her bir degisken i¢in hesaplanamayacagi ortaya ¢ikmistir. Bu
nedenle 33 adet gozlem ¢ikartilmis ve hesaplanan veri setine ulagilmistir.

Uygunluk fonksiyonunda birden fazla veri setindeki performans gbéz Oniinde
bulundurulacaktir. Bu nedenle egitim amaci ile kullanilacak veri setinde 800 ve katlar
seklinde gozlem sayisina ihtiya¢ duyulmaktadir. Hesaplanan veri setinde egitim amaci ile
kullanilacak veri seti 800 ve katlarma indirgendikten sonra kullanilabilir veri setine
ulagilmistir. Sekil 4.13 *den de goriilebilecegi iizere toplanan veri seti ile kullanilabilir
veri seti arasinda bir farklilik s6z konusudur. Bu farklilik, kullanilabilir veri setinin diger
veri setlerinden daha kii¢iik hacme sahip olmasidir.
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Toplam Veri Seti Hesaplanan Veri Seti Kullanilabilir Veri Seti
Her bir hisse senedi igin 53 adet Caligmada 800°tin katlar1
degisken hesaplanir. Toplam veri boyutundaki egitim setlerine
setinin boyutundan farklidir ¢iink{i ihtiya¢ vardir. Bu nedenle her bir
ilk 33 adet gozleme ait degiskenler hisse senedine iliskin egitim veri
hesaplanamaz. seti 800’1in kat1 seklinde

belirlenmistir. Bu nedenle de
hesaplanan veri setinden daha
diisiik boyuttaki kullanilabilir veri
setine ulagilmustir.

Sekil 4.13. Calismada Kullanilan Veri Setinin Elde Edilmesi

Calismada tahmin edilecek degisken hisse senetlerinin kapanis fiyat1 bilgisidir.
Her bir hisse senedinin kapanis fiyatina iliskin tanimlayici istatistikler asagidaki Tablo 4.3
‘deki gibidir. Tabloda her bir hisse senedine ait kapanis fiyatinin en kii¢iik degeri, kapanis
fiyatinin en yiiksek degeri, kapanis fiyatinin ortalama degeri, kapanis fiyatinin standart
sapmasi yer almaktadir. Caligmada tahmin sonuglar1 ayni zamanda egilim tahmini i¢in de
kullanilacaktir. Fiyatin arttig1 ve azaldigi giin sayilarinin da belirlenmesi gerekmektedir.
Tabloda ayn1 zamanda egitim donemi boyunca kapanis fiyatin bir dnceki seansa gore
artmis oldugu toplam seans sayis1 ve egitim donemi boyunca kapanis fiyatin bir onceki
seansa gore azaldig1 toplam seans sayisi yer almaktadir. Tabloda istisnasiz her hisse
senedi icin fiyatin azaldig1 seans sayisinin fiyatin arttigi seans sayisindan daha fazla
oldugu goze ¢arpmaktadir.

Tablo 4.3. Kapanis Fiyatlarmin Tanimlayici Istatistikleri

Sira  Hisse En Kiigiik En Biiyiik Ortalama Standart Fiyat Fiyat
No.  Senedi Sapma Artist  Azalisi
Kodlari

01 AKBNK 2,35 18,75 6,961 2,317 2644 3755
02 AKSA 1,18 45 9,89 7,407 2460 3939
03 ARCLK 1,39 54 10,131 7,313 2594 3805
04 ASYAB 0,95 11,9 3,824 2,863 996 1403
05 BIMAS 19,5 138 62,158 22,91 1301 1898
06 DOHOL 0,45 26,75 3,372 3,921 2536 3863
07 EKGYO 1,88 3,08 2,445 0,302 310 381
08 ENKAI 3,6 115 18,851 17,057 1920 2879
09 EREGL 2,09 51,5 12,437 10,022 2962 4237
10 GARAN 1,175 12,25 5,079 2,206 2747 3652
11 HALKB 3,2 16,25 9,522 2,995 1082 1317
12 IHLAS 0,11 61 4,133 8,787 2214 4185
13 ISCTR 1,4 36 7,414 4,494 2626 3773
14 KCHOL 0,7 9,35 5,648 1,615 1729 2270
15 KOZAL 16,7 38 24,09 4,97 379 420
16 KRDMD 0,3 4,65 1,034 0,634 2290 4109
17 MGROS 0,102 100 27,66 27,797 2161 3438
18 PETKM 1,25 35,5 7,025 4,095 2449 3950
19 SAHOL 2,29 38 6,454 3,947 2936 4263
20 SISE 0,105 23 3,617 2,147 2991 4208
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21 SNGYO 0,95 8,5 3,106 1,957 975 1424
22 TCELL 3,45 20,25 9,519 2,623 2261 3338
23 THYAO 2,01 65 8,972 6,842 2915 4284
24 TKFEN 2,44 7,62 5,262 1,026 729 870
25 TOASO 1 13,25 4,977 2,535 2647 3752
26 TTKOM 3,78 9,38 6,131 1,385 691 908
27 TTRAK 3,48 40,9 16,515 9,789 1314 1885
28 TUPRS 6,3 82 24,748 11,445 2560 3839
29 VAKBN 1,02 8,5 3,611 1,44 1399 1800
30 YKBNK 0,35 20,5 4,131 2,863 2671 3728

45.1.2. Tahminde Kullanilacak Degiskenler

Bu calismada, tahmin siirecinde kullanildiginda en iyi sonuglar1 vermesi beklenen
degiskenler (optimal noron sayist ile es zamanli olarak) genetik algoritmalar tarafindan
belirlenecektir. Bu nedenle baslangi¢ta miimkiin oldugunca c¢ok sayida teknik analiz
gostergesi bir araya getirilmeye caligilmistir.

Hisse senedi fiyatin1 tahmin modelinde kullanilmak igin belirlenen aday
degiskenler Tablo 4.4 “deki gibidir. Tabloda alt1 adet fiyat degiskeni, kapanis fiyatina ait
6 adet fiyat ve hacim bilgisi ve hesaplanabilen 47 adet teknik gosterge olmak tizere toplam
53 adet degisken goriilebilmektedir.

Tablo 4.4. Calismada Kullanilan Degiskenler

Sira  Degisken Ismi Sira  Degisken Ismi

No No

01 Bugiinkii kapanig — Bir giin onceki 28 Momentum en yiiksek fiyat
kapanis

02 Bir giin 6nceki kapanis 29 Momentum en diisiik fiyat

03 Bir giin 6nceki en yiiksek fiyat 30 Momentum kapanis fiyati

04 Bir giin 6nceki en diisiik fiyat 31 Chaikin Dalgalanma

05 Bir giin 6nceki agilig fiyati 32 Hizlandirilmis stochastik %K

06 Bir giin 6nceki islem hacmi 33 Hizlandirilmis stochastik %D

07 Kapanis fiyatinin 5 giinliik basit hareketli 34 Yavaglatilmig stochastik %K
ortalamasi

08 Kapanis fiyatinin 6 giinliik basit hareketli 35 Yavaglatilmig stochastik %D
ortalamasi

09 Kapanig fiyatinin 10 giinliik basit 36 William’s %R
hareketli ortalamasi

10 Kapanig fiyatinin 20 giinlik basit 37 Negatif hacim indeksi
hareketli ortalamasi

11 Kapanis fiyatinin 5 giinliik tissel hareketli 38 Pozitif hacim indeksi
ortalamasi

12 Kapanis fiyatinin 6 giinliik tissel hareketli 39 Goreli gii¢ indeksi
ortalamasi

13 Kapanis fiyatinin 10 giinliik {issel 40 Toplama/Dagitim Cizgisi
hareketli ortalamasi

14 Kapanis fiyatinin 20 giinliik issel 41 Bollinger orta band
hareketli ortalamasi

15 Kapanis fiyatinin 5 giinliik tg¢gensel 42 Bollinger {ist band
hareketli ortalamas1

16 Kapanis fiyatinin 6 giinliik tg¢gensel 43 Bollinger alt band
hareketli ortalamasi

17 Kapanig fiyatinin 10 giinlik tg¢gensel 44 En ytiksek yiiksek deger
hareketli ortalamasi
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18 Kapanig fiyatinin 20 giinlik ti¢gensel 45 En diisiik diigiik deger
hareketli ortalamasi

19 Toplama/Dagitim Salinimi 46 Medyan Fiyat

20 Chaikin Salinimi 47 Denge islem hacmi

21 Hareketli  Ortalamalarin ~ Birlesmesi 48 Fiyat degisim oran
Ayrilmasi gostergesi

22 21’in 9 giinliik hareketli ortalamast 49 Fiyat hacim egilimi

23 Acilis fiyati ivme 50 Tipik fiyat

24 En yiiksek fiyat ivime 51 Hacim degisim oran

25 En diisiik fiyat ivme 52 Agirlikl kapanis fiyati

26 Kapanis fiyati ivme 53 William’s Toplama Dagitim

27 Momentum agilig fiyati

4.5.2.  Alternatif Model

Performans karsilastirma amaciyla gelistirilen model, bir tane gizli katmani olan

ileri beslemeli yapay sinir agindan olugsmaktadir. Bu modelde ara katmanda bir adet gizli
katman bulunmaktadir ve gizli katmanda 10 adet néron kullanilmigtir. Alternatif modelde
degisken secimi gerceklestirilmesi s6z konusu degildir. Bu nedenle hesaplanabilen 53
adet degisken bu modelde girdi olarak kullanilmistir.
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5. BULGULAR

Alternatif model ile optimal yapay sinir ag1 modelin egitim ve test agamasinda
ayni gozlemler kullanilmistir. Egitim i¢in 640 adet gozlem ve test icin 160 adet gozlem
her iki model i¢in de aynidir. Her iki modelde arakatmanda 10 adet néron bulunan tek
katmanl1 yapay sinir ag1 mimarisi kullanilmustir. Iki model arasindaki fark, optimal yapay
sinir ag1 modelinde ara katmanda bulunmasi gereken ndron sayist ve kullanilacak
degiskenlerin se¢iminin genetik algoritmalar ile optimize edilmis olmasidir.

Olusturulan modellerin sonuglar1 {i¢ farkli acidan degerlendirmeye tabi
tutulmustur. Ik olarak istatistiksel performans &lgiileri hesaplanmistir. Daha sonra egim
siniflandirma tahminlerinin ne kadar dogru yapildig1 hesaplanmis ve son olarak da alim-
satim algoritmasi kullanilmak suretiyle erisilen kar miktar1 her iki model i¢in ayr1 ayri
hesaplanmustir.

5.1. Optimal Noron Sayilar: ve Degiskenler

Calismada ilk olarak her bir hisse senedi tahmin performansini en yiiksek yapan
gen elemanlarina yer verilmistir. Genetik algoritmalar yardimiyla her bir hisse senedinin
uygunluk fonksiyonunu minimum yapan ara katmandaki ndron sayis1 ve kullanilmasi
gereken degisken sayisi Tablo 5.1 ‘deki gibidir.

Asagidaki tabloda her bir hisse senedi i¢in genetik algoritmalarla belirlenen néron
sayilar1 ve optimal degisken sayilar1 yer almaktadir. Buna ek olarak optimal degisken
indeksleri de yer almaktadir.

Tablo 5.1. Optimal Noron, Degisken Sayisi ve Indisleri

S H.S. Opt. Opt. Optimal Degiskenlerin Indeksleri
No. Kod Noron Deg.
Sayist  Sayisi

01 AKBNK 2 19 3 4 8 910 11 19 20 23 24 28 29 32 39 42 44 48 50 51

02 AKSA 2 19 2 7 91113 15 16 18 26 27 30 31 32 33 35 37 39 50 52

03 ARCLK 2 22 4 7 810 12 13 14 15 16 17 19 21 28 29 31 32 36 39 41
44 46 50

04 ASYAB 4 18 3 4 910 11 16 19 22 23 24 28 29 36 39 41 42 44 51

05 BIMAS 2 22 1 410 11 13 16 17 21 22 24 25 26 28 29 31 33 36 37 39
41 44 48

06 DOHOL 2 22 1 3 7 912 13 14 15 16 17 18 23 24 26 27 30 33 35 39
50 51 52

07 EKGYO 2 18 1 23 46 71116 17 26 27 34 36 38 40 41 50 51

08 ENKAI 12 22 2 3 4 81516 19 25 26 27 28 29 31 32 36 39 41 42 43
45 50 51

09 EREGL 2 26 4 5 6 71117 18 20 21 22 23 24 25 27 29 30 31 32 34
35 36 39 41 46 48 53

10 GARAN 2 24 1 456 7 91516 17 23 25 26 29 31 32 35 39 41 42
43 44 50 51 52

11 HALKB 3 22 2 45 7 8 91012 13 14 17 18 22 23 26 27 28 30 34
35 36 46

12  IHLAS 2 14 13 15 16 25 26 28 32 35 37 39 43 50 51 53

13 ISCTR 2 21 2 4 7 810 12 13 15 16 20 23 24 33 34 35 36 42 43 48
51 53

14 KCHOL 2 16 1 510 14 19 25 26 28 30 31 35 36 37 39 42 46

15 KOZAL 17 26 2 357 81215192124 2526 27 29 31 32 33 34 35
40 41 42 46 48 51 53

16 KRDMD 21 29 4 6 811 13 14 15 16 18 22 23 24 26 27 28 30 31 33 35
36 37 38 39 41 44 45 51 52 53
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17

18

19

20
21

22

23

24
25

26

27

28

29

30

MGROS

PETKM

SAHOL

SISE
SNGYO

TCELL

THYAO

TKFEN
TOASO

TTKOM

TTRAK

TUPRS

VAKBN

YKBNK

29

25

23

18
24

27

20

15
24

23

22

25

20

22

1 3 6 9111516 18 20 21 22 24 25 29 32 33 34 36 38
39 40 41 42 43 44 45 46 48 53

1456 71112 13 15 16 18 20 23 28 29 30 31 33 36
39 42 46 48 51 52

1 2 91012 14 15 16 17 18 21 27 31 33 35 36 41 43 44
45 48 50 51

1 25 7141516 17 18 21 22 27 29 30 32 36 41 42

1 45 91214 15 16 18 20 23 31 32 33 34 36 39 41 42
44 46 50 51 52

1 258 91012 13 14 15 16 17 18 19 23 25 28 30 33
34 36 39 41 43 46 50 51

1 4 511131516 17 21 27 28 29 31 35 41 45 46 50 52

w

13 16 17 29 30 32 39 43 44 46 50 51

7 8 914 16 17 18 19 22 24 27 28 29 32 33 35
3 44 45 51

4 56 8 91014 16 18 19 22 25 28 30 36 42 43

7 9

4 6

4

2

48 50 51
3

4

3

4

2

6

10 13 15 16 17 18 21 22 24 25 26 35 36 39 41 42 43
8 52

8 10 11 15 16 17 22 25 26 28 29 30 33 35 36 39 42
4 45 51 52 53

3 4 71112 15 16 19 23 25 29 30 36 41 43 46 50

[op]

R ARPDMRLRDAMRPRPWRMOG
w B

w

3 58 91012 15 17 18 27 29 31 32 33 36 41 43 44 45
46 52 53

Tablodan agik¢a goriildiigii tizere her bir hisse senedi i¢in minimum uygunluk
degerinin hesaplanmasina olanak saglayan ara katmandaki ndron sayisi ve optimal
degisken sayisi birbirlerinden oldukga farklidir. Belirli bir standart s6z konusu degildir.
Ara katmandaki ndron sayis1 [2-21] arasinda degisirken, optimal degisken sayis1
[14-29] arasinda degismektedir.
Optimal Noron sayilarinin artan diizeyde siralanmasi sonucu Sekil 5.1 elde
edilmistir.
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Optimal Noron Sayisi

Noron Sayisi

AKBNK
AKSA
ARCLK
BIMAS
DOHOL
EKGYO
EREGL
GARAN
IHLAS
ISCTR
KCHOL
PETKM
THYAO

Sekil 5.1. Optimal Noron Sayilar

TKFEN
OASO
TRAK
TUPRS
AKBN
KBNK
HALKB &
MGROS &
SISE &
ASYAB
TCELL
SAHOL
SNGYO
TTKOM
ENKAI
KOZAL
KRDMD

FEFESS

Hisse Senetleri

Bircok hisse senedinde kullanilacak ysa modeli i¢in iki adet néron yeterli goriilse
de KRDMD isimli hisse senedi i¢in 21 adet néronun optimal olarak belirlenmistir.

Optimal degiskenlerin sayis1 ise Sekil 5.2°de gosterilmistir. ihlas isimli hisse
senedi i¢in 14 adet degiskenin optimal oldugu belirlenmistir. KRDMD, TCELL ve
MGROS i¢in ise 29 adet degisken optimal olarak belirlenmistir.

Optim

Q 20

Optimal Degisken Sayisi

IHLAS
TKFEN
KCHOL
ASYAB
EKGYO

SISE
AKBNK
AKSA
THYAO
VAKBN

ISCTR
ARCLK
BIMAS

DOHOL

Sekil 5.2. Optimal Degisken Sayisi

al Degisken Sayisi

ENKAI
HALKB
TTRAK
YKBNK
SAHOL
TTKOM
GARAN
SNGYO
TOASO
PETKM

TUPRS

EREGL
KOZAL

TCELL

KRDMD
MGROS

Hisse Senetleri

S6z konusu bilgilere farkli agidan bakmak da miimkiindiir. Tablo 5.2 ‘de her bir
degiskenin kag adet hisse senedinde kullanildig1 bilgisi yer almaktadir.
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Tablo 5.2. Degiskenlerin Kullanildig1 Hisse Senetleri

Sira  Degisken Ismi Degiskenin  Hisse senedi indeksleri
No kullanildig1
hisse sayisi
01  Bugiinkii kapanis — Bir glin 17 5 6 7 10 14 17 18 19 20 21 22 23 25 26
onceki kapanis 27 28 29'
02 Bir giin 6nceki kapanis 11 2 7 8 11 13 15 19 20 22 26 29
03  Bir gin 6nceki en yiksek 11 1 4 6 7 81517 27 28 29 30
fiyat
04  Bir giin 6nceki en diisiik fiyat 18 13457 8 910111316 18 21 23 24
25 26 29'
05 Bir giin 6nceki agilis fiyat: 12 '9 10 11 14 15 18 20 21 22 23 26 30'
06 Bir giin 6nceki islem hacmi 8 7 9 10 16 17 18 25 26
07 Kapanig fiyatinin 5 gilinlik 14 2 3 6 7 910 11 13 15 18 20 24 25 29
basit hareketli ortalamasi
08  Kapanig fiyatinin 6 giinlik 12 1 3 8 11 13 15 16 22 25 26 28 30'
basit hareketli ortalamasi
09 Kapanis fiyatinin 10 giinlik 14 1 2 4 610 11 17 19 21 22 24 25 26 30'
basit hareketli ortalamasi
10 Kapanis fiyatinin 20 giinliik 13 1 3 4 511 13 14 19 22 26 27 28 30'
basit hareketli ortalamasi
11 Kapanis fiyatinin 5 giinlik 12 12 45 7 916 17 18 23 28 29
tissel hareketli ortalamasi
12 Kapanis fiyatinin 6 giinlik 11 '3 6 11 13 15 18 19 21 22 29 30
tissel hareketli ortalamasi
13 Kapanig fiyatinin 10 giinlik 13 2 3 5 611 12 13 16 18 22 23 24 2T
iissel hareketli ortalamasi
14  Kapanis fiyatinin 20 giinlik 11 '3 6 11 14 16 19 20 21 22 25 26'
iissel hareketli ortalamasi
15 Kapanis fiyatinin 5 gilinlik 20 2 3 6 810 12 13 15 16 17 18 19 20 21
iicgensel hareketli ortalamast 22 23 27 28 29 30'
16 Kapanig fiyatinin 6 giinlik 24 2 3456 7 81012 13 16 17 18 19 20
liggensel hareketli ortalamasi 21 22 23 24 25 26 27 28 29'
17 Kapanis fiyatinin 10 giinliik 16 35 6 7 910 11 19 20 22 23 24 25 27
ticgensel hareketli ortalamasi 28 30'
18 Kapanig fiyatinin 20 giinlik 15 2 6 9 11 16 17 18 19 20 21 22 25 26 27
ticgensel hareketli ortalamasi 30'
19 Toplama/Dagitim Salinimi 10 1 3 4 814 15 22 25 26 29
20 Chaikin Salinimi 6 1 913 17 18 21
21 Hareketli Ortalamalarin 9 '3 5 91517 19 20 23 27
Birlesmesi Ayrilmasi
gostergesi
22 21’in 9 ginlikk hareketli 11 ‘45 9 11 16 17 20 25 26 27 28
ortalamasi
23 Agilis fiyati ivime 12 L 4 6 910 11 13 16 18 21 22 29
24 Enyiksek fiyat ivme 11 1 45 6 9131516 17 25 27
25 En disiik fiyat ivme 13 '5 8 910 12 14 15 17 22 26 27 28 29
26 Kapanis fiyati ivme 13 2 5 6 7 810 11 12 14 15 16 27 28
27 Momentum agilis fiyati 13 2 6 7 8 911 15 16 19 20 23 25 30
28  Momentum en yiiksek fiyat 15 W1 3 4 5 81112 14 16 18 22 23 25 26
28
29  Momentum en disiik fiyat 17 1 3 45 8 9101517 18 20 23 24 25
28 29 30
30 Momentum kapanis fiyati 13 2 6 9 11 14 16 18 20 22 24 26 28 29'
31 Chaikin Dalgalanma 14 2 358 91014 15 16 18 19 21 23 30
32 Hizlandirilmis stochastik %K 14 12 38 91012 15 17 20 21 24 25 30
33 Hizlandirilmis stochastik %D 14 2 5 613 15 16 17 18 19 21 22 25 28 30
34 Yavaglatilmis stochastik %K 8 7 9 11 13 15 17 21 22

115



BULGULAR

Mehmet OZCALICI

35

36

37
38
39

40
41

42
43

44
45
46
47
48
49
50

51

52
53

Yavaglatilmis stochastik %D
William’s %R

Negatif hacim indeksi
Pozitif hacim indeksi
Goreli gli¢ indeksi

Toplama/Dagitim Cizgisi
Bollinger orta band

Bollinger iist band
Bollinger alt band

En yiiksek yiiksek deger
En diisiik diisiik deger
Medyan Fiyat

Denge islem hacmi
Fiyat degisim orani
Fiyat hacim egilimi
Tipik fiyat

Hacim degisim orant

Agirhikl kapanis fiyati
William’s Toplama Dagitim

15

22

14
14

14
8
14
0
10
0
15

18

10
10

2 6 910 11 12 13 14 15 16 19 23 25 27
28'

3 45 7 8 91113 14 16 17 18 19 20
21 22 25 26 27 28 29 30'

2 512 14 16'

7 16 17

1234568 91012 14 16 17 18 21
22 24 27 28

7 15 17

3 4 5 7 8 9101516 17 19 20 21 22
23 27 29 30

1 4 810 13 14 15 17 18 20 21 26 27 28
'8 10 12 13 17 19 22 24 25 26 27 28 29
30'

1 3 4 510 16 17 19 21 24 25 26 28 30'
'8 16 17 19 23 25 28 30'

'3 911 14 15 17 18 21 22 23 24 27 29 30'

1 5 913 15 17 18 19 26 27

1 2 3 6 7 81012 19 21 22 23 24 26

29'
1 4 6 7 810 12 13 15 16 18 19 21 22
24 25 26 28'

2 6 10 16 18 21 23 27 28 30'
‘9 12 13 15 16 17 23 28 29 30'

Tablo 5.2 ‘de her bir degiskenin kullanildig1 hisse senetleri sayisi ve kullanildigi
hisse senetleri indeksleri yer almaktadir. Degiskenlerin kullanilma siklig1 [0,24] arasinda
degismektedir.
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Degiskenin kullanildigi hisse sayisi

KAPANIS FIYATININ 6 GUNLUK UCGENSEL.. /
WILLIAM’S %R

KAPANIS FIYATININ 5 GUNLUK UCGENSEL .. 0
GORELI GUC INDEKSI :
HACIM DEGISIM ORANI 8
BOLLINGER ORTA BAND 8
BIR GUN ONCEKI EN DUSUK FIYAT g

MOMENTUM EN DUSUK FiYAT
BUGUNKU KAPANIS — BIR GUN ONCEKI KAPANIS
KAPANIS FIYATININ 10 GUNLUK UCGENSEL.. 6
TIPIK FIYAT
YAVASLATILMIS STOCHASTIK %D
MOMENTUM EN YUKSEK FIYAT
KAPANIS FIYATININ 20 GUNLUK UCGENSEL..
MEDYAN FiYAT /
EN YUKSEK YUKSEK DEGER i
BOLLINGER ALT BAND /
BOLLINGER UST BAND i
HIZLANDIRILMIS STOCHASTIK %D i
HIZLANDIRILMIS STOCHASTIK %K i
CHAIKIN DALGALANMA /
KAPANIS FIYATININ 10 GUNLUK BASIT.. i
KAPANIS FIYATININ 5 GUNLUK BASIT.. 4
MOMENTUM KAPANIS FIYATI
MOMENTUM ACILIS FIYATI
KAPANIS FIYATI IVME
EN DUSUK FIYAT iVME
KAPANIS FIYATININ 10 GUNLUK USSEL..
KAPANIS FIYATININ 20 GUNLUK BASIT..
ACILIS FIYATI iVME
KAPANIS FIYATININ 5 GUNLUK USSEL..
KAPANIS FIYATININ 6 GUNLUK BASIT..
BIR GUN ONCEKI ACILIS FIYATI
EN YUKSEK FIYAT IVME
21°IN 9 GUNLUK HAREKETLI ORTALAMASI
KAPANIS FIYATININ 20 GUNLUK USSEL..
KAPANIS FIYATININ 6 GUNLUK USSEL..
BIR GUN ONCEKI EN YUKSEK FIYAT
BIR GUN ONCEKI KAPANIS
WILLIAM’S TOPLAMA DAGITIM 0
AGIRLIKLI KAPANIS FiYATI 0
FIYAT DEGISIM ORANI 0
TOPLAMA/DAGITIM SALINIMI 0
HAREKETLI ORTALAMALARIN BIRLESMESI.. g
EN DUSUK DUSUK DEGER B
YAVASLATILMIS STOCHASTIK %K :
BIR GUN ONCEKI {SLEM HACMI B
CHAIKIN SALINIMI 6
NEGATIF HACIM INDEKSI
TOPLAMA/DAGITIM CizGiSi
POZITIF HACIM INDEKSI
FIYAT HACIM EGILIMI
DENGE iSLEM HACMI

0 5 10 15 20 25 30

Sekil 5.3. Degiskenlerin Kullanildig1 Senet Sayisi
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Sekil 5.3 ‘de degiskenlerin kag adet hisse senedinde optimal degisken olarak tercih
edildigine iliskin 6zet siralama yer almaktadir. Sekilde dikkat ¢eken unsur price-volume
trend isimli degisken ile on balance volume isimli degiskenin hi¢bir hisse senedinde
onerilen model tarafindan tercih edilmedigidir. S6z konusu iki adet degisken baglangi¢
girdi havuzunda uygunluk fonksiyonlarina gonderilse de, model bu iki degiskeni higbir
hisse senedi i¢in iyi degisken olarak belirlememistir.

Buna karsilik 6 giinliik iiggen hareketli ortalama 24 adet hisse senedi ile en sik
tercih edilen teknik gosterge olmustur. Bunu William ‘s %R (22) ve 5 giinliik {iggen
hareketli ortalama (20) izlemistir.

5.1.1. Islem Siiresi

Genetik algoritmalarla bir adet hisse senedine iliskin optimal ndron sayisinin ve
kullanilmasi gereken degisken miktarinin segilmesi i¢in yukarida ozellikleri belirtilen
bilgisayar kullanilmistir. S6z konusu 6zelliklere sahip makinada her bir hisse senedi igin
optimal genin bulunmasi siiresi saniye ve dakika cinsinden asagidaki tabloda yer
almaktadir. Toplamda 2681 dakika islem gergeklestirilmistir bu da yaklasik 45 saat
(yaklasik 2 giin) islem yapildig1 anlamina gelmektedir.

Tablo 5.3. Hesaplama Siireleri

Sira No. Hisse Senedi Kodlar1 islem Siiresi (sn.) Islem Stiresi (dk.)
01 AKBNK 6389,1710 106,4862
02 AKSA 8468,249 141,1375
03 ARCLK 6674,164 111,2361
04 ASYAB 2089,284 34,8214
05 BIMAS 3888,251 64,8042
06 DOHOL 6615,7059 110,26176
07 EKGYO 610,034 10,1672
08 ENKAI 5566,865 92,7811
09 EREGL 7397,451 123,2909
10 GARAN 6456,405 107,6067
11 HALKB 2356,884 39,2814
12 IHLAS 6563,375 109,3896
13 ISCTR 6678,070 111,3012
14 KCHOL 3774,515 62,9086
15 KOZAL 1124,825 18,7471
16 KRDMD 10053,050 167,5509
17 MGROS 5862,005 97,7001
18 PETKM 5692,783 94,8797
19 SAHOL 10013,470 166,8912
20 SISE 7430,095 123,8349
21 SNGYO 2619,054 43,6509
22 TCELL 6757,759 112,6293
23 THYAO 7293,710 121,5618
24 TKFEN 1464,373 24,4062
25 TOASO 6754,787 112,5798
26 TTKOM 1712,399 28,5400
27 TTRAK 3449,611 57,4935
28 TUPRS 6736,852 112,2809
29 VAKBN 3223,918 53,7320
30 YKBNK 7130,731 118,8455
TOPLAM 160847,8 2680,797
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Calismada MATLAB yaziliminin optimization toolbox isimli ara¢ kutusu
kullanilmistir. Optimization toolbox, parallel islem yapma 6zelligini desteklemektedir.
Baska bir ifade ile eger bilgisayarda birden fazla cekirdek islemci s6z konusu ise
optimizasyon islemi her bir ¢ekirdege dagitilmakta ve paralel olarak islem gormektedir.
S6z konsu sistemin amaci daha hizli bir sekilde sonuca ulasabilmektir. Calismada paralel
islemler kullanilmistir. Boylelikle kullanilmadigi duruma gore daha hizli optimal sonuca
ulasilmustir.

Parallel processing toolbox aracinin iglemleri ne kadar hizlandirigini ortaya
koyabilmek i¢in EKGYO isimli hisse senedine iliskin deney bir kez daha
gerceklestirilmistir. Bu ikinci gerceklestirmede paralel islem kullanilmamistir. Paralel
islem ile 610 saniye siiren islem, paralel 6zelligin olmadigi durumda 1571 saniye
stirmiistiir. Hesaplama siiresi onceki silireye gore (1571-610)/610=%158 oraninda
artmistir. Paralel islem 6zelliginin kullanilmadigi durumda toplam dakikanin 6917 dakika
olmasi beklenmektedir. Bu da 115 saat (yaklasik 5 giin) islem yapilmasi gerektigi
anlamina gelmektedir. Paralel islemin kullanilmasz ile birlikte analizin sonuglanma stiresi
(=bilgisayarin acik kalma siiresi) oldukca kisaltilmistir.

5.2.  Gergek Degerler ile Tahmin Edilen Degerlerin Karsilastirilmasi

Calismada her bir hisse senedi i¢in optimum ara katmandaki néron sayisi ve
optimum degiskenler belirlendikten sonra s6z konusu parametreler ile tahmin modelleri
kurulmustur.

Tahmin modelleri test edilirken daha 6nce egitim amaciyla kullanilmamas bir veri
seti kullanilmaktadir. Bu veri seti test veri seti olarak adlandirilmaktadir. S6z konusu veri
seti ile tahmin modelinin gosterdigi performans hesaplanacak ve bdylelikle tahmin
modelinin ne kadar basarili olacag: 6lgiilecektir. Test veri setinden hemen 6nceki 640
adet goézlem egitim amaciyla kullanilmistir. Genetik algoritmalarda uygunluk
fonksiyonuda 640/160 egitim ve test veri seti kullanilmisti. Bu durum genetik algoritma
sonrast i¢in de gegerlidir. Her bir hisse senedi i¢in tahmin modeli 01/02/2011 ve
08/05/212 tarihleri arasindaki gozlemler kullanmak suretiyle egitime tabi tutulmustur.
Egitilen yapay sinir aglar1 modelleri 160 giin i¢in teste tabi tutulmustur. Bagka bir ifade
ile son 160 giinden 6nceki 640 giine iliskin veriler kullanmak suretiyle yapay sinir aglari
egitilmekte ve son 160 giin i¢in test igslemi gerceklestirilmektedir.
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TKGYO Hissesi igin Tgitim Stiresi Fivatlan
3.21r

Hisse Tiyati

| | |
100 200 300 400 500 600 700

1.8
0

Famun
Gergek Fiyal - Optimal Model === Allernatil’ Model ‘

Sekil 5.4. EKGYO isimli Hisse Senedinin Egitim Siireci

Sekil 5.4 ‘de EKGYO adli hisse senedinin egitim siiresi boyunca, optimal ve
alternatif modelin irettigi degerler yer almaktadir. S6z konusu sekilde agik renkli kesikli
¢izgi optimal modelin iirettigi degerlerdir. Siyah renkli kesikli ¢izgi ise alternatif modelin
trettigi degerlerdir. Diiz ¢izgi ise hisse senedinin egitim silireci boyunca sahip oldugu
degerlerdir. Daha 6nce de deginildigi gibi egitim siirecinde modellerin gosterdigi
performans pratik agidan bir fayda saglamamaktadir. Cilinkii daha 6nce modellerin
egitilmesi siirecinde kullanilan veri seti iizerinde tahmin yapilmaktadir. Bu degerler
yerine modellerin test asamasinda gosterdikleri performans dikkate alimmalidir. S6z
konusu biitiin hisse senetlerine iligkin egitim grafikleri Ek 1 de yer almaktadir.

Sekil 5.5 ‘de TUPRS adl1 hisse senedinin test siiresince tahmin ettigi fiyatlar yer
almaktadir. S6z konusu hisse senedine iligkin test agsamasindaki optimal ve alternatif
modelin tahmin ettigi degerler ve gercek fiyat ile modelin tahmin ettigi fiyat arasindaki
farkin mutlak degeri arsagidaki sekilde gosterilmistir.
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TUPRS Hissesi igin Optimal Modelin Tahmin Ettigi Fiyatlar

Hisse Fiyat

30 L 1 1 I L 1 1 ]
0 20 40 60 80 100 120 140 160
Zaman
m— (Gergek Fiyat + Optimal Model --s-s=se-e Alternatif Model
Hata = |Gergek Fiyat - Tahmin Edilen Fiyat|
B

+
+ mal - HH G AT r Lt = ul wn w2 1 ja | ! ] al a S ma=aC e 5 = i
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Zaman
[+  Optimal Hata -~ Alternatif Hata |

Sekil 5.5. TUPRS Hisse Senedine Iliskin Tahmin Edilen ve Gergek Fiyatlar

Sekil iki bolimden olusmaktadir. Yukaridaki bolimde optimal ve alternatif
modelin tahmin ettigi fiyatlar ile gergek fiyatlar gosterilmektedir. Alt boliimdeki sekilde
ise hisse senedinin gergek fiyati ile tahmin edilen fiyati arasindaki farkin mutlak degeri
yer almaktadir. Optimal modele iliskin fiyatlar sekilde art1 isareti ile gosterilen kesikli
cizgilerdir. Alternatif model ise kesikli ¢izgi ile gosterilmistir. Gergek fiyat ise kalin ve
diiz bir cizgi ile gosterilmektedir. Yukaridaki sekilde art1 ile isaretlenen optimal
tahminlerin, diiz ve kalin ¢izgiye yakin olmas1 optimal modelin gergeklestirdigi tahminin
ne kadar dogru oldugunu gostermektedir. Alternatif modelin gergeklestirdigi tahminler
ise gercek fiyattan sapma gostermektedir. Alt tarafta yer alan hata grafiginde ise hata
cizgisinin alt taraftaki eksene yakin olmasi, yapilan tahminin dogrulugunu
gostermektedir. Yatay eksenden uzaklasildikga modelin tahmin ettigi fiyatlar ile gergek
fiyat arasindaki fark artmaktadir. Alt bolmedeki sekilden optimal hata ile alternatif
hatanin birbirlerinden farkli oldugunu ve optimal hatanin alt tarafta yer alan eksene
oldukca yakin oldugu goriilmektedir. Boylelikle optimal modelin gergeklestirdigi
tahminler, alternatif modelin gergeklestirdigi tahminlere gore gercege daha yakindir
yorumunun yapilmasit miimkiindiir. Ek 2 de test siiresinde biitiin hisse senetlerinin tahmini
fiyatlar ile gercek fiyatlarinin grafikleri yer almaktadir.
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YKBNK Hissesi i¢in Gergek ve Tahmin Edilen Fiyatlar
4.5
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Sekil 5.6. YKBNK Hisse Senedi Dagilim Grafigi

Optimal model kurulduktan ve test siirecine iliskin tahminler gerceklestirildikten
sonra test slirecindeki gercek fiyatlar ve optimal modelin tahmin ettigi fiyatlar dagilim
grafiginde gosterilebilir ve boylelikle modelin gergek fiyatlara ne kadar yakin tahminler
gerceklestirdigi belirlenebilir. Sekil 5.6 ‘da YKBNK kodlu hisse senedine iliskin dagilim
grafigi goriilmektedir. S6z konusu sekil iki boliimden olusmaktadir. Ustteki boliimde
yatay eksende gercek fiyatlarin ve dikey eksende tahmin edilen fiyatlarin yer aldigi
dagilim grafigi yer almaktadir. Alttaki boliimde ise gercek fiyat ile tahmin edilen fiyat
arasindaki farka iliskin grafik yer almaktadir. Alttaki grafikte fark degerlerinin yer aldig:
band ne kadar dar ise yapilan tahminin de o derecede iyi oldugunu sdylemek miimkiindiir.
Biitiin hisse senetlerine iligkin dagilim grafikleri Ek 3 de yer almaktadir.

Tablo 5.4. Gergek Fiyatlar ile Tahmin Edilen Fiyatlar Arasindaki r - kare Degerleri

Optimal Model Alternatif Model

Sira No.  Hisse Senedi Kodlari r? Diizeltilmis r2 r? Diizeltilmis r?

01 AKBNK 0,9573 0,95703 0,487346 0,484102
02 AKSA 0,897152 0,896501 0,757275 0,755739
03 ARCLK 0,950264 0,949949 0,65758 0,655413
04 ASYAB 0,969827 0,969636 0,882826 0,882084
05 BIMAS 0,892508 0,891828 0,076551 0,070706
06 DOHOL 0,932325 0,931897 0,772843 0,771405
07 EKGYO 0,965837 0,96562 0,96158 0,961337
08 ENKAI 0,924088 0,923608 0,048411 0,042388
09 EREGL 0,519451 0,51641 0,006836 0,00055
10 GARAN 0,979871 0,979744 0,961183 0,960937
11 HALKB 0,94712 0,946785 0,076404 0,070559
12 IHLAS 0,807264 0,806044 0,536935 0,534004
13 ISCTR 0,990156 0,990094 0,896419 0,895763
14 KCHOL 0,950978 0,950668 0,905672 0,905075
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15 KOZAL 0,285281 0,280757 0,129119 0,123607
16 KRDMD 0,729393 0,72768 0,367022 0,363016
17 MGROS 0,890399 0,889706 0,138096 0,132641
18 PETKM 0,796122 0,794831 0,364467 0,360445
19 SAHOL 0,928831 0,928381 0,00063 -0,0057
20 SISE 0,931085 0,930648 0,636914 0,634616
21 SNGYO 0,880863 0,880109 0,775037 0,773613
22 TCELL 0,978285 0,978148 0,931199 0,930763
23 THYAO 0,984466 0,984368 0,949994 0,949678
24 TKFEN 0,968825 0,968628 0,909267 0,908693
25 TOASO 0,985305 0,985212 0,762309 0,760805
26 TTKOM 0,842656 0,84166 0,113474 0,107863
27 TTRAK 0,984918 0,984823 0,780075 0,778683
28 TUPRS 0,964571 0,964347 0,714103 0,712294
29 VAKBN 0,983096 0,982989 0,962038 0,961797
30 YKBNK 0,981573 0,981456 0,439028 0,435478

Tablo 5.4 ‘de hem optimal modelin hem de alternatif modelin tahmin sonuglari ile
gercek sonuglar arasindaki 72 ve diizeltilmis 72 degerleri goriilmektedir. S6z konusu
degerlerin 1 ‘e yakin olmasi, modelin gercek fiyatlara yakin degerler iiretebildigini
gostermektedir.

Tablodan da goriilebilecegi gibi, optimal modelin tahmin ettigi fiyatlar ile gergek
fiyatlar arasinda hesaplanan 12 ve diizeltilmis 72 degerleri 1 ‘e daha yakindir. Alternatif
modelin gergeklestirdigi tahminler ile gercek fiyatlar arasinda hesaplanan 72 ve
diizeltilmis 72 degerleri ise optimal modelden daha diisiik olmustur. Bunun anlami test
veri setinde optimal modelin iirettigi sonugclar alternatif modele gore daha iyidir.

5.2.1. Istatistiksel Tahmin Sonuclar

Tablo 5.5 ‘de modellerin test siiresi boyunca gergeklestirdikleri istatistiksel
performans oOlciilerine iliskin degerler yer almaktadir. Bu degerler tahmin performansinin
ne kadar iyi olduguna iliskin ipucu saglamaktadir. S6z konusu istatistiksel degerler MSE,
MAPE ve RMSE’dir. Bu degerler ne kadar diisiik olursa, tahmin performansinin da o
kadar yiiksek oldugunu sdylemek miimkiindiir.

Calismada modelin egitim asamasinda ulastigit MSE degeri ve test agsamasinda
ulagilan MSE degerleri tablodaki gibidir. Ayrica tahminlerin basar1 oraninin
sergilenmesinde kullanilacak bir diger yontem olan MAPE degerlerine de yer verilmistir.
Boylelikle tahmin performansi istatistiksel agidan degerlendirmeye tabi tutulmustur.

Tablo 5.5. Optimal ve Alternatif Modele Iliskin Istatistiksel Performans Olgiileri

Optimal Model Alternatif Model

S H.S. Kod MSE MAPE RMSE MSE MAPE RMSE
No.

01 AKBNK 0,00997  1,240997  0,099849 0,205059  6,018329  0,452835
02 AKSA 0,00194  0,752879  0,044041 0,009388  1,902846  0,096892
03 ARCLK 0,080745  2,280142  0,284157 0,734879  8,425655  0,857251
04 ASYAB 0,000512  0,997145  0,022628 0,005943  3,808676  0,077092
05 BIMAS 11,49382  4,233498  3,390254 709,414  34,36783  26,63483

06 DOHOL 0,000171 1,334503  0,013092 0,015739 15,60186  0,125456
07 EKGYO 0,001926 1,466913  0,043885 0,001136 1,154167  0,033708

08 ENKAI 0,009767 1,449384  0,098829 1,237661  20,14124  1,112502
09 EREGL 0,720199  41,51146  0,848646 0,202517 19,56548  0,450019
10 GARAN 0,005638  0,860085  0,075085 0,03925  2,174918  0,198116
11 HALKB 0,398078  3,224232  0,630934 5,141034 12,34718  2,267385
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12 IHLAS 0,000184  0,990611  0,013576 0,00178  3,147492  0,042195
13 ISCTR 0,00415  1,174479  0,064423 0,424399  13,53362  0,651459
14 KCHOL 0,008051  1,018812  0,089726 0,095958  4,348664  0,309771
15 KOZAL 43,53137  18,58276  6,597831 27,13975  13,30233  5,209583
16 KRDMD 0,00418  4,189589  0,064652 0,013909 7,51957  0,117936
17 MGROS 0,461636  2,862772  0,679438 1,946148  6,476073  1,395044
18 PETKM 0,000593  0,925029  0,024348 0,003725  2,611894  0,061031
19 SAHOL 0,011737  1,103926  0,108336 0,849044  10,62317  0,921436
20 SISE 0,00417  1,925791  0,064573 0,025628  4,724715  0,160086
21 SNGYO 0,001012  2,102722  0,031805 0,002302  3,347003  0,047981
22  TCELL 0,015873  1,020815  0,125989 0,150201  3,855795  0,387558
23  THYAO 0,005194  1,821031 0,07207 0,032241 5,39299  0,179557
24  TKFEN 0,006699  0,968037  0,081848 0,057268  2,989639  0,239307
25  TOASO 0,008523 0,98932  0,092319 0,238636  4,846484  0,488504
26  TTKOM 0,020007  1,483258  0,141447 0,268341  6,373689  0,518016
27  TTRAK 0,176715  1,071371  0,420374 5594116  6,834706  2,365188
28  TUPRS 0,163102  0,832367  0,403859 8,074939  7,047745  2,841644

29  VAKBN 0,002254 1,07575  0,047481 0,049678  6,063567  0,222886
30 YKBNK 0,002484  1,127738 0,04984 0,145328  7,726103  0,381219

Gergeklestirilen bu sonuglarin istatistiksel agidan anlamli farklilik sergileyip
sergilemedigini belirleyebilmek i¢in parametrik olmayan testler uygulanmistir. Ayn1 veri
setine farkli modeller uygulandigi i¢in bagimsiz 6rneklem Mann-Whitney U-test
uygulanmistir ve sonuglar Tablo 5.6 ‘daki gibidir.

Ug farkl1 istatistiksel performans &lgiisii s6z konusudur ve iki modele iliskin elde
edilen degerler arasinda anlamli bir farklilik olup olmadigini test etmek icin ii¢ farkli
hipotez kurulmustur. Bu hipotezler su sekildedir;

e H1I1: Optimal ve alternatif modelin mse degerleri arasinda anlamli bir farklilik
yoktur

e H2: Optimal ve alternatif modelin mape degerleri arasinda anlamli bir farklilik
yoktur

e H3: Optimal ve alternatif modelin rmse degerleri arasinda anlaml bir farklilik
yoktur

Tablo 5.6. Hipotez Testi Sonuglari
Sifir Hipotezi Mean Rank Mean Rank Test Istatistigi ~ Asymptotic Sig Karar

(Optimal) (Alternatif) (2-sided)
H1 23,57 37,43 242 0,002 H, ret
H2 18,80 42,20 99 0,000 H, ret
H3 23,57 37,43 242 0,002 H, ret

MSE degerleri dikkate alindiginda, optimal modele iliskin ortalama sirasi
(ort_sira = 23,57), alternatif modele iliskin ortalama sirasindan (ort sira=37,43)
istatistiksel acidan farkli oldugu goriilmektedir (U=242, p<0.01). Bagka bir ifade ile
optimal modelin tirettigi sonuglar, alternatif modelin iirettigi mse degerlerine gore daha
diisiiktiir. Bu bulgu optimal modelin istatistiksel ag¢idan daha diisik MSE degeri
tirettiginin istatistiksel kanitidir.

Optimal modelin iirettigi MAPE degerlerine iliskin ortalama siras1 (ort sira =
18,80), alternatif modelin tirettigi ortalama sirasindan (ort_sira=42,20) istatistiksel agidan
farklidir (U=99, p<0.01). Baska bir ifade ile optimal modelin iirettigi mape degerleri,
alternatif modelin trettigi MAPE degerlerine gore daha disiiktiir. Bu bulgu optimal
modelin istatistiksel agidan daha diisiilk mape degeri iirettiginin istatistiksel kanitidir.

Optimal modelin irettigi RMSE degerlerine iligkin ortalama sirasi
(ort_sira=23,57), alternatif modelin tirettigi ortalama sirasindan (ort sira = 37,43)
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istatistiksel a¢idan farklidir (U=242, p<0.02). Baska bir ifade ile optimal modelin iirettigi
rmse degerleri, alternatif modelin iirettigi RMSE degerlerine gore daha diisiiktiir. Bu da
optimal modelin istatistiksel a¢idan daha diisik RMSE degeri iirettiginin istatistiksel
kanitidir.

Yukaridaki ifadelerden goriildiigii gibi istatistiksel performans Olciileri optimal
modelde, alternatif modele gore daha diisik diizeydedir ve daha iyi tahmin
gerceklestirildiginin kanitidir.

5.2.2.  Yon Tahmin Sonuclar:
Tahmin basar1 6l¢giileri bolimiinde deginilen formiil yardimiyla her bir hisse
senedi i¢in, hareket yoniiniin ne derecede dogru tahmin edildigi hesaplanmistir. Yapilan

hesaplama sonuglar1 Tablo 5.7 ‘de yer almaktadir.

Tablo 5.7. Yon Tahmin Sonuglari

Sira No. Hisse Senedi Kodlari Optimal Model Alternatif Model

01 AKBNK 0,477987 0,503145
02 AKSA 0,515723 0,509434
03 ARCLK 0,484277 0,566038
04 ASYAB 0,509434 0,503145
05 BIMAS 0,477987 0,484277
06 DOHOL 0,421384 0,427673
07 EKGYO 0,484277 0,471698
08 ENKAI 0,515723 0,509434
09 EREGL 0,54717 0,371069
10 GARAN 0,496855 0,534591
11 HALKB 0,496855 0,540881
12 IHLAS 0,408805 0,45283
13 ISCTR 0,591195 0,459119
14 KCHOL 0,465409 0,503145
15 KOZAL 0,459119 0,503145
16 KRDMD 0,415094 0,465409
17 MGROS 0,484277 0,477987
18 PETKM 0,402516 0,415094
19 SAHOL 0,496855 0,477987
20 SISE 0,433962 0,45283
21 SNGYO 0,484277 0,572327
22 TCELL 0,534591 0,572327
23 THYAO 0,597484 0,591195
24 TKFEN 0,465409 0,490566
25 TOASO 0,566038 0,540881
26 TTKOM 0,503145 0,471698
27 TTRAK 0,484277 0,490566
28 TUPRS 0,515723 0,484277
29 VAKBN 0,465409 0,528302
30 YKBNK 0,534591 0,477987

Optimal model %60 oraninda yon tahminin gergeklestirebilirken, alternatif model
en fazla %56 oraninda dogru tahmin gergeklestirebilmistir. Burada dikkat edilmesi
gereken husus ¢aligmanin esas amacinin yon tahminini keskinlestirmek olmadigidir.
Calismada gercekte yapilmasi istenen sey fiyat tahminin miimkiin oldugunca gergege
yakin gerceklesmesini saglamaktir. Fakat alim satim algoritmas: ile yakindan ilgili
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oldugundan yon tahminlerine de yer verilmistir. Optimal model 17 adet hisse senedinde
alternatif modelden daha yiiksek dogrulukla yon tahminini gergeklestirebilmistir.

5.2.3.

Alim Satim Simulasyonu Sonuclari

Test asamas1 olan 160 seans boyunca hisse senetlerinin bir sonraki giine iliskin
degerleri bir giin dnceden tahmin edilmistir. Calismada daha 6nce detayli bir sekilde
aciklanan alim satim algoritmasi uygulanmis ve test agamasi boyunca hisse senetlerinin
alim satimi1 sonucu gerceklestirilen kar miktarlari ayr1 ayr1 hesaplanmstir.

Alim satim algoritmasi her iki model i¢in ayr1 ayr1 hesaplanmistir. Calismanin
sonunda her hisse senedi i¢in edinilen kar oranlar1 toplanmis ve toplam kar degerleri

karsilastirilmistir.
Tablo 5.8. Getiri Oranlari
Sira No. Hisse Senedi Kodlari Optimal Alternatif artig/azalis
Model Model

01 AKBNK 0,032573 -0,03753 0,070103
02 AKSA 0,052198 0,072937 -0,02074
03 ARCLK 0,010255 0,117618 -0,10736
04 ASYAB 0,070343 0,008695 0,061648
05 BIMAS 0,016591 -0,04898 0,065571
06 DOHOL -0,20739 -0,20653 -0,00086
07 EKGYO 0,15429 0,151716 0,002574
08 ENKAI 0,045499 -0,0594 0,104899
09 EREGL 0,617642 -0,78718 1,404822
10 GARAN 0,108023 0,101779 0,006244
11 HALKB 0,137447 0,151494 -0,01405
12 IHLAS -0,16386 -0,09472 -0,06914
13 ISCTR 0,277578 0,142546 0,135032
14 KCHOL 0,044512 0,152813 -0,1083
15 KOZAL -0,01383 0,063842 -0,07767
16 KRDMD -0,0532 -0,00744 -0,04576
17 MGROS 0,199319 0,111533 0,087786
18 PETKM -0,06958 -0,03773 -0,03185
19 SAHOL 0,187716 -0,07098 0,258696
20 SISE -0,12885 -0,08145 -0,0474
21 SNGYO -0,00257 0,174533 -0,1771
22 TCELL 0,117798 0,265376 -0,14758
23 THYAO 0,333009 0,305446 0,027563
24 TKFEN -0,03233 0,062363 -0,09469
25 TOASO 0,267107 0,130506 0,136601
26 TTKOM 0,017075 -0,01341 0,030485
27 TTRAK 0,128242 0,144852 -0,01661
28 TUPRS 0,170878 0,137628 0,03325
29 VAKBN 0,111468 0,239867 -0,1284
30 YKBNK 0,203404 0,098239 0,105165

TOPLAM: 2,631367 1,188431 1,4429338

Sifir veya Zarar: 8 11

Kar eden Senet Sayist: 22 19

Tablo 5.8 ‘de her bir hisse senedi i¢in sadece alig pozisyonu (long position)
varsayimi altinda elde edilecek olan kar miktarlar1 gosterilmistir. Optimal modelde her
bir hisse senedinden elde edilen yiizde oranindaki getiriler toplandiginda 2,631 oraninda
kar oldugu goriilmektedir. Alternatif modelde bu toplam 1,188 oraninda kalmaktadir.
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Genetik algoritma ile optimizasyonun gerceklestirilmesi getirilerde 1,443 oraninda bir
artis saglamustir.

Tablodaki sonuglara gore optimal modeli kullanan bir yatirimcinin test siiresi
sonucunda elde edecegi kar alternatif modele gore daha yiiksek olmaktadir. Bu tablodaki
sonug optimal modelin hisse senedi fiyatindaki artis ve azaliglar1 alternatif modele gore
daha dogru tahmin edebilmesinin bir sonucu olarak ger¢eklesmistir.

Alim satim algoritmasi sonucu erisilen degerleri daha yakindan incelemek igin,
kar edilen hisse senedi sayis1 ve zarar edilen hisse senedi sayisi1 pasta grafigi seklinde
gosterilecektir.

Optimal Model Alternatif Model

0,
Sifir veya zarar Sifir veya zarar
(]

Sekil 5.7. Optimal ve Alternatif Modelde Kar ve Zarar Durumu

Sekil 5.7 ‘de agik renkle gosterilen oran 30 adet hisse senedi igerisinde Kar ile
sonuclanan hisse senetlerinin oranidir. Koyu renkle gdsterilen oran ise 160 giinliik test
periyodu boyunca zarar eden veya ne kar ne de zarar eden hisse senetlerinin oranidir.
Sekilin sol tarafi optimal modeli, sag tarafi ise alternatif modeli temsil etmektedir.
Optimal modelde 22 adet hisse senedinde (%73) kar elde edilmistir. 8 adet hisse senedi
(%27) ise zararla veya notr sonuglanmistir. Alternatif modelde ise 19 adet hisse senedi
(%63) kar ile sonuglanirken, 11 adet hisse senedi (%37) zararla veya nétr sonuglanmastir.
Gerek toplam kar meblaginda, gerekse de kar eden hisse senedi ¢oklugu agisindan
optimal model, alternatif modele gore daha iy1 sonuglar vermistir.

5.3.  Risk ve Tahmin liskisi

Risk ve tahmin arasindaki iliskiyi incelemek i¢in ¢alismada kullanilan 30 adet
hisse senedi risk bilgisi goz Oniinde bulundurulmak suretiyle riskli ve risksiz hisse
senetleri olmak tizere iki gruba ayrilmistir.

Risk kavrami standart sapma kavrami ile olgiilmektedir. Standart sapma ise
ortalamadan ne kadar uzaklasildigini 6lgmektedir. Standart sapmanin formiilii ise su

sekildedir:
N
1 )2
SN = NZ(xi — X)
i=1

Formiildeki x; ifadesi, i giin degerini, x; ifadesi ise o giine iliskin getiri degerini
temsil etmektedir. Bir hisse senedinin getirilerinin standart sapmasi ne kadar biiyiikse,
getirilerin genis bir aralikta dalgalandigin1 ve dolayisiyla daha riskli oldugunu séylemek
miimkiindiir.
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Hisse senetlerini riskli ve risksiz iki gruba ayirmak i¢in medyan degeri
kullanilabilir. Istatistik teorisinde yer alan medyan kavramu, bir serinin yiiksek degerlere
sahip yarisini, diisiik degerlere sahip diger yarisindan ayiran sayr olarak
tanimlanmaktadir. Medyan degerinin hesaplanmabilmesi icin, getiri serisi biiyiikten
kiiciige dogru siralanmistir. Gézlem sayisi ¢ift oldugunda (6rnegimizde 30 adet hisse
senedi kullanilmigtir) medyan1 hesaplayan formiil su sekildedir:

Mnumamll gozlemin degeri + (g + 1) numaralt gézlemin degeri

Medyan =

Yukaridaki formiil dikkate alindiginda, bu ¢alisma i¢in hisse senetlerinin standart
sapmalarinin medyan degeri 15. ve 16. sirada yer alan gbzlemlerin ortalamasi seklinde
hesaplanmaktadir.

Medyan degeri (bu calismada oldugu gibi) cift sayida gozlem séz konusu
oldugunda seride yer alan degerlere denk gelmez. Ortadaki iki gbzlemin ortalamasi
seklinde hesaplanir. Bu ¢alisma i¢in medyan degeri 0,030 olarak hesaplanmuistir.

Siralanan seride, hesaplanan bu medyan degerinin yukarisinda (asagisinda) kalan
15 adet hisse senedine iliskin standart sapma degerleri, medyan degerinden daha biiyiik
(kiigiik) oldugu icin riskli (risksiz) hisse senetleri olarak isimlendirilmistir. Tablo 5.9 ‘da
riskli ve risksiz hisse senetleri bilgisi yer almaktadir.

Tablo 5.9. Riskli ve Risksiz Hisse Senetleri Sayisi

Risksiz Hisse Senetleri Riskli Hisse Senetleri

Kod HS Ismi Std_spm Kod HS ismi Std_spm

1 AKBNK 0,026 5 BIMAS 0,030
2 AKSA 0,029 6 DOHOL 0,041
3 ARCLK 0,029 9 EREGL 0,045
4 ASYAB 0,028 10 GARAN 0,032
7 EKGYO 0,018 12 IHLAS 0,095
8 ENKAI 0,030 13 ISCTR 0,044
11 HALKB 0,021 14 KCHOL 0,120
15 KOZAL 0,016 16 KRDMD 0,037
21 SNGYO 0,029 17 MGROS 0,437
22 TCELL 0,028 18 PETKM 0,063
24 TKFEN 0,017 19 SAHOL 0,030
25 TOASO 0,028 20 SISE 0,086
26 TTKOM 0,014 23 THYAO 0,040
27 TTRAK 0,021 29 VAKBN 0,039
28 TUPRS 0,026 30 YKBNK 0,065

Geg¢mis verilerde, kapanis fiyatlar1 daha az dalgalanan (0 numarali grup) ve daha
fazla dalgalanan (1 numarali grup) gruplar arasindaki performans karsilastirmast, risk ve
tahmin arasindaki iliski hakkinda ipuclar1 verebilir.

5.3.1. Istatistiksel Tahmin Sonuclarinin Karsilastirilmasi

Gruplarda yer alan gozlem sayisi az oldugundan parametrik olmayan 6zellikteki
hipotez testlerinin kullanilmas1 gerekmektedir. Iki adet grup séz konusu oldugu igin ve
ornekler birbirlerinden bagimsiz oldugu igin bagimsiz drneklem Mann-whitney U testi
farkliligr test etmek icin kullanilmistir. Optimal MSE, RMSE ve MAPE degerlerini
karsilastirmak suretiyle istatistiksel farklilik olup olmadig1 ortaya ¢ikarilacaktir.

Bu iki gruba iliskin olusturulan hipotez testleri su sekildedir:
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H1: Riskli ve risksiz senetlerin MSE degerleri arasinda anlamli bir farklilik yoktur

H2: Riskli ve risksiz senetlerin MAPE degerleri arasinda anlamli bir farklilik
yoktur

H3: Riskli ve risksiz senetlerin RMSE degerleri arasinda anlamli bir farklilik
yoktur

Istatistik degerlere iliskin kurulan bu hipotezlere iligkin istatistikler ve sonuglar
Tablo 5.10 “daki gibidir.

Tablo 5.10. Riskli ve Risksiz Gruplarm Istatistiksel Performanslari

Hipotezler Gruplar Ortalama siralama Mann-Whitney U  Exact Asymptotic Sig
degeri test degeri sig
H1 < Medyan (0) 13,60 84,000 0,250 0,237
> Medyan (1) 17,40
H2 < Medyan 14,53 127,000 0,567 0,548
> Medyan 16,47
H3 < Medyan 13,60 84,000 0,250 0,237
> Medyan 17,40

Tablodan da goriilebilecegi gibi her bir optimal modelin sonuglarinin dikkate
alinmasi suretiyle hesaplanan performans dl¢iisiinde daha az riske sahip hisse senetlerinde
istatistiksel tahmin performanslari birbirlerine yakin ¢ikmistir. Bu farklilik, mse (U=84,
p>0.05), mape (U=127, p>0.05) ve rmse (U=84, p>0.05) degerlerinde istatistiksel olarak
anlamli degildir.

5.3.2. Alm Satim Simulasyonu Sonug¢larinin Karsilastirmasi
Calismanin bu boliimiinde riskli ve risksiz hisse senetlerinin getiri performansi
karsilastirilacaktir. Alim satim algoritmasmin isletilmesi sonucu elde edilecek getiri

oranlarmnin karsilastirilmast Tablo 5.11 “deki gibidir:

Tablo 5.11. Riskli ve Risksiz Hisse Senetlerinin Getiri Oranlari

Gruplar Getiri
Riskli 1,476
Risksiz 1,155

Tabloda riskli ve risksiz gruplardaki hisse senetlerine iligkin getiri oranlarmin
toplamu yer almaktadir. Tablodan da goriilecegi lizere, daha diisiik standart sapmaya sahip
(risksiz) hisse senetlerinin getirilerinin toplam1 (1,155), daha yiiksek standart sapmaya
sahip hisse senetlerinin (riskli) getiri oranlarmin toplamindan (1,476) daha diisiik
diizdeydedir.

Tarihi getiri oranlar1 standart sapmasi yiiksek olan hisse senetlerinde daha yiiksek
kar elde edilmistir. Baska bir ifade ile riskli hisse senetlerinde s6z konusu modelin
calistirilmasi daha yiiksek getiri oranlarinin elde edilmesine olanak saglayabilir.
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6. SONUC VE TARTISMA

Hisse senetleri bireysel ve kurumsal yatirimcilarin sahip olduklari fazla fonlar
degerlendirmek igin kullandiklar1 yatirim araglarindan bir tanesidir. Genel olarak hisse
senedi getirilerinin, risksiz faiz oranindan daha riskli oldugu kabul edilir. Daha fazla risk
igermesi kayiplarin ve kazanglarin daha yiiksek olmasina yol agmaktadir. Yatirimcilarin
ortak bir amaci vardir ve bu amag piyasa ortalamasinin tizerinde kar elde etmektir. Hisse
senedi fiyatlarinin 6nceden tahmin edilebilmesi piyasanin iizerinde getiri saglayabilir. Bu
nedenle hisse senedi fiyatlarinin 6nceden tahmin etmek i¢in ¢alismalar yapilmistir.

Hisse senetleri fiyat tahmini konusunda yapilan ¢alismalardan anlagilmaktadir ki,
geemis fiyat hareketlerinden yola ¢ikmak suretiyle, hisse senedi fiyatin1 nceden tahmin
edilebilirligi konusunda heniiz fikir birligi s6z konusu degildir. Hisse senedi fiyatlarinin
onceki fiyatlardan tamamen bagimsiz oldugunu savunanlar oldugu gibi, hisse senedi
fiyatlarinin gegmisteki fiyatlardan yola cikarak tahmin edilebilecegini savunanlar da
literatiire degerli ¢alismalar sunmuslardir. Bu arastirma ikinci gruptaki caligsmalari
destekler niteliktedir. Bu ¢alismaya goére de bilgi islemsel zeka teknikleri kullanilamak
suretiyle belirli bir dereceye kadar hisse senedi fiyatinin bir giin sonraki fiyatin1 6nceden
tahmin etmek miimkiindiir. Bu tezi savunmak amaciyla BIST 30 endeksine kayith
firmalarin hisse senedi fiyat bilgileri kullanilmis ve fiyatlar gerceklesmeden 6nce tahmin
edilmeye ¢aligilmistir.

Calismanin esas amaci bilgi islemsel zeka yontemlerinin finansal piyasalarda
uygulanmasini saglamak yoluyla kullanicinin, karmasik tahmin modeline daha az
miidahale ettigi uzman bir sistem tasarlamaktir. Model, kullanicinin yerine karar
verebildigi i¢in uzman olarak adlandirilmaktadir. Calismada Onerilen modelde, yapay
sinir aglari icin gerekli parametrelerden bazilar, bilgi islemsel zeka yontemlerinden biri
olan genetik algoritmalar ile birlikte optimize edilmektedir. Boylelikle kullanici fiyatlar
heniiz gerceklesmeden, bir sonraki giine iligkin tahmin fiyatlarin1 elde edebilmektedir.

Calismada tahmin modeli olarak ileri beslemeli, tek ara katmani olan bir yapay
sinir ag1 mimarisi kullanilmistir. Yapay sinir aglar1 modeli ile tahmin yapilirken,
kullanilacak degiskenlerin se¢cimi 6nem arz etmektedir. Eger hisse senedi fiyatin1 dogru
bir sekilde tahmin edemeyecek degiskenler modelde girdi olarak kullanilirsa, bu durumda
tahmin performansi diisebilir. Ayrica ara katmanda yer almasi gereken néron sayisinin da
tahmin gerceklestirilmeden Once belirlenmesi ve tahmin yapilirken bu bilgilerin
kullanilmas1 gerekmektedir. S6z konusu iki karar tahmin basarisi ile yakindan ilgilidir.
Bu kararlar, uzmanlar tarafindan belirlenebilir. Fakat uzman bilgisine erismek maliyetli
veya imkansiz olabilir. Bu ¢alismada s6z konusu iki kararin sezgisel bir optimizasyon
yontemi olan genetik algoritmalar tarafindan es zamanl optimize edilecegi uzman bir
model dnerilmistir. Kullanilan modeldeki gen tasarimi ve uygunluk fonksiyonu tasarimi
es zamanli optimizasyonu gerceklestiren esas unsurlardandir. Ara katmanda kullanilmasi
gereken noron sayisi ile kullanilacak degiskenlerin indeksleri tek bir gende bir araya
getirilmistir. Uygunluk fonksiyonu ise egitim setini sirali alt gruplara ayrimaktadir ve o
anda degerlendirilen yapay sinir ag1 mimarisinin alt gruplarda {irettigi ortalama hatay1
hesaplamaktadir. Alt gruplara ayirmak, modelin egitim setine asir1 uyum saglamasini
engellemektedir.

Veri seti olarak 2012 yilinda BIST 30 endeksinde yer alan 30 adet hisse tarihi
acilis, kapanis, en yiiksek fiyat, en diisiik fiyat ve islem hacmi bilgileri kullanilmistir. Bu
fiyat bilgilerinden yola ¢ikmak suretiyle her bir hisse senedi i¢in 53 adet aday-girdi
degisken hesaplanmistir. Olusturulan veri seti, egitim ve test olmak iizere iki gruba
ayrilmigtir. Egitim seti ile kurulan modeldeki ara katman sayisi ve kullanilacak
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degiskenler, genetik algoritmalar yardimiyla optimizasyona tabi tutulmustur. Optimal
yapi ile tahmin modelleri olusturulmustur. Olusturulan bu yeni model test veri setinde
tahmin icin kullanilmis ve gerceklesen performans tespit edilmistir. Yapay sinir aglari
yapisinin degisken se¢imi ile eszamanli gergeklestirilmesi ile birlikte, modelde
kullanilacak uzman bilgisi minimum diizeye indirgenmektedir.

Onerilen yontem tamamen bilgisayar tabanli oldugu icin tarafsiz bir sekilde
degerlendirme s6z konusudur. Baska bir ifade ile kisilere ait yanli olma problemi elenmis
olmaktadir. Uzman diye tabir edilen kisiler karar verirken, ge¢misteki deneyimlerinin ve
kisisel 6zelliklerinin (riskten kaginma veya riski tistlenme gibi) etkisinde kalmak suretiyle
yanli kararlar verebilirler. Bu durum yanilmalara ve dolayisiyla yanlis kararlara da neden
olabilir. Calismada onerilen sistemde boyle bir durum s6z konusu degildir.

Deneylerin gergeklestirilmesinde metinde 06zellikleri belirtilen bilgisayar
kullanilmistir. Bu bilgisayarda so6z konusu uzunluktaki egitim setinde sirali dogrulama
yonteminin uygulanmasi ve bir adet hisse senedi i¢in optimal néron sayisinin ve optimal
degiskenlerin segilmesi ortalama 90 dakika siirmektedir. Calismada genetik
algoritmalarin durma sart1 olarak bir tolerans belirlenmistir. Bu toleranstan daha iyi bir
iyilesme saglanmadigi durumda genetik algoritmalar calismayr durdurmaktadir.
Calismada hisse senetleri i¢in ortalama 50 nesil sonrasinda egitim genetik algoritma
islemleri durmaktadir.

Calismada optimal ve alternatif modelin basarist MSE, MAPE ve RMSE degerleri
ile dlctilmiistiir. Bu degerler gercek degerden ne kadar farkli tahminlerin gergeklestigini
gostermektedir. Basarili modellerde bu degerler, basarisiz modellere gore daha kiigiik
olacaktir. FElde edilen sonuclar karsilagtirildiginda, hisse senetlerinin biiyiik
cogunlugunda optimal modelin, alternatif modele gore gergek degerlere daha yakin
tahminlerin gerceklestirdigi ortaya ¢ikmistir. Fakat optimal modelin istikrarlt bir sekilde
alternatif modele gore daha iyi sonug¢ verip vermedigini belirlemek igin istatistiksel
hipotez testleri gergeklestirilmistir. Optimal ve alternatif modelin {irettigi hata degerleri
arasinda farklilik olup olmadigini 6lgmek icin parametrik olmayan bir test olan Mann-
Whitney U testi uygulanmistir. Cilinkii anakiitle dagilimlar1 konu disidir. Bu nedenle
parametrik olmayan testlerin kullanilmasi uygundur. S6z konusu istatistiksel teste gore
optimal modeldeki hata degerleri (MSE, RMSE, MAPE) alternatif modele gore
istatistiksel agidan anlamli bir derecede farklidir. Optimal modellerin iirettigi hata
degerleri, alternatif modelin trettigi hata degerlerinden daha kiiciiktiir ve bu farklilik
istatistiksel agidan anlamlidir.

Calisma bulgular1 incelendiginde baslangicta her bir hisse senedi i¢in hesaplanmis
olan 53 adet teknik gostergenin iki tanesinin higbir hisse senedi tahmin modelinde tercih
edilmedigi goriilmektedir. Bu teknik gostergeler fiyat-hacim egilimi ve denge islem
hacmidir. En sik tercih edilen gosterge ise kapanig fiyatinin 6 giinliik tiggensel hareketli
ortalamasidir. Bu gostergeyi, William’s %R degeri ve kapanis fiyatinin 5 giinliik tiggensel
hareketli ortalamasi takip etmektedir. Her bir hisse senedinin kendi igsel ozellikleri
mevcuttur.

Deneylerde nokta tahmini gergeklestirilmistir. Fakat calismada tiretilen tahminler,
yon tahmini haline de getirilebilir. Boylelikle ¢alismada iiretilen fiyat tahminlerinin
basaris1 baska bir yontemle daha degerlendirilmis olmaktadir. Caligmada optimal
yontemle en yiiksek basar1 %60 oraninda tahmin ile birlikte THYAO isimli hisse
senedinde gergeklestirilmistir. Buna ragmen ¢aligmanin esas agirligi nokta tahminindedir.

Calismada 6nerilen modelin basarisini ortaya ¢ikarmak adina kagit iizerinde alim
satim islemleri gergeklestirilmis ve tahmin modelini ger¢ek hayatta uygulayacak bir
yatirimcinin elde edecegi getiri oran1 hesaplanmistir. Alim satim simiilasyonu ad1 verilen
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bu siire¢ sonunda, onerilen uzman sistemi kullanan bir yatirnmcinin, alternatif modeli
kullanan yatirimeciya gore daha yiiksek oranda getiri elde edebilecegi ortaya ¢ikmistir.
Genetik algoritma ile optimize edilen modelde donem boyunca Kagit iizerinde alim
satimlar yapilmigtir. Bu alim satimlarda vergiler ve komisyon masraflar1 hesaplamalri
kolaylastirmak i¢in ihmal edilmistir. Her bir hisse senedinden elde edilen yiizde getiriler
toplandiginda optimal modelde 2,631 oraninda getiri elde edildigi goriilmektedir. Bu
islem alternatif model i¢in yapildiginda ise 1,188 degeri elde edilmistir. Bagska bir ifade
ile genetik algoritma ile optimizasyon gerceklestirmek getiri oraninda 1,443 oraninda bir
artis saglayabilmistir. S6z konusu 30 adet hisse senedinden optimal modelde 22 adedinde
kar elde edilebilmisken, alternatif modelde bu say1 19°da sinirh kalmistir. Bagka bir ifade
ile genetik algoritma ile optimizasyon modelinin uygulanmasi sadece istatistiksel
performans Olgiilerinde basar1 saglamakla kalmayip ayni zamanda tahmin modelinin
finansal performansini da arttirmistir.

Calismada her bir hisse senedi i¢in egitim asamasinda ve test agamasinda
modellerin gosterdigi tahmin degerleri ile gercek degerler eklerde grafik halinde
sunulmustur. S6z konusu grafikler incelendiginde optimal modelin, alternatif modele
gore, gergek fiyatlara daha yakin sonuglar tirettigi anlagilmaktadir.

Calismada ayrica risk ve getiri konusu da incelenmistir. Bu amagla hisse senetleri
iki gruba ayrilmustir. Ilk olarak her bir hisse senedi icin getirilerdeki dalgalanma
hesaplanmistir. Risk, standart sapma ile lglilmiistiir. Hisse senetlerini riskli ve risksiz
olmak iizere iki gruba ayirmak icin standart sapmalarin medyan degeri hesaplanmustir.
Bu medyan degerinin altinda kalan hisse senetleri risksiz olarak adlandirilmis ve bu
medyan degerinin lizerinde kalan hisse senetleri riskli olarak adlandirilmigtir. Her iki
gruptaki hisse senetlerinin alim satim iglemleri sonucunda sagladiklar1 getiri oranlari
toplanmis ve riskli olarak adlandirilan gruptaki hisse senetlerinin getiri oraninin daha
yiiksek oldugu bulunmustur. Bunun nedeni kapanis fiyatindaki dalgalanmalarin yiiksek
olmasina bagli olarak iglem yapildiginda, kar oraninin da daha yiiksek olmasi olabilir. Bu
nedenle daha yiiksek getiri elde etmeyi diisiinen yatirimcilar, kapanis fiyatlar1 daha
dalgali olan hisse senetlerini tercih edebilirler.

Her ne kadar sonuclar basarili, hisse senetlerinin fiyatlarinin 6nceki fiyat
hareketlerinin bir sonucu oldugu ortaya ¢ikmaz. Bagka bir ifade ile hisse senedinin
gelecekteki ﬁyatlan ile gecmisteki fiyatlar1 arasinda bir neden sonug iliskisi
aranmamustir. Onerilen uzman sistem ile birlikte, yapay sinir aglarinin performansini
etkileyecek onemli parametreleri genetik algoritmanin belirlemesi saglanmaktadir ve
hisse senedi fiyatlarinin 6nceden belirli bir diizeye kadar dogru bir sekilde tahmin
edilebilecegi sonucu ortaya ¢ikmaktadir.
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EK 1. EGITIM VERI SETI SEKILLERI
Bu ekte egitim setindeki gergek fiyatlar, optimal modelin tahmin ettigi fiyatlar ve

alternatif modelin tahmin ettigi fiyatlar grafik halinde sunulmustur. Hisse senetleri
alfabetik halde siralanmistir.

Sekillerdeki;
e QGergek fiyat; diiz siyah ¢izgiyle;
e Optimal modelin tahmin ettigi fiyat; kesikli kirmiz1 ¢izgiyle;
e Alternatif modelin tahmin ettigi fiyat ise kesikli siyah ¢izgi ile gosterilmistir.
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EK 2. TEST VERI SETi SEKILLERI
Bu ekteki her sekil iki ana boliimden olusmaktadir. Sekillerin tist kisimlarinda test
stiresi boyunca tahmin edilen fiyatlar ve ayni1 doneme iligkin gercek fiyatlar yer
almaktadir. Sekillerin {ist kisimlarinda;
e Gergek fiyatlar; koyu kalin diiz ¢izgiyle
e Alternatif modelin tahmin ettigi fiyatlar; kesikli ¢izgiyle;
e Optimal modelin tahmin ettigi fiyatlar; iizerinde art1 isareti olan kesikli ¢izgi ile
gosterilmektedir.

Sekillerin altinda kalan ikinci grafikte ise hata miktarlar1 yer almaktadir. Hata
terimi, gercek fiyat ile tahmin edilen fiyat arasindaki farkin mutlak degeri olarak
tanimlanmistir. Sekillerin alt kisimlarinda;

e Alternatif hata; kesikli ¢izgiyle;
e Optimal modele iliskin hata; {izerinde art1 isareti olan noktal ¢izgi ile
gosterilmektedir.
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VAKBN Hissesi igin Optimal Modelin Tahmin Ettigi Fivatlar
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EK 3. TEST VERI SETi DAGILIM GRAFIKLERI

Asagidaki sekillerde gercek fiyatlar ile tahmin edilen fiyatlar arasindaki iligki
dagilim grafigi ile gosterilmistir. Dagilim grafiklerinde, gercek fiyatlar yatay eksende,
optimal modelin tahmin ettigi fiyatlar ise dikey eksende gosterilmektedir. Grafiklere
dogrusal regresyon dogrusu da eklenmistir. Boylelikle optimal modelin tahmin ettigi
fiyatlar ile gergek fiyatlar arasindaki iliski daha net gosterilmeye calisilmistir.

Hisse senetleri alfabetik siraya gore siralanmistir. Her sekil iki ana bolimden
olusmaktadir. Sekillerin iist kisimlarinda test siiresi boyunca tahmin edilen fiyatlar ve
ayni doneme iliskin gercek fiyatlar gosterilmektedir.

Sekillerin altinda kalan ikinci grafikte ise hata miktarlar1 yer almaktadir. Hata
terimi, gergek fiyat ile tahmin edilen fiyat arasindaki fark olarak tanimlanmistir.
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