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SAKARYA HAVZASINA AIT SU KALITESi PARAMETRELERININ YAPAY
ZEKA YONTEMLERI iLE MODELLENMESI

Yusuf OZEREN

Erciyes Universitesi, Fen Bilimleri Enstitiisii
Yiiksek Lisans Tezi, Temmuz 2022
Damisman: Doc¢. Dr. Hatice CITAKOGLU

OZET

Yasam i¢in en oOnemli kaynaklardan birisi olan su, yeryiiziinde kisithh miktarda
bulunmakta ve ne yazik ki hizli niifus artig1, tarimsal ve endiistriyel faaliyetler neticesiyle
Kirletilmekte ve bu durum telafisi zor durumlara neden olmaktadir. Su kalitesinin

izlenmesi ¢aligmalarinda ¢oziinmiis oksijen (CO) parametresi 6nemli bir yere sahiptir.

Bir¢ok alanda kullanilan yapay zeka teknikleri, su yonetim siirecinde de kullanilmakta ve
“su kalitesi” alanindaki ¢alismalarin sonuglarinda 6nemli kazanimlar saglamaktadir. Bu
calismada, Sakarya Havzasi’nda bulunan gozlem istasyonlarma ait 1995-2014 yillan
arasindaki; Subat, Nisan, Haziran, Agustos ve Kasim aylarinda 6lgiilmiis su kalitesi
parametrelerine ait veriler ile CO degerinin Yapay Sinir Aglar1 (YSA), Derin Ogrenme
(DO), Destek Vektdr Makinesi (DVM) ve Gauss Siire¢c Regresyon (GSR) yontemleri ile
modellemesi yapilmistir. Modellerde giris verisi olarak; biyolojik oksijen ihtiyac1 (BOI),
sicaklik (T), elektriksel iletkenlik (EI), aylar ve pH kullanilmis olup, ¢ikis verisi CO
parametresidir. Modellerin tahmin performanslarini 6lgmek icin, Kok Ortalama Karesel
Hata (KOKH), Ortalama Mutlak Hata (OMH), determinasyon katsayis1 (R?) ve Nash-
Sutcliffe verimlilik katsayist1 (NSE) degerleri géz onilinde bulundurulmustur. Ayrica,
Taylor ve Violin diyagramlar1 yardimiyla 6l¢iilmiis veriler ile modellerden elde edilen
degerlerin birbirine ne kadar yakin oldugu incelenmistir. Bu c¢alismada, modeller
icerisinde en iyi performansa ulagabilmek i¢in bir¢ok deneme-yanilma yapilmis ve
yapilan analizler sonucunda YSA modeli, diger yontemlere gore daha iyi sonug vermistir.

Ayrica kullanilan yontemlerin etkinligi Kruskal-Wallis (KW) testi ile kanitlanmustir.

Anahtar Kelimeler: Sakarya Havzasi, Su Kalitesi Parametreleri, Coziinmiis Oksijen,
Yapay Zeka Yontemleri, YSA, DO, DVM, GSR
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MODELING THE WATER QUALITY PARAMETERS OF SAKARYA BASIN
WITH ARTIFICIAL INTELLIGENCE METHODS

Yusuf OZEREN

Erciyes University, Graduate School of Natural and Applied Sciences
Master Thesis, July 2022 5
Supervisor: Assoc. Prof. Dr. Hatice CITAKOGLU

ABSTRACT

Water, which is one of the most important resources for life, is found in a limited amount
on earth and unfortunately it is polluted as a result of rapid population growth, agricultural
and industrial activities, and this situation causes difficult situations. The dissolved

oxygen (DO) parameter has an important place in the monitoring of water quality.

Artificial intelligence techniques used in many fields are also used in the water
management process and provide significant gains in the results of studies in the field of
"water quality”. In this study, between the years 1995-2014, the observation stations in
the Sakarya Basin; the data of the measured water quality parameters in February, April,
June, August and November and the DO value were modeled using Artificial Neural
Networks (ANN), Deep Learning (DL), Support Vector Machine (SVM) and Gaussian
Process Regression (GPR) methods. As input data in models; biological oxygen demand
(BOD), temperature (T), electrical conductivity (EC), months and pH are used and output
data is DO parameter. In order to measure the estimation performance of the models, Root
Mean Squared Error (RMSE), Mean Absolute Error (MAE), coefficient of determination
(R? and Nash-Sutcliffe coefficient of efficiency (NSE) values were taken into
consideration. In addition, it was examined how close the measured data and the values
obtained from the models were to each other with the help of Taylor and Violin diagrams.
In this study, in order to reach the best performance among the models, many trial and
error were made and as a result of the analyzes, the ANN model gave better results than
other methods. In addition, the effectiveness of the methods used has been proven by the
Kruskal-Wallis (KW) test.

Keywords: Sakarya Basin, Water Quality Parameters, Dissolved Oxygen, Artificial
Intelligence Methods, ANN, DL, SVM, GPR
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GIRIS

Diinyanin yaklasik olarak dortte {igiiniin sularla kapli olmas1 ¢ok fazla miktarda suya
sahip oldugumuzu diisiindiirse de insanlarin kullanimi i¢in olan tatli su miktari ne yazik
ki ¢ok simirlidir. Yeryliziindeki sularin biiyiik bir kismi okyanus ve denizlerde
bulunmaktadir. Bu sular, igme ya da sulama suyu olarak insanlarin faydalanabilecegi
nitelikli sular olmayip, tuzlu sulardir. Yeryiiziinde bu denli kisithh miktarda bulunan ve
yasam i¢in hayati 6nem tasiyan tathi su ihtiyaci, yiizeysel sular (nehirler, goller vb.) ve

yeralt1 su kaynaklarindan saglanmaktadir.

Su, canli yasami i¢in bilylik bir 6neme sahiptir. Ancak son yillarda ciddi sekilde
hissedilmeye baslayan ve daha da hissedilmesi beklenen iklim degisikligi ve ¢ok hizli
degisen niifus artis1, su kaynaklari izerinde olumsuz sonuglarin ortaya ¢ikmasina neden
olabilecektir. Cok hizli niifus artis1 beraberinde sehirlesmeyi ve sanayilesmeyi getirmis
olup sera gazlarinin salinimi ve ¢evre bilincinin yeterince olusmamasi, su kaynaklar
tizerindeki bir diger baski unsurlarindan olmustur. Azalan su kaynaklar1 yaninda artig
egiliminde olan su ihtiyaci, gelecekteki canli yasaminin stirekliligi ve nitelikli yasam

acisindan aragtirilmasi gereken 6nemli konu basliklarindan birisi olmustur.

Bircok yasamsal faaliyette kullanilan ve bu denli biiyiik bir 6neme sahip olan sular,
maalesef insanlarin bilingsizce yaptiklart faaliyetler neticesinde kirletilmektedir. Su
kirliligi, hem giiniimiizde hem de gelecekte onemli sorunlardan birisi olacaktir. Bilim
insanlar1 yapmis olduklari ¢aligmalarda; su kaynaklari tizerinde kirlilik baskisini azaltmak

ve su kalitesinin korunmasini saglamak adina birgok calisma yapmislardir.

Diinya iizerinde bulunan sulara oranla tatli su miktar1 ¢ok azdir ve iilkemiz de diinyada
su kaynaklarmin kisith oldugu cografyada bir bdlgede yer almaktadir. Ulkemizde su
yOnetim siirecinin, su kaynaklarindaki bu zorluklar g6z 6niinde bulundurularak daha
dikkatli ve siirdiiriilebilir politikalarla siirdiiriilmesi gerekmektedir. Su yonetim siirecinde

su kalitesi onemli bir konumda bulunmaktadir.



Yasamimizi siirdiirdiigiimiiz ¢cevre devamli bir degisim halindedir. Cevremizde yasanan
bu degisimin gelecekte nasil sonuglar1 olacagini tahmin edebilmek, ileriye doniik
calismalarda Onemli kazanimlar saglayacaktir. Birgok bilim dalinda yapay zeka
tekniklerinden farkli amaglar i¢in faydalanilmaktadir. Yapay zeka tekniklerinin su
yonetimi siirecinde kullanilan diger uygulamalar yaninda su kalitesi parametreleri igin de
kullanim alan1 vardir. Su kalitesine yonelik ¢alismalarda ge¢mis yillardan elde edilmis

veriler ile tahminde bulunmak gézlem ¢alismalarinda 6nemli kolayliklar saglayacaktir.

Glniimiizde gelisen teknoloji ile beraber bilgiye erisimin kolaylagsmasi, bilisim
teknolojisi alaninda yasanan yenilikler ve yliksek islem kapasitesine sahip bilgisayarlar
ile gecmis yillara ait veriler daha kolay islenebilmektedir. Verilerin toplanmasi,
siniflandirilmasi, anlamli ve iglenebilir hale getirilmesi ile biiyiik veri kavrami ortaya
cikmigtir. Biiyiik veri kavrami, siniflandirma ve tahmin alaninda ¢alismalar yiiriiten bilim
insanlar1 agisindan 6nemli bir doniim noktasidir. Cok sayida veriyi birlikte ve anlamli
olacak sekilde kullanmak i¢in koordinasyon gereklidir. Bu koordinasyonla yapay zeka
tekniklerinin ve biiyiik verinin birlikte calismasi ile saglanacaktir. Yapay zeka, hayatin
birgok alaninda karar alma siireglerinde yardimci olmaktadir. Yapay zeka teknikleri ile
gecmis yillarda yapilmis farkli alanlarda pek ¢ok calisma bulunmakta ve ozellikle
hidrolik alaninda; akim, debi, yagis, su kalitesi, buharlagsma gibi bir¢ok parametrenin

tahminine yonelik ¢alismalarmn oldugu goriilecektir.

Su kalitesi parametrelerinin yapay zeka teknikleriyle modellenmesi ile tahmini,
arastirmacilarin gelecek ile ilgili planlar yapmalarinda 6nemli kolayliklar saglayacaktir.
Suyun kalitesi bir¢ok farkli konsantrasyon degeriyle ifade edilmekte olup bu degerlerin
her birisinin ayr1 ayr1 énemi vardir. Olgiimleri yapilan su kalitesi parametrelerinin

siireklilik gostermesi, bu verilerin siniflandirilma ve modellenmesi adina 6nemlidir.

Bu tez kapsaminda, Sakarya Havzasi’nda yer alan su kalitesi gézlem noktalarina ait 1995
— 2014 yillan arasindaki aylarda ol¢iilmiis su kalitesi parametrelerine ait veriler ile CO

degerinin modellemesi yapilmistir. Modelleme verileri; T, Ei, aylar, BOI, pH ve CO’dur.



Yapay zeka yontemleri olan; YSA, DO, DVM ve GSR ile Sakarya Havzasi’na ait CO
degerinin diger su kalitesi parametreleri olan T, El, pH, BOI ve aylar yardimiyla tahmini

amactyla modeller olusturulmus ve model performanslari karsilagtirilmistir.



1. BOLUM

GENEL BILGILER ve LITERATUR CALISMASI

Dogada bulunan kullanilabilir su miktarinda degisme olmamasina ragmen, artan niifus,
tarimsal ve endiistriyel faaliyetlerle asir1 su tliketimi ve giiniimiizde etkisi artarak
hissedilen kiiresel iklim degisikligi etkin bir su kaynaklar1 yonetimi planlamasini zorunlu
kilmaktadir. Su yonetim siirecinin iki dnemli unsuru vardir. Bunlar; suyun miktar1 ve
kalitesidir. Su yonetim siirecinde en 6nemli amag, su kaynaklarinin optimum faydali

kullanimini saglamak ve suyun kalitesinin korunmasidir.

Su yonetiminde, su kalitesi onemli bir konumdadir ve suyun kalitesinin korunmasi ile
stirdiiriilebilirliginin saglanmasi1 ¢ok Onemli gerekliliklerdendir. Suyun kalitesinin
korunmasi canli yasammin devami acisindan hayati dnemdedir. Insan faaliyetleri
nedeniyle sular maalesef kirletilmektedir. Su kirliligine bir¢ok etken sebep olmaktadir.
Su kirliliginin sebeplerinin ve sonuclarinin bilinmesi onceden Onlem alinmasini

kolaylagtiracaktir.

Uluslararas1 kuruluglarca gergeklestirilen bir¢ok ¢alisma neticesinde, su kaynaklarinin
gelecekte kars1 karstya bulundugu tehlikeler ortaya koyulmus ve su kithigr ile su kirliligi
baglaminda su yonetiminin kiiresel bir sorun olarak degerlendirilmesi amac¢lanmigtir. Bu

caligmalar neticesinde ‘biitiinlesik su kaynaklar1 yonetimi’ ilkeleri 6n plana ¢ikmustir [1].

Sularin sahip olacag kalite, yerylizliine yagmur veya kar olarak diiserken olusur. Yagmur
damlas1 olusurken, bir toz partikiiliiniin etrafinda baslar ve topraga diismeden havada
bulunan diger toz partikiillerini toplar. Toz partikiillerinin yapilarinda bakteri
bulunmaktadir. Atmosferdeki toz yogunlugu bakteri yogunluguna isaret etmektedir. Kar
tanelerinin yiizeyleri genis oldugu i¢in atmosferdeki asili partikiilleri daha fazla
tutabilirler. Yagmur kara gore daha temizdir denilebilir [2]. Dogal kirlenme diyecegimiz

bu siiregte sular hidrolojik ¢evrimdedir. Endiistriyel faaliyetler (6zellikle fosil yakit



kullanimi ve termik santrallerde filtre sisteminin kullanilmamasi) ile olusan hava kirliligi
asit yagmurlarina neden olmaktadir. Yapisinda ¢ok fazla miktarda kimyasal olan yagislar
yerylizline diiser. Yagislarla yasanan dogal kirlenme yaninda, insan faaliyetleri olan
tarimsal ve endiistriyel faaliyetler ile de su kalitesi bozulmakta, kirlenen su kaynaklarinin
korunmasi igin ise su kalitesinin izlenmesi gerekmektedir. Bundan dolay1 su kalitesi

parametrelerinin 6l¢limlerinin diizenli olarak yapilmasi gerekmektedir.

Su kalitesi parametrelerinin insan sagligina etkisi, bunlarin alt ve iist sinir degerleri ile
belitlenir. Ulkemizde; Insani Tiiketim Amagl Sular Standardi (TS 266), igme Suyu
Temin Edilen Sularin Kalitesi ve Aritilmasi Hakkinda Yonetmelik, Yeriistii Su Kalitesi
Yonetmeligi, Su Kirliligi Kontrolii Yonetmeligi gibi standart ve yonetmeliklerde kriter
degerler bulunmaktadir. Yine Avrupa Birligi (AB) ve Diinya Saglik Orgiitii (WHO) gibi
devletleraras1 kuruluslarda, ozellikle zararli olabilecek kimyasal ve mikrobiyolojik

maddeler i¢in sinir degerler yer almaktadir.

Uluslararas1 kuruluglarin su politikalarina iliskin ¢alismalarinda entegre nehir havzasi
yonetiminin esas alindigr ‘Su Cerceve Direktifi (SCD)’ Onemli bir ¢aligma olarak
bulunmaktadir. AB mevzuati igerisinde su kaynaklarinin korunmasi ve yonetimine iliskin
birgok direktif bulunmasi yaninda, su politikalarini gozden gegirerek 23 Ekim 2000 tarihli
ve 2000/60/EC sayil1 ‘SCD’ ile havza bazli yonetim yaklagimi benimsenmistir. Direktif,
AB smurlart igerisindeki su kaynaklarmin kalite ve miktar yoniinden korunmasini ve
kontrol edilmesini amaglamaktadir. Su kaynaklarinin ortak bir standart kapsaminda
yonetimi agisindan detayli bir politika ortaya konmustur. SCD ile ortak yonetim anlayisi
saglanarak tye iilkelere ait yiizeysel sularin (nehir, dere, gol, rezervuar vb.) ekolojik ve
kimyasal bakimdan; yeralti sularmin ise miktar ve kalite yoniinden iyilestirilmesi
amaclanmaktadir. Bununda havza bazli ¢alismalar ile saglanmasi hedeflemektedir. SCD,
su sorununun ¢oOziimiinde tim paydaslarin aktif olarak katilimda bulunmasini
istemektedir. Direktif, suyun ekonomik bir degeri oldugunun kabul edilerek
fiyatlandirilmasinda gercekg¢i ve dogru bir yaklagimin benimsenmesini istemektedir. Su
kaynaklarmin siirdiiriilebilirliginin saglanmasi i¢in suyu kullananin ve kirletenin bedelini

Odemesi ilkesi benimsenmistir [1].



SCD’nin ana prensipleri olarak sunlar 6n plana ¢ikmaktadir:

Surdirilebilir su kullanima,
Su herkesin konusudur,
Suyun adil ticretlendirilmesi,

Uluslararasi igbirligi ve yeni su birligi,

AR NEE R NN

Su hassas bir kaynaktir seklindedir [3].

AB adaylik siireci devam eden iilkemiz, AB mevzuatini Tiirk mevzuatina
uyumlastirmaya ¢alismakta ve ¢evre politikalar1 kapsaminda SCD geregince mevzuatin
uyumlastirilmasim saglamaktadir. Ulkemizde su kaynaklarmin korunmasinda uygulanan,
‘Su Kirliligi Kontrolii Yonetmeligi’ en Onemli mevzuattir. Su Kirliligi Kontrolii
Yonetmeligi, su kaynaklarinin korunmasina iliskin esaslar1 ve yasaklari, atik su tesisleri
ile ilgili esaslar1 ve su kirliliginin engellenmesi amaciyla yapilacak izleme calismalari ve
denetleme usul ve esaslarini kapsar. Bu yonetmeligin amag¢ ve kapsaminin ifade edildigi
1. maddesinde; ‘Bu Yonetmeligin amaci, Ulkenin yeralt1 ve yeriistii su kaynaklari
potansiyelinin korunmasi ve en iyi bir bi¢gimde kullaniminin saglanmasi ig¢in, su
kirlenmesinin Onlenmesini siirdiiriilebilir kalkinma hedefleriyle uyumlu bir sekilde
gerceklestirmek tlizere gerekli olan hukuki ve teknik esaslar1 belirlemektir. Bu
Yonetmelik su ortamlariin kalite siniflandirmalart ve kullanim amaglarini, su kalitesinin
korunmasina iliskin planlama esaslar1 ve yasaklarini, atik sularin bosaltim ilkelerini ve
bosaltim izni esaslarni, atik su altyap: tesisleri ile ilgili esaslar1 ve su kirliliginin
Onlenmesi amaciyla yapilacak izleme ve denetleme usul ve esaslarini kapsar.’

denilmektedir [4].

Bu yonetmelik kapsaminda, su kirliliginin engellenmesi amaciyla yapilacak izleme
caligmalarinda hangi parametrelerin izlenecegi ve bu parametrelere gore su kalitesi

siniflandirmasi yer almaktadir.

Ulkemiz ve diinyada su kaynaklar {izerindeki en énemli tehdit olarak, son yillarda etkisi
her gecen yil artan iklim degisikligi gosterilebilir. Iklim degisikligi ve benzer sorunlar su
kaynaklart yonetim planlamasinda Onemli yer tutmaktadir. Akarsu havzalarinda
akimlarda yasanabilecek azalma su sorunlarina neden olacaktir. Sicakligin artmasi ve

akimlardaki azalmanin su kalitesine etkisi olacaktir. Su kaynaklarinin yonetimi agisindan



kiiresel 1sinmanin etkilerinin de goz onlinde bulunduruldugu politikalar gelistirilmesi

gerekecektir.
1.1. Suyun Onemi

Su, yasamin her alaninda en ¢ok ihtiya¢ duyulan temel bir gereksinimdir. Birgok kullanim

alaninin olmas1 ve yerinin doldurulamamasi suyun énemini ortaya koymaktadir.

Su ve canli yasam1 ayrilmaz iki pargadir. Su, sahip oldugu mineraller ve bilesikler ile
temel bir besin maddesidir. Viicudumuzda kan dolagiminin saglanmasi ve besin

maddelerinin taginmasi su ile olur.
Su, sucul canlilar i¢in yasam ortamidir ve buradaki canli ¢esitliligi agisindan 6nemlidir.

Degerli bir ¢evresel kaynak olarak su olmazsa yasam olmaz. Tarihteki birgok biiyiik

uygarliklar incelendiginde su kaynaklarinin yakininda kuruldugu goriilecektir.
1.2. Yeryiiziindeki Su Potansiyeli

Diinyamizin dortte iigliniin sularla kapli olmasi nedeniyle diinyamiz i¢in mavi kiire tabiri
kullanilir. Biiyiik bir oranda suya sahip oldugumuz anlasilsa da tatli su kaynaklart miktari
ne yazik ki ¢ok sinirlidir. Diinyadaki toplam su miktarinin %97.5’ni denizler ve
okyanuslarda yer alan tuzlu sular olusturmaktadir. Geri kalan %2.5’luk kisim tatli su
kaynaklaridir. Tatli su kaynaklariin biiytik bir kismi1 buzullarda ve yeralti sularinda yer

alir. Cok az bir kismu yiizey sularinda ve atmosferde bulunur.

Tatli su kaynaklari, toplam su kaynaklari igerisinde %2.5 gibi kiigiik bir kisimdir. Hayatin
devami i¢in ¢ok Onemli olan tathh su ihtiyaci, yiizeysel sular ve yeralt1 sularn
kaynaklarindan saglanmaktadir. Bu miktarlarda ¢ok kisithidir. Cok kisitli miktarlarda

bulunan tatli su kaynaklar1 insan faaliyetlerinin etkileri ile giderek azalmaktadir.

Su kaynaklarinin diinya {izerinde dengeli bir dagiliminin olmamasi ve azalan tath su
kaynaklari, tim canlilar i¢in iilkeleri su ve su kullanimina iligkin politikalar gelistirirken

etkilemektedir.



1.3. Tiirkiye’deki Su Potansiyeli

Diinya’da tatl su kaynaklarinin yeterli miktarda olmamasinin yaninda, iilkemiz diinyada
su kaynaklarinin kisith oldugu bir cografyada yer almaktadir. Ulkemizin yagis rejimi

bolgesel ve mevsimsel kosullara bagli olarak ¢ok biiytik farklilik gostermektedir.

Tiirkiye’de yillik ortalama yagis yaklasik olarak 574 mm’dir. Yilda ortalama 450 milyar
m?3 civarinda suya karsilik gelmektedir. Giiniimiiz teknik ve ekonomik imkanlartyla farkli
amagclar i¢in kullanilabilecek yeriistli suyu potansiyeli yilda ortalama toplam 94 milyar
m®tiir. Yeralt1 suyu potansiyeli de yaklasik 18 milyar m® olarak belirlenmistir. Ulkemizin
tiiketilebilir yeriistii ve yeralt: su potansiyeli yilda yaklasik toplam 112 milyar m® olup
bunun 57 milyar m®"ii kullanilmaktadir. Ulkemizde kisi basina diisen kullanilabilir y1llik
su miktar1 2000 yilinda 1652 m3, 2009 yilinda 1544 m3, 2020 yilinda ise 1346 m® olmustur

[5].

Ulkemizde, kisi basmna kullanilabilir su miktarinda yillar icerisinde 6nemli diisiisler
olmustur. Kisi basina kullanilabilir su miktarindaki bu disiis tilkemizin gelecekte su

sikintis1 yasayabilecegini gostermektedir.

Ulkemiz geneli yar1 kurak bir iklime sahip olmakla birlikte kimi bolgeleri arasinda asir1
sicaklik farkliliklar1 vardir. I¢ Anadolu ve Trakya bolgelerinde sulanabilir alanlara gore
yetersiz yagis nedeniyle su miktar1 kisitliyken, Dogu Karadeniz bolgesinde tersi bir
durum yani fazla yagis olmasina ragmen daha az sulanabilir alan mevcuttur. Yagislarin
bolgelere gore degismesi ve diizensiz olmasinin yaninda su miktari ile niifusun oransiz

dagilimi, su ihtiyacinda degiskenlik olmasina neden olacaktir.

Su kaynaklarinin planlamasi ve yonetimi basli basina zor bir konudur. Su yonetimi; ¢ok
boyutlu, bircok paydasin bir arada bulunmasi gereken bir organizasyonu gerektirir.
Ulkemizde, mevcut su kaynaklarinin korunarak alternatif su kaynaklarmin gelistirilmesi,
degisen sartlara uygun ekolojik c¢evre ile uyumlu teknolojilerin kullanilmasi ve

yayginlastirilmasi, stirdiiriilebilir su politikalarinin olusturulmasi gerekmektedir [1].



1.4. Su Kalitesi Parametreleri ve Onemi

Tarimsal ve endiistriyel faaliyetler neticesinde su kaynaklar1 kirlenmektedir. Su
ortamlarindaki kirlenme, suda yasayan canlilarin biyolojik ¢esitliligi ve su kalitesi
tizerinde etkili olmaktadir. Dogal su kaynaklarinin korunmasi ve siirdiiriilebilirligin
saglanmasi i¢in su kalitesi parametrelerinin diizenli bir sekilde izlenmesi ve yiirtirliikteki
ilgili kriter degerlere gore degerlendirilmesi biiylik 6nem arz etmektedir. Ulusal ve
uluslararasi standart ve yonetmeliklerde, suyun kullanim amaci ve su kaynaklarina gore
farkli kriter degerler belirlenmistir. Suyun kullanim amaclarina, icme suyu ve sulama
suyu Ornek verilebilir. Kaynaklarina gore sular da, yilizeysel sular ve yeralt1 suyu olarak
siiflandirilabilir.  Literatiirde su kalitesi parametreleri i¢in genel olarak fiziksel,
kimyasal, biyolojik parametreler seklinde bir siniflandirma yapilmaktadir. Asagida bu

parametreler ile ilgili detayl aciklamalar yer almaktadir.
1.4.1. Fiziksel Parametreler
1.4.1.1. Sicakhk (T)

Icilebilir suyun sicakliginin 15 °C’nin altinda olmamasi ve en uygun sicaklik arali
degerinin 10-12 °C civarinda olmasi istenilmektedir [6]. 20 °C’nin tizerindeki sular
bulant1 verici ve lezzetsiz olabilir. Yani bu parametre bir yerde damak lezzetine hitap
eder. Su sicaklig1 parametresi, endiistriyel amacgli kullanilan sularda ¢ok dikkat edilmese

de i¢gme suyu amacl sularda oldukca 6nemlidir.

Su kaynaklari, suyun oOzelligi ve iklimsel kosullar gibi nedenlerden dolay1 farkli
sicakliklarda olabilir. T parametresi arttik¢a sudaki reaksiyonlarin hizi da beraberinde

artacaktir. T parametresi, biyolojik aktiviteyi yani mikroorganizma gelisim hizin etkiler.

T parametresi, sucul yasam icin de ¢ok dnemli bir yere sahiptir. Sicakligin artmasi sudaki
CO miktarinin azalmasina neden olacaktir. Su icerisindeki kati maddelerin ¢okelme hizi

artacak ve ¢ok ciddi su kalitesi sorunlarinin olusumuna neden olacaktir.

T parametresi; suyun ¢Ozlniirliigli ve yogunlugunu etkileyebilmesi ihtimali dolayisiyla,

su yapilarinin (su aritma tesisleri vb.) insasi agisindan da ayrica dnemli bir parametredir.
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Su sicakligr termometreler ile Olgiiliir. Derin sular igin 0zel olarak gelistirilmis

termometreler kullanilmaktadir.
1.4.1.2. Elektriksel iletkenlik (EI)

Bu parametre, suyun elektrik akimim iletebilme kabiliyetini ifade eder. iletkenlik, suda
¢oziinmils maddelere isarettir. Icme sularmda EI artisi, suyun kirlendigi veya tuz

miktarindaki artisin, deniz suyu karisimi olasiligini gosterir.

Ulkemizde vyiiriirliikte olan "Insani Tiiketim Amagcli Sular Hakkinda Y&énetmelige" gore

izin verilen en iist iletkenlik degeri 2500 microS/cm’dir [7].

Dogal sular sahip olduklar1 tuz ¢ozeltileri sayesinde elektrigi iletirler. Tuz miktarinin
artmasi iletkenligin artmasina sebep olacaktir. Elektriksel iletkenligi yiiksek olan sular
korozif Ozellik gosterirler. Bu sular, asindirict etkiye sahiptirler. Bundan dolayzi,

isletmeler (Su deposu, borular vb.) agisindan 6nemli ve takibi gereken bir parametredir.
El kondiiktometre ile dl¢iiliir. Tletkenlik birimi de Siemens/cm’dir.
1.4.1.3. Askida Kati Madde (AKM)

Suda, askida maddelerin yiizer halde ya da ¢okme halinde bulunmasina ‘askida kati
madde’ denilir. Erozyon ile madde taginmasi, organik madde pargaciklarinin varligi ve

planktonlardan kaynaklanan AKM’ler vardir.

AKM’ler sularda bulanikliga neden olabilirler ve bulaniklik 151k gegisini engeller. Ayrica,

AKM’ler sularda dogal ve gecici renk olusumuna neden olabilirler.
1.4.1.4. Renk

Icilebilir nitelikte olmasi istenilen sular renksiz olmalidir. Suyun rengi, i¢inde bulunmasi
muhtemel kirleticilerin gostergesi, yani organik bilesik varligina isaret olabilir. Suyun
renginin olusumunda birgok etken etkilidir. Bunlari, organik ve inorganik maddeler
olarak siniflandirabiliriz. Organik maddeler, topraktaki organik maddeler ile bitkisel
varliklardir. Organik maddelerden kaynakli suyun rengi, gercek renktir. Inorganik
maddeler ise suda ¢6ziinmiis halde bulunan mangan, krom, demir vb. maddelerdir. Daha

cok evsel ve endiistriyel kirlenme ile ortaya ¢ikar.



11

Suyu tiiketecek kisiler agisindan suyun rengi 6nemli bir faktordiir. Tiketici, igerisinde
sagliga zararli bir madde bulunmasa bile renkli bir su yerine, renksiz ama saglik yoniinden
giivenli olmayan bir suyu tercih edebilir. Suyun renginin 6nemi, estetik agidan 6n plana
cikiyor gibi goriilse de sudaki 151k gecirgenligini etkilemesi nedeniyle de 6nemli bir

parametredir.
1.4.1.5. Bulamkhk

Sular i¢in 151k gegirgenliginin Ol¢ilisii olmasi bakimindan bulaniklik parametresi
onemlidir. Igme ve giinliik hayatta kullandigimiz sularmin berrak olmasi istenir. Sudaki
bulaniklia askidaki kati maddeler neden olmaktadir. Organik ve inorganik maddeler
nedeniyle kirlenme olusacak, bu sebeple bakteri olusumu hizlanacak ve bakteri olusumu

nedeniyle de suda bulaniklik artacaktir.

Suda bulaniklik parametresinin 6l¢iimii bulaniklik 6l¢iim cihazi ile saglanir. Bulaniklik
Olciim deneyi su sekilde gergeklestirilir. Su numunesi cihaz igerisine yerlestirilir ve
cihazin igindeki 151k kaynagi ile aydinlatilir. Su igerisinde bulunan pargaciklar gelen
isinlarin bir kismini kirar ve dagitirlar. Isik kaynagi yoniine dik agida olan kirilmis ve
yansitilmis 1sinlarin yogunlugu detektorler vasitasi ile dl¢iiliir ve deney tamamlanir. Su
analizlerinde bulaniklik birimi olarak ‘NTU” (Nephelometric Turbidity Unit)
kullanilmaktadir. 5 NTU veya daha yiiksek miktarda olan bulaniklik g6z ile fark edilir.
Ayrica, igme suyunda bulaniklik 1 NTU’dan fazla olmamalidir [8].

Bulaniklik, estetik ag¢idan suda istenmeyen goriintii olusturur. Su igerisindeki askida kat1

maddeler ¢okelme ve filtrasyon ile sudan uzaklastirilarak bulaniklik giderilebilir.
1.4.1.6. Suyun Kokusu

Icme ve kullanma sular1 kokusuz olmalidir. Koku estetik acidan énemli bir parametredir.
Sularin kokularindaki degisimin fark edilmesi muhtemel kirleticiler i¢in 6nlem alinmasini
saglayabilir. Sudaki kokunun giderilmesinde havalandirma ve daha farkli yontemler

tercih edilmektedir.
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1.4.1.7. Suyun Tad1

Suya tadini, igerisinde erimis halde bulunan karbondioksit ve oksijen gazlari verir.
Ornegin kaynamis suyun tad1 bu gazlarin eksikliginden dolayi iyi degildir. Suyun tad,
damak lezzeti yaninda sucul ortamlarda anaerobik ortamin olustuguna da isaret edebilir.

Ciirimts bitkiler, algler vb. suyun tadini olumsuz etkileyebilir.
1.4.1.8. Suyun pH Degeri

Latince ‘potentia hydrojenii’ kelimesi bas harflerinin kisaltmasi olan pH kavrami,
cozeltideki hidrojen iyonu miktarini gosterir. Yani, sularin asidik veya bazik durumunu
gosteren logaritmik ol¢iiniin adma ‘pH’ denilir. Olgiim aralig1 0 ile 14 arasinda degisir.
pH degerinin; 7’nin altinda olmasi asidik, 7’nin tstiinde olmas1 bazik ve 7 olmas1 hali

notr durumdur.

Sularin gegtigi jeolojik tabakalar suyun pH'imu etkiler. Organik maddelerin su igerisinde
bozusmasi da suyun pH'in1 degistirebilir. pH degeri ‘pH metre’ cihazi ile 6l¢iiliir. TS 266
Standardinda (Insani Tiiketim Amagcli Sular) pH deger araligmmn 6,5 ile 9,5 arasinda

olmasi istenilmektedir.
1.4.2. Kimyasal Parametreler
1.4.2.1. Coziinmiis Oksijen (CO)

CO, suda ¢oziinmiis halde bulunan oksijen konsantrasyonudur. Oksijenin ¢oziintirliigiine
bir¢ok faktor etki edebilir. CO konsantrasyonunda basincin belirleyici bir etkisi vardir.
Yiiksek basincin oksijen ¢Oziiniirliigiinii artiracagi ve basicin azaltilmasi durumunda

azaltilma oran1 kadar gaz ¢ikisi olacagindan oksijenin ¢oziiniirliigii azalacaktir.

Safsular, yiiksek mineral igerikli sulara gore daha ¢cok oksijene sahiptirler. Suyun igerdigi
mineralin miktari, oksijeni ¢6zme yetenegini etkiler. Damitik sular, yiiksek mineral

icerikli sulara gore daha ¢ok oksijeni absorbe edebilir.

CO suya, atmosferden dogrudan ya da riizgar, dalga ve havalandirma sonucu girer. S1g

sularda yiizeydeki dalgalari olusturan riizgar CO parametresini artiracaktir.
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CO parametresi diger su kalitesi parametrelerinden etkilenmekte ve etkilemektedir. T
parametresinin CO miktar1 lizerinde etkisi ¢ok fazladir. Sicakligin artmasi1 CO miktarini
azaltacaktir. Su icerisinde anaerobik ¢iirlime olacak ve suda kotii koku sorunu olacaktir.
Ayrica El parametresi de CO konsantrasyonunu etkilemektedir. Diisiik Ei degeri CO

konsantrasyonu degerini artiracaktir.

CO miktar1 sucul yasam icinde ¢ok onemlidir. Suda organik kirleticilerin bulunmasi,
zamanla suda oksijensizlik durumunun olugmasina neden olacaktir. Bu durum suda canli
yasamini olumsuz etkileyecektir. Suda, CO’nun az olmasi yaninda fazla olmasimin da
olumsuz etkileri vardir. Diizenli takibinin yapilmasi ile olusacak olumsuzluklar

engellenebilir.

CO’nun korozyon dongiisiinde hizlandiricr etkisi vardir. Bundan dolayr metal yapilarin

zarar gdrmesinin takibi acisindan da ayrica 6nem arz eder.

Su kalitesinin izlenmesinde, su kirliliginin belirlenmesinde ve atik su aritma
faaliyetlerinde CO parametresi birgok yonden Onemlidir. CO parametresinin
belirlenmesinde iki ayr1 yontem kullanilmaktadir. Bunlar; winkler veya iyodometrik
metot ile elektrometrik metottur. Winkler titrasyon yontemi, ¢Oziinmiis oksijenin
oksitleme 6zelligine dayanan manuel bir titrasyon yontemidir. Membran elektrot islemi
ise molekiiler oksijenin membrana karsi diflizyon hizina dayanan bir yontemdir.
Kimyasal ve cam malzeme kullanilmadan multimetre tizerine takilan bir prop ile
gerceklestirilir. Membran elektrot islemi hizli sonug elde edilmesi nedeniyle iyodometrik

metoda gore daha ¢ok tercih edilir.
1.4.2.2. Suyun Sertligi

Suyun sertligi, sahip oldugu coziinmiis kalsiyum (Ca*?) ve magnezyum (Mg*?)
iyonlarindan gelir. Suyun sertligi, magnezyum ve kalsiyum iyonlarmin kalsiyum
karbonat cinsinden toplam konsantrasyonlar1 olarak da ifade edilebilir. Sertlik, gegici ve
kalic1 sertlik olarak ifade edilebilir. Gegici sertlik (karbonat sertligi), kalsiyum ve
magnezyum bikarbonatlaridir ve suyun kaynatilmasi ile giderilebilir. Kalict sertlik
(karbonat olmayan sertlik); siilfat, nitrat, kloriir, fosfat ve silikatlaridir ve aritma ile
giderilir. Sertlik, cesitli sertlik dereceleri (fransiz sertligi, ingiliz sertligi vd.) ile ifade
edilir.
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Sert sular; insan sagilig1 agisindan deride tahrise neden olabilirler. Suyun sertlik derecesi,
insan sagligina etkileri yaninda, daha ¢ok ekonomik agidan ve lezzet bakimdan 6nemlidir.
Yumusak sulara gore sert sularin temizlik amagh kullannomda daha fazla sabun
tiketilmektedir. Sert sular, fazla sabun tiiketilmesine neden olmas: ve ekonomik

olmamalarindan dolayi endiistriyel kullanimda genellikle tercih edilmezler.

Dokuma endiistrisinde, sert sularin kullanilmasi halinde boyalardan istenilen verim
alinamayabilir. Ayrica, sert sular ile yikanan sebzelerde katilasmasi ve renk degisimi

gozlenebilir.
1.4.2.3. Kloriir (CI')

Kloriir, dogada dogal veya kullanilmis sularda yaygin olarak bulunan bir elementtir. NaCl
(Sodyum klortir), yaygin olarak bilinen ad1 ile tuz maddesini suda ¢6zdiiglimiizde klorir
iyonu olusur. Sularda, topraktan ¢oziinme ile ya da tuzlu su (deniz suyu) karigimi

nedeniyle bulunabilecegi gibi atiksu karisimi da etken olabilir.

Topraktan ¢oziinme ile karisan kloriir saglik agisindan sorun teskil etmez. Kloriir’{in insan

saglig1 agisindan diisiik ya da fazla degil, dengeli olmasi istenilen durumdur.
1.4.2.4. Siilfat (SO4?)

Siilfat, dogal sularda degisen oranlarda bulunur. Bir tuz bilesigi olan siilfatlar, jips
kokenlidir. Atik su karisimi nedeniyle dogal sularda siilfat miktar1 artabilir. Sularda
yiiksek miktarda siilfat bulunmasi; yliksek tuzluluk ve yiiksek sertligi ifade eder.

Damitma iglemi ile sudaki siilfat giderilebilir.
1.4.2.5. Biyolojik Oksijen Ihtiyaci (BOT)

Sudaki oksijenin, sudaki mikroorganizmalar tarafindan ne kadar hizli kullanildigini tespit
eden biyolojik bir prosediirdiir. Bir baska deyisle, sudaki organik maddelerin, suda
mevcut bulunan mikroorganizmalar tarafindan pargalanmasi igin gerekli oksijen
miktaridir. Suda BOI degerinin yiiksek olmasi suyun kirlilik diizeyinin yiiksek oldugunu

gosterir.

BOI degeri, BOIS testi ile tespit edilir. Bu test, 20 °C sicaklik ve bes giin standart

inkiibasyon siiresinde suda organik maddelerin oksitlenmesi i¢in kullanilacak oksijen
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miktaridir. BOI degeri atik su aritma tesislerinde nasil aritma ydnteminin kullanilacag

yoniinden gereksinim duyulan bir degerdir.
1.4.2.6. Kimyasal Oksijen Ihtiyaci1 (KOI)

Evsel ve endiistriyel atiklarin organik kirlilik derecesinin belirlenmesinde kullanilan bir
parametredir. KOI, su igerisinde yer alan yiikseltgenebilir 6zellikteki maddelerin

oksitlenmeleri i¢in gerekli oksijen miktaridir.

Organik atik maddelerle kirlenmis olan su numunelerinin oksijen tiikenme kapasitesinin
belirlenmesi icin ‘KOI Tayini’ gerceklestirilmektedir. KOI temelde sudaki organik
maddelerin asidik bir ortamda, yiiksek sicaklik altinda kuvvetli oksitleyici kimyasallar ile
oksitlendirilmesidir. Bu test ile birlikte, karbonlu organik maddeler CO> ve suya, azotlu

organik maddeler de NH3 (amonyaga) donisiir.

KOI, su Kkalitesinin belitlenmesinde kullanilan 6nemli bir parametredir. Genellikle
BOI’nin tahmin edilebilmesi igin gerceklestirilmektedir. KOI analizinin kisa siirede

sonug vermesi BOI analizi yerine tercih sebebi olarak goriilebilir.
1.4.2.7. Azot (N) - Amonyak (NHs3) - Amonyum (NHa)

Azot (N), sularda sik goriilen bir parametredir. Sularda farkli oksidasyon kademelerinde
bulunur ve bakteriler tarafindan besi kaynagi olarak kullanilir. Azot tiirleri sularda;
Amonyak Azot (NHs-N), Organik Azot (Org-N), Nitrik Azot (NO2-N) ve Nitrat Azot
(NO3-N) seklinde bulunur. Alici ortamda bu azot tiirlerinin asir1 miktarda bulunmasi
halinde organizmalar tarafindan kullanilarak 6trofikasyona neden olacaktir. Sulardaki
azotu gidermek i¢in; havalandirma, klorlama, iyon degistirme gibi aritma yontemleri

kullanilabilir.

Amonyak (NH3), hayvan yemi iiretiminde ve gilibre olarak kullanilir. Amonyak ve
amonyum tuzlarina genellikle temizlik maddelerinde rastlanir. Amonyum fazlaligi
sularda tat ve koku problemi olusturur ve insan saglig1 iizerinde olumsuz etkisi vardir.

Sularda mikroorganizma faaliyetleri sonucu olusan amonyak sagliga zararlidir.
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1.4.2.8. Nitrit (NO) - Nitrat (NOs3)

Nitrit, suda mikrobiyolojik kirlenmeye isaret eder. Sularda bulunmas1 kan zehirlenmesine

sebep olur.

Nitrat, sularda kolay ¢6ziindiigli icin tehlikelidir. Sulardaki nitratin kaynagi tarimdaki
giibreler ve atiklardir. insan saglig1 agisindan 6zellikle bebeklerde mavi hastaliga neden

olur. WHO tarafindan i¢me sularinda 45 mg/L iistiinde olmas1 istenmemektedir.
1.4.2.9. Floriir (F)

Floriir, sudaki miktarina gére faydal veya zararl olabilir. Yiiksek miktarda floriir iceren
sular dis ve kemik saghigi agisindan zararhdir. TS 266 Standardma (Insani Tiiketim
Amacli Sular) gore igme sularinda floriir miktar1 1,5 mg/L’den fazla olmamalidir. Igme
suyu amach tiiketilecek sular igin genellikle 1 mg/L'den fazla olmamasi istenilir. igme
sularinda diisiik konsantrasyon halinde sulara florid katilmali, fazla olmasi halinde aritma

islemi yapilmalidir.
1.4.2.10. Sodyum (Na) - Sodyum Adsorpsiyon Orani (SAR)

Sodyum elementinin i¢cme sularinda 200 mg/L’nin iizerinde olmas1 istenmemektedir.

Fazla olmasi halinde tuzluluk hissinden dolay1 hos olamayan tada neden olur.

Tarimsal sulamada sodyum fazlaligi 6nemli sorunlardandir. Sulama suyunda sodyum
fazlaligi, toprak yapisinin bozulmasina neden olacak ve suyun topraga niifuz etmesini
engelleyecektir. Sulama suyunda sodyum kriteri, "sodyum adsorpsiyon oranit (SAR)"
olarak ifade edilir. Yiiksek SAR degerine sahip suyun siirekli kullanimi topragin fiziksel
yapisinda bozulmaya sebep olacaktir. Karbonat ve bikarbonat konsantrasyonu yiiksek
olan sular, kalsiyum karbonata ve magnezyum karbonata ¢okelme egiliminde oldugundan

SAR degerini yiikseltecektir.
1.4.3. Mikrobiyolojik Parametreler

Sanayi bolgelerine yakin bulunan su kaynaklari, yerlesim alanlarinin yakininda bulunan
nehir, baraj, g6l vb. sular ile su aritma ve kanalizasyon sistemi sorunlari olan bélgelerdeki
sular, insan saglig1 i¢in zararli olabilen mikroskobik canlilarin ireme ve ¢ogalmalari i¢in

uygun ortami saglar. Suyun Kkalitesinin bozulmasma yol agabilecek kanalizasyon
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atiklarinin varli§inin tespiti ve hastalik yapici canlilarin (patojenlerin) tespitinde koliform
bakterilerinin varlig1 aranir. Patojenlerin sayisinin az olmasi1 zararsiz olacaklarini

diisiindiirse de uygun ortami bulmalari halinde ¢ok hizli ¢ogalabilirler.

Sularin mikrobiyolojik kalitelerinin korunmasi i¢in yapilmasi gereken oncelikli adim,
suyun kirlenmekten korunmasit olmalidir. Su kirliliginin erken belirlenmesi i¢in izleme

caligmalar1 diizenli olarak yapilmalidir.

Sularda bulunabilecek patojenlerin varligi ve miktar1 mikrobiyolojik analizler ile tespit

edilir.
1.4.3.1. Koliform Bakteriler

Kanalizasyon sulari ya da diski karigmasi neticesinde kirlenmis sular, bulasici bagirsak
hastaliklarinin tasinmasina neden olur. Hastalikli kisilerin digkilarinda bulunan patojen
mikroorganizmalar arasinda viriisler, parazitler, bakteriler ve protozoalar yer alir [6]. Su
kaynaklarinda diski ile kirlenmenin olup olmadig1 patojen olmayan koliform bakteriler

ile tespit edilir.
1.4.3.2. Toplam Koliform

Su igerisine kanalizasyon karisabileceginin bir gostergesidir. Koliform grubu i¢indeki

patojenlerin gostergesidir.

Igme suyunun kalitesinin belirlenmesinde, toplam koliform bakteri tayini nemlidir. Igme
suyunda toplam koliform bakteri bulunmaz ise suyun kullanilabilir oldugu sdylenebilir.
Toplam koliform bakteri tespit edilmesi halinde ise suyun patojen varligi nedeniyle

kullanilmasinin risk tasidigi kabul edilir.
1.4.3.3. Fekal Streptokoklar

Fekal streptekoklar, cogunlukla insan ve hayvanlarin digkisinda bulunurlar. Kirli sularda
genellikle ¢ogalamazlar fakat koliform bakteriler ve koli basili (e.koli)’den daha
dayanikhidirlar. Su kalitesinin kontrolii caligmalarinda aritma islemlerinin verimliliginin

Olgiilmesinde 6nem arz ederler.
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1.4.3.4. Escherichia Coli (Koli Basili (E.koli))

E.koli bakterisi, memeli canlilarin kalin bagirsaginda yasar. E.kolinin ¢evresel sularda
varlig1 zararli mikroorganizmalarin bulundugunun belirtisidir. Aritma islemleri ile

sulardan uzaklastirilarak hastalik olusmasi engellenir.
1.4.4. Agir Metaller
1.4.4.1. Arsenik (As)

Dogada siilfiir ve oksit halinde bulunan arsenik ¢ok etkili bir zehirdir. Dogal suda nadir
olarak bulunan arsenik, akiferlerin jeolojik ve jeokimyasal Ozelliklerine bagl olarak
minerallerin ¢oziinmesi yaninda endiistriyel faaliyetler ve pestisitlerden kirlilik olarak da
suya karisabilmektedir [2]. Su igerisinde arsenik olmasi halinde; doku bozulmalari,
dolagim sistemi rahatsizliklari, zehirlenmeler ve kanser riski gibi problemler ortaya

c¢ikabilir.

Arsenik, igme sular1 ve su {iiriinleri agisindan 6nemli olup, aritimi i¢in birgok yontem
kullanilabilmektedir. Kire¢le yumusatma yontemi, olduk¢a ekonomik ve basit bir yontem
olarak dnemli oranda arsenik aritimi saglar. WHO i¢gme ve kullanma amaciyla tiiketilecek
sularda 10 pg/lt (ppb)’ye kadar arsenik bulunabilecegi, 50 pg/It (ppb)’den daha yiiksek
miktarlarda arsenik bulunmasi halinde bu sularin hi¢ kullanilmamasi gerektigini ifade

etmistir.
1.4.4.2. Kadmiyum (Cd)

Kadmiyum, bir¢ok endiistriyel faaliyetlerde kullanilmakta ve bu faaliyetler neticesinde

yer listii ve yeralt1 sularina karisabilmektedir.

WHO, i¢gme sularinda kadmiyum seviyesinin tolere edilebilir degerinin 0,005 pg/L
olabilecegini belirlemistir. igme suyu icin ¢ok diisiik konsantrasyondaki kadmiyumun
herhangi bir yan etkisi goriilmemekle birlikte insanlarda toksisitesi kanser riski

problemlerindendir.
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1.4.4.3. Siyaniir (CN")

Siyaniir, ¢ok etkili bir zehirdir. Bir¢ok farkli endiistri kolunda kullanilmaktadir. Bunlarin
en Onemlileri kimyasal ve plastik iiretim endiistrileridir. Ayrica madencilikte, altin ve

giimiis tiretiminde kullanilmaktadir.

Sudaki siyaniir canli yasam i¢in ¢ok tehlikelidir. Cesitli endiistriyel faaliyetler neticesinde
sulara siyaniir karisabilmektedir. Az ya da yiiksek miktarda siyaniire maruz kalma
durumunda 6liim bile ger¢eklesebilmektedir. WHO tarafindan, saglik agisindan siyaniire

kisa siireli (5 glinliik siire) maruziyette limit deger olarak 0,5 mg/L hesaplanmistir.
1.4.4.4. Civa (Hg)

Civa, gimiis renkli olup agir metal sinifinda yer alan bir elementtir. Oda sicakliginda (25
°C) siv1 halde bulunur. Sularda genellikle endiistriyel faaliyetler neticesinde rastlanir.
Ayrica, besin zincirinde biriken civa suda yasayan canlilara daha sonra bunlarla beslenen
insanlara gegebilir. Insan viicudunda depolandigi yerlere gore yarilanma Omiirleri
degismekte olup beyinde depolanan civanin yarilanma Omrii uzun olabilir. Civa
kirlenmesi yoksa dahi, taze sularda eser miktarda civaya rastlanir. Aritim islemleri ile

birlikte su icerisindeki miktar1 daha da azalacaktir.

Civa bilesiklerinin insanlarda toksik etkisi daha ¢ok bobreklerde olmakla birlikte dis
sagligr acisindan da olumsuz etkileri vardir. Civa bilesiklerinin biyolojik yarilanma

Omiirleri ¢cok uzun oldugu i¢in viicuttan atilmasi zor ve uzun zaman alir.
1.4.4.5. Kursun (Pb)

Kursun, topragin dogal elementlerindendir. Dogada yaygin olarak bulunmasi ve kolay
islenebilmesinden dolay1 bir¢ok endiistriyel faaliyet alaninda kullanilmakta ve bu
faaliyetler neticesinde su kaynaklarinda kirlenmeler meydana gelmektedir. Igme
suyundaki kirlilik aritma ile giderilebilir. Kursun metalinin insan sagligina etkisi

(zehirlenme) daha ¢ok sinir sistemine olur. Beyin ve bobreklerde de hasara neden olabilir.
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1.4.4.6. Selenyum (Se)

Selenyum, siilfir grubunun kimyasal elementidir. Cam, kimyasal, lastik gibi birgok
endiistriyel faaliyet alaninda kullanilmaktadir. Selenyum bilesiklerine, dogada az rastlanir

ve dogal sularda nadiren bulunurlar.

Selenyum, insan viicudunun gereksinim duydugu minerallerdendir. Eksikligi halinde, ¢ok
odakl1 kalp kasi iltihab1 hastaliginin olusumuna neden olabilir [9]. Yiiksek miktarda
alinmasi halinde cilt, sa¢ ve diste cesitli rahatsizliklara neden olabilir. Ayrica, viicutta

birikerek zehir etkisi gosterebilir.
1.4.4.7. Bakir (Cu)

Bakir elementi, dogada bir¢ok yerde bulunmasi ve iyi bir iletken olmasi nedeniyle
endiistride ¢ok sik kullanilmaktadir. Bakir, dogal su kaynaklarinda ve endiistriyel

kirlenme sonucu sularda bulunabilir.

Bakir, besin olarak ihtiya¢ duyulan bir elementtir. Eksikligi halinde sinir sistemi
bozuklugu ve kansizliga neden olabilecegi gibi, yiiksek miktarda alimi sindirim sistemi
rahatsizliklar ile bobrek rahatsizliklarina neden olabilir. WHO tarafindan i¢me sulari i¢in

agiklanan smnir deger 2 mg/L’dir [10].
1.4.4.8. Cinko (Zn)

Cinko, diinyada yaygin olarak bulunan elementlerdendir. Celik gibi metallerin
korozyondan korumasi amaciyla galvanize edilmesinde, pillerin gévdelerinde, otomotiv
endiistrisi gibi bir¢cok sanayi dalinda genis kullanim alani vardir. Su iletim hatlarinda

galvanizli borulardan suya gecebilir.

Bircok besinde ¢inko minerali vardir ve bagisiklik sistemi i¢in dnemlidir. Ulusal ve
uluslararast  kuruluslar, ¢inko miktarinin sinir  degeri  ig¢in limit degerler
belirlememislerdir. WHO, 3 mg/L’yi gegen ¢inko degerinin suda bulaniklik ve tatta

degisiklige neden olabilecegini belirtmistir.


https://tr.wikipedia.org/wiki/Galvanize

21

1.4.4.9. Aliiminyum (Al)

Aliiminyum metali, yerkiirede bol miktarda bulunur. Suda bulunmasinda iki faktoriin
etkisi vardir. Bunlar; suyun kaynaginda ya da su aritimindaki aliiminyum tuzlaridir.
Fazlalig1 halinde suyun rengi bulanik mavimtirak goriintii alir. Bagsta sinir sistemi olmak

lizere, bobreklerde tahribat yapar [6].
1.4.4.10. Demir (Fe)

Demir elementi yeryiiziinde yaygin olarak bulunmakla birlikte dogada daha ¢ok
oksitlenmis halde bulunur. Suda demirin iki sekline rastlanir. Suda ¢oziinebilen demir
iceren ferro demir (Fe?"), oksijenle reaksiyonu sonucu suda ¢dziinemeyen demir icerikli
ferri demire (Fe®") déniisiir. Suda ¢oziinemez haldeki demir ¢okelir ve suyun rengini de

degistirir.

Demir metali sulara kayaclarin ayrigsmasi sonucu veya kirlenmeyle karisabilir. Suyun
rengi ve tadinda degisime neden olur. WHO, tathh su kaynaklarindaki demir
konsantrasyonunun 0,5-50 mg/L araliginda bulunabilecegi belirtmistir. Demir insan
sagligr agisindan Onemli ve gerekli bir element oldugu icin dengeli bir seklide

tuketilmelidir.
1.4.4.11. Bor (B)

Su kaynaklarinda bor elementine, borat ve borosilikat igeren kayaclar ile topraklarin
sulara karigmasi sonucunda ve cam, sabun, deterjan, kozmetik ve ilag endiistrisi
faaliyetleri neticesinde rastlanir. Ulkemizde bor madenlerinin yogun oldugu yerlerde

yeralt1 suyunda goriilebileceginden takip edilmesi 6nemlidir.

WHO, i¢me sularindaki bor konsantrasyonun 0,5 mg/L’nin altinda olmasin1 istemektedir.

Fazla olmasi halinde insan sagligina etkisi, sinir ve sindirim sistemine olabilir.
1.5. Su Kalitesi Parametreleri ve Yapay Zeka Teknikleri

Dijitallesme modern diinyamizin vazgecilmezi olmustur ve birgok bilim dali da bu
dijitallesme siirecinden etkilenmektedir. Bu dijitallesme siireci 0nemli kazanimlar

saglamaktadir. Miihendislik ve doga olaylarinda kullanim alani son yillarda dnemli
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sekilde artan yapay zeka teknikleri, su ydnetim siirecinde de Onemli kolayliklar

saglamaktadir.

Yapay zeka tekniklerinin yagis, akim, taskin, kuraklik gibi birgok su yonetimi
calismalarinin yaninda su kalitesi caligmalar1 alaninda da kullanim alani vardir. Su
kalitesine ait ge¢mis yillardan elde edilmis veriler ile model olusturarak tahminde

bulunmak, muhtemel sorunlarin ¢oziimiinde 6nemli kolayliklar saglayacaktir.

Son yillarda veri analitigi ve akilli sensorlerde yasanan gelismeler neticesinde yapay zeka
tabanl ¢oziimlemeler hiz kazanmistir. Ozellikle gelismis iilkelerde su ydnetimi igin
yapay zeka alaninda 6nemli yatirimlar yapilmaktadir. Bunun en 6nemli nedeni olarak,
yapay zekaya yonelik optimizasyon araglarinin standartlarin karsilanmasinda sagladigi

kolaylik ile verimlilik artis1 ve isletme maliyetlerini diisiiriiyor olmasidir [11].
Yapay zeka teknikleriyle;

Suya olan talep ile tiiketimin tahmini
Su kalitesinin izlenmesi ve degerlendirilmesi

Su altyapilarinin fiziki durumunun tahmini

ASIRNERNERN

Su kaynakli dogal afetlerin olusmasinin engellenmesi igin gerekli tedbirlerin

alinmasi saglanabilir.

Ayrica, yapay zeka tekniklerinin kullanimi ile ileride karsilasilmasi muhtemel dogal

afetlerin (taskin, kuraklik vb.) zarar1 asgari diizeye indirilebilir.

Su kaynaklar lizerinde kirlenmeye bagli olusan baski, etkili bir su kalitesi yonetimini
zorunlu kilmaktadir. Bu yonetim siirecinde, geleneksel istatistiksel yontemlerin yaninda

yapay zeka tekniklerinden de faydalanilabilmektedir.

Yapay zekd yontemleri, su kaynaklarmma dair caligsmalarda geleneksel istatistiksel
yontemlerin  karsilastigit  baz1  zorluklar1 asarak alternatif yoOntemler olarak
kullanilmaktadir. Bu da yapay zeka tekniklerini geleneksel istatistiksel yontemlere dnce
tamamlayici hale getirmis, daha sonra da alternatif bir yontem haline getirmistir. Yapay
zeka tekniklerinin bagimli ve bagimsiz degiskenler arasinda istege bagh lineer olmayan
iligkiler kurabilmesi, bagimli degiskenler arasindaki biitiin muhtemel etkilesimlere izin

vermesi, tek degiskenli yapilardan c¢ok degiskenli yapilara dogru kolaylikla
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genisletilebilmesi alternatif bir yontem olmasina imkan saglamaktadir. Istatistiksel
yontemler ve yapay zeka teknikleri arasinda kiigiik bir etkilesim bulunmasi yaninda, her

iki yontemde hemen hemen bagimsizdirlar [12].

Tek degiskenli istatistiksel analiz ¢alismalarinda, degiskenler tek tek incelenir.
Degiskenler sayisal veya kategorik olabilir. Cok degiskenli istatistiksel analiz
caligmalarinda ise iki ya da daha fazla degisken ayni anda analiz edilir ve birbiriyle iliski
halinde c¢ok sayida degisken s6z konusudur. Gergek hayatin temel alindigi bilimsel
calismalarda degisken sayisi birden fazla olup bu degiskenlerin birbirleriyle etkilesimleri
de so0z konusudur. Cok degiskenli istatistiksel analiz c¢alismalari bu ihtiyaglar
dogrultusunda ortaya ¢cikmistir. Tek degiskenli istatistiksel analiz ¢alismalarinda veri
olarak kabul edilen bir¢ok etken, cok degiskenli istatistiksel analiz caligmalarinda
degisken olarak yer alir. Cok degiskenli istatistiksel analiz yontemleri ile ¢alisma yapilan
konuya iligkin bir degisken incelenirken bu degisken ile iliskili diger degiskenlerde sistem
icerisine dahil edilerek incelenmelidir. Ozellikle, miihendislik, egitim, saglik alanlarinda
kiimeleme ve smiflandirma yapma, veri indirgeme gibi calisma alanlarinda
kullanilmaktadir. Cok degiskenli istatistiksel analiz yontemleri uygulamada, MATLAB
(Matrix Laboratory), Minitab, Maple, Statistica, SAS, SPSS gibi paket programlardan
faydalanilmaktadir.

Yapay zeka tekniklerinin su kalitesi izleme ¢aligmalarinda potansiyel bir kullanim alan
vardir. Oniimiizdeki yillarda izleme ¢alismalarinin daha diisiik maliyetli ve daha kolay
erisebilir olarak yapilmasi durumunda yapay zekd uygulamalarinin kullanimi1 daha da
artacaktir. Su politikalarina iliskin konular genellikle yerelden kiiresel diizeye
uzanmaktadir. Bu da politika gelistirmede ve uygulamada isbirligini gerektirmektedir.
Yapay zeka tekniklerinin kullaniminda birlikteligin saglanmasi ¢aligmalardan saglanacak
verimi artiracaktir. Yapay zeka tekniklerinden; o6zellikle siiflandirma yapma, verileri
eslestirme ve yorumlama gibi bir¢cok alanda faydalanilabilir. Tahmin problemlerinde

sagladig1 dogru sonuglar yapay zeka tekniklerinin 6ne ¢ikan 6zelliklerindendir.

Insan beyin yapisinin galigmasindan etkilenen YSA, yapay zekd yontemleri icerisinde
siklikla kullanilmaktadir. insan beyninin tecriibeler ile sagladigi kazanimlar, YSA’da

egitme asamasiyla saglanmaya calisilir. Egitme asamasi daha ¢ok drnekler yardimiyla
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O6grenmenin gerceklestirilmesi olup, girdi ve ¢ikti elemanlar sisteme tanitilarak 6grenme

saglanir ve sonrasinda egitme islemi gerceklestirilir [13].

Veri madenciliginin 6nem kazanmasi ile birlikte makine 6grenimi de 6nem kazanmaistir.
Makine &grenmesinin bir alt dali olan DO, birden fazla katmana sahip mevcut veriler ile

sonuglar1 tahmin etmeye yarayan bir 6grenme yontemidir.

Makine 6grenmesi ve YSA’dan yararlanarak DVM ag yontemi olusturulur. DVM,
makine Ogrenmesinin Onemli yOntemlerinden biri olan kernel ydntemlerinin
orneklerindendir. DVM yonteminden 6zellikle dogrusal olmayan siniflandirma ve tahmin

caligsmalarinda yararlanilir.

Regresyon analizi, bagimli ve bagimsiz degiskenlerin arasindaki sayisal iliskinin
incelendigi bir yontemdir. GSR modeli, karmasik fonksiyon haritalamasinin parametrik

olmayan denetimli bir 6grenme yaklasimi olup cekirdek tabanli olasilik modelidir.

Bu tez kapsaminda, su kalitesi parametrelerinin tahmin edilmesinde farkli yapay zeka
yontemlerinin performanslari karsilastirilmistir. Literatiirde de su kalitesinde yapay zeka
tekniklerinin kullanildig1 bir¢ok ¢alisma da gostermektedir ki, su kalitesinde yapay zeka

tekniklerinin 6nemli bir kullanim alan1 vardir.

Modern diinyamizda yasanan teknolojik yenilikler hayatimizin her alaninda goriilmekte
ve bu yeniliklerden faydalanilmaktadir. Insanlar gibi dgrenen, karar verebilen ve tahmin
yapabilen makineler yapay zeka kavramimin temelini olusturmustur. Bilgisayar
teknolojisinde son zamanlarda yasanan gelismeler, yapay zekd yontemlerine olan ilginin
artmasini saglamistir. Birgok bilim dalinda kullanim alani olan yapay zeka yontemleri,

verimliligin ve otomasyonun artmasini saglayarak dnemli kazanimlar saglamaktadir.

Ulkemizin énemli niifus yogunlugunu barindiran ve baskentimiz Ankara ile birlikte
birgok sanayi sehrinin yer aldig1 Sakarya Havzasinda, su kalitesi verilerinin yapay zeka
teknikleri ile modellenmesi 6nemli kazanimlar saglayacaktir. Su yonetim siirecinin birgok
asamasinda yapay zeka tekniklerinden yararlanilmaktadir. Literatiirde; akim, debi, tagkin,
kuraklik vb. birgok alanda oldugu gibi su kalitesine doniikte yapay zeka tekniklerinin
kullanildig birgok ¢aligsma vardir. Literatiirde su kalitesi parametrelerinin belirlenmesine

yonelik incelenen bazi caligmalar su sekildedir.
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Sengorur et al. (2005), Nehirlerin su kalitesinin belirlenmesinde, CO’nun 6nemli bir yere
sahip oldugunu ortaya koyduklar1 ¢alismalarinda, nehir su kalitesi kontrolii i¢gin CO
miktarmin tahmini i¢in YSA’lardan yararlanmislardir. Ol¢iimii yapilmis ve modelleme
giris verileri olarak; NO2—N (Nitrit Azotu), NOs—N (Amonyak Azotu), BOI, debi ve T
secilmistir. YSA modeli ileri beslemeli olarak olusturulmus ve modellerin performansi,
Ortalama Karesel Hata (OKH) ve R? hata degerleri ile 6l¢iilmiistiir. CO degerinin, tahmin
degeri ile gercek degerleri kiyaslanmistir. Calisma neticesinde 1 gizli katman ile 3 néron
sayisina sahip ileri beslemeli YSA’nin, 0.9186 R? degeri ile en iyi tahmini saglandig
yapilan ¢alismayla ortaya konulmustur. YSA’lardan, nehir suyu kalitesi parametrelerinin

tahminde yararlanilabilecegi sonucuna varilmistir [14].

Terzi ve Baykal (2012), Su kaynaklar1 miihendisliginin bir¢ok alaninda kullanim alani
olan YSA ile kati madde tahmini ¢alismas1 yapmislardir. Calisma alani olarak tilkemizin
en bliylik nehri olan Kizilirmak Nehri se¢ilmis ve Yamula gozlem istasyonuna ait 1973-
2003 yillart arasinda Sl¢lilmiis akim degerlerinden yararlanilmistir. Akim degerlerinin
girig verisini, katt madde miktar1 degerlerinin ¢ikis verisini olusturacagi sekilde YSA
modelleri gelistirilmistir. Modelleme ¢alismalarinda akim ile katt madde miktar1 degerleri
boyutsuzlastirilmistir. Verilerin; 1973-1997 yillar1 arasina ait olanlarin % 80’ni egitmede,
kalan % 20’si ile 1998-2003 yillar1 arasindaki veriler test verisi olarak kullanilmistir.
Modellerin performanslarini kiyaslanirken KOKH ve R? degerleri kullanilmustir.
Gelistirilen modeller karsilagtirildiginda en iyi modelin, 1 girdi, 4 gizli ve 1 ¢ikti katmana
sahip ve aktivasyon fonksiyonu logaritmik sigmoid olan YSA modeli oldugu
goriilmistiir. Yapilan ¢alisma neticesinde; son yillarda genis kullanim alanina sahip
Y SA’nim kati madde miktarinin tahmininde kullanilabilecegi, ayrica 6l¢iim yapilamayan
durumlar ya da kayip veriler durumu ile eksik verilerin de YSA ile tamamlanabilecegi

ifade edilmistir [15].

Solanki et al. (2015), goller ve rezervuarlarin canli yagami i¢in 6nemini belirttikleri
calismalarinda su kaynaklarinda yasanmasi muhtemel kirlenme tahmininin su
kaynaklarinin korunmasi konusunda ¢ok dnemli oldugunu belirtmislerdir. Caligma alani
olarak, Hindistan, Maharashtra, Nasik yakinlarindaki Chaskaman Nehri secilmistir. DO
modeliyle, tahmine dayali analiz teknikleri kullanilmigtir. Su kalitesi parametrelerinden;
CO, pH ve bulaniklik konsantrasyon degerlerinin farkli modeller sonucu elde edilen

gercek ve tahmini degerleri karsilagtirilmistir. Model performanslar;; OMH ve OKH
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degerlerine gore degerlendirilmistir. Denetimsiz DO ag modelinin denetimli DO ag
modeline kiyasla daha dogru sonuclar elde ettigi belirtilmistir. CO degerinde yaz
aylarinda degisim gozlendigi bu durumun sicaklik kaynaklt  olabilecegi
degerlendirilmistir. Ayrica, pH degerinin CO ve bulanikliga gore daha kararli oldugu,
bulaniklik degerinin pH ve CO’ya gore daha degisken oldugu bu durumun yagis kaynakli
olabilecegi ifade edilmistir [16].

Kisi ve Parmar (2015), Nehir su kirliliginin tahminine yonelik modelleme ¢alismalarinda;
DVM, ¢ok degiskenli adaptif regresyon egrileri (MARS) ve M5 model tree (M5Tree) nin
tahmin basarisi karsilastirilmistir. Caligsma alani, Hindistan Delhi’deki Yamuna Nehridir.
Modellerde giris verileri; serbest amonyak, toplam kjeldahl azotu, T, toplam koliform,
fekal koliform ve pH olup, ¢ikis verileri KOI’dir. Veriler ii¢ alt gruba béliinerek
kullanilmistir. Model performanslari, KOKH, OMH ve R? ile zirve yiizde esik
istatistikleri degerlerine gore kiyaslanmistir. DVM ve MARS modellerinin tahmin
basaris1 birbirine yakin ve MS5Tree’ye gore daha yiiksekti. DVM ve MS5Tree
modellerinin KOKH degerleri, MARS modeli kullanilarak sirasiyla %1,47 ve %19,1
azaltilmugtir. KOI degeri tahmininde; pH ve fekal koliform degerlerinin eklenmesi tahmin
basarisin1 diisiirmiis olup, T degerinin eklenmesi de tahmin basarisinin artmasini
saglamamistir. Serbest amonyak, toplam kjeldahl azotu ve T parametreleri kullanilarak
nehir su kirliliginin, DVM ve MARS modelleri ile tahmin edilebilecegi ortaya
konulmustur [17].

Mohammadpour et al. (2015), Malezya Bilim Universitesi’'ndeki serbest yiizeyli sulak
alanda yaptiklar1 ¢aligmalarinda; DVM ve iki YSA (ileri geri yayillimli ve radyal esasli)
ile su kalitesi endeksi tahmin edilmeye ¢alisilmistir. Calisma alaninda; 17 noktada izleme
caligmast yapilmig, 14 aylik (Ekim 2010-Aralik 2011) zaman araliginda ayda iki kez
veriler alimmugtir. 11 adet su kalitesi degiskenine ait konsantrasyon degerleri izlenmistir.
Bunlar; T, pH, CO, Ei, AKM, nitrit, nitrat, amonyak nitrojen, BOI, KOI ve fosfattir.
Toplanan veriler normalize edilmistir. Ug ayr1 olusturulan modellerin performanslari; R?,
OMH, KOKH’ya gére kiyaslanmistir. leri Geri Yayilmli YSA, R? degeri 0.9988 ve
OMH degeri 0.0044 ile, diger modellere ait performans degerlerinden daha iyidir. DVM
modeline ait degerler Ileri Geri Yayiliml1 YSA’ya ¢ok yakin olup, R? degeri 0.9984 ve
OMH degeri 0.0052'dir. Radyal Esasli YSA, R?degeri 0.9960 ve OMH degeri 0.0080 ile

tahmin performansi, diger iki model performansindan ¢ok az diisiiktiir. Sulak alanlarda,
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su kalitesi endeksinin éneminden dolay1 ileri Geri Yayilimli YSA ve DVM modellerinin

kullanilmasi ile glivenilir sonuglar elde edilebilecegi ifade edilmistir [18].

Zhang et al. (2016) Cin'deki ii¢ riizgar c¢iftliginden toplanan riizgar hizi verilerini
kullanarak GSR tabanli hibrit yaklagim ile YSA ve DVM modellerini karsilagtirmistir.
Riizgar enerjisinin gii¢ sistemine entegrasyonunun artmastyla birlikte, kisa vadeli riizgar
hiz1 tahmini i¢in dogru ve giivenilir yontemlere acilen ihtiya¢ duyuldugu belirtilen
calismada kisa vadeli riizgar hizi tahmini i¢in otoregresif (OR) model ile GSR’ye dayali
hibrit bir model 6nermislerdir. Onerilen modelle, riizgar hiz1 serilerinden genel yapiy1
yakalamak i¢in otoregresif modeli kullanilmis ve yerel yapiyr ¢ikarmak igin GSR
benimsenmistir. Tahmin sonuglari, Onerilen yontemin diger yOntemlerle
karsilastirildiginda yalnizca nokta tahminlerini iyilestirmekle kalmayip, ayni zamanda
tatmin edici tahmin araliklar1 da {rettigini gostermektedir. Model sonuglari
kiyaslandiginda KOKH, OMH ve Ortalama Mutlak Yiizde Hata (OMYH) performans
sonuglari acisindan hibrit modelin en iyi tahmin performansini verdigini ifade etmiglerdir

[19].

Ozel et al. (2017), Cevre kirliliginin énemli dl¢iide nehir ekosistemlerini etkiledigi ve
stirdiiriilebilir bir su yonetimi i¢in nehirlerin kirliliginin izlenmesi gerektigini belirttikleri
calismalarinda, Bartin Nehri'nde (2012 Aralik - 2013 Aralik) tarihleri arasinda bes farkl
gbzlem istasyonunda aylik olarak Slgiilen BOI, KOI, AKM, pH, Ei ve T degerleri ile
Coklu Dogrusal Regresyon (CDR), Radyal Temelli Sinir Ag1 (RTSA) ve Cok Katmanli
Algilayic1 Sinir Aglari (CKASA) modelleri ile su kalitesi tahmini igin ¢aligma yapilmistir.
Bu modellerde, giris verisi olarak; T, pH, KOI, AKM, Ei parametreleri kullanilarak BOI
degeri tahmin edilmistir. Gozlem istasyonlarna ait 41 dl¢lim verisi egitmede, diger 18
Olciim verisi test slirecinde kullanilmistir. Elde edilen sonuglara géore YSA modelleri
coklu dogrusal regresyon modelinden daha iy1 sonuglar saglamistir. Kurulan modellere
kiyasla en iyi performans degerlerine radyal tabanli bir YSA modeli ile ulagilmistir. Bu
modelde OMH, KOKH ve R? degerleri sirasiyla 0.998, 1.230 ve 0.890 olarak elde
edilmistir. Mevcut calisma sonuglarina gore, Bartin Nehri'ndeki aylik BOI degerleri igin

Y SA modelleri ile en basarili tahmin elde edilmistir [20].
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Talesh et al. (2019), DVM yardimiyla su kalitesi endeksinin degisimini etkileyen
faktdrleri tanimlamak ve su kalitesi endeksi tahmin edilmeye ¢alisilmistir. iran’in kuzey
kesiminde yer alan Sefidrud havzasinda, Aralik 2007'den Kasim 2008'e kadar aylik olarak
su numuneleri alinmig olup; bu numunelere ait CO, pH, toplam kati miktari, T, nitrat,
fosfat, BOI, bulamiklik ve koliform degerleri model degisken verileri olarak
kullanilmistir.  Verilerin; %80’ni egitme verisi olarak, %20’si test verisi olarak
kullanilmistir. MATLAB yazilim programinda DWM modeli, dokuz adet su kalitesi
parametresi giris verileri, su kalite endeksi degeri ¢ikis verisi olarak kullanilmistir. Dokuz
ay boyunca havzada belirlenmis bes istasyona ait su kalite endeksi degerleri tahmin edilen
degerler ile kiyaslanmistir. R? ve KOKH 0.87 ile 0.061 olarak bulunmustur. Ayrica nitrat
parametresinin su kalitesi endeksini etkileyen 6nemli bir deger oldugu belirtilmistir.
Yapilan caligma neticesinde DVM modelinin su kalitesi endeksi tahmininde basari
saglayabildigi ve su kalitesi yonetim silirecine onemli katkilar saglayabilecegi ifade

edilmistir [21].

Liu et al. (2019), Yangzhou City'deki Guazhou su kaynaginin otomatik su kalitesi izleme
istasyonu tarafindan olgiilen icme suyu kalitesi verilerini tahmin etmek icin DO
modelinden yararlanmiglardir. Model giris verileri olarak, 2016—2018 tarihleri arasindaki
T, pH, CO, EI, bulamklik, KOI konsantrasyonu degerlerini kullanmislardir.
Calismalarinin sonucunda, DO modeliyle tahmin edilen deger ile dl¢iilmiis degerlerin
birbirine yakm oldugu degerlendirilmistir. DO modelinin su kalitesi parametrelerinin

tahmin edilmesinde kullanilabilecegi ifade edilmistir [22].

Ma et al. (2019), New York City gibi kiy1 kentleri i¢in liman suyu kalitesinin kontrolii ve
yonetiminin dneminden bahsedilen galismalarinda, DO yéntemi ile liman suyundaki BOI
konsantrasyon degerinin tahmini amaglanmustir. BOI konsantrasyon degeri, tespit
edilmesi ¢ok zaman alan ve su kalitesi agisindan onemli bir degerdir. BOI degerinin
tespitinde isletme ve insan kaynakli hatalar nedeniyle ortaya cikan seyrek matris
sorununun ¢dziimii i¢in Derin Matris Faktorizasyonu (DMF) ve Derin Sinir Agi'n1 (DSA)
birlestiren DO tabanli bir model ¢alismas1 yapilmistir. Sonuglar incelendiginde kurulan
modelin klasik matris tamamlama yontemleri ve geleneksel makine O6grenimi
algoritmalarina gore daha dogru tahmin yapabildigi goriilmektedir. Model performans
kriteri olarak KOKH degerinin; geleneksel matris tamamlama yontemlerine gore 11,54’e

17,23, geleneksel makine 6grenimi algoritmalarina gore ise %19,20’ye 25,16 daha digiik
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olarak daha iyi tahmin performansi elde edebilecegini gostermistir. Seyrek matris
problemini DO yontemi ile ilk inceleyen calisma olan bu galismada geleneksel makine

dgrenimine gdére DO ydnteminin tahmin yeteneginin daha iyi oldugu ifade edilmistir [23].

Barzegar et al. (2020), Makine 6grenme yontemlerini kullanilarak Yunanistan’in Kiiciik
Prespa Golii’ne ait su kalitesi igin 6nemli iki parametre olan CO ile klorofil-a (Chl-a)
degerlerini tahmin etmislerdir. Calismasinda DO, DVR ve karar agac1 (KA) modellerini
YSA ile birlestirerek tahmin modelleri gelistirmislerdir. Modellerde giris degiskeni
olarak; pH, El, T, oksidasyon indirgeme potansiyeli (OIP) degerleri kullanmislardir.
Verilerin %70’1 egitmede, %30°u test verisi olarak kullanilmistir. Model performanslari
karsilagtirilirken korelasyon katsayisi (R), KOKH, OMH ve normallestirilmis yilizde
olarak ifade edilen esdegerler (NOMH), sapma yiizdesi (SY), NSE ve Willmott's Index
(WI) istatistiksel hata kriterlerinden yararlanmislardir. Calismalarmin sonucunda,
DO'iin, CO tahmini i¢in YSA modelinden daha iyi performans gosterdigini, bagimsiz
DO modellerinin Chl-a tahmini i¢in benzer performanslar verdigini belirtmislerdir.
Ayrica, Uzun Kisa Siireli Hafiza (UKSH) ve YSA modelleri birlestirilerek olusturulan
hibrit modelin, 6zellikle CO konsantrasyonlar1 i¢in su kalitesi degiskenlerinin hem diisiik

hem de yiiksek seviyelerini basariyla tahmin ettigini ifade etmislerdir [24].

Nghe et al. (2020), Kiiresel iklim degisikligi ve su kirliligi nedeniyle balik ve karides
6liimlerinin bu isi yapan ¢iftgiler agisindan 6nemli bir sorun oldugu nedeniyle, yaptiklar
calismalarinda bu sorunla miicadele i¢in suyun kalitesinin izlenmesi ve yonetilmesinin
oneminden bahsetmislerdir. Su iirlinleri yetistiriciligi ve balikcilikta su kalitesini takip
etmek igin tahmin modelli bir IoT sistemini (Nesnelerin Interneti) 6neriyorlar. Gergek
zamanli sensor veri degerleri (tuzluluk, T, pH ve CO) takip edilerek erken uyar1 almalari
ile suyun kalitesi yonetebilir olacaktir. DVM’nin regresyon siiriimii ile UKSH algoritmast
karsilastirilmistir. Model performans kriteri olan KOKH degeri UKSH algoritmasinda
daha 1yi sonuglar vermistir. Su kalitesi degerlerinin tahmini i¢in UKSH algoritmas ile

DO modeli 6nerilmistir [25].

Zhang et al. (2020) yapmis olduklar1 caligmalarinda, Avustralya'da yer alan Burnett
Nehrine ait su kalitesi verileri ile CO degerinin tahmini i¢in dort farkli model
olusturmuslardir. Giintimiizde su kalitesinin tahmininin, tarimsal faaliyetlerin yonetimi

ve c¢evrenin korunmasi i¢in ¢ok 6nemli oldugu, su kalitesi verilerinin modern veri
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toplayicilar ile toplanmasi, su kalitesindeki egilimleri tahmin etmek i¢in veriye dayali
modellerin kullanimina olan ilgiyi artirdig1 ifade edilmistir. CO degerinin tahmini i¢in
olusturulmus dort farkli model; Kernal Temel Bilesenler Analizi (kPCA) ve tekrarlayan
sinir ag1 kombinasyonuna dayanan bir su kalitesi tanmin modeli, ileri beslemeli sinir agi,
destek vektor regresyonu ve genel regresyon sinir agidir. Model performanslar
kiyaslandiginda, kPCA-tekrarlayan sinir ag1 modelinin 1, 2 ve 3 saat i¢inde CO
konsantrasyonu tahmininde R? degerleri; 0.908, 0.823 ve 0.671 olup kPCA- tekrarlayan
sinir ag1 modelinin tahmine dayali dogrulugunun diger ii¢ modellerden (ileri beslemeli
sinir ag1, destek vektor regresyonu ve genel regresyon sinir agi) en az % 8, % 17 ve % 12
daha iyidir. Ayrica kPCA-tekrarlayan sinir agi, destek vektor regresyonu ve genel
regresyon sinir ag1 modelinin ayni1 anda birden fazla su degiskenini tahmin etmeyi

saglayabilecegi de ifade edilmistir [26].

Citakoglu et al. (2021), Sakarya Havzasi’'nda CO degisimini belirlemek igin
L—Momentleri yontemi ile bolgesellestirme calismasi yapmislardir. Sakarya Havzasi'nda
bulunan gozlem istasyonlarmmm CO  verileri 1995-2014 yillar1  arasinda
degerlendirilmistir. Yapilan bu ¢calismada, homojenlik kriteri (h1) istatistiksel sonuglarina
gore, calisma alaninin homojen olmadigi belirlenmistir. L—-Momentleri yonteminin
uygulanabilmesi i¢in, Sakarya Havzasi topografik 6zellikleri g6z 6niinde bulundurularak
bes homojen bolgeye ayrilmistir. Wakeby dagiliminin parametre degerleri yardimiyla,
istatistiksel boyutsuz CO icerik degerleri elde edilmis ve L—-Momentleri yontemi ile
tahmin edilen CO igerik verileri gorsel olarak Ters mesafe agirlikli enterpolasyon
yontemi (IDW) ile ifade edilmistir. Yapilan bu ¢alisma sonucunda, Ters mesafe agirlikl
enterpolasyon yontemiyle (IDW) elde edilen tematik CO tahmin haritalarinin daha iyi
sonug verebilmesi i¢in Sakarya Havzasi’ndaki istasyonlarin arttirilmasi ve ayrica iilke

genelinde su kalitesi izleme faaliyetlerinin artirilmasi belirtilmistir [27].

Dehghani et al. (2021), Diinya’daki yasam i¢in en 6nemli kaynagin su ve oksijen oldugu,
CO parametresini tahmin i¢in bu calismalarinda, T ve akis degiskenlerinden
yararlanmiglardir. Calisma alani, Amerika Birlesik Devletleri'nin  giineyindeki
Cumberland Nehri olup, 2008'den 2018'e kadar aylik veriler kullanilmistir. CO
parametresinin, hem bagimsiz hem de hibrit formlarda tahmin edilmesi i¢in destek vektor
regresyonu (SVR) kullanilmistir. En iyi girdi kombinasyonunu belirlemek i¢in Pearson

korelasyon katsayist kullanilmis ve sonuglarin yorumlanmasinda kutu grafikleri ve
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Taylor diyagramlarindan yararlanilmistir. Yapilan c¢aligma neticesinde, dort hibrit
modelin hepsinin bagimsiz destek vektér makinesi (SVM) modelinden daha iyi sonuglar
elde ettigi belirtilmistir. Yapilan bu calismada, hibrit modellerin tek destek vektor
makinesi (SVM) modelinin dogrulugunu %6.52-1.75 oraninda artirdig1 ifade edilmistir
[28].

Sener vd. (2022), Sehir sebeke sularinin kalite seviyesinin makine 6grenme yontemleri
ve topluluk 6grenme algoritmalariyla 6l¢iilmesi i¢in ¢aligma gergeklestirmislerdir. Veri
kiimesi kentsel su kalitesini 6lgmeye iligskin verilerden olusmakta ve toplam 7999 6rnek
numune degerine sahiptir. Veri kiimesinin %20’si test verisi, %80’1 egitim verisi olarak
kullanilmistir. Veri kiimesi 6nce, makine 6grenme yontemleri (Lojistik regresyon, K-En
yakin komsu, Karar agaci, Rastgele Orman) ile daha sonra topluluk Ogrenme
algoritmalar1 (Uyarlanabilir artirma (AdaBoost), Asir1 gradyan artirma (XGBoost))
kullanilarak analizler gerceklestirilmigtir. Yontemler igerisinde en iyi performansi
topluluk Ogrenme algoritmalarinda yer alan XGBoost algoritmasit vermistir. Bu
algoritmanin genel dogruluk basaris1 %96,44 olarak elde edilmistir. Yapilan ¢aligsma ile
kentsel igme suyu sebekelerinde suyun kalite seviyesinin belirlenmesinde yapay zeka
tabanli yontemler ile dogruluk orani yiiksek sonuglar elde edilebilecegi ifade edilmistir
[29].

Kumar et al. (2022), Hindistan’da yer alan Chennai sehrine 18 yildan fazla siiredir igme
suyu saglayan 990 doniimliik bir alana sahip Korattur Go6li'niin Chennai bdliimiinde
yaptiklar1 ¢aligmalarinda, 2009'dan 2019'a kadar su orneklerine ait bulaniklik, toplam
¢Oziinmiis kat1 madde miktar1, KOI, pH, fosfat, demir, nitrat, sodyum ve kloriir parametre
degerlerine sahip 5000 veriyi kullanmiglardir. DO modeline veriler tanimlanirken 4000
adeti egitim seti, 1000 adeti test seti olarak kullanilmistir. Su kalite indeksi belirlemek
icin parametreler ve bunlarin su kalitesi {izerindeki etki derecelerine gore agirliklar
belirlenmistir. Su kalitesi indeksine uygun suyun kalitesini 6ngérmek i¢in derin 6grenme
teknikleri kullanilmigtir. CNN (Konvoliisyonel Sinir Aglar1), LSTM (Long Short-Term
Memory) ve AutoKeras (Derin Ogrenme Modelini Otomatiklestirme) modelleri, su
kalitesi tahmini i¢in kullanilmistir. CNN ve LSTM manuel derin 6grenme teknigi olup
AutoKeras ise bir AutoDL kiitliphanesidir. AutoDL, derin 6grenme islemlerini
otomatiklestirmek i¢in yeni bir alandir ve minimum kodla model olusturma ve

yorumlamay1 saglar. AutoDL, heniiz baglangi¢ asamasindadir. Yapilan bu ¢aligmada, su
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kiitlelerini farkl1 siniflara ayiran ‘Su Kalitesi indeksi’ne dayal1 suyun kalitesini 6ngdrmek
icin AutoDL ile geleneksel modeller arasinda bir karsilastirma yapilmis ve su kalitesi
degerlendirmesi i¢cin AutoDL'nin benimsenmesinin uygunlugunu arastirilmistir. Calisma
neticesinde, geleneksel DL'min dogrulugu, ikili smif su verileri i¢cin AutoDL'nin
dogrulugundan %1,8 daha yiiksek oldugu, geleneksel DL'nin dogrulugu, ¢cok smifli su
verileri i¢in AutoDL'nin dogrulugundan %1 daha yiiksektir. Geleneksel modelin
dogrulugu ~%98 ila ~%99 iken, AutoDL yontem ~%96 ila ~%98 arasinda sonug
vermistir. Bu c¢alisma sonucunda; AutoDL modelinin uygun DL modelini bulma da

onemli kazanimlar sagladigi ifade edilmistir [30].

Nacar vd. (2022), Glimiishane’de bulunan ve sehrin atiksularinin etkisi altinda kalan
Harsit Cayi’nda CO konsantrasyon degerinin, ¢ok degiskenli uyarlanabilir regresyon
egrileri (MARS) ve TreeNet gradyan arttirma makinesi (TreeNet) isimli regresyon tabanli
yontemler ile modelleme ¢alismasi1 yapmislardir. Harsit Cayi tlizerinde, 6 adet su kalitesi
gozlem noktasinda 15 giin araliklarla ve 24 kez yerinde gergeklestirilen izleme
calismasinda CO, T, pH ve EI &lciimleri ile akarsudan alinan numuneler iizerinde
laboratuvarda gergeklestirilen sertlik deneyleri sonucunda elde edilen veriler
kullanilmistir. Veri setinin %80°’i modellerin egitilmesinde geriye kalan %20’si ise
modellerin test edilmesinde kullanilmigtir. Modellerin performanslarini degerlendirmede
ortalama karesel hatanin karekokii (OKHK), ortalama mutlak hata (OMH), ortalama
rolatif hata (ORH) ve determinasyon katsayist (R2) performans istatistikleri
kullanilmistir. TreeNet yonteminin egitim veri seti icin MARS yoOntemine gore daha
dogru sonuglar verdigi, test veri seti icin MARS yonteminin TreeNet’e gore daha iy1
performans sonuclari verdigi belirtilmistir. Yapilan ¢aligma sonucunda, MARS yontemi
temel olarak veri setine 6zel taban fonksiyonlari tirettigi ve bagimsiz degiskenlerin tiim
serisine bir katsay1 liretmek yerine daha esnek kii¢iik dogrusal fonksiyonlarla tiim seri
icin bir denklem elde edildiginden test veri setinde diger regresyon yontemlerinden daha
basarili sonuglar tiretebildigi ifade edilmistir. Bu ¢alismada kullanilan MARS yonteminin
diger regresyon yontemlerinden daha iyi performans degerleri elde etmesinde kullanim
kolayligi, daha az bilgisayar giicii ve zaman gerektirmesi gibi {stilinliikleri bulundugu
belirtilmistir. Bu ¢calisma sonucunda, dort farkli su kalitesi degiskeni kullanilarak yapilan
CO konsantrasyonu degerinin modellemesinde MARS yonteminin tercih edilebilecegi

ifade edilmistir [31].
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Basakin and Ozger (2022), Giines radyasyonu verilerinin &lgiimiinde eksik olan
degerlerin tamamlanmasi amaciyla Derin Sinir Ag1 (DNN) yontemini kullanmiglaridir.
Eksik verilerin tamamlanmasinda literatiirde siklikla kullanilan, Ortalama Atama (MI),
Dogrusal Interpolasyon (LI) ve Spline Interpolasyon ile karsilastirma yapmuslardir.
Calisma yapilan istasyon i¢ Anadolu Bélgesinde yer almakta ve karasal iklim bolgesidir.
2016-2021 yillar1 arasindaki 1857 veri ornegi kullanilmistir. Derin Sinir A1 (DNN)
yonteminde verilerin %80°ni egitmede, %20’si test verisi olarak kullanilmistir. Girdi
verisi olarak meteorolojik veriler, ¢ikt1 olarak giinliik toplam giines radyasyonu verileri
kullanilmistir. Giines radyasyonu veri setinde rastgele bosluklar olusturulmustur.
Modellerin performanslart KOKH, Ortalama mutlak yiizde hatasi (OMYH) ve NSE
degerlerine gore degerlendirilmistir. Derin Sinir Ag1 (DNN) yonteminin diger klasik
yontemlere kiyasla daha iyi sonuclar verdigi belirtilmistir. Bu ¢aligmayla, Derin Sinir A8
(DNN) yonteminin bu alanda yapilan caligmalara 6nemli katkilar saglayacag ifade

edilmistir [32].

Algahtani et al. (2022), Asya’nimn en biiyiik nehirlerinden birisi olan Indus Nehri’nde
yaptiklar1 ¢aligmalarinda, Tarbela Baraji'nin da yer aldign Yukari indus Havzasindaki
Bisham Qilla gézlem noktasina ait su kalitesi verilerini kulanmiglardir. 1975-2005 yillart
arasinda Olgiilmiis 9 su kalitesi parametresi degerleri kullanilmistir. Bu parametreler;
Bikarbonat (HCO3-), Kalsiyum, Siilfat, pH, Magnezyum, Kloriir, Sodyum, Toplam
Coziinmiis Kat1 ve El’dir. Girdi ve ¢ikt1 degerleri arasindaki ilsikiyi belirlemek igin
veriler istatistiksel yontemlerle analiz edilmistir. Nehir suyu tuzlulugunun tahmini
amaciyla EI ve Toplam Co6ziinmiis Kat1 parametreleri tahmin edilmeye calisilmistir.
Verilerin %70°1 egitmede %30’u test verisi olarak kullanilmistir. Denetim tabanl
programlar olan Gene Expression Programming (GEP) ve YSA ile egitim asamasinda
cok sayida karar agaci olusturarak problemin tipine gore sinif veya say1 tahmini yapan bir
toplu 6grenme yontemi olan Random Forest (RF) kullanilmis ve model performanslari
karsilastirilmistir. RF modelinin optimizasyonu igin 20 alt model iiretilmistir. R? degerine
gore model sonuglar1 kiyaslandiginda, GEP modeli 0.96, RF modeli 0.98 ve YSA modeli
ile 0.92 degeri elde edilmistir. Bu elde edilen sonuglar ile girdiler, model ¢iktilar1 ve
sonuglar arasinda giiclii bir ilski oldugu belirtilmistir. Yapilan ¢alisma sonucunda; en iyi
sonucu RF modelinin verdigi, YSA modelinin performansinin diigiik oldugu, en etkili

olan degiskenin Bikarbonat oldugu ve diger etkili degiskenlerin sirasiyla Klor ve Siilfat
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oldugu belirtilmistir. Ayrica segilen parametrelere sahip RF modelinin su kalitesi

degerlendirmesi i¢in diger modellere gore dnceliklendirilebilecegi ifade edilmistir [33].



2. BOLUM

YONTEM VE MATERYAL

2.1. Sakarya Havzasi

Sakarya Havzasi, ililkemizin kuzeybatisinda bulunmakta olup havzanin komsulari,
batisinda Susurluk, giineyinde Akargay ve Konya Kapali Havzalari ile dogusunda
Kizilirmak ve Bati Karadeniz Havzalari ile ¢evrilidir. Sekil 1°de Sakarya Havzasi ve diger

nehir havzalarinin konumu yer almaktadir.

200000 400000 600000 800000 1000000 1200000 1400000 1600000 1800000

-

Marmaral

Sakarya
Havzasi Kizihrmak:

TURKIY

Sekil 1. Sakarya Havzas1 ve diger nehir havzalariin konumu [34]

Ulkemizin, 25 hidrolojik havzasinin 13 tanesi miistakil nehir havzasidir. Sakarya Havzasi
da miistakil nehir havzalarindandir. Havza’nin ana kolu olan Sakarya Nehri; Eskisehir'in

giineyinde yer alan Cifteler Sakaryabagi kaynaklarindan dogarak; Ankara Cay1, Porsuk
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Cay1, Goksu Cayi, Karasu Cayi, Carksuyu, Mudurnu gibi yan kollar ve bir¢ok derelerle
beslenerek, Sakarya ili Karasu il¢esi yakinlarindan Karadeniz'e dokiilmektedir [5].

Havzaya ait karakteristik degerler Tablo 1’de verilmistir [34].

Tablo 1. Sakarya Havzasina ait karakteristik degerler

Karakteristik Deger Birim
Drenaj Alani 58.160 km?
Niifus (2012) 7.588.968 kisi
Niifus Yogunlugu 130 kisi/ km?
Yillik Ortalama Akis 6.40 km?3
Yillik Ortalama Akis 193 m/s
Ortalama Yilhk Akis Yiiksekligi 88.90 mm
Tiirkiye Su Potansiyeline Katkisi 3.4 %
Ortalama Yillik Verim 3.6 L/s/ km?
Ortalama Yilhik Yagis Yiiksekligi 479 mm
Ortalama Yilhik Yagis 32x109 m?3
Ortalama Rakim 965 m
Ortalama Sicakhk 10.6 °C
Drenaj Alam 58.160 km?

Sakarya Nehri, yaklasik olarak 58.000 km?’lik drenaj alan1 ve 720 km’lik uzunlugu ile
iilkemizdeki hidrolojik havzalarin alansal biiyiikliik agisindan 3.’siinii olusturan ve
tasidigi su ile de havzasinin en 6nemli kaynaklarindandir. Sakarya Nehri, bolgedeki diger
dere ve caylarin birlestigi ana akarsu olmasi nedeniyle havzanin ana kolu olarak bilinir
ve hemen hemen her mevsimde debisi yiiksek ve iliktir. Nehrin debisi ilkbaharda
yiikselmeye baslamakta, mart, nisan ve mayis aylarinda debi yliksek kalmaya devam
etmektedir. Debinin en diisiik oldugu aylar da temmuz, agustos ve eyliil gibi yaz sonu
aylaridir. Sakarya Nehri’nin sulari yerlesim alanlarinin igme ve temel ihtiyaglarinm
gidermek icin gerekli olan suyu karsilamanin yaninda, tarimsal ve sanayi kuruluslarinda
kullanilan su ihtiyacim1 gidermek, rekreasyon ve atik su desarj1 gibi birgcok farkli amag

i¢in de kullanilmaktadir.

Sakarya Havzasmin ortalama kotu 965 m, yillik ortalama yagis miktart 479 mm’dir.
Havza yillik ortalama yagis miktar1 olan 479 mm degeri ile yillik ortalama yagis miktari

500 mm’den az olan ulkemizdeki dort havzadan biridir.
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Sakarya Havzasinda arazi kullanim1 incelendigi zaman arazilerin yaklasik olarak % 50’ye
yakin kismi tarimsal alan, % 45°lik kism1 ormanlik ve dogal alan, %2.5’luk kismi1 sehir
vb. insan yasaminin oldugu ve dogal yapisinin bozuldugu yapay alanlardir. Havzada

sulak alanlar ile yiizey sular yaklasik % 0.5’lik alan1 kaplamaktadir.

Sakarya Havzasi, tilkemiz yliz6l¢timiiniin yaklasik % 7’sini kaplar ve ortalama yiiksekligi
508 m’dir. Sakarya Havzasi, sinirlarinin u¢ noktalar1 arasindaki mesafe; dogu-bati
dogrultusunda yaklasik 340 km, kuzey-gilineydogu dogrultusunda yaklasik 378 km
oldugundan dolay1 genis bir alan1 kaplar. Havza sahip oldugu genis alan sebebiyle ¢esitli
iklimlerin etkisi altindadir. Havzanin kuzey kisimlarinda Karadeniz bolgesinde goriilen
iliman ve yagish iklim hakimken, orta ve giiney kisimlarda I¢ Anadolu bolgesinde

goriilen yazlarin sicak ve az yagisli, kislar ise soguk ve karli gectigi iklim etkilidir.

Sakarya Havzasinin en onemli nehirleri; Sakarya Nehri ve kollar1 olan Porsuk Cayz,
Karasu Cay1, Ankara Cayi, Cubuk Cay1, Koca Cay, Kirmir Cay1, Cark Suyu ve Mudurnu
Cayidir. Sapanca, Mogan ve Eymir Golleri de havzada yer almakta olup Porsuk, Sariyar,
Gokgekaya, Kurtbogaz1 ve Camlidere Baraj Golleri de bulunmaktadir.

Havzada tarimin 6nemli bir yer tutmasindan dolay1, sulama amagli bir¢ok baraj ve golet
ile sulamada kullanilan tesisler yer alir. Ayrica ililkemizin baskenti Ankara ile beraber
onemli kent merkezlerinin igme ve kullanma suyunu saglayan Cubuk I, Cubuk II,
Camlidere, Kavsakkaya, Baymdir, Egrekkaya, Kurtbogazi, Akyar ve Porsuk Barajlar

havzada yer alir.

Sakarya Havzasi’nda bir¢ok sulak alan bulunmaktadir. Bu sulak alanlar igerisinde

uluslararas1 6nemde olanlar, havzanin yukarisindan asagi dogru olacak sekilde;
v Eskisehir’de Sakarya Nehri’nin yukar1 kesiminde bulunan Balikdama,
v Konya ilinin Yunak il¢esinde yer alan Akgol,

v Konya’nin Ilgin ilgesinde bulunan Ilgin (Cavusgu) Golii,

v Ankara ilinde Mogan-Eymir Gélleri ve gevresi,

v Eskisehir-Ankara il sinirinda Sariyar Baraj Goli,
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v Havzadaki en 6nemli g6l olan Sakarya ilinde bulunan Sapanca Go6lii ve ¢evresidir

[34].

Sakarya Havzasi, Ankara ve Istanbul gibi biiyiik kentler arasinda olmasi nedeniyle
ekonomik ve kiiltiirel faaliyetler, ulasim ve saglik imkanlar1 yoniinden Tiirkiye’nin diger
bolgelerine nazaran daha gelismis bolgesi durumdadir. Ozellikle Eskisehir, Ankara,
Sakarya, Bilecik ve Kiitahya illeri agirlikli olmak iizere havzada genis bir alanda
endiistriyel faaliyet siirdiiriilmektedir. Diger taraftan, havzada su kirliligi sorununun
niifus ve endiistrilesmeyle birlikte hizl1 bir sekilde arttig1, nehrin bazi kollarinin evsel ve

endiistriyel atik sular ile tarimsal faaliyetlerin etkileri sonucunda kirlendigi bilinmektedir.

Sakarya Havzasi, Tiirkiye’de endiistriyel faaliyetlerin yogun oldugu havzalardan birisidir.
Havzada bir¢ok dnemli kent bulunmakta ve bu kentlerde bir¢ok Organize Sanayi Bolgesi

vardir. Bu sanayi bolgelerinde bir¢ok farkli endiistriyel faaliyet yapilmaktadir.

Sakarya Havzasinda endiistriyel faaliyetlerin yaninda tarim ve hayvancilik faaliyetleride
onemli yer tutar. Hayvancilik ve tarimsal faaliyetler havzanin bir¢ok yerinde yogun bir
seklide yapilmaktadir. Ulkemizin tahil ambarlarindan birisi olarak tanimlayabilecegimiz
Ankara’da bulunan Polatli Ovasi, sebze yetistiriciliginin yogun oldugu Ankara’nin
Beypazar1 llgesi, Bursa’da bulunun Yenisehir Ovasi, iilkemizin meyve ve sebze
yetistiriciliginde onemli yer tutan Pamukova ve tarimsal faaliyetlerin yogun oldugu
Adapazar1 Ovasi havzada yer alan ve tarimsal faaliyetlerin yogun bir seklide yapildigi

alanlardir.

Tarimsal faaliyetlerde bilingsiz giibre kullanimi bir¢ok soruna neden olabilmektedir.
Azotlu, fosforlu ya da potasyumlu tuzlar iceren kimyevi giibrelerin ihtiya¢ fazlasi
kullanilmas: halinde, zamanla toprakta birikmesinden dolay1 topraklar tuzlanacak ve
topragin kalitesi bozulacaktir. Zamanla toprakta biriken giibreler su kaynaklarma

karisarak kirlenmelerine sebep olabilecektir.

Havzadaki su kaynaklari, yiiriitiilen bircok farkli faaliyetten kaynakli baski unsurlarinin

tehdidi altindadir [34].
Su kalitesi lizerinde etkili olabilecek baski unsurlar1 olarak;

v’ Tarimsal ve hayvancilik faaliyetleri sonucunda olusmasi muhtemel kirlenme,
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v' Evsel ve endiistriyel atik sularmn aritilmadan desarj edilmesi,

v Nehir yataklarinda malzeme alimindan kaynakli bozulmalar 6rnek gosterilebilir.

Sakarya Havzasinda birgok gelismis sehir bulunmakta ve {ilkemiz niifusunun énemli bir
kismi bu sehirlerde yasamaktadir. Kentlesme ve belediyecilik ¢alismalar1 neticesinde,

atik su aritma ve kanalizasyon konusunda 6nemli mesafe alinmistir.
2.1.1. Gozlem Istasyonlari

Su kaynaklarimin kullanim alanlarina gore kalitesinin takibinin diizenli bir sekilde
yapilmasi gerekmekte ve dnlem alinmasini gerektirecek durumlar ortaya ¢iktiginda da
hizli bir sekilde karar alinmasini saglanmak gerekmektedir. Devlet Su Isleri (DSI) Genel
Miidiirliikleri tarafindan Sakarya Havzasinda su kalitesi izleme programi yiiriitiilmekte
olup Tablo 2’de Sakarya Havzasi’nda yer alan gozlem istasyonlarna ait bilgiler yer

almaktadir.

Tablo 2. Sakarya Havzasi’nda yer alan gozlem istasyonlarina ait bilgiler

Sira No Istasyon Ad1 Istasyon No Havza
1 Seydisuyu-Kozyaka 12-03-00-008 Sakarya
2 Sakarya Nehri-Kavuncu 12-03-00-009 Sakarya
3 Porsuk Cayi-Agackoy 12-03-00-010 Sakarya
4 Porsuk Cayi-Calga 12-03-00-011 Sakarya
5 Porsuk Cayi-Bagdegirmen 12-03-00-012 Sakarya
6 Porsuk Cayi-Benzinlik 12-03-00-013 Sakarya
7 Porsuk Cayi-Seker Ciftligi 12-03-00-015 Sakarya
8 Porsuk Cayi-Beylikova 12-03-00-017 Sakarya
9 Porsuk Cayi-Yunus Emre 12-03-00-018 Sakarya
10 Porsuk Cayi-Sazilar (116ren) 12-03-00-019 Sakarya
11 Sakarya Nehri-Karacaahmet 12-03-00-020 Sakarya
12 Ankara Cayi1-Meselik 12-03-00-029 Sakarya
13 Sakarya Nehri-Diimrek 12-03-00-030 Sakarya
14 Sakarya Nehri-Yenice 12-03-00-031 Sakarya
15 Sakarya Nehri-Dogangay 12-03-00-034 Sakarya
16 Carksuyu-Beskopriiler 12-03-00-035 Sakarya
17 Carksuyu-Sogiitli 12-03-00-039 Sakarya
18 Kocadere-Karasu Oncesi 12-03-00-056 Sakarya
19 Porsuk Cayi-Alpu 12-03-00-072 Sakarya
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2.1.2. Alt Havzalar

Sakarya Havzasi, nehrin dogdugu yerden Karadeniz’e dokiildiigii yere kadar 6 alt havzaya
bolinmek suretiyle incelenmistir [34]. Sekil 2°de Sakarya Havzasi’na ait alt havzalar yer

almakta olup, bu alt havzalar;

Yukar1 Sakarya Alt Havzasi
Porsuk Cay1 Alt Havzasi

Ankara Cay1 Alt Havzasi

Orta Sakarya Alt Havzasi
Goksu-Karasu Caylar1 Alt Havzasi

AN N Y NN

Asagi Sakarya Alt Havzasi seklindedir.

»fstd‘.hu!Marmara Zonauldak - .
Havzasi Bati Karadeniz

Havzasi

[ Kizihrmak

Havzasi
Susurluk

- Havzasi

.
Gediz
Afyonkarahisar

Usak Akargay
B.Menderes

Havzasi Konya‘Kapali

Havzasi

Isparta

B’g_rgjur
Havzasi Antalya

Sekil 2. Sakarya Havzasi’na ait alt havzalar [34]
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2.2. Yapay Sinir Aglar1 (YSA)

Modern diinyada gelisen teknoloji yapay zeka yontemleri kavraminin 6nemini daha fazla
artirmistir. Insan beyni gibi diisiinebilme ve &grenebilme &zelliklerinin bilgisayar
programlarina uyarlanmasi ile bilgisayarlara insan beynine 0zgli diisiinebilen ve
davranabilen sistemlerin kazandirilmasi, yapay zekd calismalarinin temelini
olusturmaktadir. Yapay zekaya yonelik ¢calismalarda yapay sinir aglar1 konusu 6nemli yer
tutar. Bilim insanlari, insan beyninin ¢alisma 6zellikleri lizerinde arastirma ve sorgulama
yapmislar ve beynin ¢alisma islevinden esinlenerek matematiksel model olusturmaya
calismislardir. Model olusturma caligsmalarinda, beynin sahip oldugu tiim bilesenlerin
dogru olarak yer almas1 6nemli oldugundan bir¢ok ag modeli olusturulmustur. Bu sekilde
model olusturma caligsmalari ile YSA ortaya ¢ikmistir. YSA, glinlimiiz bilgisayarlarinin
sahip oldugu algoritmik hesaplama yonteminden farkli ve yeni bir bilim dali olarak ortaya
cikmistir [35].

YSA model ¢aligmalarinda esas olarak beynin norofiziksel yapisindan esinlenerek
matematiksel model olusturulmaya ¢alisilir. Insan beyninin en 6nemli 6zellikleri olan
ogrenme, verileri igleyebilme ve depolama ile genelleme yapma 6zellikleri YSA ile taklit
edilmeye calisilir. YSA ile bilgisayarlar, insan beynini taklit ederek 6grenme ve diisiinme
Ozelliklerini programlamaya caligirlar. YSA insan beyninin en 6nemli 6zelligi olan
ogrenme fonksiyonunu saglayan bilgisayar sistemleridir. Ornekler yardimi ile grenme
islemini gerceklestirirler. Ogrenme islemi bazi kurallar tanimlayarak, giris ¢ikis bilgileri

verilerek gergeklestirilir.

YSA alaninda yapilan ¢aligmalarin tarihgesi incelendiginde, her ne kadar 1940’11 yillarda
caligmalarina baglamis olsalar da, W.A. Pitts ve W.S. McCulloch’in 1943 yilinda
yayinladiklari makaleleri YSA modelli hesaplama yonteminin temellerini olusturur. Daha
sonraki yillarda B.G. Farley ve W.A. Clark tarafindan 1954 yilinda olusturulmus ag
model ¢alismasinda, ag icerisinde uyarilara tepki veren uyarilara adapte olabilen model
gelistirilmistir. 1960 yilina geldigimizde ise ilk neural bilgisayarin ortaya ¢iktig1 yildir.
1970 ve 1980’lerde modellerdeki eksikliklerin fak edilmesi ve giderilmesine yonelik
calismalar hiz kazanmigtir. YSA ile ilgili aragtirmalarin ve taninirhi@in arttigi 1985 yili
doniim noktasi sayilabilecek bir yildir. YSA giliniimiizde, nesneleri veya goriintiileri

ayirma ve tanima, sistem tanimlama, ses ve goriintli tanima gibi bir¢cok farkli alanda
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kullanilmaktadir. YSA’dan bir¢ok problemin ¢oziimiinde faydalanilmakta ve onemli
kolayliklar saglamaktadir. YSA modelleri sayisal veri esasina gore calistigindan bazi
problemlerin ¢éziimiinde sayisal veriye erisememek veya doniistiirilememesi YSA’ ’nin

dezavantaj1 olarak goriilebilir.

Biyolojik sinir aglarinin en temel bileseni biyolojik sinir hiicresidir. insan beyninde
yaklasik 1011 sinir hiicresi bulunur. Bu sinir hiicreleri 1000-10000 arasinda degisen baska
hiicrelerle iliski igerisinde bulunarak bu sinirlerden uyar1 alir. Sekil 3’de biyolojik sinir
ag yapist yer almakta ve sinir hiicresinin temel bilesenleri olan ¢ekirdek, dendrit,

baglantilar ve akson bulunmaktadir.

Dendrit

Akson

= >»

Sekil 3. Biyolojik sinir ag1 yapist [36]

Sekil 3°de hiicre govdesi ve ¢ekirdek, akson, dendrit (sinir ucu) ile sinir hiicresinin sinir
ucu arasinda kalan ince baglantilar (sinaps) olmak iizere dort boliimden olusan biyolojik
sinir hiicresi yer almaktadir. Bu bilesenleri inceleyecek olursak dendritler, gelen
sinyallerin gekirdege iletildigi kisimdir. Cekirdek bolimiinde gelen sinyaller toplanir ve
aksona iletir. Aksonda toplanan bu sinyaller daha sonra islenerek sinapslara gonderilir ve

sinapslarda yeni {iretilen bu sinyalleri diger sinir hiicrelerine iletirler.

Biyolojik sinir aglarmin yapisinda gérdiigiimiiz sinir hiicresinin yapay sinir aglarinda
karsilig1 olarak yapay sinir hiicrelerini gorebiliriz. Yapay sinir hiicreleri yerine bazen
proses elemanlart kavrami da kullanilmaktadir. Tablo 3’de biyolojik sinir ag1 yapisinin

yapay sinir agindaki karsiliklar1 yer almaktadir.
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Tablo 3. Biyolojik sinir sisteminin yapay sinir sistemindeki karsilig

Biyolojik Sinir Sistemi Yapay Sinir Sistemi
Sinir Islemci eleman
Dendrit Toplama fonksiyonu
Hiicre govdesi Transfer fonksiyonu
Aksonlar Yapay noron ¢ikisi
Sinapslar Baglant1 agirliklar

YSA’lar, giris veri seti olarak kendisine verilen bilgilere karsilik ¢ikis verisi liretebilme
Ozelligine sahiptir. YSA modeli, yapay sinir hiicrelerinin birbirleriyle farkli sekillerde
baglanmasindan ve fakli katmanlarin bir araya gelmesinden olusur. Donanim olarak
genellikle fakli tiirde yazilimlar gelistirilir. YSA temel ¢alisma prensibi insan beynini
taklit etmek oldugu i¢in 0grenme asamasindan sonra beynin bilgi islemesine benzer
bilgiyi saklar ve genelleme islemi yapar. Genelleme islemini yapabilmesi YSA’nin en
biiytik 6zelligi olarak gortliir. Kendisine sunulan girdi parametreleri ile egitme islemi
gerceklestirilir ve genelleme yapar, bu genellemenin sonrasinda tanimlanan girdi

parametrelerine karsilik ¢ikti parametresini olusturur,
2.2.1. Yapay Sinir Aginin Yapisi

YSA’da, sinir hiicrelerinin grup seklinde islev gordiikleri durum ‘ag’ olarak adlandirilir
ve bu sekildeki bir grupta binlerce néron bulunabilir. Bu sekildeki yapay ndronlarin
birbirlerine baglanarak bir araya gelmeleri ‘yapay sinir agini’ olusturmaktadir. Burada
amaglanan biyolojik sinir agmin bir modelinin yapay sinir agiyla olusturulmak
istenmesidir. Ayni dogrultu tizerinde néronlarin bir araya gelmesiyle katmanlar olusur ve
katmanlarin degisik sekilde birbirleriyle baglanmalart degisik ag§ mimarilerini olusturur

[12]. YSA girdi, ara ve ¢ikt1 olmak {izere li¢ katmadan olusur.

U = Wiy - X1 + Wi Xy + o T Wy X, (2.1)
m

U = Z Wi - Xj (2.2)
J=1

Ve = U@ (2.3)
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Esitlik 2.1, 2.2, ve 2.3’deki formiilleri inceledigimiz zaman, X1, X2, ... , Xn ndron
girisleridir. Her bir néron girisi toplama islemine girmeden 6nce wki, Wk2, ..., , Wk3
agirliklar ile ¢arpilmaktadir. Toplam olarak, girisler X vektori ile, agirliklar ise W
vektorii ile ifade edilmistir. Formiillerde yer alan; uk, lineer toplama ¢ikisi, ¢, aktivasyon

fonksiyonu ve yk, ¢ikis néronudur.

Ayni dogrultu iizerindeki yapay ndronlar katmanlar1 olustururlar ve katmanlarin fakli
sekillerde baglanmasiyla YSA olusur. YSA’da, yapay néronlarin siniflandirilmasinda
tabakalar ve birbirleriyle etkilesimi dnemlidir. Sekil 4’de yapay sinir hiicresi katmanlari

gosterilmektedir. Girdi, ara (gizli) ve ¢ikt1 katmani YSA ’nin temel katmanlarini olusturur.

Girdi katmani

Sekil 4. Yapay Sinir Aginin yapisi [37]
2.2.1.1. Girdi Katmam

Girdi katmani (X1, Xz, Xs, ..., Xn), gelen bilgilerin alindig1 katmandir. Buradaki veriler
ara katmana aktarilir. Her ndronun sadece bir ¢ikis verisi olmasi yaninda sinirsiz sayida

veri girisi alabilir.
2.2.1.2. Ara (Gizli) Katman

Ara ya da gizli katman olarak ifade edilen bu boliimde girdi katmanindan gelen veriler

islenerek ¢ikti katmanina gonderilir. Birden fazla ara katman bulunabilir.
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2.2.1.3. Cikt1 Katmam

Girdi katmanindaki veriler i¢in iiretmesi gereken ¢iktiy1, ara katmandan gelen bilgileri

isleyerek tiretirler.

Tek bir katmandan olusan YSA model yapilar1 tek katmanli sinir agi, ¢ok sayida ara

(gizli) katmandan olusan model yapilar1 ¢ok katmanli sinir ag1 seklinde ifade edilir.
2.2.2. Yapay Sinir Hiicresinin Boliimleri

Yapay sinir agindaki katmanlarda yapilan islevleri ger¢eklestiren elemanlara ‘yapay sinir
hiicresinin boliimleri’ denir. Sekil 5’de gosterildigi gibi bu boliimler; girdi degerleri,

agirliklar, toplama fonksiyonu, aktivasyon fonksiyonu ve ¢iktilardir.

Girdi Bias
degerleri b
X1 o— W1 \
Aktivasyon
Yerel Fonksiyonu
- Alan
v =) Cikti
< X, © "W, E }——’ﬂ )4—’}’
L L
5 5 Topla_ma
o o fonksiyonu
meo Wn
agirhiklar

Sekil 5. Yapay Sinir Hiicresinin boliimleri [38]

2.2.2.1. Girdiler

Yapay sinir hiicresine dis ortamdan gelen bilgilerdir. Bu gelen bilgiler biyolojik sinir

hiicrelerindekine benzer sekilde toplanmak amaciyla noron gekirdegine gonderilir.

2.2.2.2. Agirhiklar

Yapay sinir hiicresine gelen veriler ilk olarak girdiler boliimiinde toplanir ve ¢ekirdege
baglantilarin agirhigiyla garpilarak iletilir. Bu sekilde iiretilecek ¢ikti degerleri girdilerin
belirlenecek agirlik degeriyle iliskilidir.
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2.2.2.3. Toplama Fonksiyonu (Birlestirme Fonksiyonu)

Toplama fonksiyonu (birlestirme fonksiyonu), yapay sinir hiicresinde agirliklarla
carpilarak gelen bilgilerin toplandigi ve o hiicreye ait net girdinin hesaplandig1 boliimdiir.

Hesaplama sonrasinda toplami transfer islevine aktaran fonksiyondur.
2.2.2.4. Aktivasyon Fonksiyonu

Toplama fonksiyonunda girdilerin agirlikli toplami bu fonksiyona aktarilir ve bu boliimde
bir ¢ikis degeri (genellikle dogrusal olmayan) iiretilir. Uretilen ¢ikis degeri bir sonraki
katmana aktarilir. ReLU, tanjant, sigmoid vb. yaygin olarak kullanilan aktivasyon

islevleridir.
2.2.2.5. Cikislar

Aktivasyon fonksiyonundan iiretilen ¢ikis degeri yapay sinir hiicrenin ¢ikt1 degeri

olmaktadir. Yapay sinir hiicreleri birden fazla girdiye sahip olsa da bir tek ¢iktis1 olur.

YSA modelleri yapisal olarak (dogrusal durumu) inceledigi zaman, genel olarak ileri
beslemeli ve geri beslemeli olarak ikiye ayrilir. Ileri Beslemeli YSA’da yer alan ndronlar
giristen cikisa dogru diizenli katmanlar seklinde yer alir. Girdi katmanina gelen bilgiler
herhangi bir degisime ugratilmadan ara (gizli) katmandaki hiicrelere iletilir. Sonrasinda
¢ikis katmanindan islenerek ¢ikt1 degeri dis ortama aktarilir. Geri Beslemeli YSA’da ileri
beslemeli aglardaki gibi bir néronun ¢iktis1 sadece kendinden sonra gelen ndron
katmanina girdi olarak iletilmez. ileri beslemeli aglardan farkli olarak norona ait ¢ikti
verisi kendinden onceki katmanda veya kendi katmaninda bulunan herhangi bir nérona
girdi verisi olarak baglanabilir. Bu 6zelliginden dolay1 geri beslemeli YSA’ nin dogrusal

olmayan dinamik bir davranig gosterdigi belirtilmistir [39].

Y SA’larin en 6nemli 6zelliklerinden birisi olarak 6grenme yetenegi 6n plana ¢cikmaktadir.
Ogrenme islemi, egitme, deneme ve yanilmalar neticesinde saglanir. YSA hiicrelerinin
arasindaki baglantilarda kullanilan agirliklarin belirlenmesi agisindan 6grenme islemi
onemlidir. Farkli 6grenme algoritmalarina goére YSA’lar; danigmanli, danismansiz ve

pekistirmeli 6grenme olarak siniflandirilabilir.
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Danismanli 6grenmede, YSA kullanilmaya baslamadan 6nce egitilir. Egitme asamasinda
sisteme hem girdi hem de o girdi degerlerine ait ¢ikt1 degerleri verilir. Agin tirettigi ¢ikt

ile istenen ¢ikt1 karsilagtirilarak hata hesaplamasi ve agirliklarin degerleri belirlenir.

Danigmansiz 6grenmede, 6grenmeye yardimer olacak danigman olmadigi igin sisteme

girdiler verilir ve 6rnekler yardimiyla sistemin 6grenmeyi kendisinin saglamasi beklenir.

Pekistirmeli 6grenmede, giris verileri uygulandiktan sonra sonu¢ danisman tarafindan
degerlendirilir. Odiil-ceza yontemiyle agin agirliklar1 giincellenir. Danismanli 6grenmeye

benzerligi olsa da sisteme ¢ikis degeri verilmemesi ayirt edici yanidir.
2.3. Derin Ogrenme (DO)

Makine 6grenmesi, 1980 yillarda ortaya ¢ikmis ve sisteme verilen bir veri kiimesini
isleyerek tahmin veya siniflandirma yapmak amaciyla kullanilan bir yontemdir. Yapay
zeka gibi makine 6greniminde de, uzun yillar boyunca 6nemli bir gelisim olmamustir.
Veri madenciliginde 1990’11 yillarda yasanan gelisim ile makine 6grenmesinin 6nemi
artmis ve 2000°1i yillarin basinda DO alaninda da 6nemli gelisimler olmustur. Yasanan
teknolojik gelismeler ile bilgisayarlarin performanslari artti ve veri setleri ile algoritmalar

gelistirilerek DO alaninda iyilestirilme saglandi.

DO, bir makine 6grenmesidir. Makine dgrenmesi, yazilim ve donanim alaninda yasanan
gelismelerle birlikte dnemi daha fazla artmis bir yontem olup, biiyiik veri setlerini igleyen
bilgisayarlarin kendi baslarina dgrenmesidir. DO ile verilen bir veri kiimesi ile ¢iktilarin
tahmin edilmesi amaglanir. Yine 6grenme islemi egitme ile gergeklestirilecek ve egitmek

icin hem denetimli hem de denetimsiz 6grenme kullanilabilecektir.

YSA’nin yapisinda insan beyninin taklidi amaciyla ndéronlar bulunur. Tiim néronlar
birbirine baglidir ve sistemin ¢iktisini etkilemektedir. Girdi, gizli ve ¢ikt1 olmak {izere ii¢
katman vardir. DO’deki, ‘derin’ isimlendirmesi birden fazla gizli katmana sahip olmaktan

gelmektedir.

Problemlerin tiiriine ve verilerin 6zelliklerine gore ¢oziimde kullanilacak YSA modelleri

farklilik gosterecektir.
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2.3.1. Sinir Ag Tiirleri
2.3.1.1. Konvoliisyonel Sinir Aglar1 (Convulational Neural Network)

Konvoliisyonel sinir ag1, cok katmanli ileri beslemeli bir YSA’dir. DO yapilari igerisinde
en c¢ok kullanilan sinir ag1 olup, goriintii analizlerinin yapilmasinda énemli kolaylik

saglar.

Cok katmanli bir sinir ag1 tiirii olup igerisinde fazla sayida konvoliisyon katmani,
aktivasyon katmani, siniflandirici katman, tam bagh katman, havuzlama katmani ve ilave
ek katmanlar yer almaktadir. Her katman kendisine ait islevleri yiiriitiir ve son olarak

siniflandirict katmanda sonug verilir [40].
2.3.1.2. Tekrarlayan Sinir Ag1 (Recurrent Neural Network)

Tekrarlayan sinir aglari, sadece sisteme Vverilen giris verilerini degil daha 6nce sisteme
verilmis zaman serisi giris verilerini de alir. Sisteme giren veriler ardil sekilde kullanilir
ve sistemdeki ¢ikt1 verileri onceki hesaplamalara baglidir. Bu sinir ag1 arka arkaya
islemlerden sonra gelecek islemin tahmininde kullanilir. Finans, dil ¢evrimleri vb.
caligmalar olabilir. Zaman dizeleri aralarinda bosluk olmas1 tahmin performansini etkiler.

Sekil 6’da tekrarlayan sinir ag1 yapist yer almaktadir.

& ®)

(hy
i i i
A

A A A A
Sekil 6. Tekrarlayan Sinir Ag1 yapisi [41]
2.3.1.3. Uzun Kisa Siireli Hafiza (UKSH) (Long Short-Term Memory (LSTM))

UKSH, DO alaninda kullanilan bir tekrarlayan sinir agi mimarisine sahip makine

ogrenmesidir. Bu ag mimarisi Jiirgen Schmidhuber ve Sepp Hochreiter tarafindan 1997
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yilinda olusturulmus ve UKSH’nin ilk siriimii hiicreler, giris ve ¢ikis kapilarindan
olusmaktadir. Daha sonra unut kapisi da sisteme eklenmistir. Unut kapisi ile hiicrenin
degisken uzunlukta zaman araliklarindaki degerleri hatirlamasi saglanir. Giris, unut ve

c¢ikis kapilarinda hiicreye giren ve ¢ikan veri akist diizenlenir.

Tekrarlayan sinir ag1 yapisinin yer aldigi Sekil’7 de goriilecegi gibi tekrarlayan kisimda
(X¢) tek bir tanjant katmani (tanh) bulunur. Sekil 8’de UKSH ag mimarisi goriilmektedir.
Sekil 8’de UKSH’daki tek bir sinir katmani yerine dort etkilesimli katman yapisi

bulunmaktadir.

|
&) ) &

Sekil 7. Tekrarlayan Sinir Ag1 yapisindaki tek katman [41]
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Sekil 8. UKSH’daki dort etkilesimli katman yapis1 [41]

UKSH aglarinin tekrarlayan sinir aglarindan en belirgin farkliliklar1 olarak hafiza
hiicreleri 6n plana ¢ikmaktadir. Hafiza hiicrelerinde gizli durumunun hesabi yapilir.
Hafiza hiicreleri hangi bilgilerin saklanacagma ya da silinecegine karar verir. Daha

sonraki asamalara ge¢ildiginde dnceki duruma ait veriler ile giris verileri birlestirilir. Bu
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yaklasim uzun vadeli bagimliliklarin ortadan kaldirilmasit ve veri dizilerinin devam

ettirilmesini miimkiin kilar [40].

UKSH’mn klasik ileri beslemeli sinir aglarindan farki olarak geri bildirim baglantilar
bulunur. Bu 6zelligi bu ag yapilarinin uzun vadeli bagimliliklar1 6grenebilmesini saglar.

UKSH ag yapilarinda temelde yer alan kapilar su sekildedir;

v’ Giris Kapisi
v" Unutma Kapisi
v Cikis Kapisi

UKSH ag yapisinda ilk islem asamasi, unutma kapist ile yapilir ve burada hiicre
durumunda olan bilginin, saklanip saklanmayacagina karar verilir. Bu asamada girdi ile
beslenen hiicrelere, 0 ile 1 arasinda bir say1 verilir. Hiicre, eger 1 ¢ikarsa tamamen bunu

tut anlaminda ve 0 ¢ikarsa da bunu tutmana gerek yok anlamindadir.

UKSH ag mimarisinde unutma kapisinda yapilan islemden sonra, giris kapisi ile yapilan
hangi bilginin hiicrede tutulacaginin belirlenmesi agamasina gegilir. Giris kapis1 sigmoid
sinir ag1 ve tanjant katmani olmak iizere olmak iizere iki katmandan olusur. Hangi
degerlerin giincellenecegine sigmoid sinir katmaninda karar verilir. Tanjant katmanda ise
saklanmas1 gereken yeni vektdr olusturulur. Bu islemler sonucunda iki farkli deger
birleserek giris katmaninda saklanacak olan yeni degeri olusturur. UKSH ag mimarisinin
¢ikis katmani da tanjant ve sigmoid katmani olmak tizere iki katmandan olugmaktadir.
Tanjant katmaninda saklanan bilginin ne kadarinin kullanilacagi hesaplanmaktadir.
Tanjant katmaninda yer alan sonuglarin degerleri -1 ile 1 arasinda degigsmektedir. Sigmoid
katmaninda ise yeni gelen bilginin kullanilip kullanilmayacagina karar verilir. Bu
katmanda sonug ¢iktis1 0 ile 1 arasinda olur. Sigmoid ve tanjant katmanlarindan gelen

degerlerin carpilmasiyla ¢ikt1 degeri olusur ve ¢ikis katmani sonucudur. [41].

Zaman igerisinde geleneksel UKSH ag mimarilerine eklemeler yapilarak gelistirilmistir.
Hiicrede saklanan verinin, giris ve unutma kapisina da etki etmesini saglamak
amaciyla gozetleme deligi baglantilar1 eklenmistir. Bu sayede verinin saklanip
saklanmayacagina, degistirilip degistirilmeyecegine ve c¢ikis bilgisinde, yeni gelen
bilginin olup olmayacagina etki edilebilecektir. UKSH ag mimarilerinde yapilan bir diger

lyilestirmeyle unutma ve giris kapilar1 tek bir kapi lizerinde birlestirilmis ve giincelleme
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kapisi adi1 verilen Gated Recurrent Unit (GRU) olusturulmustur. Elde edilen bu yeni
model, geleneksel UKSH modelinden, daha basit ve islevseldir.

2.3.1.4. Kisith Boltzmann Makinesi (Restricted Boltzmann Machine)

Kisitli Boltzmann Makinesi, giris veri seti tizerinde olasiliksal dagilimlari 6grenebilen ve
siiflandirma, regresyon ve 6zellik 6grenimi islemlerini yapabilen bir sinir agidir. Girdi

(goriintir) ve gizli katman olmak iizere iki katmanli bir yapiya sahiptir.

Her bir diiglimiin bir néron oldugu Kisith Boltzmann Makinesinde, hesaplamalar bu
diigtimlerde yapilir. Sekil 9°da gosterildigi sekilde, goriiniir katmandaki her diigiim gizli
katmanda yer alan bir bagka diiglimler (ndron) ile baglanir. Ayni katmanda yer alan
diigiimler birbirleri ile baglanmazlar bu durum katmanlar arasi iletisim olmadigini
gosterir. Ayni katmandaki diigiimler arasi iletisimin kisithh olmasindan dolayr kisith
boltzman makineleri olarak adlandirilirlar. Kisith Boltzmann Makinesinde goriiniir
katmanda hesaplanan girdilerin bir sonraki diigiime iletilip iletilmeyecegi rastgele olarak
belirlenir [40].

Gizli Katman

Gorunar KaV O
©

Sekil 9. Kisitli Boltzmann Makinesi [40]

2.3.1.5. Derin Inan¢ Ag1 (DBN-Deep Belief Network)

Derin inan¢ aglari, Kisith Boltzman Makinelerinin yiginlariyla olusturulur. Kisith

Boltzman Makinelerinin egitilmesi ve ardindan 6grenilmesiyle gerceklesir. Derin inang



52

ag1 modeli girdi verisi ile gizli katman arasindaki olasiliksal dagilimdir. Sekil 10°da derin

inang ag1 yapisi yer almaktadir.

Y

SN

/0

VB LS
~ I E o R

Sekil 10. Derin Inang Ag1 yapisi [40]
2.3.1.6. Derin Oto-kodlayicilar (Auto Encoder)

Derin oto-kodlayicilar denetimsiz 6grenme i¢in kullanilan bir 6zel YSA’dir. Bu model
girdi verisini ¢ikt1 katmaninda tekrar olusturur. Ileri beslemeli bir sinir ag1 olup, giris veri

setinin sikistirilmasiyla 6grenme boyutu artirilmaya ¢alisilir.

@ g o @
@ e o ® o &
& o & —@
®

o _ O

@ > _ O
] - @
Girdi Kodlayic Cikh

Katmani Katmanlar f ‘ Katmani

Sekil 11. Derin Oto-kodlayici ag yapisi [42]

Sekil 11°de gosterildigi gibi derin oto-kodlayicilarin ag mimarisinde girdi katmani, gizli
katman ve ¢ikt1 katmani olmak {izere ii¢ katman bulunur. Gizli katmandaki néron sayisi
girdi ve ¢ikt1 katmanina gore degiskenlik gostermektedir. Giris ve ¢ikis katmaninda yer
alan noronlarin sayis1 gizli katmandan fazla oldugu zaman veri kiimesi sikistirilir. Girdi
verisinin sikistirilmasi daha az verinin ag igerisinde yer almasini ve en iyi 6zelliklerin ag

tarafindan 6grenilmesini saglayacagindan ¢aligma performansini artacaktir.
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2.3.2. DO Mimarilerinde Yer Alan Katmanlar

DO yapilar1 ¢ok katmanli bir yapiya sahip oldugundan her katmanda ayr1 bir islev yerine
getirilir ve bir sonraki katmana veriler aktarilir. DO mimarilerinde yer alan katmanlar ve

islevleri agagida ayr1 ayr1 yer almaktadir.
2.3.2.1. Konvoliisyon Katmani

Konvoliisyon katmaninda filtreleme islemi gergeklestirilerek tanimlamak istenilen
Ozellikler aga daha iyi bir sekilde eklenir. Hangi filtrenin tercih edilecegi agin basarisini

etkileyeceginden filtre se¢imi de 6nemlidir.
2.3.2.2. Aktivasyon (Relu) Katmam

Aktivasyon katmani, konvoliisyon katmanindan sonra gelir ve aktivasyon fonksiyonunun

gerceklestigi katmandir.
2.3.2.3. Havuzlama (MaxPool) Katmam

Havuzlama katmani genellikle aktivasyon katmani sonrasinda yer alir ve verilerin

indirgenmesi ile giris boyutu azaltilir. Veri miktarindaki azalma agin hizini artiracaktir.
2.3.2.4. Tam Bagh (Full-Connected) Katman

Bu katmanda nodronlar tam bagli haldedir ve her néron kendinden sonraki ndronla

baglanir. Bu yiizden tam bagl katman olarak bilinir.
2.3.2.5. Dropout Katmam

DO ag yapisinin agir1 §grenme ve ezber yapmasi baglantilarini ortadan kaldirma islemini

yaparak agin performansini artirir.
2.3.2.6. Normalizasyon (Olceklendirme) Katmani

Normalizasyon katmani, diger katmanlardan gelen verileri diizenli hale getirmesi ile agin

performansini artiracaktir.
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2.3.2.7. Entropi (Softmax) Katmani

Olasiliksal bir girdi verisinin smiflandirmasimin yapildigi katmandir. Bu islemi

kendisinden 6nce gelen tam baglh katmanin girdi verisi ile yapar.

Son zamanlarda DO algoritmalarmi, birgok farkli bilim dalinda yapilan galigmalarda
gorebiliriz. Bunun yanminda DO giinliik yasamimizdaki bircok teknolojik unsurun
icerisinde kullanilmaktadir. DO algoritmalar1 ile yapilan ¢alismalarda yiiksek
basarimlari elde edilmesi bu alana olan egilimi artirmistir [43]. Ozellikle siniflandirma,

goriintli isleme, tanima ve gelecek tahmini i¢in kullanilmaktadir.
2.4. Destek Vektor Makineleri (DVM)

DVM, istatistiksel 6grenme teorisi ile yapisal riski en aza indirmeyi amaglayan, 6zellikle
smiflandirma ve regresyon problemlerinin ¢éziimii amaciyla Vapnik tarafindan ileri

slirilmiis bir makine 6grenme yontemidir [44].

DVM yontemi ilk olarak ortaya ¢iktigi zaman sensor verilerini yorumlamanin bir yolu
olarak gelistirilmistir ve iki katmanli bir yap1 sahiptir. Bu yapinin ilk katmani, giris
degisken serilerine sahip destek vektorleri iizerindeki agirliksiz dogrusal olmayan bir
cekirdektir. Ikinci katman, cekirdek ¢iktilarmin agirlikli bir toplaminin yer aldig
katmandir. DVM model yapilari, uygun cekirdek filtreleri ve destek vektorleri
belirlendikten sonra YSA yontemlerine gore daha verimli olabilir [45].

DVM ile siniflandirma veya regresyon problemleri, karesel programlama problemine
dontistiiriilerek daha hizli ¢oziimleme basarisi elde edilebilir. Bu 6zellik, DVM’nin diger
yontemlere gore lstiinliiklerinden olarak ifade edilebilir. DVM’lerin diger yontemlere
gore bir diger en 6nemli Ustiinligl olarak yiiksek genelleme yapabilme yetenegine de 6n

plana ¢ikmaktadir.

DVM ¢ogunlukla siniflandirma problemlerinde kullanilmakta olup denetimli bir makine
O0grenmesi algoritmasidir. Siiflandirma problemlerinin ¢oziimii i¢in iki smifi ayiracak
dogru ¢izilir. Yani DVM, diizlem tizerinde bulunan veri setleri igin bir dogru ¢izer. Bu
dogrunun bu iki sinifa ait noktalardan en fazla uzaklikta olmasini amaglar. Kiigiik ve orta

Olgekteki karmasik veri setleri i¢in kullanilabilir [46].
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T2

Destek
Vektorleri

Destek
Vektorleri

Sekil 12. DVM ile siniflandirma [47]

Sekil 12°de, siyahlar ve beyazlar olarak ayrilmis iki farkli veri sinifi vardir. Siniflandirma
problemlerindeki en 6nemli amacimiz verilerin hangi sinifta yer alacagini belirlemektir.
Sekil 12°de goriilecegi iizere siniflandirma islemini yapabilmek i¢in iki sinifi ayiran bir
dogru gizilir. Bu dogrunun £1'lik kisminin arasinda kalan bdlgeye (yesil renkli) ‘Margin’
adi verilir. Margin seklinde isimlendirdigimiz bu alanin ¢ok fazla genis olmasi

siniflandirmanin basarisini artiracaktir.

0if w'.x+ b <0,

y:
1ifw .x+b>0 (2.4)

Esitlik 2.4°de yer alan lineer fonksiyona ait formiilii inceledigimizde;

v’ X, girdi vektoriind,
v w, agirlik vektoriinii ve

v’ b, sapmayi ifade eder.

Sekil 12°de iki sinifi ayiran dogrunun 0’dan kii¢iik degerler i¢in olan beyaz noktalara
yaklastigi, 0’dan biiyiik degerler i¢in olan siyah noktalara yaklastigi goriilmektedir. Yeni
bir deger i¢in yapilacak siniflandirmada ¢ikan sonuca gore beyaz noktalara mi1 yoksa

siyah noktalara m1 yakin olacagina karar verilir.

DVM, veri setinin dogrusal olarak ayrilip ayrilamamasina gore; Dogrusal DVM ve

Dogrusal Olmayan DVM olarak ikiye ayrilir. Dogrusal DVM’nin en 6nemli amaci veri
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setinin bir hiper diizlem ile ayrilmasidir. Bu ayirma hiper diizlemini farkli siniflara ait
destek vektorleri arasindaki uzakli§i maksimize ederek saglar. Dogrusal Olmayan
DVM’lerde veri seti dogrusal bir fonksiyonla ayrilamaz. Dogrusal Olmayan DVM’lere
veri setinin hiper bir diizlem ile ayrilamadig1 ger¢ek yasam problemleri 6rnek verilebilir.
Bu problemlerde veri setinin dogrusal olarak ayrilmasi miimkiin degildir. Siiflari ayirma
islemini gerceklestirmede ayirma egrisinin tahmin edilmesi gerekir. Uygulamada egrinin

tahmin edilmesinin zor oldugu sdylenebilir [48].

Veri setinin, birbirinden diiz bir dogru (diizlem) ile ayrilamadigi durumlarda bu tip veri
setlerinin bagka bir yontemle ayrilmasi gerekmektedir. DVM’lerde bu tip ayirma
problemlerinin ¢6ziimii i¢in ‘gekirdek’ kavrami kullanilmaktadir. DVM’lerin yiiksek
basar1 gostermelerinde gekirdek yontemlerinin kullanilmasinin 6nemli bir rolii vardir. Bir
diizlem ile ayrilmayan veri setlerindeki gruplarin birbirinden ayrilmasini saglayan
¢ekirdegin caligma prensibi, i¢ ¢arpim hesabini daha yiliksek boyutlu bir uzaya tagiyarak
(yiiksek boyutlu uzaydan kastin 2 boyutluyu 3 boyuta, 3 boyutluyu 4 boyuta tasimak gibi)
iki vektor arasinda benzerligi arastirir. Cekirdek yontemleri sayesinde bir diizlem ile
ayrilamayan veri simiflarinin boyutunun artirilmasi bir diizlem vasitasi ile ayrilmasini

saglar [49].
Farkl1 tipte kullanilan ¢ekirdek fonksiyonlarindan bazilar1 séyledir;

Dogrusal,
Gauss,
Polinom,
Anova,
Laplace,

Bessel,

N N N N N N

Sigmoid (Hiperbolik Tanjant) ¢ekirdek fonksiyonlaridir.

DVM’ler makine 6grenmesinin bir alt dali olarak son yillarda 6nemli agama kaydetmisler
ve makine Ogrenmesi, istatistik ve sinir aglarindan g¢esitli teknikleri kombine

etmektedirler [50].

DVM’ler siniflandirma problemlerinde oldukg¢a basarili sonuglar verirler. DVM’lerin

smiflandirma stratejileri, sadece istatistiksel bir kriterden ziyade marj tabanli bir
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geometrik kriteri kullanmalarina baghdir. Baska bir ifadeyle, DVM'ler siniflandirma
gorevini gerceklestirmek i¢in siniflarin istatistiksel dagilimlarinin bir tahminine ihtiyag
duymazlar ve marj maksimizasyonu kavramindan yararlanarak siniflandirma modelini
tanimlarlar. DVM’lerin bir¢ok alanda kullanilmasina yonelik ciddi bir ilgi vardir. Bu ilgi

su nedenlerden kaynaklanmaktadir:

v lgsel etkililik, bu da beraberinde yiiksek siniflandirma dogruluklarmni ve ¢ok iyi
genelleme yeteneklerini saglar,

v' Mimari tasarim igin gerekli olan daha az calismayi, yani birka¢ kontrol
parametresi igerirler,

v Dogrusal kisitli kuadratik programlama yontemlerine gére 6grenme problemini

¢ozme olasiligidir (bilimsel literatlirde yogun olarak ¢aligilan).

Bunlar yaninda DVM'lerin 6nemli bir dezavantaji da teorik bir bakis agisindan, ikili
siiflandirma problemlerini ¢dzmek i¢in gelistirilmis olmalar1 seklinde ortaya
cikmaktadir. Bu dezavantaj, hiperspektral sensorlerden elde edilen verilerle (Havacilik ve
uzay calismalar1 kaynakli sensorler ile elde edilen uzaktan algilama goriintiilerine ait veri

seti) ¢alisma yapilirken ortaya ¢ikmaktadir [51].

DVM'ler cografi amagli gevresel veri analizi ve bu analizlerin modelleme ¢alismalarinda
sikca kullanilmaktadir. Son donemde sikga kullanilan ve 6nemli faydalari olan uydu
goriintlileri ilizerinden haritalama calismalarinda DVM algoritmalar1 da sikca
kullanilmaktadir. Son yillarda, tematik haritalamanin 6neminin artig1 ve bir¢ok alanda
kullanildig1 bilinmektedir. Uydu goriintiilerinin siniflandirilmasiyla elde edilen tematik

haritalama c¢aligmalarinda DVM’lerden yararlanilmaktadir.

DVM’nin birgok bilimsel arastirma alaninda uygulanabilmesi yaninda miihendislik
problemleri icinde kullanom alami vardir. Hidroloji ve su kalitesi alaninda
kullanilabilmekte ve onemli yararlar saglamaktadir. DVM, yagis - akis kavramlarina
yonelik uygun model yapilar gelistirilerek, taskin tahmini amaciyla gelecege yonelik
tahminlerin gelistirilebilmesi i¢in ge¢misten 6grenilen bilgileri ve gegmis olaylar1 izleme

potansiyeline sahiptir [52].

DVM, ilk ortaya ¢iktiginda dogrusal vektorler yardimiyla ikili veri setini kolaylikla
simiflara ayirabilmekteydi. Daha sonra gelistirilen DVM modelleri, ¢ekirdek
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fonksiyonlarin kullanilmasiyla i¢ ige ge¢mis birden fazla siifi da kolayca ayirabilecek
seviyeye ulagilmistir. DVM modellerindeki bu gelisme bir¢ok alanda kullanilmasina
yonelik tercih sebebidir. DVM yonteminin ¢ok genis alanda uygulanabilmesi

miimkiindiir. Tanima, siiflandirma ve tahmin alaninda bir¢ok ¢alisma vardir.
DVM’nin kullanim alanlarinin birkagi soyledir.

v" Yiiz algilama c¢alismalarinda, piksel degerleri ile siniflandirma ve etiketleme
yapilir. Daha sonra bu degerler egitim verilerini olusturur. Siiflandirma, piksel
parlakligina gore sinirlar olusturularak yapilir.

v Tipta biyolojik diziler (gen dizilimi) arasinda tanimlama yaparken siklikla
kullanilabilmektedir. Hastalarn gen dizilimine gore veya diger bir¢ok farkli
biyolojik parametrelere gore siniflandirilmasi i¢in kullanilmaktadir.

v’ Belgeler tizerindeki imzalar ile elle yazilmig karakterleri tamimak igin de
kullanilabilir.

v' Ayrica son yillarda siklikla duydugumuz ses ve nesne tamima ile metin

siiflandirma alanlarinda da DVM yontemlerinin kullanim alan1 vardar.

2.5. Gauss Siire¢ Regresyon (GSR)

Gilinlimiizde artan teknolojik gelismeler iiretilen veri miktarlarinin artmasini saglamigtir.
Artan veri miktarlar1 da biiyiik veri analizi kavraminin olugmasini saglamistir. Biiyiik veri
kavraminin en 6nemli 6zelligi hacimsel veri biiyiikliigiidiir. Glinlimiizde geleneksel veri
isleme yontemleri ile analizi yapilamayan biiyiik veriler, donanim ve yazilim alanindaki
gelismeler sayesinde detayli olarak incelenebilmektedir. Biiylik verilerin analizinde,

yapay zeka teknikleri sik¢a kullanilmaktadir.

Yapay zekanin bir alt dali olan makine Ogrenmesi, istatistiksel ve matematiksel
yontemlerin kullanildig1 ve veriler yardimiyla kestirmeler yapan algoritmalardan olusan
bir modelleme yontemidir. Yapay zeka tekniklerinin glinlimiizde en popiiler alt dal1 olan
makine 6grenmesinin, 1980°li yillarda temelleri atilmis olup bir¢ok ¢alisma alaninda
uygulamalar1 vardir. Makine 6grenmesi ile ¢alisma yaparken yiiksek kapasiteli belleklere

ve yliksek hizli grafik islem birimine (GPU) sahip bilgisayarlara ihtiyac vardir.

Biiyiik veri analiziyle, calisma konusuna iligkin bilgi sahibi olmak ve tahminde bulunmak

amaciyla farkli makine 6grenmesi algoritmalar1 kullanilabilmektedir. Bu algoritmalar,
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kestirimde bulunmak i¢in 6grenme yollarina gore denetimsiz 6grenme ve denetimli

O0grenme olarak ikiye ayrilmaktadir.

Denetimsiz 6grenme, verilerdeki 6nceden bilinmeyen baglantilar1 bulmak i¢in kullanilan
yontemdir. Bu ydontemin amaci, veri i¢indeki benzer gruplari bulmayi ve veriler hakkinda

daha fazla bilgi sahibi olmak i¢in verilerdeki temel yapiy1 veya dagilimi modellemektir.

Denetimli 6grenme siireci, egitme verilerine ihtiyag duyan bir makine 6grenme modelidir.
Bu modelde egitim verilerine ait algoritma, veri setinin 6nemli bir boliimiinden olusur ve
Ogrenme siireci yine veri setine ait test verisi ile denetlenir. Denetimli makine

O6grenmesinin sahip oldugu 6grenme siireci tahmin problemlerinde basarisi artirir.

Denetimli makine 6grenmesinde smiflandirma ve regresyon konulart 6nemli konu
basliklar1 olarak 6n plana ¢ikmaktadir. Siniflandirma denetimli bir 6grenme ¢esidi olarak,
nitel degiskenlerin modellenmesi ve tahmin edilmesini amaglanir ve bunun igin bu
kategorilere gozlemler atar. Regresyon, iki ya da daha fazla nicel degisken arasindaki

iligskiyi tahmin i¢in kullanilan denetimli bir 6grenme yontemidir [53].

Regresyon kelimesi ilk olarak, Francis Galton tarafindan ‘Family Likeness in Stature
(Boy Bakimindan Aile Benzerligi)’ isimli ¢aligmasinda kullanilmigtir. 1805 yilinda
Adrien Marie Legendre tarafindan ortaya konulan ‘En Kii¢iik Kareler Yontemi’
regresyon yonteminin ilk hali olarak goriilebilir. Daha sonra ayni yontemi 1809 yilinda
C.F. Gauss tarafindan aciklamistir. Regresyon analizi degigkenler arasindaki iliskiyi
incelemek ve modellemek i¢in kullanilan istatistiksel bir yontemdir. Bu yontemde

bagimli degisken, bagimsiz degiskenden etkilenen degiskendir.

Regresyon analizinde; bagimli ve bagimsiz degisken sayisina gore analiz yontemi
belirlenmektedir. Bir bagimli ve bir bagimsiz degisken olmast durumunda basit regresyon
analizi, bir bagimli ve birden fazla bagimsiz degisken olmasi durumunda ¢oklu regresyon
analizi, birden fazla bagimli degiskenin olmasi durumunda ¢ok degiskenli regresyon
analizi yontemleri uygulanir. Degiskenler arasindaki iliski dogrusal ise dogrusal

regresyon analizi, degilse egrisel regresyon analizi olarak adlandirilir [54].
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Basit bir regresyon modelini inceleyecek olursak;
y=PBo+Pr1X+e (2.5)
Esitlik 2.5’deki denklem seklinde ifade edilir.

v Y; Bagimli (agiklanan) degiskendir.

v X; Bagimsiz (agiklayici) degiskendir.

v PBo; Sabit degerdir. (X=0 oldugunda Y ’nin aldig1 degerdir)

v PB1; Regresyon katsayisidir. (Bagimsiz degiskendeki 1 birim degisime karsilik
bagimli degiskende meydana gelecek degismeyi ifade eder)

v’ ¢; Rassal hata terimidir. (Bagimli degiskenin belli bir hata igerdigi varsayilir.

Bagimsiz degiskende hata yoktur)

Gauss siiregleri kavrami, Gauss dagilimi (normal dagilim) kavramina dayandigi i¢in Carl
Friedrich Gauss'un adin1 almistir. Gauss siiregleri, ¢ok degiskenli normal dagilimlarin
sonsuz boyutlu bir genellemesi olarak goriilebilir. Gauss dagilimi1 dogal olaylara iliskin
uygulanan caligmalarda olduk¢a uyumlu sonuglar vermistir. Dagilima uyumlu, uygun

oldugu i¢in gauss dagilimi adiyla birlikte normal dagilim ismi de kullanilmaktadir.

Gauss siiregleri ile yapilan ¢aligmalarda normal dagilimin sahip oldugu 6zelliklerden
yararlanilir ve istatistiksel modellemede 6nemli kazanimlar saglanir. Gauss Siireci ile
modellenen rastgele bir siirecte niceliklerin dagilimlar1 elde edilebilir. Gauss siiresinde
belirlenen zaman araliginin igsleme ait ortalamasi ile belirlenmis daha kiig¢iikk zaman
dizisinde numune degerleri yardimiyla ortalama degerin tahmin edilmesindeki hataya

sahiptir.

Gauss siirecinde veri miktarinin artmasi zayif sekilde 6l¢eklenmeye neden olacak ve
hesaplama siiresini diisilirecektir. Bu sayede model dogrulugunun arttig1 ¢coklu yaklasim

metotlar1 gelistirilmistir.

GSR modelleri, degisken sayisinin fazla oldugu rastgele dagilima sahip parametrik

olmayan gekirdek tabanli bir olasilik modelidir.


https://stringfixer.com/tr/Normal_distribution
https://stringfixer.com/tr/Carl_Friedrich_Gauss
https://stringfixer.com/tr/Carl_Friedrich_Gauss
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Gauss stirecleri istatistiksel modelleme, ¢oklu hedef degerlere regresyon ve haritalamanin

daha yiiksek boyutlarda analiz edilmesinde kullanilir [19].

Gauss siirecleri, Bayes 6grenmesini ¢ekirdek makineleriyle birlestirerek, regresyon i¢in

ilkeli ve olasilikl1 bir yaklasim saglar [55].

Gauss siireci, gauss dagilimina sahip sonlu sayida rastgele degiskenlerin toplamidir.
Egitim verilerinden olusan kiime, D = {(Xi.fi),i = 1,...,n} olmak tizere, fi = f(xi), xi

degerinin ilgili fonksiyondaki aldig1 degere karsilik gelmektedir [56].

Gauss siireci;

fO)~GP (m(xi).k(xi.x]-)) (2.6)

Esitlik 2.6 ile ifade edilebilir. Burada x, ortalamaya ve (kxi,x;j), kovaryans fonksiyonuna
karsilik gelmektedir. Kovaryans matrisinin elemanlari, rastgele degiskenler arasindaki

benzerligi ifade eder ve bu benzerlikler iistel fonksiyon araciligi ile belirlenebilmektedir

[56].

2
fJoci—x; |

k(xi,xj) = exp (T) (2.7)
Esitlik 2.7°yi inceledigimiz zaman, o parametresi ¢ekirdek genisligi parametresidir.

Orneklem dis1 X. verisi i¢in GSR yonteminin verecegi gdmiileme fonksiyonu Esitlik

2.8’de ifade edildigi sekilde olacaktir.

p(FdX X, f) = N (Folpe,0+) (2.8)

Esitlik 2.8’deki u« ve o« degerleri, Esitlik 2.9 ve 2.10°da verilen formiillerle belirlenebilir.
wx= kI[K(X,X)+0%] " y (2.9)

0 = k(X., Xy — kT[K(X,X) + 07] 'k, (2.10)
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Burada k, degiskeni, X egitim verileri ve X* 6rneklem dis1 verisi arasindaki kovaryans

degerlerini iceren vektore karsilik gelmektedir. o2 ise giiriiltii varyansma karsilik
gelmektedir. 02 degiskeni de girdi ve ¢ikt1 verileri arasinda olusturulan modelin giiven

(confidence) dl¢iitiine karsilik gelmektedir [56].

Gauss siirecleri, karmagik veri kaynaklarini modellemek icin bilimlerde ve endiistride
yaygin olarak kullanilan esnek, parametrik olmayan Bayes araglar1 siifidir. Gauss siireg
modellerini uygulamanin anahtari, bir¢ok programlama dilinde mevcut olan 1yi
gelistirilmis agik kaynakli yazilimin mevcudiyetidir. Gauss siiregleri, verileri
modellemek i¢in esnek, parametrik olmayan bir ara¢ saglayan stokastik siirecler ailesidir.
En temel durumda, bir Gauss siireci, sonlu bir gézlemler kiimesine dayal1 olarak gizli bir
islevi modeller. Gauss stireci, ¢ok degiskenli bir Gauss dagilimimin sonsuz sayidaki
boyuta bir uzantis1 olarak goriilebilir; burada boyutlarin herhangi bir sonlu
kombinasyonu, tamamen ortalama ve kovaryans fonksiyonlari tarafindan belirtilen gok
degiskenli bir Gauss dagilimi ile sonuglanacaktir. Cekirdek olarak da bilinen ortalama ve
kovaryans fonksiyonunun se¢imi, ilgilenilen gizli fonksiyon iizerinde diizgiinliik
varsayimlar1 uygular ve ilgili girdi veri noktalar1 x arasindaki Oklid mesafesinin bir

fonksiyonu olarak ¢ikti gézlemleri y arasindaki korelasyonu belirler. [57].

GSR, son yillarda makine 6grenmesi alaninda ¢ok¢a adim1 duydugumuz ve biiyiik ilgi
goren bir yontemdir. GSR, belirsizlik tahminlerindeki avantajlar1 yaninda, dogrusal
olmayan, karmasik siiflandirma ve regresyon sorunlarini ele alma konusunda 6nemli
faydalar saglar. YSA ile kiyaslandiginda, GSR pratikte anlama ve uygulama agisindan
daha kolaydir. Gauss siireci, rastgele bir siire¢ olup herhangi bir sonlu sayis1 ortak Gauss

dagilimina sahip rastgele degiskenler dizisi olarak tanimlanir [58].

Gauss siireglerinin énemli bir gercegi, onlarin ikinci dereceden istatistiklerle tamamen
tanimlanabilmeleridir. Bu nedenle, bir Gauss siirecinin ortalama sifira sahip oldugu
varsayilirsa, kovaryans fonksiyonunun tanimlanmasi siirecin davranigini tanimlar.
Onemli olarak, bu fonksiyonun negatif olmayan kesinligi, Karhunen-Loéve agilimini
kullanarak  spektral —ayrigmasint  saglar. Kovaryans fonksiyonu araciligiyla
tanimlanabilecek temel yoOnler, siirecin duraganligi, izotropisi, diizglnligi ve

periyodikligidir [55].
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Gauss siiregleri i¢in bir¢ok kovaryans fonksiyonu vardir. Bunlar;

v Constant,

v' Linear,

v SE (Kare tstel),

v Matern,

v" RQ (Rasyonel ikinci dereceden),
v" Periyodik vb. seklindedir.

Gauss stirecleri, jeoistatistikte uzaysal verileri modellemek i¢in uzun siiredir
kullanilmaktadir. Makine 6grenmesine artan ilgiyle birlikte GSR ile yapilan ¢aligmalarda
da artis olmustur. Tahmin ve smiflandirma konusunda bir¢ok bilim alaninda

faydalanilmaktadir.
2.6. Materyal

Sakarya Havzasi’nda yer alan gdzlem istasyonlarma ait 1995 - 2014 yillar1 arasindaki
Subat, Nisan, Haziran, Agustos ve Kasim aylarinda DSI tarafindan &l¢iilmiis su kalitesi
verileri ile CO degerinin yapay zekd yontemleri olan; YSA, DO, DVM ve GSR ile
modellemesi yapilmis ve olusturulan modeller karsilastirilmigtir. Modellerde kullanilan

bagimsiz degiskenler; pH, BOI, T, El, aylar ve CO degerleridir.
2.7. Model Performanslarim Karsilastirma Kriterleri

CO konsantrasyonunun tahminine ydnelik, YSA, DO, DVM ve GSR modellerinden elde
edilen sonuclarin karsilastiriimasinda; OMH, KOKH, R? ve NSE kriterleri kullanilmustir.

OMH, regresyon ve zaman serisi problemlerinde sik¢a kullanilmakta olup iki stirekli
degisken arasindaki farka ait 6l¢lidiir. OMH degeri 0’dan oo’a kadar degisebilir. KOKH,
tahmin hatalarinin standart sapmasi olup degeri yine O ile oo arasinda degisir. OMH ve
KOKH degerlerinin sifir olmas1 modelin miikemmel sonuglar elde ettigi yani hi¢ hata
yapmadigi anlamina gelir. R? deney ya da model calismasi ile elde edilen verilerin
dogrusal bir egriye ne kadar iyi uydugunun olgiitiidiir. Cok fazla veri noktasi olmasi
degerin giivenilirligini artirir ve R? degerinin 1 olmas1 dogrusal egrinin kusursuz oldugu
anlamina gelir. NSE hata Kkriteri degeri -oo ile 1 arasinda degismektedir. NSE degeri 1
bulunmasi halinde tahmin basarisi yiizde yiiz olarak ifade edilir. Literatiirde NSE degeri
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0.3—0.5 arasinda olmast durumu i¢in diisiik tahmin yetenegi oldugu, 0.5—0.7 arasinda
olmast durumu icin kabul edilebilir basar1 yetenegi oldugu, 0.7—0.9 arasinda olmasi
durumu i¢in yiiksek tahmin basarisi yetenegi oldugu, 0.9—1 aras1 durumun ise miikemmel
tahmin basarisini gosterdigi ifade edilir. OMH, KOKH, R? ve NSE degerleri esitlik 2.11,
2.12, 2.13 ve 2.14’de yer alan denklemler ile gdsterilmistir.

1
OMH = ;Z?=1|C0T,i - COOI;ulen,i| (2.11)
1 2
KOKH = ;Z?ﬂ\/(COT,i — CObugien;i) (212)
(R; - R; A5
RZ =1- n gercek tahmin 21
Zl (Rigerg:ek_ ROTt )2 ( 3)

2
Z?=1(C0()lgﬁlen,i_c07".i)

NSE =1- 2
2?:1(Coﬁlgulen,i‘gomgulen)

(2.14)

Denklemlerde yer alan;

v COrT, modeller ile tahmin edilen ¢6ziinmiis oksijen degeri,

v COouiilen, DSI tarafindan 6lgiilen ¢dziinmiis oksijen degeri,

v m , DSI tarafindan gdzlem noktalarmdan &lgiilen ¢dziinmiis oksijen
degerlerinin ortalamasi,

V' n, serinin uzunlugunu gosterir.



3. BOLUM

BULGULAR

Yapay zekd yontemlerinin hidroloji biliminin diger alanlartyla birlikte su kalitesi
parametreleri i¢in de kullanim alani vardir ve sagladigi kolayliklar nedeniyle 6nemi
stirekli artmaktadir. Bu tez kapsaminda, iilkemizin 25 nehir havzasindan biri olan Sakarya
Havzasi’'nda yer alan gdzlem istasyonlarina ait 1995 — 2014 yillar1 arasindaki Subat,
Nisan, Haziran, Agustos ve Kasim aylarinda dl¢iilmiis su kalitesi verileri ile CO degerinin
YSA, DO, DVM ve GSR ile modellemesi yapilmistir. Model giris verileri; T, EI, pH,
BOI ve aylar, cikis verisi CO olup MATLAB programi yardimiyla veriler islenmistir.
1995 — 2014 (20 y1l) yillar1 arasindaki toplam verisi sayis1 1388’dir. Bu verilerin, %80°ni
(1107 adet) egitmede, %20’si (281 adet) test verisi olarak kullanilmistir. Tablo 4’de

egitme ve test degerlerine ait verilerin temel istatistiksel 6zellikleri verilmistir.

Tablo 4. Egitme ve test degerlerine ait verilerin temel istatistiksel 6zellikleri

Egitme \erisi

T (°C) 14.524 5.698 39.23 0.00 295 011 -0.75
pH 7.778 0.346 4.45 416 94 -1.09 11.22
El (mikromhos/cm) 836.90 42530 50.82 193 6680 3.58 39.88
BOI (mg/L) 22.37 57.12 25532 0.27 626 6.48 50.46
CO (mg O2/1) 7.108 3.179 4473 000 14 031 -0.81
Test Verisi

T (°C) 15.083  6.202 4112 2 30 008 -0.85
pH 7.8657  0.4745 6.03 6.2 93 -001 0.74
Ei (mikromhos/cm) 841.8 387 4598 212 2670 0.98 2.2
BOI (mg/L) 0.809 16.264 1643 0.6 160 4.96 34.49

CO (mg 02/l) 7.79 2.709 34.77 04 135 -052 -0.23
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Tablo 4°de yer alan istatistiksel parametreler;

v" Xon, istatistik bilim dalinda ve veri analizinde kullanilan bir veri dizisinin orta
konumunu yani merkezi egilim 6l¢iisii ifade eder.

v' SS (Standart sapma), istatistik ve olasilik gibi farkli alanlarda kullanilan ve
degisken veri degerlerine ait yayillimi 6zetlemek i¢in kullanilan bir 6l¢iittiir.

v" Cy (Varyasyon katsayist), bir olasilik dagilimi i¢in normalize edilmis istatistiksel
yayilma Ol¢iisiidiir.

v' Csx (Carpiklik (Skewness) katsayisi), dagilimin ortalama etrafindaki simetriden
ne kadar saptigini gosterir

v' Cx (Basiklik (Kurtosis) katsayisi), verilerin tepe noktalarinin durumunun

normalden sapmasi (basik veya sivri olmasi) hakkinda bilgi verir.

Tablo 4’de yer alan parametreler incelendigi zaman, pH parametresinin Cy degeri diger
parametrelerden daha kiiclik degere sahip olmasi nedeniyle en az degisken 6zellige
sahiptir. Csx katsayisinin sifirdan kii¢iik olmasi durumunun sola ¢arpik, sifirdan biiyiik
olmasi durumunun saga carpik oldugundan hareketle CO ve pH degiskenlerinin hem
egitme hem de test verilerinin Csx katsayilar1 sifirdan kiiciik oldugu icin sola carpik
dagilima sahip olduklari, diger degiskenlerin ise Csx katsayilar1 sifirdan biiyiik olduklar
i¢in saga carpik dagilima sahip olduklar1 sdylenebilir. BOI, El ve pH verilerinin degerleri
Ck katsayis1 yani basiklik katsayisinin sifirdan biiyiik olmasi sebebiyle olasilik yogunluk
dagiliminda sivri dagilim 6zelligi gostermektedir. Diger degiskenler ise Ck katsayisinin
sifirdan kiiciik olmas1 sebebiyle basik dagilim ozelligi gostermektedir. Csx ve Ck
katsayilarinin sifir olmast durumuna normal dagilim denir. Tablo 4’deki bu degerlerin
sifirdan farkli olmasindan dolay1 bu calismada kullanilan giris—¢ikis verileri normal

dagilim 6zelligi gdstermemektedir.

CO konsantrasyonu 6zellikle sucul yasam i¢in dnemli bir su kalitesi parametresidir. Su
kalitesi parametrelerinin  bircogu  birbirlerini  etkilemekte ve birbirlerinden
etkilenmektedir. CO konsantrasyonda meydana gelecek degisiklikte T parametresi
dogrudan etkili olmaktadir. CO, su i¢inde ¢Oziinmiis halde bulunan oksijen
konsantrasyonudur. Sabit sicaklikta, sivi i¢inde ¢oziinen gaz miktarinin dogrudan basing
miktarma bagli olmasina Henry Kanunu denir. Bundan dolayr CO degeri dogrudan

dogruya kismi basingla ilgilidir. Yiiksek basing altinda, ¢6ziinen oksijen miktari
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artacaktir. Basing azaldiginda, azaltilma oran1 kadar gaz ¢ikisi olur. Aylik olarak 6l¢timii
yapilmis parametrelerden CO konsantrasyonunu etkileyecek T, Ei, pH ve BOI

degerlerinden yararlanilmistir.

CO konsantrasyonunun tahminine yonelik model calismalarinda giris verileri; aylik
olarak 6l¢iilmiis T, EI, pH, BOI degerleridir. Modellemeye baslamadan once veriler
rastgele egitim ve test gruplarina ayrildi. Egitim veri seti, toplam verinin %80'ini
icerirken, test veri seti %20'sini icerir. Bu tahmin c¢alismasi i¢in 4 farkli yontem
kullanilmis ve model performanslar1 karsilastirilmistir. Bu modellere ait ¢aligsmalar

asagida verilmistir.
3.1. YSA Model Calismasi

CO konsantrasyon degerini, YSA modeli ile en iyi YSA mimari yapiy1 belirlemek i¢in
deneme-yanilma yapilmis olup YSA en iyi mimari yapilar Tablo 5’de verilmistir. Tablo
5’de farkli kombinasyonlara ait en iyi YSA mimari yapilar1 goriilmektedir. Bu farkli
kombinasyonlarin tamaminda ¢ok katmanli YSA modellerinden yararlanilmistir. YSA
model mimarilerinin giris ve ¢ikis katmanindaki aktivasyon fonksiyonu olarak logaritmik
sigmoid transfer fonksiyonu (logsig) ve tanjant sigmoid transfer fonksiyonu (tansig)
deneme-yanilma sonucunda belirlenmistir. Modeller, 1 gizli katmandan olugsmaktadir.
Noron sayis1 1-10 araliginda ve iterasyon sayist 1-100 araliginda degismektedir. Ogrenme
algoritmasi olarak hizli sonu¢ vermesinden dolay1 Levenberg-Marquardt optimizasyon

algoritmas1 kullanilmaigtir.

YSA modelinde farkli kombinasyon denemelerinin ilk adimi olarak bagimsiz
degiskenlerimiz olan T, BOI, EI, pH ve aylar modele ayr1 ayr1 1 girisli veri olarak
tanimlanmistir. 1 veri girisli analizlerin determinasyon (R?) Kkatsayilarma gore
degerlendirilmesi sonucunda, 5 degisken icerisinde BOI degiskeni diger degiskenlere
gore daha iyi sonug¢ vermistir. Tablo 5°de gosterildigi gibi BOI degerinin giris verisi
olarak tanimlandig1 modelde giris ve ¢ikis katmandaki aktivasyon fonksiyonu tanjant
sigmoid transfer fonksiyonu (tansig), gizli katmandaki ndron sayis1 2 ve iterasyon sayist
94diir. R? degeri 0.493 olup, bu deger 1’°e yakin olmamasina ragmen diger degiskenlerin
R? degerlerine gore daha iyidir. Bir sonraki asamada, 1 girisli analizlerde diger
degiskenlere gore iyi sonug veren BOI diger degiskenlerle ayr1 ayr1 tanimlanarak 2 girisli

modeller olusturulmus ve analiz sonuglar1 alinmistir. Tablo 5°de de goriilecegi lizere 2
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girisli modeller; BOI—T, BOi—Aylar, BOI-EI ve BOI—pH’dir. Modellerde giris ve gikis
katmaninda farkli aktivasyon fonksiyonlari, gizli katmanda farkli ndron sayilar1 ve farkli
iterasyon denemeleri yapilmustir. 2 girisli bu 4 ayr1 modelin R? degerleri incelendigi
zaman en iyi sonu¢ 0.620 ile BOI-Aylar degiskenleri modeline ait olup, R? degeri
0.611olan BOI-T modeli ikinci iyi sonuctur. BOI-T modelinin R? degeri BOi-Aylar
modelinin R? degerine ¢ok yakindir. BOI-T modelinin, giris ve cikis katmanindaki
aktivasyon fonksiyonu tansig, gizli katmandaki noron sayis1 3 ve iterasyon sayisi 26’dir.
BOI-Aylar modelinin, giris katmanindaki aktivasyon fonksiyonu logsig ve ¢ikis
katmanindaki aktivasyon fonksiyonu tansig olup gizli katmandaki ndron sayis1 6 ve
iterasyon sayist 70°dir. Tablo 5’deki degerler incelendigi zaman, 2 girisli modeller ile
elde edilen R? degerlerinin 1 girisli modeller ile elde edilen sonuglara gore daha iyi oldugu
goriilmektedir. Bir sonraki asamada giris sayis1 3’e ¢ikarilarak R? degerinin 1’e
yaklasmas: hedeflenmistir. Bunun icin 3 girisli; BOI-T—pH, BOi-Aylar-T,
BOI-T—Aylar ve BOI-T—EI modelleri farkl1 aktivasyon fonksiyonlari, ndron sayilari ve
iterasyon sayilari ile olusturulmustur. Modellere ait R? degerleri 0.64 ile 0.69 arasinda
degismekte ve biraz daha 1 degerine yaklagmstir. 3 girisli 4 ayr1 modelin R? degerlerinin,
2 girisli modellere gore daha iyi oldugu gériilmiis olup en iyi sonu¢ BOI-T—pH
modelinden elde edilmistir. 3 girisli 4 ayr1 modelde giris katmanindaki aktivasyon
fonksiyonu logsig secilmistir. En iyi sonucun elde edildigi BOI-T—pH modelinde ¢ikis
katmanindaki aktivasyon fonksiyonu logsig olup, gizli katmandaki ndron sayis1 4 ve
iterasyon sayis1 19°dur. BOI-T—pH modelinde R? degeri 0.686 olarak bulunmustur. Bir
sonraki adimda giris sayis1 degiskenleri 4’e cikarilmis ve R? degerindeki iyilesme
gdzlenmistir. 4 girisli modeller, BOI-T-pH—-EIl ve BOi—-Aylar—T—pH degiskenleri ile
olusturulmustur. Bu modellere ait sonuglar hata kriteri olan R? degerine gore
degerlendirilmis ve 4 girisli analizler neticesinde en iyi sonuglari, BOI-T—pH—EI
degiskenlerine ait model vermistir. Bu modelde, giris fonksiyonu olarak logaritmik
sigmoid ve ¢ikis fonksiyonu olarak da tanjant sigmoid kullanilmistir. Modelin gizli

diigiim numaras1 4 olup iterasyon sayisi da 55’tir.
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Tablo5. CO konsantrasyon degerinin YSA modeli ile tahmininde denemis farkli
kombinasyonlar

Degiskenler Gizli Cikis Gizli Iterayon R?
katmandaki katmandaki katmandaki

aktivasyon aktivasyon  noron sayist
fonksiyonu fonksiyonu

BOI Tansig Tansig 2 94 0.493
Aylar Logsig Logsig 4 35 0.224
T Logsig Logsig 2 50 0.221
Ei Logsig Logsig 2 23 0.105
pH Tansig Logsig 4 75 0.100
BOI-T Tansig Tansig 3 26 0.611
BOI-Aylar Logsig Tansig 6 70 0.620
BOI-Ei Tansig Logsig 2 28 0.536
BOIi—pH Logsig Tansig 4 27 0.472
BOI-T-pH Logsig Logsig 4 19 0.686
BOI-Aylar-T Logsig Tansig 7 78 0.648
BOI-T—-Aylar Logsig Logsig 6 16 0.641
BOI-T-Ei Logsig Logsig 4 19 0.639
BOI-T-pH-EI Logsig Tansig 4 55 0.722

Sonug olarak YSA model ¢alismalarinda Tablo 5’de de gosterildigi gibi deneme-yanilma
yontemiyle R? degerinin 1’e en fazla yaklastigi model tespit edilmistir. Daha sonra model
performans kriterleri yardimiyla model dogrulugu degerlendirilmistir. Model
performanslarinin degerlendirilmesinde OKH, OMH, OMBH ve NSE hata kriterlerinden
yararlanilmistir. Tablo 6’da CO parametresi tahmininde deneme-yanilma ile elde edilen
modellerin performanslarinin degerlendirmesine ait hata kriterleri yer almaktadir. OKH
ve OMH hata degerlerinin sifira yaklasmasi modellerden elde edilen CO degerinin,
Olgiilen CO degerlerine daha ¢ok yaklastigi anlamina gelmektedir. Tablo 6’da yer alan
OKH degerlerini inceledigimizde BOI-T modeli hari¢ diger modellerde test verileri
egitme verilerinden daha diisiik yani daha iyi sonu¢ vermistir. En yliksek OKH degeri,
3.64 ile BOI-T test modelinde, en diisiik 2.09 ile BOI-T—pH—EI test modelinde yer alir.
Tablo 6°daki OMH degerlerini inceledigimizde yine OKH degerleri gibi, BOI-T modeli

hari¢ diger modellerde test verileri egitme verilerinden daha diisiik yani daha iyi sonug



70

vermistir. En yiiksek OMH degeri, 1.47 ile BOI-T test modelinde, en diisiik 1.10 ile
BOI-T—pH-Ei test modelinde yer alir. NSE hata kriteri degerleri, 0.608 ile 0.748
arasinda degismektedir. NSE degerinin 1 olmasi ylizde yliz basariy1 temsil eder. 0.5—0.7
aras1 kabul edilebilir basar1 ve 0.7—0.9 arasi yiiksek tahmin basarisi olarak ifade edilir.
NSE hata degerlerini inceledigimizde, BOI—Aylar ve BOI-T modellerinin egitme ve test
verileri ile BOI-T—pH modelinin test verileri 0.5—0.7 arasinda oldugu icin kabul
edilebilir basarryl, BOI-T—pH modelinin egitme verisi ile BOI-T—pH—EI modelinin
egitme ve test verileri 0.7-0.9 arasinda oldugu i¢in yliksek tahmin basarisini temsil

etmektedir.

Tablo 6. CO parametresi tahmininde modellere ait egitme ve test verilerinin hata
kriterleri

Model Veri Grubu OKH OMH OMBH NSE

BOIi—Aylar Egitme 3.30 1.40 35.32 0.672
Test 2.87 1.30 23.41 0.613
BOI-T Egitme 2.91 1.25 24.22 0.608
Test 3.64 1.47 38.07 0.639
BOI-T-pH Egitme 2.92 1.36 35.64 0.710
Test 2.40 1.19 22.01 0.677
BOI-T-pH-EI Egitme 2.54 1.25 30.55 0.748
Test 2.09 1.10 20.03 0.719

CO konsantrasyon degerinin tahminine yonelik ¢ok katmanli YSA modellerine ait
sagilma ve zaman serisi grafikleri sekil 13, 14, 15 ve 16’da yer almaktadir. COTanmin—
COoigiilen salcama grafikleri incelendiginde, sekil 13, 14 ve 15’¢ kiyasla sekil 16’ya ait
grafigin alttaki u¢ noktalar haricinde CO konsantrasyonu tahmini degerleri ile CO
konsantrasyonu 0Olciilen degerleri arasinda oldukca biiyiik uyumun oldugu goriilmektedir.

Ayrica sekil 16’ya ait sagilma grafiginde degerler fazla sagilma gostermemektedir.
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Sekil 16. BOI-T-pH-EI degiskenlerine ait YSA modeli ile tahmin edilen CO
konsantrasyon degerinin sagilma ve zaman serisi grafikleri

CO konsantrasyonunun YSA modelleri ile tahmini amaciyla deneme-yanilma yapilarak
bircok model olusturulmustur. 4 girisli BOI-T-pH-El modeli, Tablo 6°da yer alan model

performans kriterleri incelendiginde diger modellere gore daha iyi sonuglar vermistir.

YSA model ¢alismalarinda en iyi sonucu, 4 veri girisli BOI-T-pH-EI modeli vermistir.
Diger makine 6grenmesi yontemleri olan; DO, DVM ve GSR model calismalar1 da, 4 veri
girisli BOI-T-pH-EI ile olusturulmustur. YSA, DO, DVM ve GSR modelleri ile CO
konsantrasyonunun tahminine yonelik elde edilen sonuclar KOKH, OMH, R? ve NSE

hata kriteri degerlerine gore degerlendirilmistir.
3.2. DO Model Calismasi

Calismanin ilk asamasinda, CO konsantrasyonunun YSA modelleri ile tahmini amaciyla
deneme-yanilma yapilarak 4 girisli BOI-T-pH-EI modeline ait sonuglarin diger modellere
gore daha iyi sonuglar verdigi goriilmiis olup, calismanin ikinci asamasinda 4 girisli BOI-

T-pH-El, DO modeli ile CO konsantrasyonunun tahmini amaglanmustir.

DO modellerinde “State Activation Function” olarak tanh ve “Gate Activation Function”
olarak ise sigmoid kullanmustir. Ayrica, DO modelinde ag1 egitmek igin stochastic
gradient descent with momentum (SGDM) optimizasyon teknigi kullanilmistir. DO

modeli yapisinda 1 gizli katmanda ndron sayisi ise 5 ile 20 arasi ve iterasyon sayisi ise
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50 ile 200 denenmistir. DO modelinde diger parametreler ise ilk 6grenme orani katsayisi

0.05, 6grenme oranini diisiirme faktorii 0.2 ve 6grenme orani diisme siiresi 125 alinmistir.

DO modellerinin gelistirme asamasinda gizli katmandaki ndron sayis1 degistirilerek ¢ok
sayida deneme gerceklestirilmistir. DO modellemesi asamasinda yapilan denemeler
sonucunda elde edilen sonuglar Tablo 7'de verilmistir. Tablo 7°de de goriilecegi iizere,
egitme ve test verileri i¢in sirasiyla, KOKH degeri 1.24 ile 1.61, OMH degeri 0.94 ile
1.18, R? degeri 0.857 ile 0.695 ve NSE degeri 0.849 ile 0.653tiir. Egitme verilerine ait
sonuclarin hata kriterlerinin tamamu test verilerine ait sonuglarin hata kriterlerinden daha
iyi sonuglar vermistir. KOKH ve OMH degerleri, test veri grubunda egitme veri grubuna
gore sifirdan daha fazla uzaklasmistir. R? degeri egitme grubunda 0.857 ile test verilerine
ait 0.695’e¢ gore daha yiiksek tahmin giicline sahiptir. NSE hata degerlerini
inceledigimizde; egitme verisinde 0.849 ile yiiksek tahmin basarisini, test verisinde 0.653

ile kabul edilebilir tahmin basarisini temsil etmektedir.

Sekil 17°de DO Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sagilma ve
zaman serisi grafikleri ile sekil 18°de DO Test modeli ile tahmin edilen CO konsantrasyon
degerinin sa¢ilma ve zaman serisi grafikleri yer almaktadir. Sekil 17 ve 18’deki salgama
grafikleri incelendiginde, egitme grubuna ait degerlerin sagilma grafigi ¢cikis degiskenleri
ile Olgiilen ¢ikis degiskenleri arasinda 6nemli oranda biiyiik bir uyum vardir. Test veri

grubuna ait sagilma grafigi daha daginik ve uyumsuzlugun varligt s6z konusudur.



74

15 5 16
14 ¥=0.8483x +0.7819 / ==(OLCULEN ==—DL
13 R2=0.8574 14
12 ?5'
11 o0
=10 =
S £
£ s z
i7 z
56 El
=] El
o 5 g
1 5
3
2
1
0 TINRREREY8AEE88E L3S REE
0123456789101112131415 T MO T NN 00000 s S
DL EGITME COpygiitens ME 01 Zaman, Aylar

Sekil 17. DO Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sa¢ilma ve
zaman serisi grafikleri
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Sekil 18. DO Test modeli ile tahmin edilen CO konsantrasyon degerinin sagilma ve
zaman serisi grafikleri

3.3. DVM Model Calismasi

Calismanin iigiincii asamasinda 4 girisli BOI-T-pH-EI, DVM modeli ile CO

konsantrasyonunun tahmini amag¢lanmistir.

DVM model c¢alismasinda Kernel fonksiyonu kullanilarak tahmin modelleri
gelistirilmistir. Deneme—yanilmast sonucunda diger Kernel islevlerine kiyasla daha iyi
performans gostermesi nedeniyle bu caligmada Radial basis function (RBF) dogrusal
olmayan kernel islevi belirlenmistir. Iki Lagrange carpani arasindaki fark olan alpha

(0i—ai) ve bias (b) parametrelerinin en kiigiik degerleri Sequential minimal optimization
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(SMO) ile elde edilmistir. CO konsantrasyonunun modellemesinde kullanilan bias (b)

parametresi -0.1497°dir.

Tablo 7'de literatiirde yaygin olarak kullanilan hata kriterleri kullanilmakta olup, DVM
modeline ait egitim ve test verileri i¢in sirasiyla, KOKH degeri 1.38 ile 1.68, OMH degeri
1.01 ile 1.30, R? degeri 0.812 ile 0.632 ve NSE degeri 0.812 ile 0.620’dir. Egitme
verilerine ait sonuglarin hata kriterlerinin tamami test verilerine ait sonuclarin hata

kriterlerinden daha iyi sonuglar vermistir.

Egitme verilerine ait R?> ve NSE degerleri ayni degerler oldugu icin DVM modelinin
tahmin giicii yiiksektir. Fakat Test verilerine ait R? ve NSE degerlerinin diisiik olmasindan
dolay1 DVM modelinin bagimli ve bagimsiz degiskenler arasindaki dogrusal olmayan
iligkilerin yorumlanmasindaki kapasitesinin iyi performansa sahip oldugunu sdylemek

oldukca zordur.

Sekil 19°da DVM Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sagilma
ve zaman serisi grafikleri ile sekil 20°’de DVM Test modeli ile tahmin edilen CO
konsantrasyon degerinin sagilma ve zaman serisi grafikleri yer almaktadir. Sekil 19 ve
20°deki salgama grafikleri incelendiginde, egitme grubuna ait degerlerin sacilma grafigi
cikis degiskenleri ile dl¢iilen ¢ikis degiskenleri arasinda 6nemli oranda biiyiik bir uyum
vardir. Test veri grubuna ait sagilma grafigi daha daginik ve uyumsuzlugun varligi s6z

konusudur.
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Sekil 19. DVM Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sagilma
ve zaman serisi grafikleri
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Sekil 20. DVM Test modeli ile tahmin edilen CO konsantrasyon degerinin sagilma ve
zaman serisi grafikleri

3.4. GSR Model Calismasi

Calismanin  dordiincii asamasinda 4 girisli BOI-T-pH-El, GSR modeli ile CO

konsantrasyonunun tahmini amaglanmustir.

GSR yaklagiminda Kernel fonksiyonu kullanilarak tahmin modelleri gelistirilmistir.
Deneme—yanilmas1 sonucunda diger Kernel islevlerine kiyasla daha iyi performans
gostermesi nedeniyle bu ¢alismada Squared Exponential Kernel (ardsquaredexponential)
kovaryans (covariance) islevi belirlenmistir. GSR yaklasiminda kullanilan beta ve sigma
parametrelerini belirlemek icin “Subset of regressors approximation” ve “Fully
independent conditional approximation” kullanilmistir. Ayrica bu calismada iterasyon

sayist 50 alinmistir.

Tablo 7'de literatiirde yaygin olarak kullanilan hata kriterleri kullanilmakta olup, GSR
modeline ait egitim ve test verileri i¢in sirastyla, KOKH degeri 1.06 ile 1.57, OMH degeri
0.82 ile 1.21, R? degeri 0.890 ile 0.688 ve NSE degeri 0.888 ile 0.668dir. Egitme
verilerine ait sonuglarin hata kriterlerinin tamami test verilerine ait sonuglarin hata

kriterlerinden daha iyi sonuglar vermistir.

Sekil 21°de GSR Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sagilma
ve zaman serisi grafikleri ile sekil 22’de GSR Test modeli ile tahmin edilen CO
konsantrasyon degerinin sagilma ve zaman serisi grafikleri yer almaktadir. Sekil 21 ve

22’deki salgama grafikleri incelendiginde, egitme grubuna ait degerlerin sa¢ilma grafigi
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cikis degiskenleri ile 6lciilen ¢ikis degiskenleri arasinda 6nemli oranda biiyiik bir uyum

vardir. Test veri grubuna ait sagilma grafigi daha daginik ve uyumsuzlugun varligi séz

konusudur.
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Sekil 21.  GSR Egitme modeli ile tahmin edilen CO konsantrasyon degerinin sagilma
ve zaman serisi grafikleri
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Sekil 22.  GSR Test modeli ile tahmin edilen CO konsantrasyon degerinin sagilma ve

zaman serisi grafikleri

Tablo 7°de goriilecegi tlizere performans kriterlerine gore 4 makine Ogrenmesi

modellerinden en iyi tahmini; DO, DVM ile GSR modellerine kiyasla YSA modeli

vermistir.
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Tablo7. YSA, DO, DVM ve GSR Modellere ait egitme ve test asamalari igin hata
kriterleri

Egitme Verisi Test Verisi

Modeller KOKH OMH R? NSE KOKH OMH R? NSE
YSA 1.59 125 0.748 0.748 1.45 110 0.719 0.719
DVM 1.38 1.01 0.812 0.812 1.68 1.30 0.632 0.620
GSR 1.06 0.82 0.890 0.888 1.57 1.21 0.688 0.668
DO 1.24 094 0.857 0.849 1.61 1.18 0.695 0.653

Bu ¢alismada, YSA, DO, DVM ve GSR modellerinden elde sonuglar1 karsilastirmak
amaciyla klasik performans kriterlerine ek olarak Taylor diyagramindan yararlanilmustir.
Taylor diyagrami, modeller ile elde edilen sonuglarin gozlemler ile ne kadar yakin
oldugunun grafik dzeti olarak gosterilmesini saglar. iki model arasindaki benzerligi,
korelasyonlari, merkezcil ortalama karekokleri ve degisimlerinin biiyiikliikleri ile
degerlendirmektedir [59]. Modellerin korelasyonu ile karesel ortalama hatalarin referans
veri kiimesi ile olan ortalamalar kullanilarak karsilastirmalar1 yapilmistir. Ayrica, hata
dagilimlarina dayali, Taylor diyagrami ile model dogruluklari arastirilmaktadir. Bu
calismada, Taylor diyagrami, olusturulan modellerin karsilikli karsilastirmasini saglamak
icin sekil 23°de sunulmustur. Sekil 23’de goriilecegi iizere 4 farkli makine 6grenmesi
modelleri icerisinde CO degerini en iyi YSA modeli tahmin etmektedir. Ayrica
modellerin Violin diyagramlar1 da ¢izilmistir. Sekil 24°’de her bir modele ait violin
diyagramlar1 da verilmistir. Sekil 24’de goriilecegi {lizere modeller birbirine
benzemektedir. Sekil 24’e gore CO degiskeninde YSA modeli 6l¢iim verilerine daha ¢cok
benzemektedir. Sekil 24°de goriilecegi iizere Olciilen CO konsantrasyonunun yaklasik
15’den biiyiik degerleri i¢in 4 makine 6grenmesi modellerinin tahmin degerleri diisiik
sonuglar vermislerdir. Ayrica DO tahmin modelinin ortalamas: &lgiilen CO
konsantrasyonunun ortalamasindan daha diisitk, GSR modelinin ortalamasi dl¢iilen CO

konsantrasyonunun ortalamasindan biraz daha yiiksek sonuglar verdigi goriilmektedir.
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Sekil 23. Dort farkli modele ait tahminlerin Taylor diyagrami

Dissolved Oxygen
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Prediction

Sekil 24. Dort farkli modele ait tahminlerin Violin diyagrami

Calismanin son asamasinda ise istatistiksel anlamlilik testi olan KW testi yapilmustir.
Modellere ait sonuglarin dogrulugunu kontrol etmek i¢in KW testinden yararlanilmistir.
KW testi yardimiyla, tahminle o6l¢iillen CO degerlerinin ortalamalarinin ayni olup

olmadigi belirlendi.
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Tablo 8. KW testinin %5 anlamlilik diizeyinde P degerleri

YSA DAVAV) GSR DO
p—value 0.7000 0.7519 0.1245 0.3946
*Ho RED RED RED RED

*Ho: Ortalama beklenen ve gercek degerler arasinda bir farklilik var.

Tablo 8’de KW testinin sonuglar1 verilmistir. Ho hipotezi, Tablo 8’de gosterildigi gibi
reddedilir. Yani, beklenen ve 6l¢iilen CO degerlerinin ortalamalarinin énemli 6lgiide
farkli olmadigini gostermektedir. Bagka bir deyisle, Ho hipotezini reddeder ve dngoriilen

degerlerin dogru oldugunu gdstermektedir.



4. BOLUM

TARTISMA-SONUC VE ONERILER

4.1.Tartisma

Yasamin devami i¢in suyun degeri tartisilmaz 6nemdedir. Giiniimiizde artarak devam
eden yapay zeka alanindaki teknolojik gelismeler hidroloji biliminin birgok alaninda
karar alma siire¢lerinde yardimeci olmaktadir. Su Kalitesi parametreleri igerisinde CO
konsantrasyonu parametresi dikkatli ve siirekli bir sekilde izlenmesi gereken bir
parametredir. Bu c¢alismada Sakarya Havzasi’na ait CO degerinin diger su kalitesi
parametreleri olan T, Ei, pH, BOI ve aylar yardimiyla tahmini amaglanmistir. CO tahmini
icin YSA, DO, DVM ve GSR gibi dort farkli makine dgrenmesi modelleri olusturulmus

ve bu modellerin performanslari karsilastirilmistir.

Bu calismada yapay zeka yontemlerinin su kalitesi parametreleri i¢in kullanimi, dort
farkli makine 6grenmesi modelleri ile incelenmistir. Bu modeller igerisinde en iyi
performansa ulasabilmek igin birgok deneme-yanilma yapilmis ve YSA modeli diger

yontemlere gore daha iyi sonu¢ vermistir.

Bu ¢alisma sonucunda, Sakarya Havzasi’na ait su kalitesi parametrelerinde yapay zeka
yontemlerinin kullanilabilecegi ortaya konulmustur. Dort fakli makine 6grenmesi olan
YSA, DO, DVM ve GSR modelleri kullanilmistir. Suyun kalitesinin belirlenmesinde ve
canli yagsam i¢in 6nemli bir parametre olan CO konsantrasyonu parametresi bu modeller

ile tahmin edilmistir.



Tablo 9. Literatiirdeki benzer ¢alismalara ait degerler

Calisma

Girdi Parametreleri

Cikt1

Yontem

82

Performans

Sengorur et al.

Alan

NO,—-N, NOs—N, BOI,

Parametreleri

Kriterleri

2
(2005) debi, T ¢O YSA OKH, R
Solanki et al. . CO, pH, DO, YSA,
(2015) Hindistan CO, pH, bulaniklik bulamklik LR OMH, OKH
. Serbest amonyak azotu, M5Tree,
Kisi E/Zeolig;’mar Hindistan T, toplam koliform, KOi DVM, OKl\jlbl—lI(HRlz
fekal koliform, pH MARS '
T, pH, CO, Ei, AKM,
Mohammadpo Malezva nitrit, nitrat, amonyak Su Kalitesi DVM ve R?, OMH,
ur et al. (2015) Y nitrojen, BOI, KOI ve indeksi YSA KOKH
fosfat
CDR’
Ozel et al Bartin T, pH, KOI, AKM, Ei BOI RTSA, OMH,
(2017) CKASA KOKH ve R
CO, pH, toplam kati
Talesh et al. ; miktari, T, nitrat, Su kalitesi 2
(2019) fran — fosfat, BOL bulamiklik ~indeksi DVM R®ve KOKH
ve koliform
. Bayesian
Liu et al. Cin T, pH, CO, Ei, T’pr;Iain?IS;kEL DO information
(2019) bulaniklik, KOI " Kol criterion
(BIC)
Maetal (2019)  ABD T, pH, CO BOI DO 'B?WK;"
R, KOKH,
Barzegar et al. . . . i DO, DVR, OMH,
(2020) Yunanistan pH, EL, T, OIP CO, Chl-a KA-YSA  NOMH, SY,
NSE, Wi
; kPCA-
Zhang et al. T, EL, pH, bulaniklik, KOKH,
(2020) Avustralya Chl-a <O o OMH, R?
CSO-
DVM,
SSD-
. KOKH,
Dehghani et al. ABD T, akis Co DVM, OMH, R?,
(2021) BWO- NSE BIAS
DVM, !
AIG—
DVM
g(?zlllllrallrrrllllll(;llz;ttlo ;;11::1?16 R, KOKH,
Kumar et al. - . . Su kalitesi CNN, OMH,
(2022) Hindistan  miktars, KOL, pH, indeksi LSTM  NOMH, SY,
fosfat, demir, nitrat,
N NSE
sodyum ve kloriir
- OKHK,
Nacarvd.  Giimiishan T, pH ve Ei Co MARS  OMH, ORH,
(2022) e R?
HCO3', Kalsiyum,
. Siilfat, pH e
Algahtani et al. PR Coziinmiis GEP, RF, )
(2022) Asya Magnezyum, Klortir, 00" dde YSA R

Sodyum, Toplam
Coziinmiis Kat1 ve EI
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Su kalitesi parametrelerinin yapay zeka teknikleri ile modellenmesiyle ilgili literatiir
incelendiginde, Sengorur et al. (2005), Solanki et al. (2015), Zhang et al. (2020),
Dehghani et al. (2021), Nacar vd. (2022) gibi caligmalar basta olmak iizere CO
konsantrasyon parametresinin tahmini {izerine oldukc¢a az ¢alisma mevcuttur. Literatiirde
akarsuya ve atiksuya ait su kalitesi parametrelerinin, makine 6grenmesi ile tahmini

izerine pek ¢ok calisma mevcuttur.

Literatiirdeki mevcut ¢alismalar ile bu c¢alismadaki giris verileri benzer olup, giris
verilerinin CO’yu tahmin etmedeki duyarliliklar incelenmemistir. Yapilan bu ¢caligmada
her bir giris degiskeni ile ¢ikis degiskeni arasindaki duyarlilik YSA ile incelenmistir.

Degiskenlerin bagar1 sirasina gore, YSA’ya giris degiskenleri verilmistir.

Literatiirdeki ¢aligmalarda makine Ogrenmesi yontemlerinden DVM, DO ve YSA
yontemleri bu tezde de kullanilmig olup, ¢ok yaygin kullanimi olmayan GSR metoduna
da yer verilmisti. YSA, DVM, DO ve GSR modellerinin tahmin basarisini
degerlendirmek amaciyla KOKH ve OMH kullanilmistir. KOKH ve OMH kriterlerine
gore bu dort yontemin basarili tahminler elde edildigi soylenebilir. Sengorur et al. (2005),
Ozel et al. (2017), Talesh et al. (2019) calismalarinda R? kriterinde iyilestirme
gozlemlense de, bu tezdeki yontemler ile R? degerinde basarili sonuclar elde
edilememistir. Bu tez calismasinda Sakarya Nehri’nin bazi akarsu kollarindaki
istasyonlardan yararlanilmigtir. R? degerinde bu sebeple iyilesmenin olmadig

diistiniilmektedir.

Solanki et al. (2015) ve Liu et al. (2019) calismalarinda, tek bir istasyona ait degerleri
kullanan zaman serisinden yararlanmislardir. Calismalarinda DO yontemini tek bir
istasyon i¢in gelecege yonelik tahminlerde bulunmak i¢in kullanmiglardir. Bu ¢alisma da
ise Sakarya Havzasi’ndaki 19 adet gézlem istasyonun BOI, T, pH ve El degiskenlerini

giris verisi alarak, DO ydntemi ile regresyon modellemesi yapilmustir.

Literatiirdeki calismalardan farkli olarak klasik performans kriterlerinin yani sira son
zamanlarda popiilaritesi artan ve ayn1 zamanda yontemleri gorsel karsilastirmaya elverigli
olan Taylor diyagramindan yararlanilmistir. Taylor diyagrami, dl¢lilmiis CO degiskenin
standart sapma-korelasyon degerleri ile modellerin standart sapma-korelasyon degerleri
arasindaki mesafeyi gorsel olarak sunmaktadir. Béylece CO degerini en 1yi tahmin eden

Y SA modeli tespit edilmistir.
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Tez calismasinin sonunda ise, literatiirde su kalitesi parametresinin tahminin de
kullanilmayan, fakat diger tahmin modellerinde sik kullanilan KW testi yapilmistir. KW
testi YSA, DVM, DO ve GSR modellerinden elde edilen sonuglarin dogrulugunu

arastirmigtir.
4.2. Sonug¢ ve Oneriler

Sakarya Havzasi’nda yer alan gozlem istasyonlarina ait 1995 - 2014 yillar1 arasindaki
Subat, Nisan, Haziran, Agustos ve Kasim aylarinda 6l¢iilmiis su kalitesi verileri ile CO
degerinin yapay zeka yontemleri olan; YSA, DO, DVM ve GSR ile modellemesi
yapilmistir. Bu ¢alismada ilk olarak YSA modelinde farkli kombinasyonlar denenmis ve
BOI, El, pH ve aylar modele ayr1 ayr1 1 girisli veri olarak tammlanmistir. R? degeri
sonucuna gdre BOI daha iyi sonug¢ vermistir. 2 girisli model BOI yaninda diger
parametrelerle olusturulmus ve R? degeri sonucuna gore BOI-Aylar daha iyi sonug
vermistir. 3 girisli modeller igerisinde R? degeri sonucuna gére BOI-T—pH digerlerinden
daha iyi sonug¢ vermistir. Son olarak 4 girisli analizler gerc¢eklestirilmis ve en iyi sonucu
BOI-T—pH-EI degiskenlerine ait model vermistir. Daha sonra DO, DVM ve GSR
makine 6grenmesi modelleri ile, BOI-T—pH-EI degiskenlerine ait 4 girisli analizler
gerceklestirilmistir. Bu modellere ait sonuglar Tablo 7°de yer alan hata kriterlerine gore
karsilagtirilmistir. Modellerde kullanilan bagimsiz degiskenler; T, Ei, pH, BOI ve
aylardir. Calisma sonucunda, hata kriterleri ile Taylor ve Violin diyagramlarina gore en
iyi tahmin sonucunu YSA modeli vermistir. Karsilastirmada 6nerilen dort yontemin

etkinligi KW testi ile kanitlanmistir.

Ayrica, ‘Machine Learning’ temelli DO modeli tahmin yontemi basarili sonuglar verdigi

tespit edilmistir.

CO parametresini etkileyebilecek T, EI, pH ve BOI parametreleri giris verisi olarak tercih
edilmistir. YSA modelde CO parametresinin tahmininde en etkili degiskenin BOI
degiskeni oldugu R? degerlerine gore goriilmektedir.

Bu calismanin temel sinirhiliklari; tilkemizdeki 25 hidrolojik havzadan birisi olan ve tilke
yiizol¢limiiniin %7’sini kapsayan Sakarya Havzasinda yapilmasi, Sakarya Havzasi’nda
yer alan gozlem istasyonlaria ait 1995 - 2014 (20 yil) yillar1 arasindaki Subat, Nisan,

Haziran, Agustos ve Kasim aylarinda 6l¢iilmiis su kalitesi verilerinin kullanilmasi, CO
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konsantrasyonu parametresinin tahmininde en fazla dort girigli analizlerin yapilmasi ve
dort farkli makine 6grenmesi yonteminin kullanilmasidir. Yapilan bu galisma, tilkemizin
bircok sanayi sehri ile birlikte baskentimiz Ankara’nin da yer aldig1 Sakarya Havzasinda

su kalitesinin izlenmesi ¢aligsmalarinda karar vericilere fayda saglayacaktir.

Calismada dort farkli makine dgrenmesi yontemi kullanilmistir. YSA, DO, DVM ve GSR

yontemleri diger su Kkalitesi parametrelerinin  tahminine yonelik ¢alismalarda

kullanilabilir.

Su kalitesi parametreleri icerisinde CO parametresi su kirliligi ve sucul ekosistem i¢in
onemli bir parametredir. Bunun i¢in diizenli izlenmesi énemlidir. Izleme ¢alismalarinda
bazen personel eksikligi bazen de hava kosullarina bagl olarak aksamalar olabilmektedir.
Eksik olan verilerin istatistiksel yontemler ile tamamlanmasi yaninda yapay zeka

yontemleri ile de tamamlanmast miimkiindiir.

Su kalitesi parametreleri, su yapilar1 insa planlamasi ¢alismalarinda onemli bir altlik
olusturmaktadir. Gelecek yillar tahmini verileri su yapilar insa siirecine de onemli

katkilar sunabilir.

CO parametresinin insan saglig1 iizerinde dogrudan bir etkisi olmamakla birlikte i¢me
sularinda diisik konsantrasyonlarda olmasi boru ve tesisatin korozyonuna neden
olabilecektir. CO parametresinin takibi ve miimkiin degilse tahminine yonelik ¢calismalar

olusabilecek saglik sorunlarini en aza indirebilir.

Bu calisma, Sakarya Havzasi’nda basarili sonug vermis olup diger havzalara 6rnek teskil
etmekte ve diger havzalar i¢inde uygulanabilir. YSA, DO, DVM ve GSR gibi 4 farkli
makine 6grenmesi modeli kullanilmis olup diger makine 6grenmelerinin performansi
incelenebilir. Ayrica YSA, DO, DVM ve GSR gibi makine 6grenmelerinin performans
kriterlerini iyilestirici hibrit modellerin (Genetic-YSA, pargacik siirii optimizasyonu-

YSA gibi) kullanilmasi ileriki ¢alismalar igin 6nerilebilir.
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