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YAPAY SINIR AGLARI YAKLASIMIYLA LASTIK KALIBI
MALIYETLERININ TAHMIN EDIiLMESI

OZET

Bu ¢alismada son yillarda sik¢a kullanilan bir tahmin yontemi haline gelen Yapay
Sinir Aglar1 (YSA) kullanilarak araba lastik kalibi maliyetleri tahmin edilmeye
calisilmigtir. Karmagik dinamiklerinden dolay1 oldukca degisken ve etkilesimli bir
yapiya sahip kalip maliyetlerinin bulunabilmesi i¢in dogru ve giivenilir tahminlere
gereksinim vardir.

Kalip maliyetlerini belirleyen alt ve iist yanak dis ¢api, i¢ capi, kalinliklari, desen
karmagsikligi ve kasa tiirii ag mimarisinde ana kriter olarak alinmistir. Yapay sinir
aginin  urettigi sonuglarin gercegi ne kadar yansittigi istatistiksel olarak
arastirilmistir. Elde edilen sonuglar, Regresyon Analizi (RA) ile yapilan maliyet
hesaplamalari ile karsilastirilmis ve yapay sinir aglari ile gercege daha yakin maliyet
tahminleri saglanmistir.

Anahtar Kelimeler: Lastik Kalibi, Maliyet Tahmini, Regresyon Analizi, Yanak,
Yapay Sinir Aglari.

vii



FORECASTING COSTS OF TIRE MOLD WITH ARTIFICIAL NEURAL
NETWORKS APPROACH

ABSTRACT

This study has tried to forecast the future costs of automobile tire molds using
Artificial Neural Networks (ANN) which became a very popular forecast technique
in the recent years. For calculating the cost of a mold which has a considerably
unsteady and interactive structure because of its complex dynamics, straight and
confidential predictions are needed.

Top and bottom sidewall outer diameters, inner diameters, thicknesses, complexity of
the pattern and case type were assumed as mean criteria of the cost of each tire mold.
The accuracy of the results produced by the neural network was statistically
evaluated. The results were compared with cost estimates made by Regression
Analysis (RA) and it is comprehensible that the results of ANN are nearer than the
results of Regression Analysis to the real costs of these tire molds.

Keywords: Tire Mold, Cost Forecasting, Regression Analysis, Sidewall, Artificial
Neural Networks.
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GIRIS

Endiistride biiyiik bir yer edinmis olan kalip¢ilik artik tiim sanayi kollarinda ihtiyag
duyulan bir meslek olmustur. Teknolojinin gelismesiyle hem imalat asamasinda hem
de tasarim asamasinda biiylik kolayliklar saglanmistir. Tasarim asamasinda 3D
modelleme ve benzesim programlar1 yardimiyla optimizasyon yapilmakta ve imalat
asamasinda kalibin imali CNC teknolojisinin gelismesiyle hassas bir sekilde
yapilmaktadir. Kaliptan ¢ikan {irlinler verilen toleranslar dahilinde istenilen 6lgiilerde

yapilabilmektedir [1].

Sa¢ sekillendirme yontemi; en eski imalat yontemlerinden biri olmakla birlikte, gerek
hizli imalat 6zelligi ile seri imalat saglamasi ve gerekse ekonomikligi nedeniyle
giiniimiizde, 6zellikle otomotiv ve beyaz esya endiistrisi basta olmak iizere birgok

alanda kullanilmaktadir.

Tim imalat yontemleri gibi, sa¢ sekillendirme yontemleri de zaman igerisinde
geliserek kendilerini yenilemislerdir. Diinya capinda meydana gelen sanayi devrimi,
teknolojinin hizla gelismesi ve her gecen giin degiserek artan tiiketici ihtiyaglar ve
bu ihtiyaglarin hizli ve verimli bir sekilde karsilanma cabasi, ilkelerin ticari
kazanglarim1 ve diinyada ki imalat potansiyelini ellerinde bulundurma istekleri

neticesinde imalat yontemlerinde degismeler ve gelismeler olmustur.

Gilintimiizde bilgisayarlar ve bilgisayar sistemleri insan hayatinin vazgegilmez bir
parcast haline gelmistir. Bilgisayarlarin zaman igerisinde, biiylik miktarda verileri
filtreleyerek diizenleyebilen ve mevcut verilerle olaylar hakkinda yorum yapabilen

sistemler haline geldikleri goriilmektedir [2].

Yapay Sinir Aglar1 (YSA), beynin bir iglevi yerine getirme yontemini modellemek
icin tasarlanan bir sistem olarak tanimlanir. YSA, yapay sinir hiicrelerinin birbirleri
ile c¢esitli sekillerde baglanmasindan olusur ve genellikle katmanlar seklinde
diizenlenir. Donanim olarak elektronik devrelerle ya da bilgisayarlarda yazilim

olarak gerceklenebilir. Beynin bilgi isleme ydntemine uygun olarak YSA, bir



Ogrenme silirecinden sonra; bilgiyi toplama, hiicreler arasindaki baglant1 agirliklari ile
bu bilgiyi saklama ve genelleme yetenegine sahip paralel dagilmis bir islemcidir.
Ogrenme siireci, arzu edilen amaca ulasmak icin YSA agirliklarinin yenilenmesini

saglayan 6grenme algoritmalarini igerir [3].

Bu ¢aligsma, lastik kalibi iiretiminde maliyetlere etki eden faktorlerin kesin olarak
belirlenmesi ve karmasik dinamiklerinden dolay1r olduk¢a degisken, etkilesimli bir
yapiya sahip araba lastik kalib1 maliyetlerinin bulunmasi amaciyla yapilmistir. Kalip
maliyetlerine etki eden faktorler belirlenmis ve kayitli bilgilerden yararlanilarak veri
seti olusturulmugstur. Bu verileri kullanarak ¢aligan YSA yontemiyle kalip maliyetleri

tahmin edilmeye ¢aligilmistir.

Birinci boliimde, yapilan literatiir arastirmasi sonucunda YSA yontemi kullanilarak

yapilmis ¢caligmalardan bahsedilmistir.

Ikinci boliimde, YSA’nin Tanimi, Tarihsel Gelisimi, Kullamim Alanlari, Avantajlari,
Dezavantajlari ve Calisma Sekilleri, Ogrenme Stratejileri, Ogrenme Kurallari,

Modelleri ve Tasarimi hakkinda bilgi verilmistir.

Ucgiincii boliimde ise, lastik kalib1 iireten isletme ve kalip iiretimi is akist hakkinda
bilgi verilmis, maliyetlere etki eden faktorler tanimlanmis, uygun YSA
konfigiirasyonundan ve Levenberg-Marquardt 6grenme algoritmasindan bahsedilmis,
kalip maliyetleri YSA ve RA yontemleriyle tahmin edilmis, sonuglar karsilastiriimis

ve tahmin kalitesi istatistiksel olarak arastirilmistir.



1. KURAMSAL TEMELLER VE KAYNAK ARASTIRMASI

Maliyet; Uretimde bir mal elde edilinceye degin harcanan degerlerin toplam1 olarak
tanimlanmaktadir. Tahmin; “yaklasik olarak degerlendirme, oranlama”, “akla,
sezgiye veya bazi verilere dayanarak bir seyi, olayr kestirme” ya da “Onceden

kestirilen, diisiiniilen sey” anlamina gelmektedir.

Yatirinm kaynaklarmin kisith ve teorik olarak insan ihtiyaclarinin da sonsuz oldugu
géz oOnline alindiginda, maliyetlerin ¢ok titiz c¢alismalarla belirlenmesi,

programlanmasi ve kontrol edilmesi gerekliligi biiyiik 6nem arz etmektedir [4].

Tanimlayic1 modeller yaklasimi; diger alanlarda basarili olan ve maliyet modeli
arastirmalarinda on bes yildan fazla bir siiredir kullanilir ve maliyetleri miktarlar
yerine tasarimin tanimlayict 6zelliklerine baglamak fikrini temel alir. Tanimlayici
modeller regresyon analizleri kullanilarak gelistirilmistir. Regresyon analizi,
hesaplamalarin bir ya da daha fazla degiskenin degerlerinin bilinmesinden

yararlanilarak bagka bir degiskenin degerinin, bulundugu bir yontemdir.

Gergek¢i modeller; Tahmin yolu ile yapilan maliyet hesaplamalarinin dogru bir
sonu¢ vermeyecegi diisiincesinden hareketle kurgulanmis olan modelleri
tanimlamaktadir. Gergekgi modellerin  tahmin dogrulugunun miktarlara dayal
modellere gore daha azdir. Buna ragmen, miktarlara dayali modeller gelismelerini
neredeyse tamamladiklar1 halde, gercek¢i modellerin gelisme potansiyellerinin ¢ok

yiiksek oldugu ileri siiriilmektedir.

Uzman sistemler; Gelismis maliyet modelleri ad1 altinda da incelenen bu modeller ile
maliyet tahmini yapabilmek i¢in veri tabani ve bilgisayardan yararlanilir. Maliyet
tahmininde basaril1 olabilmek i¢in de bu sistemlerin mutlaka uzman kisiler tarafindan

yonlendirilmesi gerekir.

Yapay zeka; Latince “intellectus” kelimesinin karsiligi olan zekanin, kavramsal

olarak birkag tarifi soyledir;



* Cevap vermede, muhtemel ¢ozlimleri inceden inceye aramadaki ¢abukluk ve bir

problemin evreleri arasindaki yeni iligkileri anlayabilme kapasitesidir,

* Yeni bir diizenegi veya kurali kesfetme ya da bir tahmin yiiriitme ile ilgili

faaliyettir,
* Beynin bilgiyi alip, hizli ve dogru olarak analiz etmesidir.

Biyologlar, zekay1 ¢evreye uyum kabiliyeti olarak goriirken, egitimciler 6grenme,
psikologlar iligkileri anlama, bilgisayarcilar bilgiyi isleme kabiliyeti seklinde
degerlendirmektedirler. Suur, bilingalt1, ruh gibi agik uclu bir kelime oldugu igin

zekanin evrensel bir tarifi yapilamamistir.

Yapay zeka ise; bir bilgisayar bilim dalidir, bilgi ve davranisa dayali sistemler

olusturur ve zeki davranislar lizerine arastirmalar yapar.

Yapay zeka, insanin diisiinme yapisint anlamak ve bunun benzerini ortaya ¢ikaracak
bilgisayar iglemlerini gelistirmeye c¢alismak olarak tanimlanir. Yani programlanmis
bir bilgisayarin diistinme girisimidir. Daha genis bir tanima gore ise, yapay zeka,
bilgi edinme, algilama, gérme, diisiinme ve karar verme gibi insan zekasma 6zgii

kapasitelerle donatilmis bilgisayarlardir.

Yapay zeka teknikleri agagidaki gibi gruplandirilabilir;
* Yapay Sinir Aglari,

* Bulanik Mantik,

» Sezgisel Algoritmalar (Genetik Algoritmalar, Tabu Arama, Karinca Algoritmasi,

Is1l Islemler, Bagisiklik Sistemi vb.)
» Uzman Sistemler [4].

YSA’nm en 6nemli 6zelliklerinden birisi, ger¢cek hayattaki olast dogrusal olmayan
yapilar1 da dikkate alabilmesidir. YSA, herhangi bir siirekli fonksiyona veya
tirevlerine yakinsama yetenegine sahiptir ve bu yilizden Evrensel Fonksiyon
Yakinsayict Yontem olarak tanimlanmaktadirlar.” Analiz konusunun igerdigi veri

setinin dogrusal veya dogrusal olmayan yapi igeriyor olmasi, analiz sonuglarini

4



etkileyecek onemli bir faktordiir. Bu yiizden YSA’nin dogrusal olmayan yapilar1 da

dikkate alabilmesi kendisinin 6nemli bir 6zelligidir.

Esin kaynagi insan beyninin ¢alisma sistemi olan bu yontem, egitme veya baslangi¢
tecriibesi sayesinde, veriyi kullanarak o6grenme yetenegine sahiptir. Bu ozelligi
sayesinde ise geleneksel teknikler i¢in ¢ok karmasik kalan problemlere ¢6ziim
saglayabilmektedirler. Ayrica, insanlarin kolayca yapabildigi ama geleneksel

metotlarin uygulanamadigi basit islemler i¢in de olduk¢a uygundurlar.

YSA’lar geleneksel islemcilerden farkli sekilde islem yapmaktadirlar. Geleneksel
islemcilerde, tek bir merkezi islem eleman1 her hareketi sirasiyla gerceklestirir. YSA
modelleri ise, her biri biiylik bir problemin bir pargasi ile ilgilenen ¢ok sayida basit
islem elemanlarindan olusma ve baglanti agirliklarinin ayarlanabilmesi gibi

ozelliklerinden dolay1 6nemli derecede esnek bir yapiya sahiptirler.

Toplam islem ylikiinii paylagsan islem elemanlarinin birbirleri arasindaki yogun
baglant1 yapist sinirsel hesaplamanin temel giic kaynagidir. Bu yerel islem yapisi
sayesinde, YSA yoOntemi en karmasik problemlere bile uygulanabilmekte ve

tatminkar ¢oziimler saglayabilmektedir.

YSA modelleri sinirsiz sayida degisken ve parametre ile calisabilmektedir. Bu

sayede mitkemmel bir 6ngorii dogrulugu ile genel ¢oziimler saglanabilmektedir [4].

Islem verilerinin birbirleri arasinda yogun baglanti kurduklari, bilinen &rnekleri
kullanarak daha Once karsilagmamis durumlarda genelleme yapabildikleri, hatali
veya kayip veriler icin ¢ozlim iiretebildikleri, karmasik veya sorunlu verilerden bile
anlam ¢ikarabildikleri ve ¢ok degisken verilere sahip olan lastik kalib1 maliyetlerinin

tahmini i¢in bu ¢alismada YSA yontemi kullanilmistir.

Isletmeler arasindaki artan rekabet nedeniyle, miisterinin istedigi 6zelliklerde iiriin
tiretmek (miisteri memnuniyeti), tam zamaninda teslim ve maliyetlerin diisiiriilmesi

tiim igletmeler i¢in 6nem arz etmektedir [4].

Yapilan literatiir taramasi sonucunda kalip maliyetleri, ham petrol fiyatlarinin
tahmini, ikinci el otomobil fiyatlarinin tahmini, toplu konut insaat maliyetleri ve yap1

maliyetlerinin tahmini vb. YSA c¢alismalar1 asagida sunulmustur.
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Vikaros ve Miko (2011) , “Aurtificial Neural Network Approach For Injection Mould
Cost Estimation” adli caligmalarinda; kalip maliyetinin etkileyen on ¢ girdi
parametresine dayali olarak YSA yontemiyle on dort fiyat tipi tahmin etmislerdir. En
disiik hata degeriyle YSA ile maliyet tahminin en dogru sonucu verdigini

gormiislerdir [6].

Kaynar, Tastan ve Demirkoparan (2010) “Ham Petrol Fiyatlarinin Yapay Sinir
Aglan1 ile Tahmini” adli galismalarinda; ham petrol fiyatlari tahmin etmek icin
klasik zaman serileri analizi yontemlerinden ARIMA ile veri seti igerisindeki
karmagik iliskileri modelleyebilen MLP (cok katmanli ileri beslemeli YSA) ve RBF
(radyal tabanli fonksiyon aglar1) yapay sinir aglarini kullanmiglar ve uygun ag yapisi
ve yeterli sayida veri kullanildiginda, zaman serilerinin tahmininde yapay sinir aglari
istatistiksel yOntemlere alternatif bir yontem olarak kullanilabildigi sonucuna

varmuslardir [7].

“Estimating Resource Requirements at Conceptual Design Stage Using Neural
Networks” (1997) adli makalelerinde Elazouni ve arkadaslari; tahmin modellerinin
proje maliyeti ve performansini optimize edebilmek igin farkli alternatifleri
degerlendirmek iizere tasarimcilara potansiyel yardimci olabilecegini ifade
etmiglerdir. Bu asamada farkli alternatiflerin maliyetinin belirlenmesinin, yeniden
tasarim maliyetinin engellenmesi ve bakim, operasyon ve degistirme maliyetlerinin
minimize edilmesi sayesinde maliyet tasarrufu saglayacagini vurgulamiglardir. Buna
ilave olarak, bu modellerin yiiklenicinin son dakika teklif tahmini i¢in ¢ok yararl
oldugunu belirtmislerdir. Kaynak ihtiyact tahmini i¢in, tahmin araci olarak geriye
yayilim aglarinin kullanilabilirligini arastirdiklar: bu ¢alismada, 28 adet silo insaatina
ait degerler gruplanmistir. Uygulanan YSA modeli ile elde edilen sonuglar ¢oklu
regresyon analizi sonuclariyla karsilastirilmis ve YSA modelinin tahmin i¢in oldukga

kullanigh oldugu tespit edilmistir [8].

Asilkan ve Irmak (2009), “Ikinci el otomobillerin gelecekteki fiyatlarinin yapay sinir
aglar1 ile tahmin edilmesi” adli ¢alismalarinda; yapay sinir aglarin1 kullanilarak
ikinci el otomobillerin gelecekteki fiyatlarini tahmin etmeye g¢alisilmislardir. Girdi
olarak Avrupa kokenli ¢ok sayida ikinci el otomobil web sitesinden elde edilmis olan

ilan verileri kullanilmistir. YSA uygulamasi ile bulunan sonuglarla Karsilagtirilmistir.



Elde edilen sonuglar, yapay sinir aglarinin ikinci el otomobillerin gelecekteki

fiyatlarini tahmin etmede basariyla kullanilabilecegini ortaya koymustur [7].

Kim ve arkadaslar1 (2004), 530 eski maliyet verisinin yardimi ile ¢oklu regresyon
analizi, YSA ve vaka tabanli sebeplendirme adli {i¢ yontemin performanslarini
karsilagtirmiglardir. Caligmalarinin sonucunda YSA esasli yontem, diger iki maliyet

degerleme yontemine gore daha kusursuz sonuglar vermistir [9].

Demirel (2007), “Toplu konut insaat maliyetlerinin yapay sinir aglar1 ile tahmini”
adli calismasinda; toplu konut insaat maliyetlerini YSA ile tahmin etmeyi
amaglamistir. Bu amagla betonarme tasiyici sisteme haiz ve benzer nitelikteki ¢ok
katli konut projelerinin ingaat maliyetleri hesaplanmis ve mevcut verilerden
yararlanilarak olusturulan ¢ok katmanli, danigsmanli, geri beslemeli, danigmanl
ogrenme Ozelliklerinde yapilandirilan YSA’ya veri olarak girilmistir. Bu yapilarin
projelerinden hesaplanan; tip kat alanlari, yap1 yilikseklikleri ve toplam dis cephe
alanlari, ag§ mimarisinde ana degerlendirme kriteri olarak alinmistir. Aga hesaplatilan
maliyet tahminleri, Birim Fiyat Yontemi (BFY) ve Regresyon Analizi ile yapilan
maliyet hesaplamalari ile karsilastirilmis ve uygulanan YSA yonteminin sagladigi
performans degerlendirilmistir. Olusturulan YSA’dan saglanan veriler, Regresyon
Analizi verilerine gore BFY ile bulunan maliyetlere daha yakin ve uygulanabilir
sonuglar saglanmistir. Bu alandaki ¢alismalarda hibrit yontemlerin kullanilmasinin
daha verimli tahminler igin avantaj saglayacagi ve farkli yap: tipleri i¢in benzer

arastirmalarin yapilmasimin olumlu gelismeler yaratacagi sonucuna varilmistir [3].

Basheer ve Hajmeer (2000), “Artificial neural networks: fundamentals, computing,
design and application” adli ¢alismalarinda; YSA’nin, beyin hiicrelerindeki gorev
dagilimmin ve birbirleri arasindaki iliskilerin benzerlerinin bilgisayar ortaminda
olusturulmasi1 oldugunu ifade etmislerdir. Matematiksel olarak modellenen ¢ok
sayida noron, birbirlerinden aldiklar1 bilgileri degerlendirerek bir c¢iktiya
dontistiirmektedirler. Birgok noronun eszamanli olarak c¢alismasi, egitilebilmesi,
denetlenmesi ve ¢0ziime ulasma hizinin kisa olmasi1 gibi O6zellikleri nedeni ile
YSA’nin, bilimsel aragtirmalarda giderek artan bir sekilde kullanilmakta oldugunu

belirtmislerdir [10].



Weiss ve Kulikowski’nin (1999), “Computer systems that learn”; Hinton’un “How
neural networks learn from experience”; Ripley, Barndoff — Nielsen, Jensen ve
Kendall’in “Statistical aspects of neural networks, in networks and chaos—statistical
and probabilistic aspects” ve Warren’1n “Neural networks and statistical models” adli
calismalarinda; YSA’nin son yillarda hem teorik ve hem de pratik uygulamalar
bakimindan gelistigi, kendisine olan ilgiyi daha da arttirdigi vurgulanarak YSA
modelleri ile istatistik modellerin benzer olduguna (bazilarmin ise ayni olduguna)
dikkat ¢ekilmistir [11].

Stern’in  (1996) “Neural networks in applied statistics”, Ripley’in “Pattern
recognation and neural Networks”, Wang’in (1999) “An adaptive approach to market
development forecasting” ve Yasdi’nin (1999) “Prediction of road traffic using u
neural network approach” isimli makalelerinde YSA modelleri ile istatistik
modellerin benzer olmasinin tesadiifi olmadigini, bu iki alanin siki iligkili oldugunu
gostermislerdir. YSA ve istatistik metotlarin karsilastirilmasi, bu modellerden
birinin, uygun olan bir digerinin gelistirilmesinde O6nemli oldugunu ortaya
koymuslardir. Bircok pratik problemde, her iki simif yontemlerin kullanilarak
hesaplama sonuglarinin karsilagtirilmasinin daha iyi ¢éziimiin bulunmasi iginde bir

ara¢ oldugunu ifade etmislerdir [12-14,28].

“An artificial neural network approach to assess project cost and time risks at the
front of projects” (1998) adli yiiksek lisans tezinde Liu, projelerin oniinde bulunan
maliyet ve zamansal risklerin degerlendirilmesi konusunda YSA esasli bir aragtirma
yapmis ve sonuglar, petrol ile gaz endiistrisindeki projelerde, eski basit projelerden
O0grenme yaparak genel temayr betimleyebilecek bir YSA olusturmanin miimkiin
olabilecegini gdstermistir. Liu, YSA esasli uygulamalarin ¢oklu regresyon yontemine

gore daha iistlin sonuglar verdigini belirtmistir [15].

Ugur (2007),” Yap1 maliyetlerinin yapay sinir ag1 ile analizi” adli ¢alismasinda; yap1
maliyetlerinin YSA ile tahmin edilmesi amaciyla; betonarme tasiyict sistemli ve
benzer nitelikteki ¢ok katli toplu konut projelerinin insaat maliyetlerini hesaplanmis
ve mevcut verilerden yararlanarak olusturulan ¢ok katmanli, geri beslemeli,
danigmanli 6grenme Gzelliklerinde yapilandirilan YSA’na veri olarak girmistir. Bu

yapilarin projelerinden hesaplanan; yapi yiikseklikleri, tip katlardaki daire sayilari,



tip kat alanlari, kat yiikseklikleri, toplam katsayilari, kat yilikseklikleri, cephe alanlari,
cephe boslugu alanlar1 ve ortalama daire alanlari, ag mimarisinde ana degerlendirme
kriterleri olarak alinmistir. Aga hesaplatilan maliyet tahminleri, Birim Fiyat Yontemi
(BFY) ve RA ile yapilan maliyet hesaplamalar ile karsilastirilmis ve uygulanan YSA

yonteminin sagladigi performans degerlendirilmistir [4].

Yapilan literatiir aragtirmasinda lastik kalibinin maliyet tahminlenmesi igin YSA
kullanimina rastlanmamistir. Arastirmanin uygulama siirecinde heniiz imalatina
baslanmamuis olan yeni tasarimlar i¢in gézlemler yapilarak kalip maliyeti, yapay Sinir

ag1 yaklagimiyla tahmin edilmeye ¢alismistir.



2. YAPAY SiNiR AGLARI

Yapay sinir aglari, biyolojik sinir aglarindan esinlenilerek ortaya c¢ikarilan ve
biyolojik sinir aglarina benzer bazi performans Ozellikleri igeren bir bilgi isleme
sistemidir. Basit bir sekilde insan beyninin c¢alisma seklini taklit eden YSA’ lar
veriden 6grenebilme, genelleme yapabilme, sinirsiz sayida degiskenle calisabilme
vb. birgok 6nemli dzellige sahiptir. YSA’ nin ¢alismasina esas teskil eden en kiigiik
birimler yapay sinir hiicresi ya da islem elemani olarak isimlendirilir. En basit yapay
sinir hiicresi Sekil 2.1’de de goriilecegi tizere girdiler, agirliklar, birlestirme

fonksiyonu, aktivasyon fonksiyonu ve ¢ikis olmak iizere 5 ana bilesenden

olusmaktadir.
Toplama
X1
wi Fonksiyonu
X2 W2
\ net Y
X3 w3
—>
f()
Wn T 1

Xn b

Aktivasyon
Girdiler Agirliklar Esik

Fonksiyonu

Sekil 2.1.Yapay sinir hiicresi [7]

Girdiler (X1, Xz...xn ), diger hiicrelerden ya da dis ortamlardan hiicreye giren
bilgilerdir. Bunlar agin 6grenmesi istenen ornekler tarafindan belirlenir. Agirliklar
(W1, Wa...wp), girdi kiimesi veya kendinden Onceki bir tabakadaki baska bir islem
elemaninin bu islem elemani lizerindeki etkisini ifade eden degerlerdir. Her bir girdi,
o girdiyi islem elemanina baglayan agirlik degeriyle carpilarak, toplam fonksiyonu

aracilifiyla birlestirilir.
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Toplam fonksiyonu sonucunda elde edilen deger dogrusal ya da dogrusal olmayan
tiirevlenebilir bir transfer fonksiyonundan gegirilerek islem elemaninin ¢iktisi

hesaplanir.

Yapay sinir aglarinda ¢ok ¢esitli ag yapilar1 ve modelleri vardir. YSA, Sekil 2.1°de
gosterilen bir dizi sinir hiicresinin ileri stirlimlii ve geri beslemeli baglant1 sekilleri ile
birbirine baglanmasindan olusur. Giiniimiizde, belirli amaglarla ve degisik alanlarda
kullanilmaya uygun birgok yapay sinir ag1 modeli (MLP, RBF, LVQ, Hopfield,
Recurren vb.) gelistirilmistir. Bu ag yapilan igerisinde en yaygm kullanim alani
bulan ve ¢alismamizda da kullanilan ¢ok katmanli ileri beslemeli yapay sinir aglari
(MLP, Multiple Layer Perceptron) ile radyal tabanli fonksiyon (RBF, Radial Basis
Function) aglaridir [7].

2.1. Tarihsel Gelisimi

Insanoglu tarih boyunca siirekli insan beyninin nasil calisigini merak etmistir.
Bilgisayarin dogmasinda aslinda bu merakin bir neticesidir. Ik hesap makinelerinden
giiniimiizdeki ¢ok karmasik bilgisayar sistemlerine gecisin temelinde bu merak ve
arayisin rolliinii unutmamak gerekmektedir. Gelismelere bakarak gelecekte daha
karmagik sistemlerin ¢ikacagini da kestirmek mimkiin degildir. Bilgisayarlar
baslangigta sadece aritmetik islemler yapmak amaci ile gelistirilmis iken, bugiin
olaylar1 O6grenmeleri ve c¢evre sartlarina gore karar vermeleri istenmektedir.
Gelecekte insanoglunun gerceklestirdigi ¢ok yliksek oranda beyin giicii gerektiren
isleri yapmalarinin beklenecegini kestirmek zor degildir. Yapay sinir aglar
giinlimiizde bu gelismeyi tetikleyen bilim dallarindan birisidir. Gelecekte de yine en

onemli bilim dallarindan birisi olacaktir.

1890 yilinda beynin fonksiyonlar1 hakkinda bilgi veren ilk eser yaymlanmigtir.
1940’dan 6nceki yillarda bazi bilim adamlarinin (Helmholtz, Pavlov, Poincare vb.)
yapay sinir ag1 kavrami {izerinde g¢alistiklar1 bilinmektedir. 1940’11 yillardan sonra
Hebb, McCulloch ve Pitts gibi bilim adamlar1 yapilan arastirmalart miihendislik
alanlarina kaydirmaya ve giinlimiizdeki yapay sinir aglarinin temellerini olusturmaya

basladilar. Ilk yapay sinir hiicresinin yapisini olusturdular.
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1950°’li yillarin sonlarinda, biiyiik o6lcekli islemcilerin gelistirilmesiyle, beynin
yaptig1 islemleri yapabilecek sinir aglarinin olusturulabilmesi miimkiin hale gelmistir

[16].

YSA simiilasyonlar1, nispi olarak yeni bir gelisme olarak goriilmektedir. Bununla
beraber, bu alan bilgisayarin ¢ikisindan dnce ortaya ¢ikmistir ve bir bocalama devresi

gecirdikten sonra yoluna devam etmistir.

Bilgisayarlarin yaygin bir sekilde kullanilmaya baglanmasiyla birlikte, YSA alaninda
oldukca 6nemli gelismeler olmustur. Bu alandaki arastirmalar ve ¢alismalar biiyiik
bir ilgi ile baslamis fakat beklenen gelismelerin gergeklesmemesi sonucunda ilgi
azalmis ve bir suskunluk donemi yasanmistir. Profesyonel ve maddi katkinin en az
oldugu bu donemde, sadece birka¢ arastirmaci tarafindan katki saglanmistir. Bu
arastirmacilar, Minsky ve Papert tarafindan tanimlanan siirlamalar etkisiz kilan bir
teknoloji gelistirmislerdir. Minsky ve Papert, 1969 yilinda bir kitap yayinlamislar ve
bu kitapta, arastirmacilar arasinda 6n plana ¢ikan ve ekstra analiz yapilmadan kabul
goren YSA’na kars1 bazi olumsuzluklar1 toplamislardir. Son yillarda ise, YSA alam
ilgi ve katki olarak yeniden canlanmaktadir. YSA tarihi, donemler itibariyle

incelenebilir [4].
2.2. Yapay Sinir Aglarinin Yapisi
2.2.1. Biyolojik sinir aglar

Biyolojik sinir aglar1 beynimizde bulunan bir ¢ok sayida sinir hiicresinin bir
koleksiyonudur. Bir sinir ag1 milyarlarca sinir hiicresinin bir araya gelmesi ile
olugmaktadir. Sinir hiicreleri birbirleri ile baglanarak fonksiyonlarin1 yerine
getirirler. Beynimizde 10'° adet sinir hiicresi ve bunlarin da 6X10'*’ten fazla sayida
baglantisinin oldugu séylenmektedir. insan beyni, ¢cok hizli ¢alisabilen miikemmel
bir bilgisayar gibi goriilebilir. Bir grup insan resmi i¢inden tanidik bir resmi 100-200
ms gibi kisa bir siirede fark edilebilir. Halbuki geleneksel bilgisayarlarin boyle bir
tanima islemini yapmasi ¢ok daha uzun zaman alabilir. Bugiin insan beyninin
kapasitesinin ¢ok kiigiik bir oraninda kapasiteye sahip ve calisabilen bir makine
yapilsa olagantistli bilgi isleme ve kontrol edebilme mekanizmalar1 gelistirmek ve

miikemmel sonuglar elde etmek miimkiin olabilir. Biyolojik sinir aglarinin
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performanslar1 kiigiimsenemeyecek kadar yiiksek ve karmasik olaylar isleyebilecek
yetenektedir. Yapay sinir aglar1 ile bu yetenegin bilgisayara kazandirilmasi

amagclanmaktadir.

Biyolojik sinir aglar1 insan beyninin ¢aligmasini saglayan en temel taglardan birisidir.
Insanin biitiin davranislarini ve ¢evresini anlamasini saglarlar. Biyolojik sinir aglar
bes duyu organindan gelen bilgiler 1s18inda gelistirdigi algilama ve anlama

mekanizmalarini galistirarak olaylar arasindaki iliskileri 6grenir [16].

Biyolojik sinir sistemi, merkezinde siirekli olarak bilgiyi alan, yorumlayan ve uygun
bir karar iireten beynin bulundugu ii¢ katmanli bir sistem olarak aciklanmaktadir. Bu
katmanlar; ¢evreden gelen girdileri elektriksel sinyallere doniistiirerek beyine ileten
Alict Sinirler (Receptor), beynin lrettigi elektriksel sinyalleri ¢ikti olarak uygun
tepkilere doniistiiren Tepki Sinirleri ile alic1 ve tepki sinirleri arasinda ileri ve geri

besleme yaparak uygun tepkiler {ireten Merkezi Sinir Ag1 olarak siralanir [17].
2.2.2. Yapay sinir hiicresi modeli

Biyolojik sinir aglarinin sinir hiicreleri oldugu gibi yapay sinir aglarinin da yapay
sinir hiicreleri vardir. Yapay sinir hiicreleri miihendislik biliminde proses elemanlari

olarak da adlandirilmaktadir.

Bir yapay sinir agi, birbiriyle baglantili ¢ok sayida yapay sinir hiicresinden meydana

gelmektedir. Yapay sinir hiicreleri biyolojik sinir hiicrelerinin basit bir modelidir.

Tablo 2.1. Biyolojik sinir ag1 ve yapay sinir aginin karsilastirilmasi

Sinir Hiicresi (N6ron) Islemci Eleman (Yapay Sinir Hiicresi,
Diigiim)

Sinaps Islemci elemanlar arasindaki baglanti
agirliklar

Biyolojik Sinir Ag1 Yapay Sinir A1

Sinir Sistemi Sinirsel Hesaplama Sistemi

Dendrit Toplama Fonksiyonu

Hiicre Govdesi Aktivasyon Fonksiyonu

Akson Islemci Eleman ¢iktis
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Yapay sinir aglariin i¢inde bulunan tiim sinir hiicreleri bir veya birden fazla girdi
alirlar ve tek bir ¢ikt1 verirler. Bu ¢ikti yapay sinir agmin digina verilen bir ¢ikti
olabilecegi gibi bagka bir yapay sinir hiicresine girdi olarak da verilebilir. Bir yapay

sinir hiicresi genel olarak bes temel bilesenden olugmaktadir.
* Girdiler

» Agirliklar

* Toplama fonksiyonu

« Aktivasyon fonksiyonu

* Cikt1
Girdi 1
Agirlik 1
Girdi 2
% Toplama Aktivasyon Cikti
Fonksiyonu Fonksiyonu —
Agirhk N
Girdi N

Sekil 2.2. Yapay sinir hiicresinin yapisi [18]
2.2.2.1. Girdiler

Girdiler, bir yapay sinir hiicresine gelen bilgilerdir. Bu bilgiler dis ortamlardan ya da
diger sinir hiicrelerinden gelebilir. Di1s ortamlardan gelen bilgiler, agin 6grenmesi

istenen Ornekler tarafindan belirlenmektedir.
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2.2.2.2. Agirhiklar

Agirliklar, gelen bilgilerin hiicre iizerindeki etkisini belirleyen degerlerdir. Bilgiler,
baglantilar {izerindeki agirliklar iizerinden hiicreye girmekte ve agirliklar yapay
sinirde girdi olarak kullanilacak degerlerin goreceli kuvvetini (matematiksel
katsayisin1) gostermektedirler. YSA i¢inde girdilerin hiicreler arasinda iletimini
saglayan tim baglantilarin farkli agirlik degerleri bulunur. Boylelikle agirliklar her
islemci elemanin her girdisi iizerinde etki yapmis olur. Agirliklar degisken veya sabit

degerler olabilirler.
2.2.2.3. Toplama fonksiyonu

Toplama fonksiyonu, hiicreye gelen net girdiyi hesaplayan fonksiyondur ve

genellikle girislerin kendi agirliklartyla ¢arpiminin toplami Esitlik (2.1)’deki gibi

ifade edilir.

Fnet: Z XiWj (2 1)

Xi hiicreye gelen girdileri, W; ise girdilerin kendi agirliklarin1 ifade etmektedir.
Yapay sinir aginin yapisina gore toplama fonksiyonu, maksimum, minimum, ¢arpim
veya cesitli normalizasyon islemlerinden birisi olarak da ifade edilebilir. Bir problem
i¢in en uygun toplama fonksiyonu ¢esidini bulmak i¢in herhangi bir formiil yoktur.
Toplama fonksiyonu genellikle deneme yanilma yoluyla bulunmaktadir. Ayrica bir
yapay sinir agindaki biitlin islemci elemanlarin ayni toplama fonksiyonuna sahip
olmasi gibi bir zorunluluk da yoktur. Bazen ayni yapay sinir ag1 i¢indeki iglemci
elemanlarin bazilar1 ayni toplama fonksiyonunu, digerleri ise baska fonksiyonlar

kullanabilirler. Bu tamamen tasarimcinin kendi kararina baghdir.

Tablo 2.2. Toplama fonksiyonlari

Net Giris Aciklama

Carpim Agirlik degerleri girdiler ile ¢arpilir ve

Net Girdi= I1GiWi daha sonra bulunan degerler birbirleri

i ile carpilarak NET girdi hesaplanir.

Maksimum N tane girdi i¢inden agirliklar ile

Net Girdi= Max (GiWi) , i=1...N carpildiktan sonra en biiyiigii yapay
sinir hiicresinin NET girdisi olarak
kabul edilir.
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Tablo 2.2. (Devam)Toplama fonksiyonlari

Net Giris Aciklama

Minimum N tane girdi icinden agirliklar ile

Net Girdi= Min (GiWi) , i=1...N carpildiktan sonra en kiigiigii yapay sinir
hiicresinin NET girdisi olarak kabul
edilir.

Cogunluk N tane girdi i¢inden agirliklar ile

Net Girdi= X sgn (GiWi) carpildiktan sonra pozitif ve negatif

i olanlarin sayis1 bulunur. Biiyiik olan
say1 hiicrenin NET girdisi olarak kabul

edilir.
Kiimiilatif Toplam Hiicreye gelen bilgiler agirlikli olarak
Net Girdi= Net(eski) + X (GiWi) toplanir ve daha once gelen bilgilere

i eklenerek hiicrenin net girdisi bulunur.

2.2.2.4. Aktivasyon fonksiyonu

Aktivasyon fonksiyonu, toplama fonksiyonundan gelen girdiyi isleyerek yapay sinir
hiicresinin ¢ikisint belirler. Transfer fonksiyonu olarak da adlandirilan aktivasyon
fonksiyonu cesitli tiplerde ve genellikle dogrusal olmayan bir fonksiyondur.
Dogrusal fonksiyonlarin tercih edilmemesinin nedeni, dogrusal fonksiyonlarda girdi
ile ¢iktinin dogru orantili olmasidir. Bu durum ilk yapay sinir aglari denemelerinin

basarisizlikla sonu¢lanmasinin temel nedenidir.

Uygun aktivasyon fonksiyonunun se¢imi tasarimcimnin farkli fonksiyonlari
denemeleri sonucunda belirlenmektedir. Ancak ¢ok katmanli perceptron gibi bazi
modeller aktivasyon fonksiyonunun, tiirevi alinabilir bir fonksiyon olmasini sart
kosmaktadir. Ayrica fonksiyonun se¢imi, yapay sinir aginin verilerine ve neyi
O0grenmesinin istendigine de baghdir. Aktivasyon fonksiyonu olarak en ¢ok

kullanilanlar sigmoid fonksiyon ve hiperbolik tanjant fonksiyonlaridir.

Aktivasyon fonksiyonu, toplama fonksiyonundan gelen girdiyi doniistiirerek istenilen
degerler arasinda sinirlandirmaktadir. Bu degerler kullanilan aktivasyon fonksiyonun
tipine gore genellikle [0,1] veya [-1,1] arasindadir. Bu deger aktivasyonun
fonksiyonunun, dolayisiyla yapay sinir hiicresinin ¢ikt1 degeri olarak ya dis ortama

ya da girdi olarak bagka bir yapay sinir hiicresine iletilmektedir.
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Aktivasyon fonksiyonu islemi Oncesinde, sisteme tekdiize (uniform) dagilmis bir
rassal hata eklenebilmektedir. Bu rassal hatanin kaynagi ve biiyiikliigii sistemin
O0grenme siirecinde belirlenir ve sebebi, insan beyninin islevinin, iginde bulundugu
ortamin kosullarindan etkilenmesidir. Ornegin ortamin soguk/sicak olmasindan insan
beyni etkilenmektedir. Bu nedenle yapay sinir aglart literatiiriinde rassal hata ekleme
islemi “sicaklik (temperature)” olarak da adlandirilmaktadir. Ancak gilinlimiizde
rassal hata islevi tam olarak kullanilmamakta ve hala bir arastirma siireci i¢inde
bulunmaktadir. Ayrica baz1 yapay sinir aglarinda, aktivasyon fonksiyonunun ¢iktisi

tizerinde baska islemler, dlgeklendirme ve sinirlandirma yapilabilmektedir [18].

Tablo 2.3. Aktivasyon fonksiyonlari

Aktivasyon Fonksiyonu Aciklama
Dogrusal fonksiyon Gelen girdiler oldugu gibi hiicrenin
F(NET )= NET ciktis1 olarak kabul edilir.
Step fonksiyonu Gelen NET girdi degerinin belirlenen
bir esik degerinin altinda veya {istiinde
1 if NET > esik deger olmasina gore hiicrenin ¢iktisi 1 veya 0
F(NET )= degerini alir.

0 if NET < esik deger

Siniis fonksiyonu Ogrenilmesi diisiiniilen olaylarin siniis
F(NET )= Sin(NET ) fonksiyonuna uygun dagilim gosterdigi
durumlarda kullanilir.

Hiperbolik tanjant fonksiyonu Gelen NET girdi degerinin tanjant

fonksiyonundan gecirilmesi ile
F(NET )= (e"" +e™T) / (€T - e™&T)  hesaplanur.

a) Dogrusal aktivasyon fonksiyonu

Dogrusal problemlerin ¢o6ziimiinde kullanilan bu fonksiyon, gelen net girdileri
dogrudan hiicre ¢ikisi olarak vermektedir. Matematiksel olarak F(net)= net seklinde

tanimlanmaktadir. Sekil 2.3’te gosterildigi gibi.
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F(net)

» het

Sekil 2.3. Dogrusal aktivasyon fonksiyonunun sekilsel gosterimi [18]
b) Adim fonksiyonu

Gelen net girdi degerinin belirlenen bir esik degerinin altinda ya da {istiinde olmasina

gore hiicrenin ¢iktist 1 veya 0 degerlerini almaktadir. Sekil 2.4°te gosterilmektedir.

F(net)

A

> net

Sekil 2.4.Adim fonksiyonunun sekilsel gosterimi [18]
c) Sigmoid aktivasyon fonksiyonu

En onemli esik fonksiyonu Sigmoid fonksiyonudur. Bu fonksiyon, seviyeli lineer

olmayan ¢ikis veren, sinirli, monoton artan, tiirevi alinabilen bir fonksiyondur.

Esitlik (2.2);
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1

YOO~ 1w @2)
seklindedir. YSA ¢iktis1 (2.3);

3 1
Y(X)_ 1_|_e-aynet (2'3)

seklinde olur.

Sigmoid fonksiyonuna a kazanci ilave edilmesiyle sekli degistirilebilir. a egim
parametresidir. a’nin degisik degerleri i¢in bulunan sigmoid fonksiyonlar1 Sekil
2.5°te gosterilmistir. Eger a ¢ok artirnlirsa Sigmoid fonksiyonu basamak
fonksiyonuna doniigiir. Her iki fonksiyonda [0,1] araliginda degisir fakat Sigmoid
fonksiyonunun tiirevinin aliabilmesi YSA teorisi ve Ozellikle Geriye Yayilim

(Back-Propagation) teorisinde ¢ok dnemlidir.

y (fonksivonun aldig deder)

Sekil 2.5. Sigmoid fonksiyonu [4]

d) Hiperbolik tanjant fonksiyonu

Hiperbolik tanjant fonksiyonu, gelen net girdinin tanjant fonksiyonundan gegirilmesi
ile hesaplanmaktadir ve sigmoid aktivasyon fonksiyonunun farkli bir ¢esididir.

Sigmoid aktivasyon fonksiyonunda ¢ikt1 O ile 1 arasinda bir deger alirken, hiperbolik
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tanjant fonksiyonunda ¢ikt1 -1 ile 1 arasindadir ve Esitlik (2.4)” deki gibi hesaplanir
[18].

eS+es

y=F (s)= @ (24)

y (fonksiyonun aldid) deder)

H(ging)

Sekil 2.6. Hiperbolik tanjant fonksiyonu [4]
e) Hiicrenin ¢iktis1

Aktivasyon fonksiyonu tarafindan belirlenen ¢ikt1 degeridir. Bu deger ya baska bir
yapay sinir hiicresine girdi olarak ya da dis ortama gonderilmektedir. Bir islemci

elemanin birden fazla girdisi olmasina ragmen tek bir ¢iktis1 olmaktadir [16].

Tiim YSA’lar, yukarida temel elemanlar: anlatilan bu temel yap1 taslarindan yani
noronlardan olusturulurlar. Bu yap: taglarmin dizayni, sinir ag1 sanatinin, bagka bir
deyisle mimarisinin olusturulmasinin ilk boliimiidiir. Bu sanatin ikinci boliimii ise bu
islem elemanlarinin  kiimelendirilmesi ve birbirleri arasindaki baglantilarin
olusturulmasini igerir. Beyinde kiimelendirme, bilginin dinamik, etkilesimli ve
kendiliginden organize bir sekilde islenmesini saglayacak sekildedir. Biyolojik sinir
aglar li¢ boyutlu uzayda mikroskobik elemanlarla olusturulur. Bu noéronlar hemen

hemen simirsiz sayida baglantilar icerirler. Bu, yapay sinirler i¢in miimkiin degildir.
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Bugiinkii teknoloji ile iki boyutlu ortamda ve belirli sayida baglanti igeren néronlar

olusturulabilmektedir. Bu durum, YSA’nin yetenek ve ¢esitlerini sinirlamaktadir [4].

Sekil 2.7°de, daha 6nce tanimlanan basit bir yapay néron yapisinin daha detayli bir
semas1 gosterilmistir. Sekilde, girdi degerleri islem elemanina {ist sol boliimden
girmektedir. Islemde ilk adim, bu girdi degerlerin her birinin ilgili agirhiklarla w(i)
agirliklandirilmalaridir. Bir noron genellikle, es anli olarak birgok sayida girdi alir.
Her girdinin kendi nispi agirligi vardir. Bu agirliklar, biyolojik ndéronlarin degisen
sinaptik etkililikleri ile ayn1 gorevi istlenirler. Her iki durumda da, bazi girdiler
digerlerine gore daha onemli hale gelir. Bu sayede, islem elemaninin bir sinirsel
tepki liretmesi isleminde daha fazla etkili olurlar. Ayrica, agirliklar girdi sinyalinin
gicliilligiinii belirleyen adaptif Katsayilardir. Yani, girdinin baglanti giicliniin bir

olgiisiidiir. Bu baglanti giigleri, ¢esitli egitme setlerine gore degistirilebilirler [19].

o
W
= Toeplama
e Hiperboik Tanjant
Minimum lneer
-~ = ~
{Sirchler e Sigrmoid Ckh
(Irputs] sowva B _.-"::"mm'
e ““--._.._,__--" Vevo wne
Ve :
e T < Bl i s 1 e T
f Topiarna Fonksivonu ransfer Fonksiyonu
Acidar (Summation Function) [Transfer Funciion)
/ [Wiesicgts)
Oenme ve Animsarma PFrogram " Cgrenmme [\i‘.‘-ﬂ?.}t-'.v‘._-
|Lecming and Recall Schedule) [Leaming Cycle

Sekil 2.7. Yapay néronun detayli yapisi [19]

Agirliklandirmadan  sonra, bu degistirilmis girdiler toplama fonksiyonuna
gonderilirler. Toplama fonksiyonunda, adindan da anlagilacagi gibi, genelde toplama
islemi yapilmaktadir. Fakat birgok farkli islem ¢esidi toplama fonksiyonu igin
kullanilabilir. Toplama fonksiyonu, bu basit c¢arpimlar toplamimna ek olarak,
minimum, maksimum, mod, ¢arpim veya ¢esitli normalizasyon islemlerinden birisi
olabilir. Girdileri birlestirecek olan algoritma genellikle secilen ag mimarisine de
baghdir. Bu fonksiyonlar farkli sekilde degerler iiretebilir ve sonra bu degerler ileri

dogru gonderilir. Ek olarak, uygulamaci kendi fonksiyonunu olusturup toplama
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fonksiyonu olarak kullanabilir. Bazi toplama fonksiyonlari, transfer fonksiyonuna
iletmeden oOnce, sonuglar iizerinde ilave islemler yaparlar. Bu islem aktivasyon
fonksiyonu olarak adlandirilan islemdir. Bir aktivasyon fonksiyonu kullanmanin
amaci, toplama fonksiyonu ¢iktisinin zamana bagli olarak degismesini saglamaktir.
Fakat, aktivasyon fonksiyonu literatiirii heniiz tam olarak gelismemistir. Bundan
dolay1, cogu yapay sinir aginda birim aktivasyon fonksiyonu kullanilmaktadir. Birim
aktivasyon fonksiyonu ise bir aktivasyon fonksiyonu kullanilmamasi ile ayn1 anlama
gelmektedir. Ayrica, aktivasyon fonksiyonu, her islem birimi i¢in ayr1 ayr1 kullanilan
bir bilesenden ziyade agin genel bir bilesenidir. Yani, olusturulan bir ag yapisinda,

tiim islem elemanlar1 ayni aktivasyon fonksiyonunu kullanirlar [19].

Sonraki agamada toplama fonksiyonunun ¢iktis1 transfer fonksiyonuna gonderilir. Bu
fonksiyon, aldig1 degeri bir algoritma ile ger¢ek bir ciktiya doniistiiriir. Transfer
fonksiyonu genellikle dogrusal olmayan bir fonksiyondur. Dogrusal fonksiyonlar
genelde tercih edilmez, ¢iinkli dogrusal fonksiyonlarda ¢ikti, girdi ile orantilidir. Bu

durum, ilk YSA denemelerinin basarisizlikla sonug¢lanmasinin temel nedenidir [4].

Transfer fonksiyonu islemi Oncesinde, sisteme uniform dagilmis bir rassal hata
eklenebilmektedir. Bu rassal hatanin kaynagi ve biiylikligl, agin 6grenme islemi
stirecinde belirlenir. Sisteme boyle bir hata teriminin eklenmesinin sebebi, insan
beyninin islevinin i¢inde bulundugu ortamin sartlarindan (6rnek olarak sicak/soguk
olmasindan) etkileniyor olmasidir. Bu yiizden, YSA literatiiriinde rassal hata ekleme
islemi sicaklik olarak da adlandirilmaktadir. Giliniimiizde, rassal hata kullanim fiilen
tam olarak yerlesmemistir ve halen bir arastirma siireci igerisindedir. Ayrica, bazi
aglarda, transfer fonksiyonunun ¢iktis1 iizerinde baska islemler, Ol¢eklendirme ve

sinirlandirma yapilabilmektedir.

Transfer fonksiyonundan ¢ikan deger islem elemaninin da ¢iktisidir. Fakat, bazi
durumlarda islem elemaninin bu ¢iktiyi, bir ¢ikt1 fonksiyonu ile doniisiime ugratmasi

gerekebilmektedir[19].
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2.3.Yapay Sinir Aglarimin Kullamim Alanlari

Yapay sinir aglarinin kullanilabilecegi bircok alan vardir. Dolayisiyla yapay sinir
aglarinin kullanildig1 ve basarili sonuglar elde edilen yiizlerce uygulama sayilabilir.
Ornegin, 1997 yilinda Caere firmasi tarafindan iiretilen optik karakter okuma sistemi
yilda 3 milyon$’dan fazla gelir getirmistir. Ayni yil HNC firmas: tarafindan
pazarlanan ve kredi kartlarinin haksiz yere kullanilmasini ortaya ¢ikartan Falcon
isimli yapay sinir ag1 sistemi yilda 23 milyon$ kar saglamistir. 1998 yilinda Sensory
firmasi tarafindan gelistirilen ses tanima sistemindeki yonganin 5%’a mal oldugu ve

bir milyondan fazla sattig1 bilinmektedir.

Bu orneklerin ¢ogaltilmasi miimkiindiir. Fakat herhangi bir problemin ¢éziimii i¢in
yeterli etkinlikte ve verimlilikte bir yontem varsa, bu problemi yapay sinir ag1 ile
¢ozmek mantikli olmayabilir. Basarili uygulamalar incelendiginde, yapay sinir
aglarmin, dogrusal olmayan, ¢cok boyutlu, giiriiltiili ve hata olasilig1 yiiksek sensor
verilerinin bulundugu, kesin olmayan, karmasik, verilerin eksik oldugu, ortaya ¢ikan
¢oziimde matematiksel modele ve algoritmaya ihtiya¢ duyulmayan hallerde yaygin

olarak kullanildiklar1 goriilmektedir [20].

Yapay sinir aglari ¢esitli alanlarda kompleks problemlerin ¢dziimiinde yaygin olarak
kullanilmakta olup oriintii tanima, siniflandirma ve kontrol sistemlerinde basar ile
uygulanmaktadirlar. Geleneksel bilgisayarlar ve insanlar i¢in olduk¢a zor olan
problemleri ¢6zmek ig¢in egitilebilmektedirler. Diger taraftan istenilen bilgiyi
verilerden dogrudan elde edebildikleri i¢in geleneksel yaklasimlarin sinirlamasinin

iistesinden gelebilirler.

Yapay sinir aglari, yaygin olarak kullanilan ¢cok degerli, lineer olmayan sistemlerdir.
YSA yazilim teknikleri Ozellikle ger¢ek zamanli fonksiyonlarm kullanildig:
problemlerde (belirsizlik isleme, sensor tiimleme gibi) uygulanabilir ¢dziimler

Onerebilirler.

YSA esnekligi ve performansi nedeniyle mekanik sistemlerdeki yeni teknolojilerin
etkisini analiz etmede yaygin olarak kullanilirlar ve analiz i¢in gereken zamam
azaltirlar. Dizayn nesnelerinin optimizasyonunda Onemli gelisimi sagladig gibi,

dizayn nesneleri arasinda zitlik oldugunda dahi hem tekli hem ¢oklu nesneler igin
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yakin ger¢ek zamandaki sistem ¢iktisinin tahminini saglar. YSA’nin kullanim1 yakin
gercek zamanli karmagik sistemlerin tasarim analiz araglarinin kabul edilebilir
toleranslarla simiilasyonunu olanakli kilar. YSA herhangi bir konuda ¢6ziim
bulmanin en iyi ikinci yoludur. En iyi yontem, problemi tam olarak kavrayarak dogru
formiilii ve en iyi algoritmay1 bulmaktir. Fakat bu her zaman miimkiin olmamaktadir
ve ¢ogu problem en iyi 2. yaklasima basvurularak c¢oziilmektedir. YSA, dogrusal
olmayan, ¢cok boyutlu, karmasik, kesin olmayan, eksik, kusurlu, hata olasilig1 yliksek
verilerin olmasi ve problemin ¢6ziimii i¢in Ozellikle bir matematik modelin ve
algoritmanin bulunmamasi hallerinde yaygin olarak kullanilmaktadirlar. YSA, c¢ok

degisken ve karmasik etkilesim igeren iiretim prosesleri i¢in miikkemmel sistemlerdir

[2].

a) Yapay sinir aglarinin kullanildigi teorik uygulamalar
* Dogrusal olmayan sistem modelleme

* Akilli kontrol

+ Sinyal filtreleme ve dogrusal olmayan sinyal isleme

* Optimizasyon

* Probabilistik fonksiyon kestirimleri

* Smiflandirma

» Oriintii tanima, iliskilendirme ve eslestirme

b) Yapay sinir aglarinin kullanildigi pratik uygulamalar
« Kimyasal proseslerin modellenmesi

» Akilli araglar ve robotlar i¢in optimum rota belirleme
* Robotlarda gérme sistemlerinin ve hareket mekanizmalarinin kontrol edilmesi
» Makina, sistem ve siirecler i¢in ariza tespiti

+ Tletisim kanallarindaki ekolarm filtrelenmesi, anahtarlama ve yogunlugun kontrolii
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* Hedef tanima ve takip sistemleri

* Radar ve sonar sinyallerinin siniflandirilmasi

» Radar ve goriintii sinyalleri isleme

* Giivenlik sistemlerinde konusma ve parmak izi tanima

» Mekanik pargalarin émiirlerinin ve kirilmalarinin tahmin edilmesi

* Endiistriyel iriinlerin gorsel kalite kontrolii ve imalatta meydana gelen hatalarin

tespiti
* Kredi kart1 hilelerinin tespiti
* DOviz kuru tahminleri, risk analizleri
2.4. Yapay Sinir Aglarinin Avantajlari

Gergek diinyada olaylar bir¢cok parametreye bagl olabilir. Ayrica bu parametrelerin
birbirleri lizerinde, agikca goriilemeyen iliskileri ve etkileri olabilir. Geleneksel
yontemler kullanildiginda bu iligkileri belirlemek, eger belirlenemiyorsa yok saymak
gerekmektedir. Oysaki YSA kullanildiginda, kullanicinin bu iliskileri bilmesi ve aga
sdylemesi beklenmemektedir. Orneklerin diginda herhangi bir 6n bilgiye ihtiyag

yoktur. YSA, bu iliskileri, drnekler yardimiyla kendisi 6grenir.

Olaylarin bagli oldugu parametrelerin tiimii bilinse bile, parametreler arasindaki
iliskiler dogrusal olmayabilir. Geleneksel yontemler kullanildiginda, varsayimlarla
calisma noktalar1 civarinda lineerlestirmeler yapilir. Bu durum, olusturulan modelin,
gercek sisteme olan uygunlugunu azaltmakta ve gercek sistemin kontroliinii
zorlastirmaktadir. YSA’da ise iliskilerin dogrusal olup olmamasi problem teskil

etmez [20].

YSA’ nin temel islem eleman1 olan hiicre dogrusal degildir. Dolayisiyla hiicrelerin
birlesmesinden meydana gelen YSA da dogrusal degildir ve bu 6zellik biitiin aga
yayilmis durumdadir. Bu 6zelligi ile YSA, dogrusal olmayan karmagik problemlerin

¢Ozlimiinde en 6nemli ara¢ olmustur.
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Aligilmis bilgi islem yontemlerinin ¢ogu seri islemlerden olusmaktadir. Bu da hiz ve
giivenilirlik sorunlarin1 beraberinde getirmektedir. Seri bir islem gergeklenirken
herhangi bir birimin yavas olusu tiim sistemi dogruca yavaslatirken, paralel bir
sistemde yavas bir birimin etkisi ¢ok azdir. Nitekim seri bir bilgisayarin bir islem
elemant beyine gore binlerce kez daha hizli islemesine ragmen, beynin toplam islem

hiz1 seri ¢alisan bir bilgisayara gore kiyaslanamayacak kadar ytiksektir [17].

YSA, yeni bilgilerin ortaya c¢ikmasi ve sistemde bazi degisikliklerin olmasi

durumunda yeniden egitilebilirler, hatta baz1 aglarin egitilmesine bile gerek yoktur.

Bilgilerin eksik oldugu durumlarda, YSA etkin ¢oziimler iiretebilmektedir. Ayrica

YSA’ni belirsiz bilgileri isleyebilme yetenekleri vardir.

YSA hata toleransina sahiptir. Agin bazi hiicrelerinin bozulmasi ve calisamaz
duruma gelmesi halinde bile ag calismaya devam eder. Fakat agin bozuk olan

hiicrelerinin 6nemine gore performansinda diismeler goriilebilir.
Y SA paralel ¢alisabilmeleri, ger¢ek zamanli kullanimlarini kolaylastirmaktadir [20].
2.5. Yapay Sinir Aglarinin Dezavantajlar:

Yapay sinir aglarmin donanim bagimli ¢alismalart 6nemli bir sorun olarak
gortlebilir. Aglarin temel varolus nedenlerinden birisi de paralel islemciler iizerinde
calisabilmeleridir. Aglarin ozellikle, gergek zamanli bilgi isleyebilmeleri paralel
calisabilen islemcilerin varligina baghdir gliniimiizdeki makinelerin ¢ogu seri sekilde
caligabilmekte ve ayni zamanda sadece tek bir bilgiyi isleyebilmektedir. Paralel
islemleri seri makinelerde yapmak ise zaman kaybina yol agmaktadir. Bunun yan
sira bir agm nasil olusturulmasi gerektigini belirleyecek kurallarin olmamasi1 da
baska bir dezavantajdir. Her problem farkli sayida islemci gerektirebilir. Bazi
problemleri ¢ozebilmek i¢in gerekli olan paralel olan islemcilerin tamamint bir arada

(paralel olarak) calistirmak miimkiin olmayabilir.

Probleme uygun ag yapisinin belirlenmesi genellikle deneme yanilma yoluyla
yapilmaktadir bu ise 6nemli bir problemdir. Ciinkii eger problem i¢in uygun bir ag
olusturulmazsa ¢oziimii olan bir problemin ¢oziilememesi veya performans: diisiik

¢ozlimlerin elde edilmesi s6z konusu olabilir. Bu ayn1 zamanda bulunan ¢6ziimiin en
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iyi ¢0ziim oldugunu da garanti etmez. Yani yapay sinir aglar1 kabul edilebilir

cozlimler iiretebilir. Optimum (en iyi) ¢ozimi garanti etmez.

Agin Ogrenecedi problemin aga gosterimi de ¢ok Onemli bir problemdir. YSA,
sadece niimerik bilgiler ile c¢aligmaktadirlar. Problemin niimerik gosterime
doniistiiriilmesi gerekmektedir. Bu ise kullanicinin becerisine baglidir. Uygun bir
gosterim mekanizmasinin kurulamamis olmasi problemin ¢oziimiinii engelleyebilir
veya diisiik performansli bir 6grenme (¢6ziim) elde edilebilir. Problemin niimerik
gosterimi miimkiin olsa bile bunun aga gosterilis sekli problemin basarili bir sekilde

¢ozlilmesini yakindan etkiler.

Agin egitiminin ne zaman bitirilecegine karar vermek iginde gelistirilmis bir yontem
yoktur. Agin Ornekler iizerindeki hatasinin belirli bir degerin altina indirilmesi
egitimin tamamlanmast icin yeterli goriilmektedir. Fakat neticede optimum
ogrenmenin gerceklestigi soylenememektedir. Sadece iyi ¢oziimler liretebilen bir ag
olustu denilmektedir. Optimum neticeleri veren bir mekanizma heniiz

gelistirilmemistir.

Bir diger sorun ise, agin davraniglarinin agiklanamamasidir. Bir probleme ¢6ziim
tiretildigi zaman nasil ve neden {iretildigi konusunda bir bilgi bulmak miimkiin

degildir. Bu ise agin sonucuna olan giiveni azaltmaktadir [16].
2.6. Yapay Sinir Aglarmin Cahsma Sekli

YSA’larin iki tiirlii calisma sekli vardir. Biri egitme digeri kullanma asamasidir.
YSA’lar kullanma asamasinda egitme asamasina gore daha hizli g¢alisirlar. Bir
YSA’nin kullanilabilmesi i¢in 6nce egitilmesi gerekir. Bu durum Sekil 2.8°de

gorilmektedir.
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Sekil 2.8. YSA’nin egitilmesi [5]

Egitme asamasinda YSA’nin igindeki diiglimlerin (node) birbirine baglanti
yiizdelerini gosteren ve agirlik (weight) diye tabir edilen degerler hesaplanir. Bu
asamada genellikle kullanilan algoritma geriye yayilma ya da geriye yansima (Back
Propagation) algoritmasidir. Geriye yayilma algoritmasinin 6zi; ilerleme sonucunda
ortaya c¢ikan hatanin, geriye dogru yansitilarak, agirliklarin daha dogru sonuglar

verecek sekilde degistirilip yeniden hesaplanarak diizeltilmesidir.

Egitme asamasinda agirliklarin hesaplanabilmesi i¢in YSA’ya girisler ve karsilik
gelen cikislar verilir. YSA i¢in 68renme bu giris ve ¢ikis verileri arasinda bir gesit
baglanti kurmak diye de tanimlanabilir. Egitme asamasinda hesaplanan bu agirlik
degerleri daha sonra sadece girislerin verilip ¢ikislarin hesaplanmasinin istenildigi
kullanma agamasinda ise yararlar. Egitme agamasinin bir basamagi hem ilerleme hem
de geri yayillma safhalarini icerirken, kullanma asamasinda sadece ilerleme islemi
uygulanir. Zaten gercek sonuglar bilinmediginden hatanin hesaplanip geri

yansitilmas1 miimkiin degildir.

Kullanma asamasindaki algoritma egitme agamasina gore daha basittir. Dolayisiyla
YSA’lar kullanma asamasinda egitme asamasina gore daha hizli ¢alisirlar. Yani bir
kere tam manasiyla egitilmis olan bir YSA egitme asamasinda gili¢liikler ¢ikarmis
olsa da, kullanma asamasinda o6zellikle hiz agisindan o kadar sorun ¢ikarmaz.

Egitmede de, kullanma asamasinda girislere karsiligi istenen degerler konulur.
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Egitme asmasinda hesaplanan agirlik degerleri bu asamada, sadece giris degerlerinin

verilip ¢ikislarin YSA tarafindan hesaplanmasinda kullanilir.

Egitme yontemleri YSA’ nin ¢ok dnemli bir asamasidir. YSA’ nin 6grenmesi, hiicreler
arasindaki agirliklarin, uygun degerlere ayarlanmasi anlamindadir. Egitme ve
ogrenme farkli kavramlardir. Egitme, agin 6grenmesi i¢in gerceklenen adimlardir,
O0grenme ise egitim isleminin sonucudur. Egitme ydntemi ilgilenilen problemin

Ozelligine gore 6grenme kuralin1 YSA’ya nasil uyarlayabilecegini belirtir [5].
2.6.1. Agn egitilmesi

Agin kendisine gosterilen girdi 6rnegi icin beklenen c¢iktryr iiretmesini saglayacak
agirlik degerleri bulunmaktadir. Baglangicta bu degerler rastgele atanmakta ve aga
ornekler gosterildikce agin agirliklart degistirilerek zaman igerisinde istenen
degerlere ulagmasi saglanmaktadir. Agin en az hatanin oldugu agirlik vektoriine
ulagsmasi istenmektedir. O nedenle her iterasyonda agirlik degerleri degistirilerek
hatanin diismesi saglanir. Bazen ag farkli bir ¢6zlime takilabilmekte ve performansi
daha da iyilestirmek miimkiin olmamaktadir. Boyle durumlarda kullanic1 tarafindan
belli bir tolerans degeri kadar hata kabul edilebilmektedir. Baz1 durumlarda agin
takildig1 lokal sonug kabul edilebilir hata diizeyinin {istiinde kalabilir. Cok katmanli
aglarin yerel sonuclara takilip kalmamasi icin momentum katsayis1 gelistirilmistir.
Bu katsayinin kullanilmasiyla yerel ¢oziimler kabul edilebilir hata diizeyinin altina
cekilebilmektedir. Agin performansini dlgmek i¢in, agin egitildigi problem iizerinden
hem egitimde kullanilacak hem de test esnasinda kullanilacak ornekler secilir. Egitim
sirasinda aga sadece egitim setindeki ornekler gosterilir. A bunlar1 6grenince aga
hi¢ gérmedigi test setindeki 6rnekler verilir. Agin performansi bu gérmedigi 6rnekler

karsisinda tirettigi dogru cevaplar orani ile 6l¢iiliir.
D
P= TX 100 (2.5)

Esitlik (2.5)” de D test setinden dogru olarak cevaplandirilan 6rnek sayisini, T test

setinde bulunan toplam 6rnek sayisini, P ise performans oranini gostermektedir [7].

YSA’inda islemci elemanlar arasindaki baglantilarin  agirhik  degerlerinin

degistirilmesi islemine “agin egitilmesi” denilmektedir. Baslangicta rastgele atanan
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bu agirlik degerleri, aga gosterilen Orneklerle degistirilmektedir. Amag, aga
gosterilen ornekler i¢in dogru ¢iktilar {iretecek agirlik degerlerinin belirlenmesidir.
Yapay sinir agmin egitilmesinde” kullanilan girdi ve ¢ikt1 giftlerinden olusan

verilerin tiimiine “egitim seti” ad1 verilmektedir.

YSA’nin egitim siireci, belli kurallar ¢ercevesinde olmaktadir. Bu kurallara 6grenme
kurallar1 adi verilmektedir. Agirliklarin degistirilmesi 6grenme kurallarina gore
yapilir. Yapay sinir aginda agirliklarin dogru degerlere ulasmasi, 6rneklerin temsil
ettigi problem konusunda agin genellemeler yapabilme yetenegine kavusmasi
demektir. Genelleme, yapay sinir aginin egitiminde kullanilmamis, ancak ayni
evrenden gelen girdi-gikti Orneklerini dogru siniflandirabilme yetenegi olarak

tanimlanir. Agin bu genellestirme 6zelligine kavugmasi islemine “agin 6grenmesi”

denilir [18].

Makine Ogrenmesi: “Bilgisayarlarin bir olay ile ilgili bilgileri ve tecriibeleri
Ogrenerek, gelecekte olusacak benzeri olaylar hakkinda kararlar verebilmesi ve

¢oziimler tiretebilmesidir” [16].

Agin agirliklarinin degistirilmesinde iki tiir strateji uygulanir.

1. Hata bilgileri toplanarak her bir iterasyon sonrasinda agirliklar degistirilir.
2. Agirliklar veri setindeki her bir veriden sonra degistirilir.

YSA’nin  egitiminin  tamamlanmasmin  ardindan  Ogrenip  dgrenmedigini
(performansini) 6lgmek icin yapilan denemelere ise agin test edilmesi denmektedir.
Bazi paket programlar ag egitilirken bir yandan da Dogrulama Seti (Validation Set)
ile agin her iterasyonda ne kadar 6grendigini test ederler ve 68renim kriteri olarak

dogrulama setinin hata degerlerini kullanirlar.

Egitim setindeki verilerle istenilen basariya ulagilmigsa ag, daha once gdrmedigi
verilerle test edilir. Test isleminin yapildigi veri setine “Test Seti” denir. Test
isleminde agin agirlik degerleri degistirilmemektedir. Ornekler aga gosterilmekte ve
ag, egitim sonucunda belirlenen agirlik degerlerini kullanarak daha 6nce goérmedigi
bu drnekler i¢in ¢iktilar liretmektedir. Elde edilen ¢iktilarin dogruluk dereceleri agin

ogrenmesi hakkinda bilgi vermektedir. Sonu¢ ne kadar iyi olursa egitimin
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performansi da o kadar iyi demektir. Eger test seti ile istenilen sonuglara ulasilirsa

agin egitimi biter.

Bazi aglarda ise egitim gercek verilerle siirekli olarak devam eder. Bu noktada aglar

O0grenme tiirlerine gore ikiye ayrilabilirler.

Cevrimdis1 Ogrenme: Cevrimdisi1 (Offline) 6grenme kuralina dayali aglar egitildikten
sonra ger¢ek hayatta kullanima alindiginda artik 6grenme olmamaktadir. Delta

Ogrenme Kural1 bu tiir 6grenmeye 6rnek olarak verilebilir.

Cevrimi¢i Ogrenme: Cevrimici (Online) &grenme kuralina gore Ogrenen aglar,
gercek zamanda ¢alisirken bir taraftan fonksiyonlarini yerine getirmekte, bir taraftan
da 6grenmeye devam etmektedirler. ART ve Kohonen’s SOM aglarinda kullanilan

Kohonen Ogrenme Kurali bu 6grenme kuralina érnek olarak verilebilir [21].
2.7. Yapay Sinir Aglarinda Ogrenme Stratejileri

YSA’da 6grenme kurali Hebbian 6grenme kurali denilen basit bir modele dayanir.
Hebbian 6grenme kurali temel olarak “Eger iki diigiim arasinda ayni zamanda etkin
ise aralarindaki bag giicii artar” kuramma dayanmaktadir. Ogrenme agin iginde
bulundugu ortam tarafindan, devam eden bir slirecte bagimsiz ag parametrelerinin
ayarlanmas1 islemidir. Yani kisaca herhangi bir sistemi modellemek amaciyla
tasarlanan bir agda baglanti agirliklarinin ve hiicre esiklerinin istenilen girig-¢ikis

eslestirmesini saglayacak sekilde belirleme islemine 6grenme denir.

YSA’nin arzu edilen davranisi gosterebilmesi i¢in amaca uygun olarak tasarlanmasi
gerekir. Bu durum, hiicreler arasinda dogru baglantilarin yapilmasi ve baglantilarin
uygun agirliklara sahip olmasi gerektigini ifade eder. YSA’nin karmasik yapisi
nedeniyle baglantilar ve agirliklar O6nceden ayarli olarak verilemez ya da
tasarlanamaz. Genellikle agirliklar, rastgele ya da sabit bir degerde secilir. YSA’nin,
istenen davranis1 gosterecek sekilde ilgilendigi problemden aldig1 egitim 6rneklerini
kullanarak problemi 6grenmelidir. Belli bir hata kriterine ve 6grenme algoritmasina
gore, agirliklarin yenilenerek, artik degismedigi durumda 6grenmenin gergeklestigi

sOylenebilir.
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Ogrenme yontemi veya ag mimarisi, hangi parametrelerin degistirilecegine baghdir.
Ogrenme islemini gerceklestirmek iizere tanimlanmis kurallarin tiimiine dgrenme
algoritmasi denilir. Bu giine kadar ¢esitli 6grenme algoritmalarin her birinin kendine

has ustiinlikleri ve eksiklikleri vardir.

Danigmanli ve danismasiz olmak {iizere iki tip 6grenme tiirii vardir. Danismanl
ogrenmede bir 6gretmene ihtiyag vardir. Ogretmen, bir veri alistirma kiimesi veya ag
sonuglarmin performansint derecelendiren bir gozlemci olabilir. Danigsmanh
O0grenmede egitilmis sinirlere 6gretme isaretini gondererek sinirler egitilir. Bu

isaretin baglantisindaki agirliklart ayarlamakta kullanilir.

Biitin YSA; sinirler, baglantilar ve aktarim islevlerine bagli oldugu i¢in, farkl
mimariler, yapilar ya da sinir aglar1 arasinda bir benzerlik bulunmaktadir. Cesitliligin
cogunlugu farkli 6grenme kurallarindan ve bu kurallarin bir agin yapisin1 nasil
degistirdiginden kaynaklanmaktadir. Ogrenme yontemlerine gére ag yapilarr Tablo

2.4’te gorilmektedir [5].

Tablo 2.4. Ogrenme yontemlerine gére ag yapilari

Ag Yapilar
Danigsmanl Danigsmansiz
Perceptron Hopfield Ag1
Cok Katmanli Perceptron Olasiliksal Sinir Ag1
Geri yayilim Ag1 Uyarlanir Rezonans Ag1
Daha Yiiksek Diizeyli Sinir Ag1 Oz Orgiitlemeli Harita Ag1
Islevsel Bag Ag Boltzman Makinesi

Hamming Ag1

Geri Yayilma Igine Ozorgiitlemeli Harita A1
Iki Yonlii Cagrisim Bellegi

Yigin Agi

Kars1 Yayilma Ag1

Ogrenme Vektor Nicelendirmesi

2.7.1. Damismanh 6grenme

YSA’da gergek bir ¢ikis, istenen ¢ikisla kiyaslanir. Rastgele degisen agirliklar ag
tarafindan Oyle ayarlanir ki, bir sonraki dongiide gercek c¢ikis ile istenen ¢ikis

arasinda daha yakin karsilastirma iiretebilsin. Ogrenme yontemi, biitiin isleme
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elemanlarinin anlik hatalarini en aza indirmeye caligir. Bu hata azaltma islemi, kabul

edilebilir dogruluga ulasana kadar agirliklar devamli olarak derlenir.

Danismanli 6grenmede, YSA kullanilmadan 6nce egitilmelidir. Egitme islemi, sinir
agina giris ve ¢ikis bilgileri sunmaktan olusur. Bu bilgiler genellikle egitme kiimesi
olarak tanimlanir. Yani, her bir giris kiimesi i¢in uygun c¢ikis kiimesi aga

saglanmalidir [5].

Danismanli 6grenmede, girdi ve ¢ikti degerlerinin her ikisi de aga gosterilir. Girdi
degerleri ag tarafindan islenerek istenilen ¢ikti degerleri ile agin ¢ikti degerlerini
karsilagtirir. Aradaki fark “hata” olarak ele alinir. Performans fonksiyonu ile
hesaplanan bu hata degerini minimize etmek icin hesaplanan deger sisteme geri
verilir. Ag, kendi cikt1 degerini istenilen ¢ikti degerine yaklastirmak i¢in hiicre
baglantilarinin agirliklarini degistirir. Bu sayede girdilerle ¢iktilar arasindaki iliskiler
ogrenilmektedir [21]. Hata degeri istenen degerin altina diistigiinde tiim agirliklar
sabitlenerek egitim islemi sonlandirilir. Egitim islemi sirasinda her bir egitim bilgisi
cifti i¢in olusan hata degerine gore agirliklarin degistirilmesine ‘Oriintii kipi’
O0grenme, tim egitim kiimesi i¢in hatalarin toplanarak toplam hata degerine gore
agirliklarin degistirilmesine ise ‘kiime kipi’ 6grenme denilmektedir. Danismanl

ogrenme Sekil 2.9°da gosterilmistir [5].

Cevre Ogretmen

istenen
Tepki

A 4

Tepki
)y

\
Wij(A}‘lear)

Hata isareti

A 4

Sekil 2.9. Danigsmanli 6grenme [5]
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Ogrenme siireci, hata degerleri istatistiksel olarak kabul edilebilir seviyeye ininceye
kadar devam eder. Cok Katmanli Algilayict (Multilayer Perceptron) aglari bu tiir

6grenme metodunu kullanan aglara 6rnektir [21].

Eger sistemin onemli olan 6zelikleri ve iliskileri 6grenmesi gerekiyorsa, o zaman
egitme kiimesi, biitiin ihtiya¢ duyulan bilgileri igermesi gerekir. Eger ag sadece bir
ornekle egitilirse, bir olay i¢in ¢ok hassas olan biitliin agirliklar kiimesi, bir sonraki
olayda yeterli ¢oziim vermez. Yeni seyler O0grenme sathasinda eski olaylar

unutulabilir. Sonug olarak, sistem gerekli bilgilerle birlikte 6grenmek zorundadir.

Giris ve ¢ikis bilgilerinin nasil sunulacagi veya nasil kodlanacagi, bir ag1 basarili bir
sekilde yonlendirmek i¢in onemli bir unsurdur. YSA sadece sayisal giris bilgileriyle

caligirlar. Bu nedenle ham bilgiler genellikle 6l¢eklendirilmelidirler [5].
2.7.2. Damismansiz 6grenme

Danigsmansiz 6grenmede YSA’ ya sadece girdiler verilmekte, ulagilmasi gereken
beklenen ¢iktilar verilmemektedir. Giriste verilen 6rnek degerlere bakarak yapay
sinir ag1, parametreler arasindaki iligkileri kendi kendine 6grenir. YSA daha sonra
baglant1 agirliklarin1 ayni 6zellikleri gdsteren oriintiiler (patterns) olusturmak iizere
ayarlar. Danigmansiz 6grenme genellikle smiflandirma problemlerinin ¢6ziimiinde
kullanilmaktadir. ART (Adaptive Resonance Theory) danismansiz 6grenmeye 6rnek

olarak verilebilir [17].

Danigmansiz 6grenme metodu, yapay sinir aglarinda siirekli arastirilan ve gelisen bir
o6grenme metodudur. Bu metod, gelecekte bilgisayarlarin insan yardimi olmadan
Ogrenebileceklerinin gostergesidir. Ancak giiniimiizde sinirli kullanim alanlar1 bulan

ve hala yogun arastirma konusu olan bir 6grenme metodudur [28].

Danigmansiz 6grenmeye, Hebbian 6grenme, Grossberg ogrenme, Kohonen’in 6z
Orgiitlemeli harita ag1 Ornek olarak verilebilir. Kohonen tarafindan gelistirilen
danigmansiz 6grenme yonteminin kullanildig1 6z orgiitlemeli harita ag da biyolojik
sistemlerdeki O6grenmeden esinlenmistir. Bu yontemde sinirler 6grenmek ig¢in

elverigli durum ya da olgiilerini giincellemek icin yarisirlar. En biiyiik ¢ikis ile
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islenen sinir, kazanani belirler ve komsularina baglanti boyutlarini giincellemeleri

icin izin verir. Sekil 2.10’da danigmansiz 6grenme ana hatlartyla gosterilmistir.

Wij(A}‘lear)

N

Hata isareti

A 4

v

Cevre

Sekil 2.10. Danismansiz 6grenme [5]

Danigmansiz 6grenmede ag istenen dis verilerle degil, girilen bilgilerle ¢aligir. Bu tiir
ogrenmede gizli sinirler disaridan yardim almaksizin kendilerini 6rgiitlemek i¢in bir
yol bulmalidirlar. Bu yaklasimda, verilen giris vektorleri i¢in 6nceden bilinebilen
performansini dlgebilecek ag i¢in hi¢ bir ¢ikis 6rnegi saglanamaz. Yani ag yaparak

ogrenmektedir [5].

Ayrica hem danigmanli hem de danigsmansiz 6grenmeyi birlikte kullanan YSA da
bulunmaktadir. Bu aglarda agirliklarin bir kismi1 danigmanli 6grenmeyle bir kismi da
danismansiz 6grenmeyle ayarlanir. Radyal tabanli yapay sinir aglar1 (Radial Basis
Networks - RBN) ve olasilik tabanli yapay sinir aglari (Probability Based Neural
Networks - PBNN) bunlara 6rnek olarak verilebilir [18].

2.7.3. Destekleyici 6grenme

Destekleyici 6grenme, danigmanli 6grenmenin 6zel bir bigimidir. Bu 6grenmede
stratejisinde, beklenen ¢ikti degeri tam olarak bilinmemektedir. Sadece iiretilen
ciktinin dogru olup olmadigina bakilir. Sistemin verilen girdi degerlerine karsilik
cikt1 tiretmesi beklenir. Girdi-¢ikti uygunlugu 6gretmen tarafindan kontrol edilerek
sisteme dogru veya yanlis seklinde sinyal gonderilir. LVQ ag1 bu stratejiyi
kullanmaktadir [16].
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Bu metottan baz1 kaynaklarda danigmanli bazi1 kaynaklarda danigmansiz 6grenmenin
bir alt tiirii olarak, bazi kaynaklarda ise kendi basina bir 6grenme metodu olarak
bahsedilmektedir. Bu metoda gore, YSA’ ya sadece girdiler verilmekte, bu girdilere
karsilik ¢iktilar1 iiretmesi beklenmekte ve bu ciktilarin ne derece dogru oldugunu

belirten bir skor veya derece bildirilmektedir [22].
2.7.4. Karma 6grenme

Yukaridaki 3 stratejiden birkagini birlikte kullanarak 6grenme gergeklestiren aglarda
vardir. Radyal tabanli yapay sinir aglar1 (RBN) ve olasilik tabanli aglar (PBNN)

bunlara 6rnek verilebilir [16].
2.8. Yapay Sinir Aglarinda Ogrenme Kurallan

YSA gibi 6grenen sistemlerde 6grenme, yukarida anlatilan stratejilerden hangisi
uygulanirsa uygulansin bazi kurallara gore gerceklestirilmektedir. Bu kurallardan

bazilar1 ¢gevrimigi (on-line) bazilari ise ¢evrimdisi (off-line) calismaktadir.
2.8.1. Cevrimigi (on-line) 6grenme kurallar

Bu kurallar gercek zamanli calisabilmektedir. Bir taraftan fonksiyonlarini yerine
getirmekte diger taraftan ise 6grenmeye devam etmektedirler. Sistem iizerinde bir
O0grenme algoritmasi ve bu yapiy1 destekleyen donanim ve yazilimlar mevcuttur. Bu
yaklasim daha ¢ok farkli uygulamalarin sikca kullanildigr ve ogretilecek sistemin
devamli olarak farkli davranislar sergiledigi uygulamalarda sik¢a kullanilirlar. ART
agmin 6grenme kurali ve Kohonen 6grenme kurali bu smifta bulunan 6grenme

kurallarina 6rnek verilebilir.
2.8.2. Cevrimdisi (off-line) 6grenme kurallari

Aglarin ¢cogu bu c¢alisma modunu kullanir. Cevrimdis1 6grenme kuralina dayanan
sistemler kullanima alinmadan Once Ornekler {izerinde egitilirler. Bu kurallari
kullanan sistemler egitildikten sonra gergek hayatta kullanima alindiginda artik
o0grenme olmamaktadir. Sistemin Ogrenmesi gereken yeni bilgiler s6z konusu
oldugunda sistem kullannmdan ¢ikarilmakta ve c¢evrimdisi olarak yeniden

egitilmektedir [2].
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Egitim tamamlaninca sistem tekrar kullanima alinmaktadir. YSA’da yaygin olarak

kullanilan ‘Delta Ogrenme Kurali’ bu tur 6grenmeye drnek olarak verilebilir [16].
2.9. Temel Ogrenme Kurallar

YSA’nin egitim stireci, belli kurallar ¢ergevesinde olmaktadir. Bu kurallara 6grenme
kurallart1 adi verilmektedir. YSA’nin egitimi i¢in bircok oOgrenme kural
kullanilmaktadir. Ogrenme kurallar1, kullanilan yapay sinir aglarinin amaci ve agin
topolojisi ile dogrudan iliskilidir. Agirliklarin degistirilmesi bu kurallara gore

yapilmaktadir.

Bircok 6grenme kurali en eski 6grenme kurali olan Hebb 6grenme kuralinin
varyasyonudur. Bunun diginda, aragtirmacilar siirekli olarak yeni 6grenme kurallari
gelistirmekte ve insanin Ogrenmesine benzeyen c¢esitli Ogrenme kurallari
gelistirmektedirler. Fakat makinelerin 6grenme islemleri insanin 6grenme islemiyle
karsilastirildiginda ¢ok smirlidir. Ogrenme gercekte, var olan 6grenme kurallari ile
basitce ifade edilemeyecek kadar karmasik bir yapiya sahiptir. Baz1 6nemli 6grenme

kurallar1 sunlardir [21].
2.9.1. Hebb kurah

Bilinen en eski ogrenme kuralidir. Diger 0©grenme kurallarmin temelini
olusturmaktadir. 1949 yilinda gelistirilen bu kurala gore, bir hiicre (YSA elemani)
diger bir hiicreden bilgi alirsa ve her iki hiicrede aktif ise (matematik olarak ayni
isareti tagiyorsa) her iki hiicrenin arasindaki baglanti kuvvetlendirilmelidir. Diger bir
deyisle bu kural su sekilde 6zetlenebilir. Bir hiicre kendisi aktif ise pasif yapmaya
caligmaktadir. Diger 6grenme kurallarinin ¢ogu bu felsefeyi baz alarak gelistirilmistir
[16].

2.9.2. Hopfield kurah

Bu kural, kuvvetlendirme veya zayiflatmanin genligini belirleyebilmesi istisnasi
haricinde Hebb kuraliyla benzerdir. Buna gore, “Eger istenilen ¢ikis ve girisin her
ikisi de aktif veya her ikisi de durgun ise, baglant1 boyutlarin1 6grenme orani kadar
arttir, aksi halde boyutu 6grenme orani kadar azalt”. (Ogrenme fonksiyonlarinin

¢ogunun 6grenme orani veya dgrenme sabiti i¢in bazi kosullar1 vardir).

37



Ayrica Boltzman Makinesi ve Hamming Ag1 6grenme kurallart Hopfield Kuralinin
degisik agilardan gelistirilmis halleridir. Boltzman Makinesi Hopfield agina ilave
olarak 6zgilin modelleme tekniginde benzer islev ve islemleri kullanirlar. Boltzman
Makinesi model seviyelerini arastirip durum uzayinda kavramlari benzeterek
birlestirmistir. Hamming Agi ise giris vektorleri i¢in en az ikili say1 hatasinin temel
siiflandirilmas: yerine getirmektedir. Burada Hamming tarafindan hata araligi

tamimlanmaktadir [5].
2.9.3. Delta kural

Widrow ve Hoff tarafindan gelistirilen bu kural Hebb Kuralinin gelismis seklidir. En
cok kullanilan kurallardan biri olan Delta Kurali, yapay sinir hiicresinin gerg¢ek
ciktisi ile beklenen ¢iktisi arasindaki farki azaltmak i¢in YSA’nin islemci elemanlari
arasindaki baglanti agirlik degerlerinin siirekli degistirilmesi ilkesine dayanir. Bu
kuralla, gercek cikti ile beklenen ¢ikti arasindaki hatanin karesi en aza indirilmeye
calisilmaktadir. Bu nedenle En Kiiglik Kareler Kurali (Least Mean Square Rule-
LMS) olarak da adlandirilir. Ayrica bazi kaynaklarda Widrow-Hoff Kurali olarak da
geger [18].

Bu 0Ogrenme kurali zaman icinde gelistirilerek yeni Ogrenme kurallar
olusturulmustur. Bunlardan bazilar1 sdyle siralanabilir: Delta Bar Delta,
Genisletilmis Delta Bar Delta, Islevsel-Bag Ag1 (Daha Yiiksek Diizeyli Sinir Ag1).
Bu kurallarin degisik durumlarda birbirlerine gore {istliin ve zayif yonleri vardir. Bu
kurallar ayni temel mantiga sahip olmalarinin ragmen 6grenme oranlari, moment
terimi, hata farki degiskeninin ag {izerindeki etkisi vb. noktalar {izerinde bir takim

gelismeler ve degisiklikler igermektedirler [5].
2.9.4. Kohonen kurah

Teuvo Kohonen (1982) tarafindan, biyolojik sistemlerdeki 6grenmeden esinlenilerek
gelistirilen bu &grenme kuralina, Yarismact Ogrenme Kurali (Competitive) da

denmektedir.

Bu kuralda islemci elemanlar, agirliklarinin ayarlanmasi i¢in yarigmaktadirlar. Hebb

kuralindan farkli olarak bir seferde yalniz bir igslemci elemanin, yani yalnizca
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kazanan ndronun baglanti agirliklar1 degistirilmektedir. En uygun ciktiya sahip
islemci elemanin kazandigi bu kuralda, kazanan iglemci eleman, kendisine komsu
diger islemci elemanlarin agirliklarinin degistirilmesine de izin vermektedir. Sadece
kazanan elemanin ¢ikt1 iiretmesine ve komsu hiicreleri ile birlikte agirliklarinin

degistirilmesine izin verilir.

Komsu sayist egitim siiresince degisiklik gosterir. Egitim siireci boyunca en genis
komsu tanimindan en dar komsu tanimina inilir. Kazanan eleman girdi desenini en

iyi ifade eden eleman olarak tanimlanir [21].
2.9.5. Egimli inis kurah

Bu kural Delta kuralina benzer ¢iinkii transfer fonksiyonunun tiirevi baglanti
agirliklarina uygulamadan 6nce, Delta hatasin1 diizeltmek icin kullanilir. Bu kural
duragan bir noktaya ¢ok bir sekilde yaklagsmasina ragmen sik¢a kullanilir. Bir agin
farki katmanlarin i¢in 0grenme oranlari, 6grenme isleminin daha hizli olmasina
yardimcidir. Girig verilerinin giiglii bir modelden ¢ikarilmadigr uygulamalarda, bu

islem 6zellikle 6nemlidir [5].
2.10. Yapay Sinir Ag1 Modelleri

Bir YSA’da, islemci elemanlarin baglanmasi sonucu olusan topoloji, islemci
elemanlarin sahip olduklar1 toplama ve aktivasyon fonksiyonlari, kullanilan 6grenme
metodu ve Ogrenme kurali agin modelini belirlemektedir. YSA uygulamasinin
basarisi, modelin olusturulmast asamasinin en dogru sekilde yiiriitiilmesi ile
yakindan ilgilidir. Bunun ig¢in YSA tasarimcisinin, agin yapisina ve isleyisine iligkin

su kararlar1 vermesi gerekmektedir [18]:

e Ag mimarisinin se¢imi ve yapisal 6zelliklerinin belirlenmesi (katman sayist ve
katmandaki islemci eleman sayis1 gibi),

e Islemci elemanlarin kullandig1 fonksiyonlarin karakteristik &zelliklerinin
belirlenmesi,

e (Ogrenme algoritmas1 ve parametrelerinin belirlenmesi,

e Egitim ve test setinin olusturulmasi.
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Bu kararlarin dogru verilememesi durumunda, YSA’lart sistem karmasikligi
artacaktir. Sitem karmasikligi yapisal ve toplam hesaplama karmagikliginin bir
fonksiyonudur. Toplam hesaplama karmasiklig: ise, genellikle yapisal karmasikligin
bir fonksiyonu olarak ortaya ¢ikar ve bu hesaplamanin en aza indirilmesi amaglanir.
Bu hesaplama karmasikliginin olgiilmesinde de genellikle YSA sisteminin toplam
tepki siiresi veya sisteme ait bir iglemci elemanin tepki siiresi degeri temel alinir.
Bunun yaninda kapladigi hafiza ve zaman karmasikligi bazi uygulamalarda
hesaplanmaktadir [17].

Bir problemin ¢dzliimii i¢in uygulanacak olan YSA modeli 6ncelikle problemin
tiirine bagli olmaktadir. Hangi a§ modelinin hangi problemin ¢6ziimii i¢in daha
uygun oldugunun bilinmesi olduk¢a 6nemlidir. Kullanim amac1 ve o alanda basarili

olan ag modelleri asagida goriilmektedir [18].

YSA mimarisi ve Ogrenme algoritmasinin sec¢imi birbirleriyle yakin iliski
icerisindedir. Agda kullanilacak 6grenme algoritmasi segildiginde, agin mimarisi de
zorunlu olarak sec¢ilmis olmaktadir veya tam tersi agim mimarisi secildiginde

kullanilabilecek 6grenme algoritmasi da biiyiik dl¢iide belirlenmis olmaktadir.

Y SA modelinin tasarlamasindaki bir diger adim ise, ¢ok katmanli bir ag modelinin
secilmesi durumunda, agdaki ara katman sayisma karar vermektir. Islemci
elemanlarin ayn1 dogrultu {lizerinde bir araya gelmeleriyle katmanlar olugmaktadir.
Cogu problem i¢in 2 veya 3 katmanli bir ag tatmin edici sonuclar iiretebilmektedir.
Katman sayisin1  belirlemenin en 1iyi yolu, birka¢ deneme yapilarak agmn

performansina bagli olarak en uygun katman sayisina karar vermektir.

Agin yapisal ozelliklerinden bir digeri de her katmandaki islemci eleman sayisinin
belirlenmesidir. islemci elemanlarin sayisina da genellikle deneme yanilma yolu ile
karar verilir. Bir YSA’da islemci eleman sayisinin, olmasi gerekenden daha az
olmasi agin Ogrenme yetenegini azaltirken, gereginden ¢ok olmasi genelleme

yetenegini azaltmaktadir.

Islemci elemanlarin karakteristik 6zelliklerinin belirlenmesi de YSA’nin tasariminda
onemli kararlardan biridir. Toplama ve aktivasyon fonksiyonlarmnin belirlenmesi,

biiyiik 6l¢iide verilerin 6zelliklerine ve agin neyi 6grenmesinin istendigine baghdir.
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Aktivasyon fonksiyonlari i¢inde en ¢ok kullanilanlar, sigmoid ve hiperbolik tanjant
fonksiyonlaridir. Eger agin, bir modelin ortalama davranigini 6grenmesi isteniyorsa
sigmoid, ortalamadan sapmasini Ogrenmesi isteniyorsa hiperbolik tanjant

fonksiyonlarmin kullanimi 6nerilir [18].
2.10.1. Tek katmanh algilayicilar

Sinir aglar1 lizerindeki en etkili ¢alisma 60’11 yillarda ‘Perceptrons’ terimi basligi
altinda Frank Rosenblatt tarafindan kazandirilmistir. Algilayiciya bazi ilave,
sabitleme, on islemeler ile MCP modeli (neurone with weighted inputs/girdileri
agirliklandirilmis néron) meydana gelir. 1969 ‘da Minsky ve Papert’in bir Kkitap
yazarak tek katmanli algilayicilarin sinirlarint  ortaya koymalariyla bircok
arastirmacinin arastirmalar1 durdu. 80 ‘li yillara kadar yapay sinir aglar tizerindeki
arastirmalar birka¢ arastirmaci disinda neredeyse durmustu. Daha sonralar1 uygun bir

egitim ile ¢ok katmanli algilayicilarin bu problemleri ¢ozebilecegi kanitlanmistir [2].

Tek katmanli, ileri beslemeli aglar, bir veya birden fazla nérona sahip bir girdi ve bir
¢ikt1 katmanindan olusurlar. Girdi katmanindaki her néron, ¢ikti katmanindaki tiim
noronlarla baglantilidir. Noronlarin girdi degerleri baglantilarin agirliklar ile carpilip
toplanir. Eger bu toplam degeri belirli bir esik degerini asarsa noron bir ¢ikti degeri
tiretir. Bu en basit yapay nérona Esik Mantik Birimi (EMB) denir. McCulloch ve
Pitts tarafindan onerilen en basit EMB yapis1 Sekil 2.11 ‘de gosterilmistir.

Sekil 2.11. McCulloch ve Pitts tarafindan 6nerilen en basit
EBM modeli [21]
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n adet girdi (X1, X2,....,Xn) ve baglantilarin agirliklart (wy,Wo,....,w,) ile ifade edilir. En

basit haliyle, tek islemci elemanli bir yapay sinir ag1 Sekil 2.12’de gosterilmistir.
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Sekil 2.12. Tek islemci elemana sahip yapay
sinir ag1 [21]

Cikt1 katmanindaki néronun girdi degeri, girdi katmanindaki noronlarin agirlikli
toplami ile Yanlhi (Bias-0) teriminin toplamindan olusur ve Esitlik (2.6)’daki gibi
ifade edilir.

y=F (Z (witx) +e> 2.6)
i=1

Tek katmanli aglarda, girislerin toplaminin ve dolayisiyla ¢ikisin sifir olmasim
onleyecek bir esik deger (¢ ) kullanilabilir. Kullanilmasini1 zorunlu kilan durumlarin
disinda, esik degerin olmasi ya da olmamasi keyfidir. Esik deger iterasyonlar
sirasinda, agirlik degerleri gibi degistirilebilir. Egik degerin girisi her zaman 1’°dir
[20].

Agn ¢iktisi, ¢iktt katmanindaki néronun aktivasyon fonksiyonunun g¢iktisidir (y). X
degerleri girdi katmanindaki nodronlarin degerlerini, w; degerleri baglantilarin
agirhiklarini, n degeri girdi katmanindaki toplam néron sayisini, 0 degeri yanh
terimini (esik degeri), F fonksiyonu ise aktivasyon fonksiyonunu ifade eder.
Aktivasyon fonksiyonu; dogrusal, sigmoid, esik, adim(isaret) fonksiyonu gibi bir

fonksiyon olabilir. Eger esik fonksiyonu segilmisse agin ¢iktis1 su fonksiyona gore
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Esitlik (2.7)’deki gibi, eger adim fonksiyonu seg¢ilmisse Esitlik (2.8)’deki gibi

hesaplanmaktadir [21].
(1 s>0
y=(F)= 2.7)
.\ 0 s<0
1 s>0
y=(F) = (2.8)
-1 s<0

Tek katmanli algilayicilarda, giris degerleri iki farkli smmifa ayrilarak,
kiimelendirilmeye ¢alisilir. Dolayisiyla problem, iki sinifit birbirinden ayiran bir
yiizeyin bulunmasidir. Bu yiizey, uzay1 iki farkli bélgeye ayirir ve farkhi c¢ikis

degerlerini alan girig parametreleri, bu yiizey tarafindan kiimelendirilmis olur [11].

Tek katmanli agmn (Perceptron) esik fonksiyonu ile kullanimi Dogrusal Ayrim
Fonksiyonunu(Linear Discriminant Function) ifade eder. Sekil 2.13’deki Ornekte
dogrusal ayrim fonksiyonunu kullanan EMB, girdi desenlerini iki grup seklinde
simniflandirmaktadir, yani girdi uzaym iki parcaya bolmektedir. Bu durumda ag,
siiflandirma gorevi gorecektir, yani ag, girdi desenlerinin belirlenen iki siniftan
birine ait olduguna karar verecektir. Ag, eger toplam girdiler pozitif ise girdi
deseninin ¢iktisin1 +1 yapacak ve deseni +1 sinifina atayacak, eger toplam girdiler
negatif ise girdi desenini ayn1 sekilde -1 olarak atayacaktir. iki simf arasindaki ayrim,

bu durumda su denklemle ifade edilir.
(w+x)+(Wytx,)+0=0 (2.9)

EMB’nin calisma sekli geometrik olarak gosterilebilir. Her ¢ikti deseni X; ve Xp
seklinde iki bilesene sahiptir. Girdi degerlerinin olusturdugu uzaya desen uzayi
(Pattern Hyberspace) denir. Her desen uzayda kendi bilesenini olusturarak bir nokta
belirtir. n girdi olmas1 durumunda uzay n boyutlu olacaktir. Aciktir ki, iicten fazla

girdi oldugu takdirde desen uzayinin ¢izimi imkansiz hale gelecektir.
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Esitlik (2.9), su sekilde tekrar yazilir (2.10):

X;=-—Xj-— 2.10
1 1 (

Bu esitlik iki boyuttaki dogru denklemidir:
X,=ax;tb (2.11)

Bu dogruya Karar Dogrusu (Decision Line) denir. Esitlik (2.10)’da agirliklarin
oraninin dogrunun egimini, yanli teriminin de dogrunun koordinat ekseninin
baslangic noktasindan ne kadar uzaklastigini belirledigi goriilmektedir. Dogrusal
Esik Sinir Agi’nin Diizlem (Hyperplane) iizerindeki geometrik sekli Sekil 2.13’te
gosterilmistir. Dikkat edilirse agirliklar girdi uzayinda vektor olarak ifade edilirler ve
agirhik vektorii ayrim fonksiyonuna her zaman diktir. Ikiden fazla boyutlarda Karar
Diizlemi (Decision Hyperplane) haline gelir [21].

Esik deder degdistirilerek

" e / Adrhklar dedigtirilerek
simif ayraci otelenir 0

sinif ayracinin egimi
degigtirilir

Sekil 2.13. Dogrusal ayrim fonksiyonunun geometrik gosterimi [20]

Esik degerin degistirilmesi, smif ayracini oOtelerken, agirliklarin degistirilmesi
egimini etkiler. Egitim sirasinda esik deger ve agirliklar degistirilerek, dogrunun,

siiflar1 ayiracak sekilde konumlandirilmasi saglanir [20].
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Tek katmanli yapay sinir aglarinda 6grenmeden kastedilen, smiflar1 birbirinden
ayiran en uygun dogrunun bulunmasidir. Bunun i¢in agirhik degerleri
degistirilmektedir. Agirliklarin  degistirilmesi dogrunun egiminin degistirilmesi

anlamina gelir. t zaman biriminde agirlik Ay, degerleri kadar degistirilir ise;
w; (t+1)=w; (t)+Aw;(t) (2.12)

olmaktadir. Ogrenme sirasinda bu degisim her iterasyonda gerceklestirilerek
dogrunun en uygun egimi bulunmaya galisilir. Ancak bu islem yeterli olmayabilir.
Bu nedenle esik degerinin de degistirilmesi gerekir. Bu islem, dogrunun simniflar
arasinda kaymasima yardimci olmaktadir. Bdylece aktivasyon fonksiyonunun

konumu belirlenmis olur. Bu durumda t aninda esik degeri;
0(t+1)=0(t)+A0(t) (2.13)

seklinde degistirilmektedir. Ogrenme sirasinda agirliklarda oldugu gibi esik degeri de
her iterasyonda A6 kadar degistirilmektedir.

Tek katmanli yapay sinir aglarinda 6nemli iki modelden bahsedilebilir. Bu modeller

perceptron ve Adaline/Madaline’dir [18].
2.10.2. Cok katmanh algilayicilar

Rosenblatt’in orijinal perceptron (algilayici) tanimlamasindan sonra diger perceptron
modelleri de gelismistir. Cok katmanli algilayici aglart birgok tek katmanli yapinin
girdi ve c¢ikti katmanlari arasinda yer alan bir veya daha fazla gizli katman
bulunduran hiyerarsik olarak ileri beslemeli topolojik yapisidir. Gizli katman sayilar

ve her katmandaki néron sayis1 uygulamaya gore degiskenlik gosterir [2].

Cok katmanli perceptron (multilayered perceptron-MLP), tek katmanl
perceptronlarin aksine dogrusal olmayan problemlere ¢oziim liretmeleri nedeniyle
giiniimiizde genis kullanim alanlar1 bulan en popiiler YSA’dir. Ayrica kullandigi

ogrenme algoritmasi nedeniyle geri yayilim agi olarak da anilmaktadir [18].

YSA, sinir hiicresi olarak adlandirilan birbirleriyle baglanmis islem iinitelerinin
katmanlar halinde diizenlenmeleriyle olusur. Uniteler arasindaki her baglanti,

beyindeki biyolojik sinapslarin etkisine benzeyen gercek agirlik degerlerine sahiptir.
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Ogrenme siirecinde ag, agirhik degerlerini ayarlar boylelikle aga verilen girdi setine
karsilik gelen dogru sekilde tahmin edilmis veya siniflandirilmis ¢ikti degerleri elde
edilir [23].

Tek katmanli algilayicilar basit ve hizli olmakla birlikte, sadece karmasik olmayan
lineer problemleri ¢ozebildiklerinden, miithendislik uygulamalarinda kullanilabilecek
yeterlilikte degillerdir. Bu durum egitilebilecek tek bir agirlik matrisinin olmasindan
kaynaklanmaktadir. Bu yiizden karmasik ve lineer olmayan problemlerin

¢Oziilmesinde ¢ok katmanli YSA’ya ihtiya¢ duyulmaktadir.

Giris ve cikis katmanlarindaki hiicre sayilari, uygulamanin niteligine baglidir.
Ornegin 3-girisli 2-cikish bir sistem icin tasarlanacak yapay sinir aginda, giris
katmaninda 3 ve ¢ikis katmaninda 2 tane hiicre bulunacaktir. Gizli katman sayis1 ve
gizli katmanlarda bulunacak gizli hiicre sayilarinin belirlenmesinde ise bir kisitlama
yoktur. Fakat gizli katman ve gizli hiicre sayilarinin uygun sekilde segilmemesi,
YSA’nm performansini olumsuz sekilde etkileyecektir. Bu sayilarin belirlenmesi bir
optimizasyon problemidir. Sekil 2.14’de 3-girisli 2-¢ikish bir sistem i¢in tasarlanan
cok katmanli YSA gosterilmektedir. Bu tasarimda, tek bir gizli katman ve bu gizli

katmanda 5 tane gizli hiicre kullanilmigtir.

X1

Y1

X2

Y2

X3

Girig Gizli Cikis

Sekil 2.14. Ileri beslemeli ¢ok katmanli yapay sinir ag1 [21]

Sekil 2.14°deki gibi ileri beslemeli ag yapilarinda, her bir hiicre, sonraki katmanda
bulunan tim hiicrelere baglidir. Bu yapisindan o6tiirii tam-olarak-baglanmis

“fullyconnected” terimi kullanilir. Fakat bu durum hiicrelerin birden fazla ¢ikist
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oldugu anlamia gelmez. Her hiicrenin yalniz ve yalniz bir ¢ikis1 vardir. Diger bir
ifade ile hiicrelerin iirettikleri ¢ikis degeri tekdir. Fakat bu ¢ikis degeri, hiicrelere
aktarilirken ilgili agirliklar ile carpilir ve boylelikle sonraki hiicrelere

kuvvetlendirilerek ya da zayiflatilarak iletilir [20].

Girdi katmani: Dis diinyadan gelen girdileri (G1,Go,...,Gn) alarak ara katmana
gonderir. Bilgi isleme olmadan gelen her bilgi ileri dogru iletilir. Her proses
elemaninin sadece bir girdisi ve bir ¢iktis1 vardir. Bu ¢ikt1 bir sonraki katmanda
bulunan biitiin proses elemanlarina gonderilir [2]. Bir katmandaki bir islemci eleman,
bir sonraki katmandaki tiim islemci elemanlara baglanir. Ancak ¢ok katmanli
perceptronlarda biitiin katmanlardaki islemci elemanlar yalnizca bir sonraki iglemci
elemanlarla baglantilidir, kendi i¢lerinde baglantilar1 bulunmaz. Girdi katmanindaki

islemci eleman sayisi uygulanan problemin giris sayisina baghdir [18].

Ara katmanlar: Ara katmanlar girdi katmanindan gelen bilgileri isleyerek bir sonraki
katmana gonderir. Ara katmandaki her proses elemani bir sonraki katmandaki biitiin
proses elemanlarina baglidir. Ara katman sayisi ve ara katmanlardaki proses elemani

sayist deneme yanilma yolu ile bulunur [2].

Girdi Ara Cikti

G2

G1

GN

Esik Esik

Sekil 2.15. Cok katmanli ag modeli [2]

Cikt1 katmani: Ara katmandan gelen bilgileri isleyerek aga girdi katmanindan verilen
girdilere karsilik agin {trettigi ¢iktilart (C1,Co,...,Cn) belirleyerek dis diinyaya

gonderir. Bir ¢ikti katmaninda birden fazla proses elemani olabilir. Bu say
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uygulanan probleme baghidir. Her proses elemaninin sadece bir tane ¢iktisi vardir
[21].

2.10.3. Ogrenme Algoritmasi

Kaynaklarda kullanilan birgok Ogrenme algoritmasi mevcuttur. Bu &6grenme
algoritmalarinin ¢ogunlugu matematik tabanli olup agirliklarin giincellestirilmesi i¢in

kullanilirlar.
2.10.3.1. Geriye Yayilhm Algoritmasi

Geriye yayilim algoritmasi, YSA’nin parametrelerinin giincellenmesi igin en ¢ok
kullanilan 6grenme algoritmasidir. Giiniimiizde ses tanima problemlerinden dogrusal
olmayan sistem problemlerine kadar YSA ile ¢6ziim iiretilen birgok alanda basari ile
kullanilmaktadir. Ag icerisinde hatayr geri yonde azaltmaya calismasindan dolayi
algoritmaya geriye yayilim algoritmas: adi verilir. Glinlimiizde geriye yayilim
algoritmasimin gelismis birgok versiyonu tiiretilmigtir. Fakat geriye yayilim

algoritmas1 genellikle genellestirilmis delta 6grenme algoritmasi ile ifade edilir.
Geriye yayilim algoritmalarinda hesaplama iki boliimden olusur. Bunlar:

« fleri hesaplama

* Geri hesaplama [24].

a. ileri Hesaplama

Bilgi isleme egitim setindeki bir ornegin girdi katmanindan aga gosterilmesi ile
baglar. Girdi katmanindaki k. proses elemanmin ¢iktist Esitlik (2.14)’deki gibi
belirlenir. Ara katmandaki her proses elemani girdi katmanindaki biitiin proses
elemanlarinin gelen bilgileri baglanti agirliklarinin (A, A...) etkisi ile alir. Ara

katmandan proses elemanlarina gelen net girdi Esitlik (2.14)’de verilmistir [20].

NET}= Z ACh (2.14)
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Burada kj A k. girdi elemanini j. ara katman elemanina baglayan baglantinin agirhik
degerini gostermektedir. j. ara katman elemaninin ¢iktisi ise bu net girdinin
aktivasyon fonksiyonundan geg¢irilmesiyle hesaplanir. Uygulamada genellikle
sigmoid fonksiyonu kullanilir fakat kullanilmasi zorunlu degildir. Onemli olan tiirevi
alinabilir bir fonksiyonun kullanilmasidir. Sigmoid fonksiyonunun kullanilmasi
halinde ¢ikt1 Esitlik (2.15)’deki gibidir.

R — 2.15)
4o (NET{+B])

Burada fj, ara katmanda bulunan j. elemana baglanan esik deger elemaninin
agirhigimi gostermektedir. Bu esik deger linitesinin ¢iktis1 sabit olup 1’e esittir.
Agirlik degeri ise sigmoid fonksiyonunun oryantasyonunu belirtmek iizere

konulmustur. Egitim sirasinda ag bu degeri kendisi belirlemektedir [6].

Fonksyonun Adi | Fonksyonun Sekli | Matematiksel Ifadesi Tiirevi AciKlama
J(NET)=NET F'=1 Hesaplanan net giis
Lineer Fonksyon | degeri. Iicrenin cikist
olarak kabul edilir

_ [ degeri kevfi gekilde
Sigmoid 8 _ . I 1 " degistirilerel farkli
Fonksyonu , f SIRET)= 1+ ¢ HMET FEARER egimlere sahip egriler

elde edilebilir

_ Hesaplanan net giris

Hiperbolik | | oVET 4 o MET , . degeri, tanjant
Tanjant J(NET)= W F=(I-F) fonksyonuna

Fonksyonu 5 uygulanir

Sekil 2.16. Yapay sinir aglarinda kullanilan aktivasyon fonksiyonlar1 [10]
b. Geri Hesaplama

Aga sunulan girdi i¢in agin rettigi ¢ikti agin beklenen c¢iktilari ile karsilagtirilir.
Bunlarin arasindaki fark hata olarak kabul edilir ve minimum degere indirilmeye

caligilir. Bunun icin geriye hesaplamada bu hata agin agirlik degerlerine dagitilarak
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bir sonraki iterasyonda hatanin azaltilmasi saglanir. Cikti katmanindaki m proses

eleman i¢in olusan hata Esitlik (2.16)’daki gibidir.
En=Bn-C, (2.16)

Bu bir proses elemani i¢in olusan hatadir. Cikt1 katmani i¢in olusan toplam hatay1
(TH) bulmak i¢in biitiin hatalarin toplanmasi gerekir. Bazi hata degerleri negatif
olacagindan toplammn ‘0’ olmasini Onlemek amaci ile agirliklarin kareleri

hesaplanarak sonucun kare kokii alinir.
1 2
TH= 52 E: (2.17)

Toplam hatay1 en azlamak i¢in bu hatanin kendisine neden olan proses elemanlarina
dagitilmas: gerekmektedir. Bu ise proses elemanlarinin agirliklarini degistirmek

demektir. Agin agirliklarini degistirmek i¢in iki durum s6z konusudur.

e Arakatman ile ¢ikt1 katmani arasindaki agirliklarin degistirilmesi
e Ara katmanlar arasi veya ara katman girdi katmani arasindaki agirliklarin

degistirilmesi [16].
2.10.3.2. Levenberg—Marquardt Egitim Algoritmasi (LM)

Levenberg—Marquardt (LM) egitim algoritmasinda Hessian  matrislerinin
hesaplanmadigi bir optimizasyon teknigi kullanilmigtir. LM egitim algoritmasi, hata
fonksiyonunun hata degerlerinin kareleri toplam:1 seklinde ifade edilmesi durumunda
Hessian matrislerini Esitlik (2.18)" de belirtilen ifade yardimi ile hesaplanmaktadir.

H=J"J (2.18)

Bu esitlikte yer alan J, Jacobian matrisidir. Jacobian matrisi ag yapisinda olusan hata
degerlerinin agirlik ve bias degiskenlerine gore 1. dereceden kismi tiirevlerinden
olusur. LM egitim algoritmasinda hata fonksiyonunun gradientinin hesaplanabilmesi
icin de Esitlik (2.19) kullanilir.

g=I'e (2.19)

50



Burada; e, ag yapisinda meydana gelen hata degerlerinin olusturdugu bir hata
vektoriidiir. Hessian matrislerinin hesaplanmasina goére daha basit bir sekilde
bulunabilen  Jacobian  matrisleri  standart geri yayilhm kuralina gére
hesaplanabilmektedir. LM egitim algoritmasi, Newton yonteminde kullanilan
degisim ifadesine benzer bir yaklasimi Hessian matrislerine uygulamaktadir. Bu
yaklasim Esitlik (2.20)’de gosterilmistir.

Xy =xi- [0+ ul] 1 Te (2.20)

Skaler p ifadesinin sifir oldugu durumda ifade hemen hemen Newton yontemi ile
benzer olmaktadir. p degerinin biiyiimesi durumunda ise esitlik kiigiik bir adim
boyunun kullanildigi bir Gradient Descent ifadesine doniismektedir. LM egitim
algoritmasi uygun olgiilerde boyutlandirilmis ileri beslemeli bir ag yapisi igin en hizh

sekilde yakinsayan bir yontem olarak goriinmektedir [25].
2.11. Yapay Sinir Ag1 Tasarim

Bir sinir ag1 modeli olusturmak i¢in néronlarin baglanis sekli (topoloji), islemci
elemanlarin kullandiklar1 toplama ve aktivasyon fonksiyonlari, 6grenme metodu,
ogrenme kurali ve algoritmasi belirlenmelidir. Eldeki veriye ve agdan yapmasini
istediginiz uygulamanin sekline gore model tasarlanir. Kurulan modelin basarisi
modelin mimarisinin dogru olusturulmasi ile direkt ilgilidir. Bunun i¢in YSA

tasarimcisinin, agin yapisina ve isleyisine iligkin su kararlar1 vermesi gerekmektedir.

* Ag mimarisinin se¢imi ve yapisal Ozelliklerinin belirlenmesi (katman sayisit ve

katmandaki islemci eleman sayis1 gibi),

+ Islemci elemanlarin kullandigi fonksiyonlarin ~karakteristik ~ 6zelliklerinin

belirlenmesi,
+ Ogrenme algoritmas1 ve parametrelerinin belirlenmesi,
* Egitim ve test setinin olusturulmasi.

Bu kararlar dogru verilmedigi takdirde sistem karmagiklig1 artacak veya kararli ve

istikrarli sonuglar alinamayacaktir. YSA’nin toplam tepki siiresi, egitim siiresi,
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sistem karmasiklig1 ile artar. Sistem tasarlanirken uygulamanin ne kadar siirecegi,

hafizada ne kadar yer kaplayacagi gibi bilgiler hesaplanmalidir.
2.11.1. Ogrenme algoritmasi ve yapay sinir ag1 topolojisinin secimi

Bir problemin ¢oziimii i¢in uygulanacak olan YSA topolojisi oncelikle problemin
tiiriine bagli olmaktadir. Hangi ag§ modelinin hangi problemin ¢6ziimii i¢in daha

uygun oldugunun bilinmesi olduk¢a 6nemlidir.

Probleme uygun YSA topolojisinin se¢imi agda kullanilmasi diisliniilen 6grenme
algoritmasina baghdir. Bircok YSA vyapist tek bir Ogrenme algoritmasi ile
kullanilabildiginden 6grenme algoritmasinin se¢imi ile kullanilacak YSA topolojisi

de zorunlu olarak se¢ilmis olacaktir.
2.11.2. Katman ve néron sayisinin secimi

Ag yapisinda kullanilan katman sayis1 ve her katmanda bulunan ndron sayisi
YSA’nin karmagikligin1 belirler. Katman sayis1 ve katmanlardaki ndron sayisi
arttikca YSA’nin iglem ve 6grenme yetenegi artarken yakinsama siiresi de artmakta,
agin genelleme kabiliyeti diismekte ve agin ezberlemesine (memorization) neden
olmaktadir. Gereginden az kullanimi ise verilerdeki desenin yeteri kadar
Ogrenilememesine yol agar. Cogu problem igin iki veya ii¢ katmanl bir ag tatmin

edici sonuglar iiretebilmektedir.

Islemci eleman sayis1 ve katman sayisim belirlemenin en iyi yolu, birka¢ deneme
yapilarak agin performansina bagli olarak en uygun katman sayisina karar vermektir.
Bunun icin izlenecek yol, baslangictaki ndron sayisimi istenilen performansa
ulagincaya kadar arttirmak veya tersi sekilde istenen performansin altina inmeden
azaltmaktir. Sekil 2.17°de katman sayisinin iki boyutlu desenlerin 6grenilmesinde

yarattig1 farklar geometrik olarak gdsterilmistir.
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Genel BOlge Sekl

Tek Katman

£

Ik Katman

Sekil 2.17. Siniflandirma isleminde, gizli katman sayisinin iki boyutlu
ornek uzayimdaki roliiniin geometrik gosterimi [22]

Ug Katman

Cok katmanlt ileri beslemeli aglar, bir gizli katman yardimi ile diizlemi konveks
bolgelere ayirabilme yetenegine sahiptir. Gizli katman sayesinde karar bolgeleri
dogrusalliktan cikarilmis, farkli tiirlerde konveks geometrik sekillere kavusulmus
olunur. En azindan her bir karar bolgesi i¢in bir gizli islemci eleman gerekmektedir.
Eger karar bolgeleri fazla ayrik veya iist iste iseler ikinci bir gizli eleman

gerekmektedir.

2.11.3. Fonksiyonlarin se¢imi

Islemci elemanlarin karakteristik 6zelliklerinin belirlenmesi de yapay sinir agmin
tasariminda alinacak Onemli kararlardan biridir. Toplama fonksiyonunun ve
aktivasyon fonksiyonunun secimi biiyiik Ol¢iide verilerin o6zelliklerine ve agdan
Ogrenilmesi istenen verinin tiirline ve yapisina bagli olmaktadir. Aktivasyon
fonksiyonlar1 i¢inde en ¢ok kullanilanlar dogrusal, isaret, esik, sigmoid, hiperbolik
tanjant ve lojistik fonksiyonlaridir. Dogrusal olmayan problemlerde dogrusal

olmayan aktivasyon fonksiyonlar1 kullanilmaktadir.
2.11.4. Normalizasyon

Veriler aga sunulmadan 6nce normalizasyon islemine tabi tutulurlar. Verideki asiri

salimimlar1 engellemek ve sistem performansini arttirmak i¢in kullanilirlar. Bunun
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icin logaritmik fonksiyonlar kullanildig1 gibi, genellikle verilerin [0,1] veya [-1,+1]
araliklarindan birine 6lgeklendirilmesi 6nerilmektedir. Olgekleme verilerin gegerli
eksen sisteminde sikistirilmasi anlami tagidigindan veri kalitesi asir1 salinimlar igeren

problemlerin YSA modellerini olumsuz yonde etkileyebilir [17].
2.11.5. Performans fonksiyonunun sec¢ilmesi

Performans fonksiyonlari, istenilen ¢ikt1 degerleri ile agin tirettigi degerler arasindaki
farklarin kiimiilatif degerleri hesaplamaktadir. Hesaplanan bu degerler sayesinde
agin, egitim setinin gosterdigi desene ne kadar yaklastigi gozlenmekte ve
baglantilarin agirlik degerleri bu bilgiler kullanilarak degistirilmektedir. Bu nedenle,
performans fonksiyonlari, 6grenme performansini etkileyen 6nemli hususlardan
biridir. ileri beslemeli aglarda kullanilan tipik performans fonksiyonu Hata Kareleri
Ortalamas1’dir (Mean Square Error, MSE).

n

MSE= ?11 Z [e(t)]2 2.21)

i=1

Ortalama Hata(Mean Error, ME) Esitlik (2.22)’de, Hata Kareleri Ortalamasinin
Karekokii (Root Mean Square) Esitlik (2.23)’de ve Ortalama Mutlak Hata (Mean
Absolute Error, MAE) Esitlik (2.24)’de gosterilen fonksiyonlar, diger performans

fonksiyonlarindan bazilaridir.

n

I
MEzHZ (1) (2.22)
1 n
RMSE= J MSE= HZ [e(D)]? (2.23)
)
1 n
MAE=— Z ()] (2.24)
p

2.11.6. Ogrenme katsayis1 ve momentumun secilmesi

Ogrenme siirecinde agirliklardaki degisim 6grenme orany/Katsayisi (A) ile orantilidr.

Genellikle bu oran salinima (oscillation) yol agmayacak kadar biiyilk alinmaya
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calisthir.  Ogrenme oram, agirliklarin bir sonraki diizeltmede hangi oranda
degistirilecegini belirlemektedir. Ag tizerinde 6nemli bir etkisi bulunan 6grenme
oraninin degeri uygulanan probleme gore degismekle birlikte biiylik bir deger
secilmesi salinima yol agmakta ve agin herhangi bir minimum degerine ulagmasi
zorlagmaktadir. Kiiciik bir deger secilmesi ise 6grenme siiresinin uzamasina ve agin

yerel ¢oziimlere takilmasina neden olmaktadir.

Yerel ¢oziim su sekilde agiklanabilmektedir; bir problemin ¢6zlimii i¢in en az hatay1
veren agirlik vektoriinii pratikte her zaman yakalamak miimkiin olmayabilmektedir.
Bu ¢6zlim, agin sahip olabilecegi en iyi ¢oziimdiir (Mutlak Minimum). Fakat bu
¢Oziime nasil ulasilacagi tam olarak bilinmemektedir. Ag, egitim sirasinda bu
¢cOziime ulagmaya calismaktadir. Ancak bazen ag farkl bir ¢6ziime takilabilmekte ve

performansi daha fazla iyilestirmek miimkiin olmamaktadir.

Karmagik bir agda hata yilizeyi fazlasiyla inisli c¢ikishidir. Bu durum, dereceli
azaltmadan dolay1 agm yerel minimum tuzagina diismesiyle sonuglanir. Olasilik
yontemleri bu tuzaktan kurtulmaya yardimci olsa da olduk¢a yavas kalmaktadir. Bir
baska Oneri, gizli katman veya gizli katmandaki néron sayisinin arttirilmasidir. Bu
yontem ige yarasa da hata yiizeyinin boyut sayisin1 da arttirmaktadir. Gizli néron
sayisinin bir iist limiti her zaman olacaktir, ¢ilinkii arastirmalar gizli ndron sayisinin

fazla oldugu durumlarda agin ezberledigini ortaya koymuslardir.

Biiyiik 6grenme oranlarinda salinima imkan vermemenin bir yolu Momentum

Katsayisinin () eklenmesidir.

Momentumun oynadigr rol Sekil 2.18’de gosterilmistir. Eger momentum terimi
kullanilmazsa agin diisiik 6grenme katsayist ile yerel minimuma ulagmasi ¢ok uzun
stirmekte, biiylik 6grenme katsayisinda ise salinimdan dolayr yerel minimuma asla
ulasamamaktadir. Momentum kullanildiginda ise yerel minimuma hizli bir sekilde

ulasilabilmektedir.

Ozetle momentum, &zellikle yerel ¢dziimlere takilan aglarin bir sigrama ile daha iyi
sonuglar bulmasini saglamak amaciyla kullanilmaktadir. Bu degerin kiiciik olmasi
yerel ¢oziimlerden kurtulmayi, biiyiik bir deger olmasi ise tek bir ¢oziime ulasmay1

zorlastirabilmektedir.
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Sekil 2.18. Agirlik uzayindaki diisme: a) diisiik 6§renme orani, b) biiyilik
ogrenme orant: salinim, ¢) momentum terimi eklenmis biiyiik 6grenme
orani [21]

2.11.7. Performans faktorleri
Performansin arttirilmasi su faktorlere baghdir:

« Ogrenme algoritmasi ve iterasyon (epoch) sayisi: Hatanin minimize edilmesi igin
gereklidir. Orneklerin aga tekrar tekrar gdsterilmesi ile ag hata oranmni minimum

yapmaya caligmaktadir.

+ Egitim setindeki ornek sayisi: Orneklerin gergek fonksiyonu temsil etmesi igin

gereklidir.

* Gizli islemci eleman sayisi: Agmn giiciidiir. Yumusak dalgali fonksiyonlarda
oldukga az gizli elemana ihtiyag duyulurken, sert inisli ¢ikisli fonksiyonlarda daha

fazla gizli eleman kullanilmalidir.

Ik olarak dogru hata 6lgiitii tanimlanmalidir. Tiim 6grenme algoritmalari, egitim
boyunca egitim setinin hatalarint minimize etmeye ¢alisir. Egitim setindeki her bir
ornek icin ortalama hata Ogrenme Hata Orani olarak ifade edilir ve Esitlik
(2.25)’deki gibi formiiliize edilir;

Pegitim

z EP (2.25)
p=1

1
Eegitim: P siti
egitim
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Daha 6nceki denklemlerde de ifade edildigi gibi, E egitim 6rneginin gergek ¢ikti
degeri ile agin ¢ikti degeri arasindaki farktir (Esitlik (2.26)):

No
1
B3 ) ()’ 2.26)
o=1

Bu hata, egitim siiresince Olgiilebilen bir hatadir ve acikc¢a goriildiigii gibi egitim
setindeki her bir Ornek i¢in farkli degerler almaktadir. Bu hata sistemin
performansinin dogru bir sekilde dl¢lilmesi agisindan tiim drnekler igin genisletilmeli
ve sistem icin tek bir hata Sl¢iitii ortaya konmalidir. Sonrasinda test verilerinin de

ortalama hata oranlarinin hesaplanmasi gerekmektedir (Esitlik (2.27)):

Pest

1
Etest= P E EP (2.27)
Test =1

Ornek Sayisiin Performansa Etkisi: Egitim setindeki &rnek sayist ne kadar fazla
olursa, ag, fonksiyon iizerindeki bilinen nokta sayis1 fazla olacagindan, fonksiyon
hakkinda daha yakin bir kestirim yapma imkani bulacaktir. Bir y = f(X)
fonksiyonunun ileri beslemeli bir ag ile yaklastirilacagi (function approximation)
varsayilsin. Agin, bir girdi elemanina, sigmoid aktivasyon fonksiyonlu 5 gizli
elemana ve dogrusal aktivasyon fonksiyonlu bir ¢ikt1 birimine sahip oldugu ve az
sayida egitim ornegi ile egitildigi varsayilsin. Sekil 2.19; 4 6rnekle egitilen boyle bir

agin, egitim sonug grafigini gostermektedir.

- Gergek Fonksiyon

y . —  Yaklasim Dederi

T

Sekil 2.19. Ornek sayisinin fonksiyon yaklastirma
tizerindeki etkisi (4 6rnek) [21]

57



Sekil 2.19°da gercek fonksiyon, kesikli ¢izgi ile gosterilirken, egitim sonrasi yapay
sinir agmin yaklasimi diiz ¢izgi ile gosterilmistir. Iki egrinin kesim noktalar1 aga
O0grenme siirecinde verilen 6rneklerdir. Ayn1 aga 4 yerine 20 6rnek gosterildiginde

Sekil 2.20°deki grafik ortaya ¢ikacaktir.

- Gergek Fonksiyon

Y ——  Yoklogim Dederi

€T

Sekil 2.20. Ornek sayisinin fonksiyon yaklastirma
tizerindeki etkisi (20 6rnek) [21]

[lk durumda az Ornekle Eggitim oldukca az olacak ama Etet oldukca yiiksek
cikacaktir. Tkincisinde ise Eggiim nispeten daha fazla ¢iksa da ¢ok diisiik Etest degeri
ile karsilasilacaktir. Ayn1 ag, farkl o6rnek sayilar ile egitildiginde ve her 6rnek seti
aga onar defa gosterildiginde, Sekil 2.21’deki ortalama 6grenme ve test hatasi orani

grafigi ile karsilagilacaktir.

Hata
Qranl

TTT—— Test Sefi

- EGitir Sefi

Ornek sayis

Sekil 2.21. Ornek sayis1 ile hata oranlari arasindaki
iligki [21]
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Goriildiigii gibi, egitim hatasi, drnek sayist arttikga artarken, test hatasi diismektedir.
Egitim hatasinin diisiik olmasi, agin performansimnin iyi oldugunu her zaman
gostermez. Egitim setinin 6rnek sayis1 arttirildik¢a her iki hata orani da ayni1 degere
yakinsamaktadir. Bu deger, agin temsil giicii ile iligkilidir. Bu deger ayn1 zamanda
gizli eleman sayisina ve kullanilan aktivasyon fonksiyonuna baglidir. Eger bu iki
hata orant ayn1 degere yakinsamazlarsa, egitim silireci i¢in mutlak minimum

bulunmasi1 imkansizlasir.

Gizli Noron Sayisinin Performansa Etkisi: Ayni fonksiyonun yaklagimi igin, ayni
agm kullanildigini, agin bu kez farkli gizli islemci eleman sayilariyla egitildigi
varsayilsin. Sekil 2.22; 20 gizli nérona sahip olmasi durumunda, egitim sonrasindaki

davranigini gostermektedir.

- Gergek Fonksiyon

——  Yaklogm Degen

o

Sekil 2.22. Gizli néron sayisinin fonksiyon
yaklagtirma tizerindeki etkisi (20 gizli ndron) [21]

Sekil 2.22°te ag, oOrneklere tam olarak uymaktadir fakat fazla gizli eleman
kullanildigindan, yaklasim fonksiyonu, gercek fonksiyondan g¢ok daha sert inis
cikiglara sahip olmaktadir. Gergek hayatta, egitim Ornekleri girilti (Noise)
icermekte ve Ornekte kullanilan fonksiyon gibi diizgiin bir grafik ¢izmemektedir. B
nedenle gizli katman sayisinin fazlalig1 gercek diinyanin verileri i¢in daha gercekei,

daha dogru yaklasimlar saglayabilmektedir.

Bu ornekte de goriildiigii gibi gizli eleman sayisinin fazlaligi egitim hata oraninin
diismesini saglarken, test hata orani arttiracaktir. Fazladan gizli eleman eklemek

Ekgiim‘l her zaman diisiirecektir. Fakat, Etest i1lk baslarda azalacak, sonrasinda
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artacaktir. Ayni ag, aym egitim seti fakat farkli gizli islemci eleman ile test
edildiginde ortalama egitim ve test hatasi oranlarinin grafigi Sekil 2.23’deki gibi
olmaktadir [21].

Hata
Orani

Test Seti

Egitim Seti

Gizli Naron Sayis

Sekil 2.23. Gizli ndéron sayisi ile hata oranlari
arasindaki iliski [21]

2.11.8. Tasarimda karsilasilabilecek problemler

Yapay sinir aginin ileriye dogru hesaplama kisminda, ilk iterasyonun yapilabilmesi
icin agirliklara deger atamak gerekmektedir. Agirliklara atanacak baglangi¢ degerleri
agm performansini yakindan ilgilendirmektedir. Ilgili literatiirde bu degerlerin,
gaussian dagilim gosteren, biiyiik degerler almayan rastgele sayilar olmasi1 gerektigi

soylenmektedir. Genellikle [— 0.1, 0.1] araligi kullanilmaktadir [16].

Ogrenme katsayisinin belirlenmesi, istenilen hata degerine ulasilmasi i¢in yapilmasi
gerekli iterasyon sayismi etkilemektedir. Ogrenme katsayist [0,1] araliginda
secilebilir. Bu deger sifira yakin secildiginde istenilen hata degerine ulagmak icin
daha fazla iterasyon yapilmasi gerekir. Diger bir ifade ile yakinsama yavas olur.
Ogrenme katsayisinin degeri arttik¢a yapilmas: gerekli iterasyon sayis1 azalir. Fakat
bliyiik degerler YSA’nin 6grenmesi yerine ezberlemesine neden olmaktadir. “Yapay
sinir ag1 6greniyor mu yoksa ezberliyor mu?” sorusunun cevabii bir ornek ile
agiklamak yararli olacaktir. Egitim verileri i¢in yapilacak 10™ mertebesindeki bir
hatanin uygulama i¢in yeterli olacagini diigiinelim. Bu durumda test verileri igin
yapilacak [1073,1075] arali@indaki hatalar segilen 6grenme katsayisinin uygun

oldugunu gosterir. Fakat test verileri i¢in 10" mertebesinde bir hata yapiliyorsa bu
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durumda yapay sinir aginin 6grenmedigini, bunun yerine ezberledigini sdyleyebiliriz.
Bu durumda 6grenme katsayisinin kiigiiltiilmesi gerekir. Goriildigi gibi 6grenme
katsayis1 kiigiik secildiginde yakinsama hizi diismekte, biiyiik secildiginde ise
O0grenme problemi dogmaktadir. Bu sorunu agmak icin 6grenme katsayis1 adaptif
olarak degistirilebilir. Coziim noktasindan uzakta 6grenme katsayisi biiyiik secilerek
yakinsama hizlandirilabilir. Coziim noktasi civarinda ise katsayi azaltilarak 6grenme

problemi asilabilir.

Hatanin degisiminde biiyilk salimimlar goriiliiyorsa, 6grenme katsayisinin degeri

kiigiiltiilmelidir.

Momentum katsayisi, yerel minimum noktalarinda takilmayr oOnlemektedir.
Agirliklardaki degisimin bir 6nceki degerleri momentum katsayisi ile ¢arpilarak yerel
minimumlarda sigrama saglanir. Momentum Katsayisi [0,1] araliginda segilebilir. Bu

katsay1 kii¢iik se¢ildiginde daha iyi sonuglar alindigi gozlenmistir.

Yapay sinir aglarinda kullanilan aktivasyon fonksiyonlar1 sebebi ile giris ve ¢ikis
degerlerinin 6lgeklendirilmesi gerekebilir. Ornegin giris kiimesinde bulunan 10, 100
ve 1000 degerleri icin tanjant hiperbolik aktivasyon fonksiyonu 1 degerlerini
tiretecektir. Aktivasyon fonksiyonlarmin doymasini “saturation” Onlemek igin bu
degerlerin 6lgeklendirilmesi gerekmektedir. Cikista ise dlgeklendirme islemi tersine
cevrilmelidir. Lineer aktivasyon fonksiyonunu kullanan aglar icin ol¢eklendirme

islemine gerek yoktur [20].
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3. UYGULAMA: KALIP IMALATI YAPAN BiR ISLETMEDE KALIP
MALIYETLERININ YAPAY SiNiR AGI YAKLASIMIYLA TAHMIN
EDILMESI

Bu tez calismasi kalip tiretimi yapan bir firmada yapilmistir. Caligma, lastik kalibi
tiretiminde maliyetlere etki eden faktorlerin kesin olarak belirlenmesi ve karmasik
dinamiklerinden dolayr oldukca degisken, etkilesimli bir yapiya sahip kalip

maliyetlerinin bulunmas1 amaciyla yapilmistir.
3.1. Isletme Tanitim

Firma makine imalat1 ve lastik kalib1 sanayine mithendislik ve tamir bakim hizmeti
veren bir isletmedir. Lastik sektoriinlin ihtiyact olan lastik kaliplari, kalip tasityici
konteynirlari, lastik pisirme presleri, pisirme torbasi kaliplari, i¢ lastik kaliplari,
topuk ringleri, lastik imal tamburlari, lastik pisirme preslerine ait hidrolik ve
pnomatik sistemleri liretmekte, yurtici ve yurtdigi lastik iiretimi yapan firmalara
pazarlamaktadir. Kalip iiretiminin yan1 sira tamir bakim ve modifikasyon hizmetleri

de vermektedir.

Tablo 3.1. Isletmede iiretilen kalip gesitleri
Yanak Lastik Kalib1

Desen Lastik Kalib1
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Tablo 3.1. (Devam) Isletmede iiretilen kalip cesitleri
Torba Kalib1

Topuk Halkas1

Bu ¢aligmanin yapildigi isletmenin organizasyon semasi Sekil 3.1°de verilmistir.

Yonetim
Kurulu Bsk.
T Satinalma
I I I Sorm.
Mali isler Planlama Satinalma
Personel Mdr. Koordinatori Muadura
Ambar Sorm.
Kalip imlt. Makine imlt. ERP Kalite Giiv. Lojistik
Mdr. Mdr. Sorm. Sorm. Sorm.
| — ——
Kalp Makine Kalite Kont.
imlt. Sefi imlt. Sefi Sorm.
Tamir Dokiiman
Bakim Sefi Sorm.

Sekil 3.1. Isletme organizasyon semasi
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3.2. Uygulamaya Giris

Isletmede yanak ve desen olmak iizere iki cesit lastik kalibi, i¢ lastik kaliplari,
pisirme torbasi kaliplar1 vb. kaliplar iiretilmesine ragmen bu calismada sadece yanak
lastik kalibi maliyetleri tahmin edilmeye calisilmistir. Maliyetlere etki eden
faktorlerin belirlenmesi i¢in ilk once; her kalibin teknik resimlerine gore caplar1 ve
kalinliklar1, paketlemede kullanilan kasa tiirleri ve sirasiyla iiretim asamalari
incelenmistir. Her kalibin ebat ve desenlerine gore iiretim siireleri incelenmis ve
tiretim siirelerine gore desenlerin karmagsikligr simiflandirilmistir. Veriler Excel
dosyasi olarak tablolagtirilmistir. Ek-A’da YSA’nin egitiminde kullanilan veriler,
Ek-B’de ise YSA’nin deneysel veriler ile smanmasinda kullanilan veriler
gosterilmektedir. Matlab programinda girisler; alt yanak ve iist yanak caplar
milimetrik degerlerle girilirken desen karmasikligi; Basit desen=1, Az karmasik
desen=2, Karmasik desen=3, Cok karmasik desen=4 olarak kasa tiiri ise; Agag
kasa=1, H300 demir kasa=2, H360 demir kasa=3, H280 demir kasa=4, H368 demir

kasa=5 olarak sayisallagtirilmistir.

Sekil 3.2°de mevcut duruma ait yanak kalib1 imalat semas1 gosterilmistir.

CAD/CAM
Programlarinin
Hazirlanmas:

+

[ <abaisieme |

<+

‘ Profil Finis isleme ‘

Konstruksiyon
Deliklerinin Delinmesi

‘ Markalama islemi ‘

NMarkalama
Kalite Kont.

Vent Deliklerinin Delinmesi ‘

Arka Tahlive Kanallarinin Acilmas:

Sekil 3.2. Lastik kalib1 is akis semasi
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Kaba islem prosesinde CNC torna tezgahinda, tedarik¢iden alinan malzemenin
caplari, profil finis prosesinde ise ylizeyi islenerek malzeme teknik resim Olgiilerine
getirilir. Yanak lastik kalibi, baska elemanlarla birlikte lastik pisirme kazanina
yerlestirildiginde bunlarla birlesmesini saglamak icin torna tezgahinda kalip {izerine
konstriiksiyon delikleri agilir. Kaba iglemleri tamamlandiktan sonra yazi tezgahlarina
alinarak markalama islemi yapilir. Yazi islemleri biten kalibin daha sonra, lastik
pisirme esnasinda hava tahliyesinin saglanmasi igin gerekli olan hava tahliye
kanallar1 agilir. Kaliplarin farkli ebatlar i¢in kullanim cesitliligini saglayan ve tapa
olarak adlandirilan pargalar icin kalip lizerinde yuvalar acgilip, tesviye sirasinda
yuvalara yerlesmeleri saglanir. Kumlama prosesinde ise 6zel bir malzeme olan cam
kiire adindaki kum ile tiretimi biten kalip iizerinde kalan ¢apaklar giderilir. Prosesler
arasinda ve son kalite kontrolii yapilan kalip sevkiyata hazirlanarak imalat siireci

tamamlanmis olur.

Lastik kalib1 maliyetlerinin tahmini i¢in; son yillarda sik¢a kullanilan bir tahmin

yontemi haline gelen YSA kullanilmistir.

Gergege en yakin tahmin sonuglarinin alinabilmesi i¢in YSA topolojisinin en iyisinin

secilmesi gerekmektedir.
3.3. Calisma Metodolojisi
3.3.1. Kalip maliyetlerine etki eden faktorlerin belirlenmesi

Lastik kaliplarinin ebatlari, desenleri ve isleme siireleri ¢ok degisken oldugundan,
bunlara bagli olarak da kalip maliyetlerinin tahmin edilmesi zorlagmaktadir. Bu
tahminleri yapabilmek i¢in her seyden dnce uzun siireli ve nitelikli bir veri toplama

islemi gerceklestirilmelidir.

YSA’daki girdiler i¢in kullanilacak her yanak kalibinin tlim ge¢misi incelenerek,
kalip maliyetlerine etki eden uzman kisilerin de yardimiyla belirlenmistir ve her bir
kalip i¢in sekiz ana faktor tizerinde uzlasilmistir. Bu faktorler; alt yanak dis ¢api, i¢
capi, kalinligi, iist yanak dis ¢api, i¢ ¢api, kalinligi, desen karmagsikligi ve kasa

tirtidiir.
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3.3.2. Veri toplama

YSA’nmn hem egitimi hem de performansinin dl¢lilmesi i¢in isletme verilerinden
yararlanilmis, teknik resimlere gore Olciiler belirlenmis, islem siireleri 6l¢iilmiis ve
maliyetlere etki eden faktor sayisi yapay sinir aginin giris hiicre (neuron) sayisini

olusturmaktadir.
3.3.3. Veri setinin olusturulmasi

Her kalip igin hesaplanan; alt yanak dis ¢ap1 (mm), i¢ ¢ap1 (mm), kalinligi (mm); dist
yanak dis ¢apt (mm), i¢ ¢cap1 (mm), kalinlig1 (mm), desen karmasiklig1 ve kasa tiirii
degerleri olusturulan ¢ok katmanli, geri beslemeli, danigmanli O6grenme
ozelliklerinde yapilandirilan YSA’na veri olarak girilmistir (girdi vektort). Sekil

3.3’de yanak kalib1 gosterilmektedir.

1 I

Sekil 3.3.Yanak kalib1

Her bir kalibin maliyeti (YTL), firmadan alinan verilere gore hesaplanmis ve
olusturulan aga ¢ikt1 vektorii olarak tanitilmistir. Elde edilen veri setinin gosterimi

Tablo 3.2’de verilmistir.
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Tablo 3.2. Analizde kullanilan yanak kalib1 parametreleri

Parametreler Kaliplar

Kalip 1 Kalip2  Kalip3  ...... Kalip 79  Kalip 80
Ust yanak
dis capt 615 600 605 ... 645 645
(mm)
Ust yanak i¢
¢ap1 (mm) 285 285 285 ... 300 300
Ust yanak
kalinhg 70 70 65 ... 80 80
(mm)
Alt yanak
dis Gapt 685 685 685 ... 645 645
(mm)
Alt yanak i¢
cap1 (mm) 330 340 340 ... 305 300
Alt yanak
kalinhgy 70 70 65 ... 65 80
(mm)
Desen
karmagiklig 4 4 4 4 2
Kasa tiiri 1 1 1 2 2

Yapilan 6gretme ve test etme islemlerinin ardindan ayni1 normlardaki farkli kaliplara
ait verilerin aga girilmesi ile bu kaliplara ait maliyet tahminleri yaptirilmistir. Bu
tahminler RA yontemiyle yapilan maliyet hesaplamalarni ile karsilagtirilmis ve

uygulanan YSA yonteminin sagladigi performans degerlendirilmistir.

Verilerin - kullanim1 ile maliyetlerin  hesaplanmasinda MS Excel, agm
olusturulmasinda ise Matlab (7.0) yazilimindan yararlanilmistir. Regresyon analizleri

icin SPSS (17.0) programi kullanilmistir.
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3.4. Levenberg-Marquardt Ogrenme Algoritmasi Kullanilarak Yapay Sinir

Aginin Modellenmesi

Kalip maliyetlerinin tahmini ic¢in gelistirilen YSA modeli; giris, ¢ikis ve 2 gizli
katman olmak tizere dort katmandan olusmaktadir. Her bir gizli katmandaki yapay
sinir hiicre sayis1 birdir. Sekil 3.4’te agin giris parametreleri olarak gosterilen 8 adet
giris parametresi sirasiyla soyledir; alt yanak dig ¢ap1 (Cag), alt yanak i¢ gap1 (Cai), alt
yanak kalinlig1 (K,), st yanak dis c¢apr (Cgq), Ust yanak i¢ ¢apr (Cgj), st yanak
kalinlig1 (K;), desen karmasikligi (Dy) ve kasa tiriidiir (Ky). Giris verilerine karsilik
YSA’nin hesaplamasi istenilen ¢ikti ise kalip maliyet (M) degeridir.

Calismada kullanilan toplam 95 verinin 80 tanesi agin egitilmesi i¢in, 15 tanesi ise
agin smanmasi i¢in ayrilmistir. YSA’nin egitilmesinde kullanilan egitim verilerinin

secimi, agin performansi ve sistem davranisinin 6grenilebilmesi icin ¢ok dnemlidir.

Alt yanak dis ¢ap1(Caq)
Alt yanak i¢ ¢ap1(Ca;)

Alt yanak kalinlik(Kj)

Ust yanak dis ¢ap1(Ciq)

Ust yanak i¢ ¢ap1(Cy;)

> R O ;O Maliyet(M,)

Ust yanak kalinlik(Cy)

Cikis Tabakas1

Desen karmasikligi(D) Sakli Tabaka

Kasa tiirti(Ky)

RRRYP P

Sekil 3.4. Yapay sinir aginda kullanilan ag topolojisi
3.5. Uygun YSA Konfigiirasyonunun Belirlenmesi

Calisma i¢in Matlab (7.0) programinda ¢ok fazla olasilik denemesi yapilmis ve en iyi
sonu¢ veren yapay sinir hiicreleri i¢in kullanilacak aktivasyon fonksiyonunun
belirlenmesinde kesin bir kural bulunmamaktadir. Bu nedenle, kalip maliyeti tahmin

sisteminin davranigina bagli olarak gizli katman ve ¢ikis katmanindaki yapay sinir
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hiicrelerinde kullanilan aktivasyon fonksiyonlari, YSA’nimn egitiminde elde edilen en
az hata degerine gore belirlenmistir. Uygulamada tercih ettigimiz egitim algoritmasi
ise nimerik optimizasyon tekniklerini kullanan TrainLM (Levenberg-Marguardt)

algoritmasidir.

‘Levenberg-Marguardt’ 6grenme algoritmasi ortalama boyutta bir ag i¢in en hizli
O0grenme algoritmast olarak belirlenmistir. Egitim seti genislediginde ise hafiza
eksiltme ozelligi vardir. Bu algoritma ¢ok fazla hafiza kullanmakla beraber daha kisa

siirede daha az epok (devir) ile sonuca ulagsmaktadir [2].

Levenberg-Marguardt metodunun adimlart ‘Matlab-Neural Network Toolbox-
NNTool’ programina girdi ve hedeflerin girilmesi, ag tipi, girdi araligi, 6grenme
fonksiyonu, performans fonksiyonu, ara katman néron sayilarinin belirlenmesi ve
egitim - test verilerinin tanitilarak agirliklandirma isleminin yapilmasiyla program
tarafindan otomatik olarak hesaplanacaktir. n ; 0grenme orani, o ; momentum
katsayisi ve diger parametreler hazir olarak programin 6ngordiigii sekilde alinmustir.
Ogrenme Kkatsayis1 agirliklarin degisim miktarini, momentum katsayisi ise agin
O0grenmesi esnasinda yerel bir optimum noktaya takilip kalmamasi i¢in agirlik
degerinin belirli bir oranda bir sonraki degisime eklenmesini saglar. Transfer
(aktivasyon) fonksiyonu olarak dogrusal olmayan sigmoid transfer fonksiyonu

kullanilmistir.

Sekil 3.5°’te Matlab (7.0) programinda; egitim, Ogrenme Ve aktivasyon
fonksiyonlarmin seg¢ilmesi, gizli katman ve hiicre sayisimin veri girisleri

gosterilmistir.
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7 Create Metwork or Data

Metwork | Data|

Name

networkl
Metwork Properties

Metwork Type:

Input data:
Target data:

Training function:

Performance function:

Mumber of layers:

Mumber of neurons:

Transfer Function:

) Help

Adaption learning function:

1

Properties for: | Layerl - |

Feed-forward backprop

1

| input
| output
| TRAINLIM
| LEARNGDM
. MSE

LI (0 (5 ]

I E‘u’iew JI ¥ Restore Defaults I

I <% Create JI @Close J

Sekil 3.5. Ag yapisinin ve katmanlarin belirlenmesi

Egitim fonksiyonu olarak Trainlm ve 6grenme fonksiyonu olarak Learngdm ile

birlikte denemeler yapilmis ve bu denemelerden bazi oOrnekler Tablo 3.3’de

gosterilmistir.

Tablo 3.3. Farkli ag yapilarinin karakteristikleri

Ornek

No 1 2 3 4 5 6 7 8 9 10
Gizli Katman 5 5 2 3 3 2 1 1 3 2
Sayisi

Hiicre

(Neuron) 1 3 10 1 1 3 200 2 100 1
Sayisi

Ogrenme

Katsayist 0,5 0,5 0,4 0,4 0,4 0,4 Prg Prg 0,6 Prg
Momentum

Katsayist 0,5 0,5 0,6 0,8 0,6 0,4 Prg Prg 0,6 Prg
Ogrenme GB GB GB GB GB GB GB GB GB GB
Algorit.

Egitim Fonk. TGDM TGDM TGDM TGDM TGDM TGDM TLM TLM TGDM TLM

Ogrenme Fonk. LGDM LGDM LGDM LGDM LGDM LGDM LGDM LGDM LGDM LGDM

Aktiv.Fonk. LSIG LSIG LSIG LSIG LSIG TSIG LSIG LSIG TSIG LSIG

% Sapma 11,30 -

8,43

- - 86,55 - 6,98 76,83 5,56

GB: Geri Beslemeli, LGDM: Leargdm, TRL: Trainlm, LSIG: Logsigmoid, TSIG: Tansigmoid, Prg: 6grenme ve momentum
katsayilar1 manuel girilmemis programin 6ngordiigii sekilde alinarak hesaplanmustir.
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Tablo 3.3’de ayrica on farkli deneme aginin test girdilerine gore hesaplanmis
sonuclarinin gergek verilerden ortalama % sapma degerleri de verilmis ve Sekil

3.6’da da % sapma degerler gosterilmistir.

100

%EE,5
90

76,4
80 —_—

70

60

50

40

30

20 T wILE T gaag
%6,58 %556

il | H “H

YSA1  YSA2  YSA3  YSA4  YSA5  YSA6  YSA7  YSA8  YSA9  YSA10

Sekil 3.6. Farkli topoloji ve 6zelliklerdeki aglarin gercek verilerinden ortalama %
sapma oranlari

Denemeler arasindan Tablo 3.3’de gosterilmis olan on agdan gercek verilerden
ortalama % sapma orani 5,56 ile en kiiciik degere sahip olan YSA10 adli ag

deneyimizde kullanacagimiz sonu¢ agimiz olmustur.

3.6. Yapay Sinir Agmin Performansmin Ol¢iilmesi

Ogrenme performansim etkileyen onemli faktdrlerden birisi de hata fonksiyonudur.
Hata fonksiyonunun kullanimi agin daha kiigiik agirlik ve performans degerlerine
sahip olmasina neden olur. Bu da agin daha yumusak davranmasina neden olarak, ag
asir1 6grenme siirecinden kurtarir. Bu ¢alismada en iyi sonug ortalama hata yiizdesi

ile alinmustir.

3.7. Yapay Sinir Agmmin Kullanimi ve Sonug¢larin Analizi

Isletme verilerinden alman ve maliyet muhasebesiyle hesaplanmis 95 adet yanak

lastik kalibi maliyetinin 80 adeti YSA i¢in egitim verisi olarak kullanilmis ve 15
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adeti de test verisi olarak kullanilmistir. Matlab (7.0) da olusturulan yapay sinir
agiyla elde edilen tahminlerinin gercek degerlerin etrafindaki dagilimi gosteren
normal dagilim grafigi Sekil 3.7°de gosterilmistir. Yapay sinir ag1 egitim verileriyle

birlikte olaylar arasindaki iliskileri 6grenmistir.

Normal Probability Plot
(response is SN ratios)

Percent
2

Sekil 3.7. Normal dagilim grafigi

YSA modelinin egitimi i¢in geriye yayilim algoritmasinin Levenberg-Marquardt

O0grenme algoritmasi kullanilmigtir.

Elde edilen yapay sinir aginin 80 adet egitim verisi i¢in lretmis oldugu ¢iktilar ve

gercek degerlerle tahmini degerler arasindaki fark Tablo 3.4’de verilmistir.

Tablo 3.4. Kalip maliyetleri igin elde edilen en iyi egitim sonuglari

No Egitim Egitim Sapma Mutlak %
Verisi Verisi Sapma Sapma
Cikt1 Cikt1
(YSA)
1 2755 2857 -102 102 3,70
2 2734 2860 -126 126 4,61
3 2771 2818 -47 47 1,70
4 2382 2651 -269 269 11,29
5 2763 2846 -83 83 3,00
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Tablo 3.4. (Devam) Kalip maliyetleri i¢in elde edilen en iyi egitim sonuglari

No Egitim Egitim Sapma Mutlak %
Verisi Verisi Sapma Sapma
Cikt1 Cikt1
(YSA)

6 2904 3019 -115 115 3,96

7 2536 2298 238 238 9,38
8 2483 2370 113 113 4,55
9 2020 2078 -58 58 2,87
10 2608 2846 -238 238 9,13
11 2927 2948 -21 21 0,72
12 2505 2576 -71 71 2,83
13 2527 2869 -342 342 13,53
14 2663 2873 -210 210 7,89
15 2492 2393 99 99 3,97
16 2388 2312 76 76 3,18
17 2183 2259 -76 76 3,48
18 2639 2768 -129 129 4,89
19 2654 2798 -144 144 5,43
20 3107 3113 -6 6 0,19
21 2774 2806 -32 32 1,15
22 2541 2835 -294 294 11571
23 2569 2889 -320 320 12,46
24 2427 2656 -229 229 9,44
25 2646 2676 -30 30 1,13
26 2980 2824 156 156 5,23
27 2951 2810 141 141 4,78
28 2044 2165 -121 121 5,92
29 2737 2775 -38 38 1,39
30 2600 2706 -106 106 4,08
31 3285 3367 -82 82 2,50
32 2238 2309 -71 71 3,17
33 2664 2878 -214 214 8,03
34 2569 2889 -320 320 12,46
35 2453 2590 -137 137 5,58
36 2279 2390 -111 111 4,87
37 3040 2798 242 242 7,96
38 3660 2798 862 862 23,55
39 2654 2798 -144 144 5,43
40 2515 2485 30 30 1,19
41 3041 2798 243 243 7,99
42 3297 2903 394 394 11,95
43 2852 2690 162 162 5,68
44 2414 2393 21 21 0,87
45 2182 2113 69 69 3,16
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Tablo 3.4. (Devam) Kalip maliyetleri i¢in elde edilen en iyi egitim sonuglari

No Egitim Egitim Sapma Mutlak %
Verisi Verisi Sapma Sapma
Cikt1 Cikt1
(YSA)
46 2180 2042 138 138 6,33
47 2427 2656 -229 229 9,44
48 2435 2379 56 56 2,30
49 2304 2315 -11 11 0,48
50 2492 2393 99 99 3,97
51 2346 2297 49 49 2,09
52 2411 2341 70 70 2,90
53 2025 2088 -63 63 3,11
54 2115 2110 5 5 0,24
55 2058 2136 -78 78 3,79
56 3018 2771 247 247 8,18
57 2918 2846 72 72 2,47
58 2863 2792 71 71 2,48
59 4184 4116 68 68 1,63
60 2913 2851 62 62 2,13
61 2454 3541 -1088 1088 44,34
62 2057 1922 135 135 6,56
63 1882 2488 -606 606 32,20
64 1986 2069 -83 83 4,18
65 2030 2121 -91 91 4,48
66 2061 2134 -73 73 3,54
67 2134 2052 78 78 3,66
68 2160 2261 -101 101 4,68
69 1824 1960 -16 136 7,46
70 2042 2127 -85 85 4,16
71 2658 2503 155 155 5,83
72 1996 2147 -151 151 1,57
73 1916 2161 -245 245 12,79
74 2000 2061 -61 61 3,05
75 2120 2089 31 31 1,46
76 2170 2061 109 109 5,02
77 1992 2053 -61 61 3,06
78 2950 3248 -298 298 10,10
79 2557 2745 -188 188 7,35
80 2290 2093 197 197 8,60
Toplam 4935

80 tane egitim Verisi i¢in ortalama % sapma 6,1°dir.
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Ogrenme verileriyle olaylar arasindaki iliskileri dgrenen yapay sinir ag1 daha sonra
Ogrendigi bilgileri kullanarak hi¢ goérmedigi test verileri icin tahminlerde

bulunmustur.

Tablo 3.5. Kalip maliyetleri igin elde edilen en iyi test sonuglari

No  Test Test Sapma Mutlak % No  Test Test Sapma Mutlak %

Verisi  Verisi Sapma Sapma Verisi  Verisi Sapma Sapma
Cikt1 Cikti Cikt1 Cikti

(YSA) (YSA)
1972 2046 -74 74 3,75 9 1939 2095 -156 156 8,05
2130 2138 -8 8 0,38 10 2540 2520 20 20 0,79

2201 2048 153 153 6,95 11 1885 1962 -77 77 4,08
2128 1933 195 195 912 12 1884 2067  -183 183 9,71
2414 2153 261 99 410 13 2574 2590 -16 16 0,62
2232 2039 193 193 865 14 2022 2192 -170 170 8,36
2250 2058 192 192 8,58 15 2083 1997 86 86 4,13
2015 2139 -124 124 6,15 Toplam 83,42

0 N o O b W DN P

YSA’nmn hi¢ gérmedigi test verilerine karsi iirettigi sonuclar ve gercek veriler
arasindaki toplam % sapma Tablo 3.5’te goriildiigii gibi 83,42 ve 15 adet test verisi

icin ortalama % sapma 5,56 dr.
3.8. Regresyon Analizi ile Maliyet Hesab1 Yapilmasi

YSA yonteminin sonuglarinin test edilmesi amaci ile ayni verilere uygulanan RA’ya
ait SPSS (17.0) programi kullanilarak elde edilen regresyon denklemi verileri Tablo
3.6’daki gibi hesaplanmustir.

Tablo 3.6. Regresyon denklemi verileri

Sabit -1034,605
Alt Yanak Di1s Cap (a) 1,914
Alt Yanak i¢ Cap (b) -1,083
Alt Yanak Kalinlik (c) 3,76
Ust Yanak Dis Cap (d) 1,55
Ust Yanak I¢ Cap (e) 0,481
Ust Yanak Kalinlik (f) 3,865
Desen Karmagiklig1 (g) 322,353
Kasa Tiirii (h) -33,19
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SPSS Paket Programi ile yapilan RA ¢iktilari, EK-D’de verilmistir. Bu verilerin

kullanilmasi ile Regresyon Denklemi, Esitlik (3.1) de verilmistir.
2 Maliyet= (-1034,605)+(1,914a)+(-1,083b)+(3,76c)+(1,55d)+(0,481€)+(3,865f)

+(322,3530)+(-33,19h) (3.1)

Tablo 3.7. Regresyon analizi ile elde edilen test sonuglari

Test — pA Mutlak % Test — pA Mutlak %
No  Verisi Sonucu Sapma Sapma Sapma No  Verisi Sonucu Sapma Sapma Sapma
Cikt1 p p Cikt1 P P

1 1972 2130 -131 131 6,2 9 1939 2196 -257 257 11,70

2 2130 2239 -109 109 4,87 10 2540 1886 654 654 34,67
3 2201 2189 12 12 0,55 11 1885 2278 -393 393 17,25
4 2128 1881 247 247 1313 12 1884 2134 -250 250 11,72
5 2414 2316 98 98 4,23 13 2574 3051 -477 477 15,63
6 2232 2457 -225 225 9,16 14 2022 2245 -223 223 9,93
7 2250 2223 27 27 1,21 15 2083 2274 -191 191 8,4

8 2015 2318 -303 303 13,07 Toplam 161,72

Regresyon denkleminin test verilerine karsi iirettigi sonuglar ve gercek veriler
arasindaki mutlak sapma 161,72’dir, 15 adet test verisi i¢in ortalama % sapma
10,78’dir ve Tablo 3.7°de verilmistir.

3.9. Maliyet Tahminine Yonelik Bulgularin Karsilastirilmasi

YSA ve RA ile yapilan hesaplamalar sonucu belirlenen maliyet tahminlerinin hata
oranlar1 incelenmis ve sonu¢ olarak YSA’larin RA’ya gore daha az hata ile maliyet
tahmini yaptig1 goriilmiistiir. 15 adet test verisine karst YSA’nin irettigi maliyet
tahminlerinde % sapma 5,56 iken RA ile elde edilen maliyet tahminlerinde % sapma
10,78 dir. Tablo 3.8’de her iki yontemin de test verileri i¢in “% Sapma” degerleri ve

“% sapma degerlerinin ortalamalar1” gosterilmistir.

Tablo 3.8. RA ve YSA ile yapilan tahminlerin % sapma degerleri ve % Ssapma
degerlerinin ortalamalari
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Tablo 3.8. RA ve YSA ile yapilan tahminlerin % sapma degerleri ve % Ssapma
degerlerinin ortalamalari

Test YSA Regresyon
Verileri Sapma(%o) Sapma(%o)
1 3,75 6,2
2 0,38 4,87
3 6,95 0,55
4 9,12 13,1
5 4,1 4,23
6 8,65 9,16
7 8,58 1,21
8 6,15 13,1
9 8,05 11,7
10 0,79 34,67
11 4,08 17,25
12 9,71 11,72
13 0,62 15,63
14 8,36 9,93
15 4,13 8,4

Ortalama 5,56 10,78

YSA ile yapilan hesaplamalar sonucu belirlenen maliyet tahminlerinin sayisal
degerleri birbirleriyle ve beklenen degerlerle karsilastirilmistir ve Tablo 3.9°da

gosterilmistir.

Tablo 3.9. Gergeklesen maliyetlerle YSA ve beklenen degerlerin tahmin degerleri

Test Gerg¢eklesen

Grup YSA Beklenen )
No Maliyet
1 2046 1353 1972
2 2138 1439 2130
3 2048 1558 2201
4 1933 1566 2128
5 2153 1640 2414
6 2039 1468 2232
7 2058 1652 2250
8 2139 1820 2015
9 2095 1169 1939
10 2520 1845 2540
11 1962 1476 1885
12 2067 1353 1884
13 2590 1531 2574
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Tablo 3.9. (Devam)Gergeklesen maliyetlerle YSA ve beklenen degerlerin tahmin
degerleri

Test Gereekl
Grup YSA Beklenen ereeiesen
N Maliyet
0
14 2192 1574 2022
15 1997 1800 2083
G.M. Ort. %
Sapma 5,56 39,5

YSA ile elde edilen sonuglarin sirket tahminlerine gore beklenen degerlerle
gergeklesen maliyet degerlerinin  karsilagtirllmast Tablo 3.9°da  gosterilmistir.
Ortalama % sapma degerlerinden de gorildiigii gibi beklenen tahminlerle
gerceklesen maliyet degerlerinden ortalama %39,5 sapma olmustur. YSA nin iirettigi

tahminler ise ortalama %35,56 gibi kiiciik bir sapma degerine sahiptir.

Her iki yontemin verilerinin gerceklesen maliyet degerleriyle karsilastiriimast Sekil

3.8’da grafiksel olarak gosterilmistir.

15
14
13
12
11
10
9
1 Gergeklesen
8
M Beklenen
7
M YSA
6
5
4
3
2
1 Maliyet
Tahmini
T T T T T (YTL)

0 500 1.000 1.500 2.000 2.500 3.000

Sekil 3.8. Her iki yontemin verilerinin ger¢eklesen maliyet degerleriyle
karsilastiriimasi
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SONUCLAR VE ONERILER

Maliyetlerin dogru ve misteriye fiyat teklifi verilmeden Once verilmesi ve
maliyetlerin  diisiiriilmesi isletmeler icin ¢ok Onemlidir. Isletmeler iiretimi

gerceklestirmeden Once liretim maliyetlerinin bilinmesi gerekmektedir.

Bu c¢alismada YSA yonteminin maliyet tahminlerinde de kullanilabilecegi
gosterilmektedir. YSA; insan beyninin o6zelliklerinden olan 6grenme yolu ile yeni
bilgiler tiiretebilme, yeni bilgiler olusturabilme ve kesfedebilme gibi yetenekleri
herhangi bir yardim almadan otomatik olarak gergeklestirilmek amaci ile gelistirilen

bilgisayar sistemleridir.

Insan davranislarmin modellenmesi fikri iizerine kurulu olan yapay zeka bilimi,
bilgisayar programlarina olaylar hakkinda bilgi toplama, olaylar arasindaki iliskileri
ogrenebilme ve karar verebilme vyetenegi kazandirmistir. Coziimi aranan
problemlerin matematik modeli olmasa dahi, bilgisayar programlar: tarafindan

sezgisel yaklasimlar kullanilarak bu problemlere ¢oziim getirilebilmektedir [3].

Uygulama, lastik kalibi iireten bir firmada kalip maliyetlerinin tahmini igin
yapilmigtir. Bu yaklasim kullanilmas1 ile ¢ok fazla c¢eside sahip olan kalip
iiretiminde, kisa silirede biitcelendirilmesi gereken projelerde, gercege daha yakin ve
daha az hesaplamayla maliyet tahmini yapilmasi miimkiin olmustur. Isletmede seri
tretim olmadigr ve her sipariste farkli bir kalip iiretimi gerceklestiginden
maliyetlerin 6nceden tahmin edilmesi olduk¢a zor ve zaman alicidir. Ayrica ¢alisma
oncesinde maliyetlere etki eden faktorlerin ¢ogu g6z ardi edilmis maliyet tahminleri

tamamen sezgisel olarak yapilmaktadir.

Calismada; uzman kisilerle birlikte bir {riinlin tretimine etki eden faktorler
belirlenmis ve c¢ok fazla degiskenlige sahip olan iriinler kendi aralarinda
siniflandirilmis ve bir yil boyunca bu faktorlerin kaydi tutulmus ve bu bilgiler

dogrultusunda muhasebe tarafindan maliyet muhasebesi yontemiyle gerceklesen
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maliyetler bulunmustur. Buradan alinan degerler yapay sinir agiin egitim verilerini

olusturmaktadir.

Calismanin metot kisminda yapay sinir ag1 uygulamalarinda en ¢ok kullanilan geriye
yayillim algoritmasinin Levenberg-Marquardt algoritmasi kullanilarak, kalip maliyet
faktorlerine karsilik yeni bir kalip iiretiminde maliyet degerlerinin tahminini yapabilecek
yapay sinir ag1 modeli olusturulmustur. Modelin gosterdigi basari, agin hi¢ gérmedigi

test verileriyle sitnanmustir.

Yapay sinir aginin yani sira var olan veriler i¢in regresyon analizi de yapilmis ve
yapay sinir agmin tahminleriyle regresyon denkleminin {irettigi sonuglar
karsilagtirilmistir. YSA’ nin, RA’ya gore daha az hata ile maliyet tahmini yapabildigi
anlasilmistir (% 5,56 < % 10,8).

Yapilan literatiir aragtirmalarinin  sonucu; maliyet tahminlerinin yapildigi

calismalarda %5’lik bir hatanin uygun oldugu goriilmiistiir.

Elde edilen YSA ¢iktilar1 ile ger¢ek veriler ve beklenen degerlerle gergek veriler
arasindaki sapmalar hesaplanmis ve YSA’nin beklenen degerlere gore daha az hata

ile maliyet tahmininde bulundugu goriilmiistiir (%5,56 < %39,5).

Bu yontem ile her farkli kalibin maliyetine etki edebilecek tiim faktorler gbz Oniine
alinarak maliyetler kisa siirede ve gergege en yakin sekilde tahmin edilebilmektedir.
Caligsma sonucunda, mevcut durumda higbir veri ve yontem kullanilmaksizin yapilan
maliyetlendirme ¢alismalar1 yerine kullanilabilecek bir yontem onerilmekte ve fiyat
asamasinda maliyetlendirme islemi yapilabilmektedir. Ayrica maliyetlerin artigina
sebep olan faktorlerin belirlenmesi ve iyilestirilmesi ¢alismalarinin da yapilabilmesi

icin igletmeye yol gosterilmektedir.

80



KAYNAKLAR

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

Baba F., Sa¢ metal kalip¢iliginda kesme, ¢ekme ve birlesik kaliplarinin
maliyet analizi, Yiiksek Lisans Tezi, Zonguldak Karaelmas Universitesi, Fen
Bilimleri Enstitiisii, Zonguldak, 2005, 198214.

Helvact O., Santrifiij pompalarda yapay sinir ag1 uygulamalari, Yiiksek
Lisans Tezi, Eskisehir Osmangazi Universitesi, Fen Bilimleri Enstitiisii,
Eskisehir, 2007, 178963.

Demirel Y., Toplu konut ingaat maliyetlerinin yapay sinir aglart ile tahmini,
Selcuk Universitesi Miih.-Mim. Fakiiltesi Dergisi, 2007, 22, 4.

Ugur L. O., Yap1 maliyetlerinin yapay sinir aglari ile analizi, Doktora Tezi,
Gazi Universitesi, Fen Bilimleri Enstitiisii, Ankara, 2007, 201095.

Ozcan B., Yapay sinir ag1 yaklasimiyla, pecete makinesi imalati yapan
isletmede makine isleme siirelerinin tahmin edilmesi, Yiiksek Lisans Tezi,
Kocaeli Universitesi, Fen Bilimleri Enstitiisii, Kocaeli, 2007, 232730.

Miko B., Viharos J., Artificial neural network approach for injection mould
cost estimation, Hungarian Academy of Science, Budapest, Hungary, 2011.

Demirkoparan F., Kaynar O., Tastan S., Ham petrol fiyatlarinin yapay sinir
aglari ile tahmini, Ege Akademik Bakis, 2010, 2, 559-573.

Elazouni A. M., Mohieldin Y. A., Nosair I. A., Estimating resource
requirements at conseptual design stage neural Networks, Journal of
Computing in Civil Engineering, 1997, 4, 217-223.

Kim G., An S., Kang K., Building and environment, 10th ed., Elsevier, Korea,
2004.

Basheer 1. A., Hajmeer, M., Artifical neural networks: fundamentals,
computing, design and application, Journal of Microbiological Methods, 2000,
43, 3-31.

Weiss S. M., Kulikowski C. A., Computer Systems that learn, Morgan
Kaufmann Publisher Inc., San Francisco, 1991.

Stern H. S., Neural networks in applied statistics. Technometrics, 3th ed.,
Taylor&Francis Group, USA, 205-214, 1996.

81



[13] Wang S., An adaptive approach to market development forecasting, Neural

[14]

[15]

[16]

[17]

[18]

Computing& Applications, 1999, 8, 3-8.

Yasdi R., Prediction of road trafic using a neural network approach, Neural
Computing & Application,1999, 8, 135-142.

Liu X., An artifical neural network approach to assess Project cost and time
risks at th front of projects, Master of Science Thesis, Department of Civil
Engineering, The University of Calgary, Calgary,1998.

Oztemel E., Yapay sinir aglari, Papatya Yaymcilik, Istanbul, 2003.

Sara¢ T., Yapay sinir aglari, Seminer Projesi, Gazi Universitesi, Endiistri
Miihendisligi Ana Bilim Dali, Ankara, 2004.

Bas N., Yapay sinir aglar1 yaklasimi ve bir uygulama, Yiiksek Lisans Tezi,
Mimar Sinan Giizel Sanatlar Universitesi, Fen Bilimleri Enstitiisii, Istanbul,
2006, 184183.

[19] Yurtoglu H., Yapay sinir aglar1 metodolojisi ile 6ngérii modellemesi: bazi

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

makroekonomik degiskenler i¢in Tiirkiye 6rnegi, Uzmanlik Tezi, Ekonomi
Modeller ve Stratejik Arastirmalar Genel Miudirligii, Ankara, 2005,
DPT:2683.

Ogiicii O., Yapay sinir aglar1 ile sistem tanima, Yiiksek Lisans Tezi, Istanbul
Teknik Universitesi, Fen Bilimleri Enstitiisii, Istanbul, 2006, 223555.

Bayir F., Yapay sinir aglar1 ve tahmin modellemesi lizerine bir uygulama,
Yiiksek Lisans Tezi, Istanbul Universitesi, Sosyal Bilimler Enstitiisii, Istanbul,
2006, 215542.

Jain A. K., Mao J., Mohuddin K. M., Artifical neural networks: a tutorial,
Computer,1996, 29, 31-44.

Vural B. B., Yapay sinir aglari ile finansal tahmin, Yiiksek Lisans Tezi, Ankara
Universitesi, Sosyal Bilimler Enstitiisii, Ankara, 2007, 208211.

Ozveren U., Pem yakit hiicrelerinin yapay sinir aglar1 ile modellenmesi,
Yiiksek Lisans Tezi, Yildiz Teknik Universitesi, Fen Bilimleri Enstitiisii,
Istanbul, 2006, 182655.

Unal B., Bilesik kesitli akarsu yataklarinda tasima kapasitesinin tayini, Doktora
Tezi, Cukurova Universitesi, Fen Bilimleri Enstitiisii, Adana, 2011, 275553.

Asilkan O., Irmak S., Ikinci el otomobillerin gelecekteki fiyatlarinin yapay
sinir aglari ile tahmin edilmesi, Siileyman Demirel Universitesi Iktisadi ve Idari
Bilimler Fakiiltesi Dergisi, 2009, 14, 375-391.

Ceylan M., Kompleks degerli yapay sinir ag1 ile algoritma gelistirilmesi ve

uygulamalari, Yiiksek Lisans Tezi, Selcuk Universitesi, Fen Bilimleri
Enstitlisti, Konya, 2004, 153740.

82



[28]

[29]

[30]

[31]

[32]

[33]

[34]

Anderson D., McNeill G., Artificial Neural Networks Technology , Kaman
Science Corporation, http://ebookbrowse.com/anderson-d-mcneill-g-artificial-
neural-networks-technology-1992-en-82s-pdf-d328389481 (Ziyaret tarihi:10
Mart 2012).

Ripley B. D., Barnndoff-Nielsen O. E., Jensen J. L., Kendall W. S., Statistical
Aspects of Neural Networks, in Networks and Chaos, Statistical and
Probabilistic Aspects, http://www.google.com.tr/books?hl=tr&lr=&id=m12UR
8QmLgoC&oi=fnd&pg=PRI&dg=Pattern+recognition+and+neural+networks

&ots=aMMmIHYH_i&sig=8jwEhOGJrshcpcCQglo84085zrM&redir_esc=y#v
=onepage&q=Pattern%20recognition%20and%20neural%20networks&f=false
(Ziyaret tarihi:10 Mart 2012).

Kevin G., An Introduction to Neural Networks, Middx, http://ebookbrowse.
com/kevin-gurney-an-introduction-to-neural-networks-pdf-d303236861
(Ziyaret tarihi: 15 Mart 2012)

The MathWorks Inc., http://www.mathworks.com/help/nnet/ref/trainim.html
(Ziyaret tarihi:4 Nisan 2012)

Uguz S., Yapay Sinir Aglari-Matlab Uygulamasi, http://ybssoftware.files.
wordpress.com/2011/03/ysa_uygulama.pdf (Ziyaret tarihi: 15 Nisan 2012)

Yu H., Wilamowski B.M., Levenberg-Marquardt Training, Intelligence
Systems, http://www.eng.auburn.edu/~wilambm/pap/2011/K10149 CO012.pdf
(Ziyaret tarihi: 5 May1s 2012)

Ranganathan A., The Levenberg-Marquartdt Algorithm, http://www.ananth.in/
Notes_files/Imtut.pdf (Ziyaret tarihi: 5 Mayis 2012)

83


http://ebookbrowse.com/anderson-d-mcneill-g-artificial-neural-networks-technology-1992-en-82s-pdf-d328389481
http://ebookbrowse.com/anderson-d-mcneill-g-artificial-neural-networks-technology-1992-en-82s-pdf-d328389481
http://www.google.com.tr/books?hl=tr&lr=&id=m12UR
http://www.google.com.tr/books?hl=tr&lr=&id=m12UR8QmLqoC%20&oi=fnd&pg=PR9&dq=Pattern+recognition+and+neural+networks&ots=%20aMMmlHYH_i&sig=8jwEhOGJrshcpcCQgIo84085zrM&redir_esc=y#v=onepage&q=Pattern%20recognition%20and%20neural%20networks&f=false
http://www.google.com.tr/books?hl=tr&lr=&id=m12UR8QmLqoC%20&oi=fnd&pg=PR9&dq=Pattern+recognition+and+neural+networks&ots=%20aMMmlHYH_i&sig=8jwEhOGJrshcpcCQgIo84085zrM&redir_esc=y#v=onepage&q=Pattern%20recognition%20and%20neural%20networks&f=false
http://www.google.com.tr/books?hl=tr&lr=&id=m12UR8QmLqoC%20&oi=fnd&pg=PR9&dq=Pattern+recognition+and+neural+networks&ots=%20aMMmlHYH_i&sig=8jwEhOGJrshcpcCQgIo84085zrM&redir_esc=y#v=onepage&q=Pattern%20recognition%20and%20neural%20networks&f=false
http://www.google.com.tr/books?hl=tr&lr=&id=m12UR8QmLqoC%20&oi=fnd&pg=PR9&dq=Pattern+recognition+and+neural+networks&ots=%20aMMmlHYH_i&sig=8jwEhOGJrshcpcCQgIo84085zrM&redir_esc=y#v=onepage&q=Pattern%20recognition%20and%20neural%20networks&f=false
http://ebookbrowse.com/kevin-gurney-an-introduction-to-neural-networks-pdf-%20d303236861
http://www.mathworks.com/help/nnet/ref/trainlm.html
http://ybssoftware.files.wordpress.com/2011/03/ysa_uygulama.pdf%20(Ziyaret
http://www.eng.auburn.edu/~wilambm/pap/2011/K10149_C012.pdf
http://www.ananth.in/
http://www.ananth.in/Notes_files/lmtut.pdf
http://www.ananth.in/Notes_files/lmtut.pdf

EKLER

84



YSA’NIN EGIiTIMINDE KULLANILAN VERILER

Ek-A

Girigler Cikis
Veri
No Cad Cai Cka Ciia Cii Ki Dx K M,

1 685 330 70 615 285 70 4 1 2755
2 685 340 70 600 285 70 4 1 2734
3 685 340 65 605 285 65 4 1 2771
4 675 330 55 675 285 55 4 1 2382
5 685 330 65 590 285 65 4 1 2763
6 700 250 60 650 300 60 4 1 2904
7 675 330 60 675 285 65 3 1 2536
8 645 330 65 645 285 85 3 1 2483
9 685 330 85 590 285 65 2 1 2020
10 685 330 65 590 285 65 4 1 2608
11 840 330 65 740 285 85 3 1 2927
12 640 330 85 575 285 60 4 1 2505
13 685 330 60 585 285 65 4 1 2527
14 685 330 70 600 285 70 4 1 2663
15 685 330 70 585 285 70 3 1 2492
16 640 330 70 540 285 70 3 1 2388
17 640 330 60 560 285 60 3 1 2183
18 590 285 65 685 330 65 4 1 2639
19 685 330 60 600 285 60 4 1 2654
20 600 350 110 780 425 60 4 1 3107
21 600 285 65 685 330 65 4 1 2774
22 685 330 65 600 285 65 4 1 2541
23 685 330 70 585 285 70 4 1 2569
24 640 330 60 575 285 60 4 1 2427
25 550 260 60 550 320 60 4 1 2646
26 645 240 95 670 270 95 4 1 2980
27 590 285 70 680 330 70 4 1 2951
28 645 285 65 640 330 65 2 1 2044
29 695 330 65 695 285 65 4 1 2737
30 670 330 65 670 285 65 4 1 2600
31 790 330 90 675 285 90 4 1 3285
32 640 330 70 545 285 70 3 1 2238
33 685 330 75 630 285 75 4 1 2664
34 685 330 70 585 285 70 4 1 2569
35 625 330 65 625 285 65 4 1 2453
36 685 330 70 590 285 70 3 1 2279
37 685 330 60 600 285 60 4 1 3040
38 685 330 60 600 285 60 4 1 3660
39 685 330 60 600 285 60 4 1 2654
40 535 285 50 680 330 50 4 1 2515
41 685 330 60 600 285 60 4 1 3041
42 615 285 70 685 330 70 4 1 3297
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Veri Girigler Cikis
No Cad Cai Cka Cia Cii Ka D« Kt M,

43 640 330 65 575 285 65 4 1 2852
44 685 330 70 585 285 70 3 1 2414
45 685 330 70 585 285 70 2 1 2182
46 620 330 75 620 285 75 2 1 2180
47 640 330 60 575 285 60 4 1 2427
48 685 330 70 605 285 70 3 1 2435
49 640 330 70 535 285 70 3 1 2304
50 685 330 70 585 285 70 3 1 2492
51 640 330 65 530 285 65 3 1 2346
52 640 330 75 530 285 75 3 1 2411
53 640 330 75 530 285 75 2 1 2025
54 685 330 70 595 285 70 2 1 2115
55 685 330 80 595 285 80 2 1 2058
56 580 285 70 680 330 70 4 1 3018
57 685 330 65 590 285 65 4 1 2918
58 675 330 75 675 285 75 4 1 2863
59 1080 490 60 975 465 60 4 1 4184
60 685 330 65 585 285 65 4 1 2913
61 710 370 50 660 405 50 4 2 2454
62 690 380 75 690 245 75 1 3 2057
63 710 365 55 660 405 55 2 2 1882
64 660 295 45 660 295 60 2 2 1986
65 660 310 55 660 310 70 2 2 2030
66 660 310 60 660 310 75 2 2 2061
67 645 310 70 645 310 70 2 4 2130
68 660 350 65 660 350 80 2 2 2160
69 645 310 55 645 310 70 1 4 1824
70 660 310 65 660 310 75 2 2 2042
71 715 335 80 715 335 80 3 5 2658
72 645 350 55 645 350 70 2 4 1996
73 645 350 60 645 350 75 2 4 1916
74 645 310 60 645 310 70 2 4 2000
75 680 310 75 680 310 75 2 4 2120
76 645 310 60 645 310 70 2 4 2170
77 685 335 75 645 335 95 1 4 1992
78 685 335 90 685 335 90 4 2 2950
79 645 305 65 645 305 65 4 2 2557
80 645 300 80 645 300 80 2 2 2290
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Ek-B

YSA’NIN DENEYSEL VERILER iLE SINANMASINDA KULLANILAN

VERILER
Veri Girigler Cikis
No | Cu Cai Cka Cia Cii Ka D« Kt M,
1 645 300 75 645 300 75 2 4 1972
2 700 335 75 700 335 75 2 5 2130
3 645 290 85 645 290 85 2 4 2201
4 645 260 85 645 260 85 1 4 2128
5 645 310 95 645 310 95 2 2 2414
6 645 290 80 645 290 80 2 4 2232
7 645 290 90 645 290 90 2 4 2250
8 725 355 95 665 310 95 2 6 2015
9 690 315 70 645 290 70 2 2 1939
10 725 355 95 660 310 95 3 5 2540
11 710 300 75 630 210 75 2 5 1885
12 690 320 75 645 300 75 2 5 1884
13 675 330 55 675 285 55 4 2 2574
14 685 330 60 600 285 60 3 5 2022
15 670 270 95 645 240 95 2 5 2083

Dy=Desen karmasikliginin Matlab’a sayisal girisleri su sekildedir;

1= Basit desen

2= Az karmasik desen

3= Karmasik desen

4= Cok karmasik desen

K=Kasa tiiriiniin Matlab’a sayisal girisleri su sekildedir;

1= Agag kasa

2= H300 demir kasa

3= H360 demir kasa

4= H280 demir kasa

5= H368 demir kasa

6= H500 demir kasa
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KALIP MALIYET TAHMINLERI iCiN KULLANILAN LEVENBERG

MARGUARDT ALGORITMASININ KULLANILDIGI MATLAB
PROGRAMI

Meural Network

Hidden Layer 1 Hidden Layer 2 Output Layer

T R e

Algorithms

Data Division:
Training:
Performance:
Dervative:

Random (dividerand)
Levenberg-Marquardt (trainlm)
Mean Squared Error  (mse)
Default (defaultderiv)

Ek-C

Training Info

View| Train | Simulate | Adapt | Reinitialize Weights | View/Edit Weights

show'Window true

showCommandLine |falze

show
epochs
time
goal
min_grad

max_fail

25
1000
Inf

1e-005

Training Parameters ‘

iy 0.001
mu_dec 01

mu_inc 10

mu_masx 10000000000
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Ek-D
REGRESYON

Regression

Variables Entered/Removed

Variables Variables
Model Entered Removed Method
1 kasaturu, . Enter
adiscap,

akalinlik, uiccap,
desenkarmasikli
g1, aiccap,
ukalinhk,

udiscap?

a. All requested variables entered.

Model Summary”

Adjusted R Std. Error of the
Model R R Square Square Estimate

1 ,896% ,802 ,780 197,19600]

a. Predictors: (Constant), kasaturu, adiscap, akalinlik, uiccap,

desenkarmasikligi, aiccap, ukalinlik, udiscap

b. Dependent Variable: toplammaliyet

89



Coefficients?

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) -1034,605 394,170 -2,625 ,011
adiscap 1,914 ,617 ,287 3,100 ,003
aiccap -1,083 1,188 -,077 -,911 ,365
akalinhk 3,760 2,932 ,091 1,282 ,204
udiscap 1,550 ,563 ,236 2,755 ,007
uiccap ,481 ,972 ,040 ,495 ,622
ukalinhk 3,865 3,955 ,081 977 ,332
desenkarmasikl 322,353 31,995 ,727] 10,075 ,000
gl
kasaturu -33,190 30,726 -,081| -1,080 ,284
a. Dependent Variable: toplammaliyet
Residuals Statistics®
Minimum Maximum Mean Std. Deviation N
Predicted Value 1679,9790| 3950,4448| 2517,7125 376,14995 80
Residual -376,86948 960,11157 ,00000 186,94494 80
Std. Predicted Value -2,227 3,809 ,000 1,000 80
Std. Residual -1,911 4,869 ,000 ,948 80

a. Dependent Variable: toplammaliyet
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