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OZET

Dijital diinyaya yonelik tehditlerin en yaygin olarak karsilagilan g¢esitlerinden bir tanesi
zararl yazilimlardir. Bu tlr yazilimlar, saldirganlarin kotiiciil amaglarini gergeklestirmek
icin kullandig1 kodlardir. Mevcut ve yeni zararli yazilimlarin bilgi varliklarina zarar
vermeden tespit edilmesi ve engellenmesi biiyiik 6nem arz etmektedir. Zararli yazilimlarin
tespit edilmesi igin makine 6grenmesi yaklagimlari etkin bir sekilde kullanilmaktadir. Bu tez
caligmasinda, denetimli ve denetimsiz 6grenme algoritmalarinin birlikte kullanildigi bir
model sunulmaktadir. Sunulan model yiiksek dogruluk ve fl skoruyla miimkiin olan en kisa
sirede tahmin gergeklestirmektedir. Modelin ilk asamasinda veriler K-ortalamalar
algoritmasiyla kiimelenmektedir. Ikinci asamasinda ise ilgili kiime icin en iyi tahmin
performansina sahip smiflandirici kombinasyonu ile tahmin gergeklestirilmektedir. Ikinci
asamada kiimelere gore en iyi siniflandiricilar segilirken on makine 6grenme algoritmasinin
(Kernel Destek Vektor Makinesi, K-En Yakin Komsu, Naive Bayes, Karar Agaci, Rastgele
Orman, Ekstra Gradian Yukseltme, Kategorik Yukseltme, Adaptif Ylkseltme, Ekstra
Agaglar ve Gradyan Yiikseltme) tcli kombinasyonu alinmaktadir. Secilen Ucli
siniflandirict kombinasyonu iki kademede konumlandirilmaktadir. Tahmin siresi en ylksek
olan simiflandiricinin ikinci kademede olacak sekilde konumlandirilmasi sayesinde modelin
tahmin siiresi iyilestirilmektedir. Modelin tahmin performansi, BODMAS veri seti, Kaggle
Zararli Yazilim Tespiti veri seti, EMBER 2018 veri seti ve 6zgin veri setiyle, dogruluk ve
fl skoru degerleri kullanilarak sunulmaktadir. Model BODMAS veri setinde %99,74
dogruluk ve %99,77 f1 skoru, EMBER veri setinde %96,77 dogruluk ve %96,77 f1 skoru
saglamakta olup, aymi veri setleri kullanilarak gerceklestirilen ¢aligmalardan daha iyi
performans gostermektedir.
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ABSTRACT

One of the most common types of threats to the digital world is malicious software. This
type of software is the code that attackers use to accomplish their malicious purposes. It is
of great importance to detect and prevent existing and new malware without damaging
information assets. Machine learning approaches are used effectively to detect malicious
software. In the study, a model in which supervised and unsupervised learning algorithms
used together is presented. The presented model makes predictions in the shortest possible
time with high accuracy and f1 score. In the first stage of the model, the data are clustered
with the K-means algorithm. In the second stage, the prediction is made with the
combination of the classifier with the best prediction performance for the related cluster. In
the second step, while choosing the best classifiers for the given clusters, a triple
combination of ten machine learning algorithms (Kernel SVM, K-Nearest Neighbor, Naive
Bayes, Decision Tree, Random Forest, Extra Gradient Boosting, Categorical Boosting,
Adaptive Boosting, Extra Trees, and Gradient Boosting) is used. The selected triple classifier
combination is positioned in two stages. The prediction time of the model is improved by
positioning the classifier with the highest prediction time to be in the second stage. The
prediction performance of the model is presented using the BODMAS dataset, the Kaggle
Malware Detection Dataset, EMBER 2018 dataset and the original dataset, and the accuracy
and fl1-score values are presented. The proposed methods has 99,74% accuracy and 99,77%
f1 score for BODMAS dataset, and 96,77% accuracy and 96,77% f1 score for EMBER
dataset. The proposed method’s prediction performance is better than the rest of the studies
in the literature in which BODMAS and EMBER datasets are used.

Science Code : 92403

Key Words . Malware detection, ensemble learning, classification, clustering,
specialized classifier

Page Number : 127
Supervisor . Assoc. Prof. Dr. Murat DENER



vi

TESEKKUR

Calismalarim siiresince tez danismanligimi iistlenerek bana yol gosteren, tecriibeleri ile beni
yonlendiren, ¢alismanin yiiriitiilmesinde katki ve destek sunan danismanim Dog¢.Dr. Murat
DENER e, destekleriyle her zaman yanimda olan basta esim Merve ALTIN GULBURUN

olmak iizere degerli aileme ve arkadaslarima tesekkiirlerimi sunarim.



vii

ICINDEKILER

Sayfa
(74 = U iv
ABSTRACT ..ottt ettt v
TESEKKUR ......coouiiiiiiieciieieteseesees s es st Vi
ICINDEKILER ...ttt vii
(@) VA €12) 52528 1\ 0 ) 153 1 2 (R X
SEKILLERIN LISTEST ...ttt Xii
RESIMLERIN LISTESI .....cvuivuiicieieieieciee e xiii
SIMGELER VE KISALTMALAR..........ccoosiiiieiereeeiisissesseesesssesseeseesies s sessiss s Xiv
(I (3 £ TR 1
2. ILGILI CALISMALAR ..ot 5

2.1. Toplu Ogrenme ile Zararli Yazilim Tespiti Kapsaminda Yapilan Calismalar... 5

2.2. Kiimeleme ve Siniflandirma Algoritmalarinin Birlikte Kullanimu................. 9

2.3. BODMAS ve EMBER 2018 Veri Setleri Kullanilarak Yapilan Calismalar........ 9

3. ZARARLI YAZILIMLAR ...ttt 17
3.1. Zararli Yazilim TUFIEFT ...cvoviiiiieiiiecee e 17
3.2. Onemli Zararlt Yazilim OrNeKIEri.........ccccoviiiviiieiiiicieiccsce e, 19
3.3. Zararl1 Yazilim Analiz YaKIlagimlari..........ccccoeeeioiiiiiiiiiiec e 23

3.3.1 Statik analiz........ccccviiiiiiii 23
3.3.2. Dinamik analiz ... 25
3.4. Geleneksel Zararli Yazilim Tespit Yaklagimlart .........c.coovvviiiiviieneniniiiinns 25
3.4.1. Imza tabanli tESPIt .........cceveveveieceeeetee et ee e 25
3.4.2. SEZYISEl TESPIL....eeiviieiie e 26

3.5. Zararl1 Yazilim Tespitinden Kaginma Yontemleri..........ocoovvvvviiiiininiiciiinenn, 26



viii

Sayfa

4. KULLANILAN MAKINE OGRENMESI ALGORITMALARI VE
METRIKLER coriresmresssssssssissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 29
4.1. Makine Ogrenmesi AIGOTtMALAIT ........c..cevieiveiireiiiecresieeeieseae e, 29
4.1.1. KUMEIEmMe alOTItMAST ....c.veviiiiviiiiiiieiieiei ettt 29
4.1.2. Smiflandirma algoritmalart ..........ccecveiieiiiiiiici e 30
4.1.3. TOPIU OFIENIME ...ttt 34
4.2 MEUKIEI ... 38
5. KULLANILAN ARACLAR ... A J— 41
5.1. Go0gle Colaboratory .........ccviieiieiiiieieece e 41
5.2, WINUOWS 8.1t 42
5.3 WINUAOWS L0.....cviiiiiiiieiiiiecisie et 42
5.4, KAl LINUX .ottt 42
5.5, PYENON......cceece et araens 43
5.6. VIITUS SNAIE ..ottt 44
5.7. WIndows PE DOSYalart ..........ccooveiiiiiiiiiiiiiici s 45
6. VERI SETLERI .o 47
6.1. Kaggle Zararli Yazilim Tespiti Veri Seti.......cccvivviiiiiiiiiiiciiciseec e 47
6.2. BODMAS VEIT SEH ..c.viviiiiiiieiieieess e 49
6.3. EMBER 2018 VEIT SELI......ciiiiiiiiiiiieiti i 63
8.4, OZGUN VEIT S ...vvviveeieeeeeee ettt ettt ettt ererns 77
7. GELISTIRILEN MODEL ..ottt 83
7.1, Veri ONISIEME .....vvveeeveieieieteieee ettt ettt ettt se sttt seseseeees 83
7.2. Smiflandiricilarin EZitilmesi ve Se¢imi. ......vvvveiieiiiiiiiiiciieeeee e 85

7.3. Modelin OIuStUrTIMAST.......ccuvvreeiiiiiie e e e e e e snreee e e 87



Sayfa

8. DENEY SEL SONUGCLAR ...ttt 89

8.1. Kaggle Zararli Yazilim Tespiti Veri Seti ile Elde Edilen Sonuglar .................... 91

8.2. BODMAS Veri Seti ile Elde Edilen Sonuglar. ... 97

8.3. EMBER 2018 Veri Seti ile Elde Edilen Sonuglar. ..o 103
8.4. Modelin Canli Ortamda Uygulanmasi ve Ozgiin Veri Seti ile Elde Edilen

ST ] 11U o] - T S SSRSRSSN 108

8.4.1. Ozellik ¢ikarimi ve egitim veri setinin olusturulmasi..............c.ocevevernenen. 109

8.4.2. Smiflandiricilarin egitilmesi ve diga aktarilmasi...........ccocceeeiineneinncnns 109

8.4.3. Farkli bir ortamda tespit modelinin ¢alistirtlmasi ..........cccocevcveveseeieennns 112

8.5. GENEl SONUGIAN ......ooiiiiiiiee e 112

9. SONUC VE ONERILER ........c.rccovveoveeeeecccsssssssesesee e 115

KAYNAKLAR Lttt n bt 119

(@Y€ 2 @11Y 1 1RO 127



CIZELGELERIN LiSTESI

Cizelge

Cizelge 2.1. Toplu 6grenme ile zararli yazilim analizi kapsaminda incelenen

calismalar. .. ... ...

Cizelge 2.2. Kimeleme ve siniflandirma algoritmalarinin birlikte kullanimi

kapsaminda incelenen ¢alismalar....................oooiiiiiii i
Cizelge 2.3. BODMAS veri seti kullanilarak gerceklestirilen ¢alismalar...............

Cizelge 2.4. EMBER 2018 veri seti kullanilarak gergeklestirilen ¢alismalar..........

Cizelge 6.1. Kaggle zararli yazilim tespiti veri seti igin faydal ve zararli

orneklem sayi1s1 tablosu.............ooooiii

Cizelge 6.2. Kaggle zararli yazilim tespiti veri seti 6zellikleri...................cccoceeeen.

Cizelge 6.3. BODMAS veri seti i¢in faydali ve zararli 6rneklem sayisi

Cizelge 6.4. BODMAS veri setinden secilen dzellikler........................oooinl.

Cizelge 6.5. BODMAS veri serinde bulunan zararli aileleri (en ¢ok kullanilan 10

Cizelge 6.7. EMBER 2018 veri setinden segilen 6zellikler...............................

Cizelge 6.8. EMBER 2018 veri setinde bulunan zararl aileleri (en ¢ok kullanilan

Cizelge 8.1. Genel siniflandiricilar i¢in tahmin performanslart..........................
Cizelge 8.2. Ozellesmis siiflandiricilar i¢in tahmin performanslart.....................
Cizelge 8.3. Genel siniflandiricilar ile en iyi 5 kombinasyon (tiim veri seti igin)......

Cizelge 8.4. Genel smiflandiricilar ile en iyi 5 kombinasyon (her kiime igin).............

14

16

47

48

50

50

61

64

64

75

78

78

80

91

92

93

94



Cizelge

Cizelge 8.5. Ozellesmis simiflandiricilar ile en iyi 5 kombinasyon.................cc.......
Cizelge 8.6. Genel smiflandiricilar i¢in tahmin performanslari..............ccccoceeeveeneene.

Cizelge 8.7. Ozellesmis siniflandiricilar igin tahmin performanslari..................

Cizelge 8.9. Genel smiflandiricilar ile en iyi 5 kombinasyon (her kiime igin).......
Cizelge 8.10. Ozellesmis siiflandiricilar ile en iyi 5 kombinasyon........................
Cizelge 8.11. BODMAS veri seti kullanilan ¢alismalarin karsilastirilmasi..........
Cizelge 8.12. Genel siniflandiricilar igin tahmin performanslari..............cccccooenennen.

Cizelge 8.13. Ozellesmis siniflandiricilar igin tahmin performanslari...................

Cizelge 8.14. Genel siniflandiricilar ile en iyi 5 kombinasyon (tiim veri seti

Cizelge 8.15. Genel siniflandiricilar ile en iyi 5 kombinasyon (her kiime igin).....
Cizelge 8.16. Ozellesmis siiflandiricilar ile en iyi 5 kombinasyon........................
Cizelge 8.17. EMBER 2018 veri seti kullanilan ¢alismalarin karsilastirilmast......

Cizelge 8.18. Uygulama kapsaminda genel siniflandiricilar igin kiimelere gore en
dogruluk ve fl skorlart ...,

Cizelge 8.19. Uygulama kapsaminda 6zel siniflandiricilar igin kiimelere gore en

1yi dogruluk ve f1 skorlart ............cooo

Cizelge 8.20. Onerilen tespit yaklasiminm literatiirdeki ¢alismalarla

Karstlagtirtlmast.........ooeiiiii

Xi
Sayfa

94

97

...... 98

...... 104



Sekil
Sekil 4.1. Orneklemlerin K-Means algoritmasiyla kiimelenmeden &nceki

GOSTOIIMI. L.t e
Sekil 4.2. Orneklemlerin K-Means algoritmasiyla kiimelenmis gosterimi...............
Sekil 4.3. Kernel SVM fonksiyonu ile lineer ayrimin gosterimi.....................ccoeeee.
Sekil 4.4. KNN ile siniflandirma gosterimi.............ooviiniiiiiiiiiiiiiiiieeeenn,
Sekil 4.5. Naive Bayes siniflandirici ile siniflandirma gosterimi.........................
Sekil 4.6. Karar Agact siniflandirma gosterimi............ovvveeeiiiiiiiininneeniieennnnn.
Sekil 4.7. Yikseltme yontemi ile siniflandirma..................oooiiiii,
Sekil 4.8. Torbalama yontemi ile siniflandirma. ...,
Sekil 4.9. Istifleme yontemi ile siniflandirma. ................ccooouviiiiiiieeiieiieean,
Sekil 4.10. Karmasiklik MatriSi.........o.oouiiniiirii e,
Sekil 5.1. WIindows PE baslik yapisi.........coviiiiiiiiiiiiiiiiiieeeeeeeeeee,
Sekil 7.1. Veri 6nisleme adimlart..............ooooiiiiiii e,
Sekil 7.2. Smiflandiricilarin egitilmesi ve en iyi simiflandirict segimi.....................
Sekil 7.3. Oy birligi ve toplu 6grenme ile zararli yazilim tespit modeli..................
Sekil 8.1. Kaggle zararli yazilim tespit veri seti i¢in tahmin modeli......................
Sekil 8.2. BODMAS veri seti i¢in tahmin modeli.....................oooii,
Sekil 8.3. EMBER 2018 veri seti icin tahmin modeli......................ocooiinnl.
Sekil 8.4. Ozgiin veri seti icin tespit modeli..................oocooiiiiiii

SEKILLERIN LISTESI

Xii

Sayfa

30
30
31
32

33



Xiii

RESIMLERIN LISTESI
Resim Sayfa
Resim 5.1. Colaboratory ortaminda ihtiya¢ duyulan kiitiiphanelerin yiiklenmesi......... 41
Resim 5.2. Kali Linux ortaminda dosya PE baslik bilgilerinin incelenmesi............... 43
Resim 5.3. Virusshare.com web sayfasi.............ocoviiiiiiiiiiiiiiiiiie e, 44

Resim 8.1. PE dosyalardan elde edilen veri Seti...............ccooiiiiiiiiiiiiin, 109



Xiv

KISALTMALAR

Bu calismada kullanilmis kisaltmalar, agiklamalar ile birlikte asagida sunulmaktadir.

Kisaltmalar Aciklamalar

ADAB Adaptive Boosting

API Application Programming Interface
CATB Categorical Boosting

CLS Cluster (Kiime)

CNN Convolutional Neural Networks
DN Dogru Negatif

DP Dogru Pozitif

DT Decision Tree

EXT Extra Trees

GB Gradient Boosting

KNN K-Nearest Neighbour

KSVM Kernel Support Vector Machines
LR Logistic Regression

NB Naive Bayes

P2P Peer-to-Peer

PE Portable Executable

RF Random Forest

RFC Request for Comments

RPC Remote Procedure Call

TTL Time-to-Live

XGB Extreme Gradient Boosting

YN Yanlis Negatif

YP Yanlis Pozitif



1. GIRIS

Bilgi teknolojilerinin amaci insan hayatini kolaylastirmaktir. Egitimden sagliga, giivenlikten
tarima, vatandaslik hizmetlerinden iletisim ve haberlesmeye, ulusal altyapilardan kisisel
kullannrma kadar, hemen hemen insan hayatin1 ilgilendiren her noktada bilgi
teknolojilerinden faydalanilmaktadir. Bilgi teknolojileri ilk ortaya ¢iktig1 donemde az sayida
bulunan, zor erisilebilen ve ulusal nitelikteki kurum ve kuruluslarin birtakim islerinin daha
etkin bir sekilde gergeklestirilmesi i¢in kullanilmaktaydi. Gliniimiizde ise bilgi teknoloji
varliklarinin kullanimi her bir birey i¢in kaginilmaz ve zorunludur. Bilgi toplumunun her
uyesi birer e-birey olup, e-vatandas olarak e-devlet hizmetlerinden faydalanmakta ve e-
toplumun bir parcasini teskil etmektedir. Bireylerin yani sira kamu kurum ve kuruluslar ile
birgok 6zel sirket etkin olarak dijital diinyada yer almaktadir. TUIK tarafindan
gerceklestirilen Hanehalk: Bilisim Teknolojileri Kullanim Arastirmasi sonuglarina gore,
2011 yilinda %42 olan hane internet erisim oraninin 2021°de %92’ye, ayn1 donemde bireysel
internet kullanim oranmin ise %45’ten %82’ye ¢iktig1 goriilmektedir. Ozel amagla kamu
kurum ya da kuruluslar ile iletisime gegcmek veya kamu hizmetlerinden yararlanmak icin
2020 y1li Nisan ay1 ile 2021 yil1 Mart ayin1 kapsayan on iki aylik dénemde Interneti kullanan

bireylerin orani ise %58,9 olup ve bir y1l 6ncesine gore gergeklesen artig oran1 %7,4’tiir [1].

Birey, kurum ve kuruluslarin dijital ortamda var olmasina paralel olarak; dijital diinyada
hem birey, kurum ve kuruluglara hem de bunlarin dijital ortamda var olmasini saglayan bilgi
varliklarinin gizlilik, biitiinliik ve erisilebilirligine yonelik tehditler ortaya ¢ikmaktadir. 11k
kez 1974 yilinda, Rabbit viriisii ile ortaya c¢ikan zararli yazilimlar, bugiin hem {ilkelerin
ulusal gilivenligini hem de bireyleri ciddi tehditlere maruz birakan bir noktadadir. Bu
tehditler sadece dijital ortamlar etkilememekte, siber fiziksel sistemleri etkileyen zararlilar
nedeniyle gergek diinyayr da ciddi bir sekilde etkilemektedir. Tespit edilen zararli
yazilimlarin yillara sari istatistigi incelendiginde, 2013 yilinda tespit edilen zararli sayisinin
182 milyon oldugu, bu saymin 2021°e gelindiginde 1 milyar 312 milyona ¢iktig1
gorilmektedir [2].

Bilgi varliklarinin ~ giivenliginin  temellerini  gizlilik, bitiinlik ve erisilebilirlik
olusturmaktadir. Saldirganlar bilgi varliklarinin gizliligini ortadan kaldirmaya, biitiinligiini

bozmaya ve erisilebilirligini engellemeye yonelik saldirilarda bulunurlar. Zararl yazilimlar,



saldirganlarin amaclarini gergeklestirmesi i¢in kullandiklar1 kodlardir. Viriis, solucan, truva
at1, fidye yazilim ve casus yazilim gibi ¢esitli zararli yazilim tiirleri bulunmaktadir. Zararl
yazilimlarin tespiti i¢in imza tabanli ve sezgisel tespit yaklasimlar: kullanilmaktadir. Imza
tabanli yaklasimlar, bilinen zararli yazilimlarin kendilerine 6zgili davraniglarina dayanarak
tespit yaparlar. Anomali tabanli yaklagimlar temel aldiklart normalin disindaki
davraniglardan  faydalanarak tespit gerceklestirirler. Bu yaklagimlar ayr1 ayn
kullanilabilecegi gibi birlikte de kullanilabilmektedir. Zararlinin incelenmesi statik ve
dinamik olarak yapilmaktadir. Statik analizde, kod otomatik ya da manuel olarak kodun
calistirilmadig1 durumda incelenmektedir. Dinamik analizde ise kodun ¢alisma ortamindaki

davranis ve 6zellikleri incelenmektedir.

Saldirganlar tarafindan iiretilen zararlilar siirekli olarak degismekte ve gelismektedir. Bu
degisim ve gelisim sebebiyle imza tabanli zararli yazilim tespiti yaklasimlar1 6zellikle yeni
zararlilarin tespit edilmesi kapsaminda yetersiz kalmaktadir. imza tabanl zararli yazilim
tespiti  yaklasimimin  yetersiz  kaldigi  durumlarda zararli yazilim tespitinin

gerceklestirilebilmesi i¢in sezgisel yaklasim kullanilir.

Zararli yazilimlarin yayginlagmasi, siber ya da fiziksel diinya ayrimi olmadan giiniimiiz
insanlarini siber saldirganlarin bilingli ya da rastgele hedefi haline getirmektedir. Bu durum,
zararli yazilimlarim koétiiclil  eylemlerini  gerceklestirmeden tespit edilmesini  ve
durdurulmasini zorunlu kilmaktadir. Gegmiste kullanilan ve tespit edilen zararl yazilimlarin
tespiti, imza tabanli tespit gergeklestiren giincel bir anti virls programi ile kolaylikla
saglanmaktadir. Ancak ilk kez kullanilan ve tespit yaklasimlarina karst kaginma teknikleri

uygulayan zararlilara kars1 imza tabanl tespit yaklasimlar yetersiz kalmaktadir.

Her y1l milyonlarca yeni zararli yazilimin ortaya ¢ikmasi, geleneksel zararli yazilim tespit
yaklagimlarini yetersiz kilmaktadir. Makine 6grenmesi yontemlerinin uygulanabilirliginin
artmasi ise zararli yazilim tespiti kapsaminda yeni yaklagimlarin ortaya konulmasina imkan
vermektedir. Calismanin amaci, geleneksel tespit yaklagimlartyla tespit edilemeyen
zararlilarin, kiimeleme ve toplu 6grenme metotlar1 kullanilarak, yiiksek dogruluk ve hizla

tespit edilmesini saglamaktir.

Bu kapsamda, birincisi kiimeleme ikincisi tahmin agsamasi olan iki ana asamali bir yontem

sunulmaktadir. Tahmin asamasi da iki alt kademeye ayrilmistir. Bu asamalarin ilkinde, bu



kademeye konumlandirilan iki siniflandiricinin  ayni  tahmini yapmasi durumunda
smiflandirma gergeklestirilir. Iki smiflandiricinin farkli tahmin yaptigi durumda ise ikinci

kademedeki siniflandirici siniflandirma islemini gergeklestirmektedir.

Calismada kullanilan “6zellesmis siniflandiric1” terimi, bir 6rneklemin, o 6rneklemin
siiflandirilmasina yonelik 6zel olarak egitilmis siniflandiricilar tarafindan siniflandirilmasi
yaklasimi ifade etmek icin kullanilan bir terimdir. Calismada kullanilan “oy birligi” terimi,
iki kademeli tahmin sathasinin ilk kademesindeki siiflandiricilarin ayni siniflandirmayi

yapmasini ifade etmektedir.

Calismanin 6zgiinliigii ve literatiire katkilari;

e Zararhi yazilim tespiti kapsaminda denetimli ve denetimsiz 6grenme algoritmalarinin
birlikte kullanilmasi,

e  Olusturulan farkl alt kiimelerde farkli siniflandirici kombinasyonlarinin kullanilmast,

e  Ozellesmis siiflandiric1 yaklasimi ile veri setinin alt kiimelerinde daha iyi tahmin
performansi ortaya koyabilen alt siniflandiricilarin egitilmesi,

e Erken oybirligi yaklasimi ile tahmin siiresinin diistiriilmest,

e  Sunulan tespit yaklasimiin gegerliliginin farkli veri setleri lizerinde test edilerek ortaya
konulmasidir.

Calismanin ikinci boliimiinde denetimli ve denetimsiz 6grenme algoritmalarinin birlikte
kullanilmasi, toplu 6grenmeyle zararl yazilim tespiti ve ¢alismada kullanilan veri setleri
kapsaminda literatiirde yer alan ¢aligmalara, Uciincii boliimiinde zararli yazilimin tanimu,
tirleri, Oornekleri tespit ve analiz yontemleri ile zararli yazilim tespitinden kag¢inma
yOntemlerine deginilmistir. Dordiincii boliimde, c¢alismada kullanilan makine 6grenmesi
algoritmalar1 ve metrikler, besinci boliimde kullanilan veri setleri, altinci boliimde ise
kullanilan araglar anlatilmistir. Yedinci boliimde Onerilen zararli yazilim tespit yaklagima,
sekizinci bolimde ise bu yaklagim kullanilarak elde edilen sonucglar sunulmaktadir. Son

boliimde, calismanin genel degerlendirmesi yapilmaistir.






2. ILGILI CALISMALAR

Ilgili ¢alismalar boliimii (¢ alt baslikta incelenmistir. Sirasiyla, toplu 6grenme ile zararh
yazilim tespiti kapsaminda yapilan ¢aligmalar, kiimeleme ve siiflandirma algoritmalarinin
birlikte kullanildig1 calismalar, BODMAS ve EMBER 2018 veri setlerinin kullanildigi

calismalar sunulmaktadir.
2.1. Toplu Ogrenme ile Zararh Yazihm Tespiti Kapsaminda Yapilan Calismalar

Zararli yazilimlarin hem cesitliliginin artmas1 hem de karmagiklagmasi geleneksel tespit
yaklagimlarini yetersiz kilmaktadir. Bu sebeple zararli yazilim tespiti i¢in makine 6grenmesi
yontemleri siklikla kullanilmaktadir [3-5]. Teorik olarak uzun yillar 6nce ortaya konan
bircok makine 6grenme algoritmasi, son on yilda, hesaplama giiciiniin artmasina paralel
olarak, bircok alanda uygulanmaktadir. Son doénemde makine Ogrenmesi
algoritmalarindan faydalanilarak —gerceklestirilen zararhi yazilim tespit ¢alismalarin

incelendiginde, toplu 6grenme yonteminin yaygin olarak kullanildig gériilmektedir.

Caligmada [6], kotiiciil yazilimlarin goriintii tabanli analizi ve tespitine yonelik
Olceklenebilir hibrit bir toplu 6grenme yontemi sunulmustur. Siniflandirict olarak Random
Forest ve Extra-Trees algoritmalar1 kullanilmistir. Maligm ve Kaggle’s Big 2015 Malware

veri setleri kullanilarak egitilen model ile %98,91 dogrulukla tahmin gergeklestirilmistir.

Calismada [7], Gelistirilmis Iki-gizli-katmanli asir1 6grenme makinesi (improved Two-
hidden-layer Extreme Learning Machine - Improved TELM) yontemi sunulmustur. TELM
metoduna zararli yazilimlarin kod dizilisinden yararlanma ve 6grenme siirecinde geri
yayilimdan kaginma o6zelligi kazandirilmistir. Sunulan metot ile herhangi bir veri 6n
islemeye gerek kalmaksizin model egitilebilmektedir. Farkli veri setleri ile yapilan testlerde,
sunulan modelin fidye yazilim1 veri setinde %98,96, Kaggle Big 2015 Malware veri setinde

ise %97,29 dogrulukla tahmin gergeklestirdigi goriilmistiir.

Calismada [8], zararli yazilim tespiti kapsaminda, diisiik boyutlu 6zelliklerin ve agag tabanl
coklu 6grenme metotlarmin karsilastirmali analizi yapilmistir. Diisiik boyutlu 6zellikler
kapsaminda  2-gram, 2-gramM, API-DLL APl ve WEM kullanilmistir.



Yapilan karsilagtirmalar neticesinde, diisilk boyutlu 6zelliklerle zararli yazilim tespiti
kapsaminda en iyi performanst WEM’in, smiflandirma algoritmalarinda ise XGB

algoritmasinin gosterdigi goriilmiistiir.

Zararlt JPEG dosyalarmin tespitine 6zel olarak gelistirilen zararli yazilim tespit modeli [9]
iki asamadan olusmaktadir. Ilk asamada, MalJPEG 6zellik cikariciyla dzellikler ¢ikarilmis,
ikinci asamada ise LightGBM algoritmasi veri seti kullanilarak egitilmistir. Sunulan metot

0,951 hassassiyet ile tahmin ger¢eklestirmistir.

Calismada [10] davranig tabanli bir zararli yazilim tespit modeli sunulmustur. Model;
caligma zamani 6zelliklerinin yakalanmasi, 6zellik ¢ikarimi, 6zellik isleme ve siiflandirict
egitimi agamalarindan olugsmaktadir. PSI, API ¢agrilari, dosya operasyonlari, kayit defteri
degisiklikleri gibi hususlar 6zellik isleme asamasinda kullanilmistir. Cikarilan 6zellikler
kullanilarak model egitilmistir. Degisen sayilarda 6rneklemle gerceklestirilen testlerde en

iyi sonucu Adaboost (%99,54 dogruluk, %99,82 duyarlilik) algoritmasi vermistir.

Mevcut dinamik analiz yontemlerinin kacinma saldirilarina zafiyeti bulunmasi hususunu
temel alarak gergeklestirilen ¢alismada [11], ii¢ asamali, BIGRU ve VGG 19 algoritmalarini
kullanan SMASH modeli gelistirilmistir. Alt seviye donanim 6zellikleri de kullanilarak
gelistirilen gelismis siniflandirma modeliyle gergeklestirilen tahminlerde, %94,9 dogruluk

ve %94,1 f1 skoru elde edilmistir.

Toplu 6grenme tabanli hibrit bir smiflandirma modeli sunulan g¢alismada [12], ClaMP
(Classification of Malware with PE Headers) veri seti kullamlmistir. Iki asamadan
olusan modelin ilk asamasinda CNN ve istifli toplu dgrenme kullanilarak smiflandirma
yapilmstir. Ikinci asamada 13 makine 6grenmesini iceren meta smiflandirict kullanilmustir.
Sunulan metodun ilk asamasinda toplu 6grenme ve CNN, meta 6grenme asamasinda ekstra
agaclar kullanildiginda %99,99 dogruluk, kesinlik ve fl skoru, %99,98 duyarllikla tespit
gerceklestirilmistir.

Yazilimlarin ~ statik ve dinamik O6zelliklerinin  birlikte kullanilmasiyla  tespit
gerceklestirilmesi amaglanan ¢alismada [13], tahmin i¢in biri agirhikli oylamaya digeri
istiflemeye dayali iki metot sunulmustur. Sinif dogruluklarina goére sirali birlestirme agirlikli

(WeightedVoting_RACA) oylama metodu, %99,5 dogruluk ve %99,6 TPR ile tahmin



gerceklestirilmistir.

Calismada [14], gorsellestirme tabanli iki asamali bir zararli yazilim siiflandirma metodu
sunulmustur. Ik asamada, doku &zellikleri ¢ikarma ve bir matris {izerine gri 6lgegin
mekénsal konumlandirmasinin tanimlanmasi ile gri-seviyeli mekansal bagimlilik
matrisini hesaplanmas: islemleri gerceklestirilmektedir. Ikinci asamada ise toplu dgrenme
metoduyla siniflandirma  gergeklestirilmektedir. Malimg veri seti (lzerinde %95,58

dogrulukla tahmin gergeklestirilmistir.

Calismada [15], 0zel ka¢inma tekniklerine karsi dayaniklilik saglamak i¢in genel ve 6zel
tespit ediciler kullanilan bir toplu 6grenme modeli sunulmustur. Bilinmeyen zararl
ailelerine ait zararlilarin ve degisim gosteren zararlilarin etkin bir sekilde tespit edilmesi
amaglanmustir. Egitilen 6zellesmis tespit edicilerin, 6zellikle evrilen zararlilarin tespitinde
her zaman genel tespit ediciler kadar iyi performans sergilememesinden 6tlrl, genel ve
Ozellesmis tespit edicilerin birlikte kullanildig: istifleme tabanli bir model sunulmustur.
Modelde kullanilan genel tespit ediciler tiim veri setiyle egitilirken, diger yandan her bir
zararh ailesi i¢in ayr1 bir 6zellesmis siniflandirici egitilmistir. Genel ve 6zellesmis tespit
edicilerin sonuglarini girdi alarak tahmin yapan bir meta siniflandirici ile 6rneklemlerin nihai
siiflandirmas1 yapilmistir. Analiz siireci sirasinda gézlem penceresinin uzunlugunun
degistirilebilmesi ve farkli dedektdor kombinasyonlarinin kullanimma imkan saglamasi

sayesinde, sunulan tespit yonteminin 6ngoriilebilirliginin azaltilmas1 miimkiin olmaktadir.

Calismada [16], 0zel bir kayit kaybi fonksiyonlu LightGBM ile zararli yazilim tespiti modeli
sunulmustur. Zararl yazilim tespiti kapsaminda statik yontemlerin dogruluk performanslari
incelenmistir. EMBER veri seti iizerinde yapilan ¢alismada, 6nerilen maliyet duyarli kayip
fonksiyonuyla calistirilan normal kayip fonksiyonuyla calistirilan modele gore daha iyi
tahmin degerlerine (AUC=0,979) sahip oldugu gériilmiistiir. Ozel kayip fonksiyonunda

yanlis pozitif ve yanlis negatif degerlerinden faydalanilmistir.

Makine 6grenmesi temelli tespit metotlarinin basarisinin egitim verilerine dayanmakta ve
bu durum egitim setinde bulunmayan yeni zararl ailelerine ait zararli yazilimlarin tespitini
zorlagtirmaktadir. Bu  probleminin  ¢oziimii  i¢in, siniflandirilmis  sonuglarin
degerlendirilmesi maksadiyla karisik uzaklik kriteri kullanan yeni bir degerlendirme

yaklagimi olan yumusak iliski yaklasimi sunulmustur [17]. Sunulan model, Big 2015 veri



seti kullanilarak egitilmis ve %99,8 dogrulukla tahmin gerceklestirilmistir.

Calismada [18], sifirinci giin agikliklarini istismar eden zararlilarin etkin bir sekilde tespit
edilebilmesi amaglanmistir. Bu maksatla, torbalama ve yikseltme yontemlerinin birlikte
kullanildigr bir toplu 6grenme modeli sunulmustur. Makine 6grenmesi modelinin
tahminleriyle korele edilebilmesi ve makine 6grenmesi modelinin tahmininde en etkili
ozelliklerin tespit edilebilmesi i¢in Shapley degerleri olasilik Slgegine doniistiirilmiistiir.
Smiflandirict olarak XGB, LightGBM, RF ve EXT algoritmalariin kullanildig: ¢calismada,
XGB algoritmasinin farkli veri setleri i¢in %97,87, %97,5 ve %98,49 dogrulukla diger

siiflandirma algoritmalarindan daha iyi tahmin performansi sergiledigi goriilmiistiir.

Toplu 6grenme ile zararl yazilim tespiti kapsaminda incelenen calismalar ¢izelge 2.1°de

sunulmaktadir.

Cizelge 2.1. Toplu 6grenme ile zararli yazilim tespiti kapsaminda incelenen galismalar

CALISMA VERI SETI | KULLANILAN

ALGORITMALAR

KULLANILAN
METRIKLER

Roseline, S.A. [6] Kaggle’s Big | RF Dogruluk - %98,91

2015 EXT
Dai, Y. ve digerleri Ozgiin Veri SMASH Dogruluk - %94,9,
[11] Seti (BiGRU, VGG 19) F1 Skoru—94,1

Jahromi, N.A ve

Kaggle’s Big
2015,

Gelistirilmis TELM

Dogruluk - %97,29,
Dogruluk - %98,96

digerleri [7] Fidye

Yazilim

Veri Seti,

Ozgiin Veri

Seti
Euh, S. ve digerleri Ozgiin Veri XGB Dogruluk(WEM) —
[8] Seti %100

Dogruluk(API) - %94,7

Damaseviéius, R. ClaMP CNN Dogruluk - %99,99,
ve digerleri [12] Istifleme Kesinlik - 999,99,

F1 Skoru - %99,99,
Duyarlilik - %99,98




Cizelge 2.1. (devam) Toplu 6grenme ile zararli yazilim tespiti kapsaminda incelenen

calismalar
CALISMA VERI SETI KULLANILAN KULLANILAN
ALGORITMALAR | METRIKLER
Cohen, A. ve Ozgiin Veri LightGBM Dogruluk - %95,1
digerleri [9] Seti
Gupta ve Rani Ozgiin Veri Torbalama Dogruluk - %99,5,
[13] Seti (Weighted TPR - %99,6,
Voting_RACA) MCC - 0,991
Verma, V. ve Malimg Kernel-Based Dogruluk - %98,58
digerleri [14] Extreme Machine Kesinlik - %98,06
Learning F1 Skoru - %98,05
Singh, J. ve Ozgiin Veri AdaBoost Dogruluk - %99,54
Singh, J. [10] Seti
Ficco, M. [15] Drebrin, DNN Dogruluk - %87,0
Malgenome, Istifleme Kesinlik - %92,7
CICANd- Hassasiyet - %82,6
Mal2017
Ozgiin Veri
Seti
Gao, Y. ve EMBER 2017 LightGBM Dogruluk - %99,81
digerleri [16] FFRI Dogruluk - %99,84
Zhang, Y. ve Kaggle’s Big S-value Dogruluk - %99,8
digerleri [17] 2015
Kumar, R. ve Ozgiin Veri RF Dogruluk - %97,87,
Subbiah, G. Seti (D1, D2, LightGBM Dogruluk - %97,5,
[18] D3) XGB* Dogruluk - %98,49
EXT

Incelenen calismalarda, farkli veri setlerinin ve zararli yazilimlarm farkli &zellikleri
kullanildig1 goriilmektedir. Calismalarda, ikili siniflandirma, zararli yazilim ailesinin
belirlenmesi ve sadece bir tiire ait zararli yazilimin belirlenmesine yonelik metotlarla
karsilagilmaktadir. Caligmalarin, 6nemli bir boliimiinde benzer ¢alismalarla degil aymi
calisma igerisinde sonuclar1 elde edilen mevcut simiflandiricilarla  karsilastirmalar

yapilmaktadir.
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2.2. Kiimeleme ve Siniflandirma Algoritmalarimin Birlikte Kullanimi

Kiimeleme, verilerin benzerliklerine gore kiime ya da siniflara boliindiigi, yiiksek benzerlik
gosteren verilerin ayni kiime ya da siifa atandigi bir denetimsiz 6grenme metodudur. Zararh
yazilim analizi kapsaminda genel olarak kullanilan kiimeleme algoritmalari, K Means,
DBScan ve hiyerarsik kiimeleme algoritmalaridir. Siniflandirma, veri setinin
karakteristigine bagli olarak, bir 6rneklemin 6n tanimli simif ya da gruplarla eslestiren

denetimli 6grenme yontemidir [19].

Makine 6grenmesi kullanilarak zararli yazilim tespiti gergeklestiren metotlar incelendiginde
caligmalarin ¢ok biiyiik bir kisminda siniflandirma algoritmalarinin, kiigiik bir kisminda ise
kiimeleme algoritmalarinin kullanildig1 goézlemlenmistir. Kiimeleme ve siniflandirma

algoritmalariin birlikte kullaniminin ise ¢ok nadir oldugu goriilmiistir.

Calismada [20], Android isletim sistemine yoOnelik zararli yazilimlarin smiflandirma
etkinliginin gelistirilmesi amaglanmigtir. Sunulan modelde, bulanik C-Means kimeleme
algoritmas1 ve LightGBM siniflandirma algoritmasi1 birlikte kullanilmistir. Bulanik
kiimeleme algoritmast kullanilarak Android uygulama izinlerinden yeni 0&zellikler
tretilmistir. LightGBM smiflandirma algoritmasiyla, tretilen bu 6zellikler kullanilarak
siiflandirma  gergeklestirilmistir. ~ Onerilen metot karar agaci, KNN, SVM

siiflandiricilarindan daha iyi performansla tahmin gergeklestirmistir.

Calismada [21], yazilimlarin statik 6zellikleri ile Android zararli yazilimlarinin tespiti igin
gelistirilen CENDroid modeli sunulmustur. Model, kiimeleme ve toplu 6grenmenin birlikte
kullanilmast suretiyle Android uygulamalarimin zararli ya da faydali oldugunu ortaya
koymaya c¢alismaktadir. Kiimeleme algoritmasi olarak k-mode algoritmasi, Siiflandiric
olarak karar agaci, ELM, lojistik regresyon, Ripper ve lineer destek vektér makineleri
kullanilmigtir. Egitim setinde gergeklestirilen kiimelemede, tek tip smifa sahip olan
kiimelerdeki iiyelerinin siniflandirilmasi ve farkli tip smiflara sahip olan kiimelerdeki
Uyelerin smiflandirilmasi i¢in farkli simiflandirma asamalar1 kullanilmistir. Uygulama
izinleri, uygulama cagris1 etiketleri ve her ikisinin birlikte kullanimi ile siniflandirma
gerceklestirildigi durumlar incelenmistir. Her iki 0zellik grubunun birlikte kullanildig:
durumlarda temel smiflandiricilarin daha yiiksek dogruluk, kesinlik ve duyarlilikla tahmin

gergeklestirdigi ortaya konmustur. Ortalama, agirlikli ortalama ve istifleme metotlar
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kullanilarak CENDroid yontemiyle gergeklestirilen tahminler ise temel siniflandiricilar ile
gerceklestirilen tahminlerden daha yiiksek dogruluk, kesinlik ve duyarlilikla
gergeklesmistir.

Calismada [22], zararli bir yazilimin tespit edilmesi ve tespit edilen bu zararli yazilimin
hangi aileye ait oldugunu ortaya konulmasi amag¢lanmistir. Bu amaca ulagsmak i¢in iki ayri
model onerilmistir. ilk modelde, iki safhali istifleme yontemi kullamlmis ve agirlikli
ortalama ile bir 6rnegin zararli olup olmadig1 tahmin edilmistir. Ikinci modelde ise, t-SNE
algoritmasiyla boyutu azaltilan O6rneklemlerin ailesinin belirlenmesi ve K-means
algoritmasinin kiime sayisinin ideale ulasmasi ig¢in siirekli besleme yapilan bir model
olusturulmustur. Dogruluk, duyarlilik, kesinlik ve F1 skoru metrikleri kapsaminda, rastgele
agac, destek vektor makineleri, XGBoosting gibi siniflandiricilarla alinan sonuglarla yapilan
karsilastirmalarda onerilen her iki modelin de diger temel siniflandiricilardan daha iyi sonug

verdigi goralmuistir.

Calismada [23], Android zararlilarinin tespiti i¢in ii¢ asamali bir model sunulmustur.
Modelin ilk asamasinda, goriintii bazli bir kiimeleme deseni olusturmak i¢in egitim setinin
her goriinlimiinde tekrar eden bir kiimeleme sathasi yer almaktadir. Bu desen sayesinde,
ilgili goriinimiin 6zellik vektorii temel alinarak egitim 6rnekleri ayrik kiimelere boliiniir.
Modelin ikinci agamasi, bir gorlinimde &grenilen her kiimeleme desenini soldaki
goriinlimlere aktarmak i¢in gerceklestirilen bir bilgi degisim asamasidir. Modelin son
asamasi, zararli yazilim tespit deseninin 6grenilmesi i¢in dnceki iki safthada ortaya konulan
kiimeleme desenlerinden faydalanan istifleme tabanli bir smiflandirma yaklasimi
kullanilmigtir. Calismada kiimeleme algoritmasi olarak K-means algoritmasi, siniflandirici
olarak rastgele orman algoritmasi kullanilmstir. Literatiirdeki diger ¢aligmalarla yapilan
karsilagtirmada, ortalama AUC degeri acisindan tiim ¢alismalardan daha 1yi sonug verirken,
hatali pozitif oraninda ise bir¢ok calismadan daha kotii performans ortaya koydugu

gOrilmistir.

Kiimeleme ve simiflandirma algoritmalarinin birlikte kullanimi kapsaminda incelenen

caligmalar ¢izelge 2.2°de sunulmaktadir.
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Cizelge 2.2. Kumeleme ve siiflandirma algoritmalarinin birlikte kullanimi kapsaminda
incelenen c¢alismalar

CALISMA VERI SETI KULLANILAN KULLANILAN
ALGORITMALAR | METRIKLER
Taha, A.A. ve Ozgiin Veri Kiimeleme Dogruluk - %94,63
Malebary, S.J. Seti (C-Means) Kesinlik - %97,70
[20] Yikseltme AUC - %98,74
(LigthGBM)
Ozgiin Veri Kiimeleme Dogruluk - %99,41
Badhani, S. ve Seti (k-mode) Kesinlik - %99,3
Mutto, S.K. [21] Torbalama Hassasiyet - %98,97
(Oy Coklugu, F-1 Skoru - %99,13
Agirlikli Oylama)
Yang, H. ve Datacon 2019 | t-SNE, Dogruluk - %99,67,
digerleri [22] Istifleme Duyarlilik - %99,67,
F1 Skoru - 9%99,67
Appice, A. ve Ozgiin Veri Kimeleme, Hassasiyet - %96
digerleri [23] Seti Istifleme AUC - %96,6

Calismalar incelendiginde, denetimli ve denetimsiz 6grenme algoritmalarinin birlikte
kullaniminin standart bir yaklagimi olmadig1 goriilmektedir. Bu tez ¢alismasinda sunulan
model, olusturulan alt kiimelere gore siiflandirict belirlenmesi ile denetimli ve denetimsiz
ogrenme algoritmalarinin kademeli kullanimi agisindan ¢izelge 2.1 ve ¢izelge 2.2°de sunulan

caligmalardan farklilik géstermektedir.

2.3. BODMAS ve EMBER 2018 Veri Setleri Kullamlarak Yapilan Cahismalar

Bu bolimde, BODMAS ve EMBER 2018 veri setleri kullanilarak gergeklestirilen ¢aligmalar
incelenmektedir. BODMAS veri seti kullanilarak gerceklestirilen caligmalar ¢izelge 2.3’te,
EMBER 2018 wveri seti kullanilarak gergeklestirilen g¢aligmalar 2.4’te sunulmaktadir.
Calismada kullanilan Kaggle Zararli Yazilim Tespiti veri setiyle ilgili akademik c¢aligma

bulunmadigi i¢in bu boliimde ele alinmamaktadir.

Fauzan ve digerleri tarafindan yapilan ¢alismada [24], oy ¢oklugunun kullanildig1 hibrit bir
siiflandirma modeli sunulmaktadir. Calismada LightGBM, XGBM ve LR algoritmalari

kullanilmaktadir. Zararli yazilimlarin statik analizine yonelik gergeklestirilen caligmada
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BODMAS veri setinden faydalanilmaktadir. Siniflandiricilarin tekil ve hibrit performansinin
karsilastirilmast neticesinde dogruluk, f1 skoru, kesinlik ve hassasiyet metrikleri agisindan
daha iyi performansa sahip olan simiflandirici basarili kabul edilmektedir. BODMAS veri
seti Uzerinde, rastgele orman algoritmasi kullanilarak 2381 6zelligin 375 tanesi
secilmektedir. Ozellik se¢imini miiteakip simiflandiricilar tarafindan elde edilen sonuglar
incelendiginde, XGB ve LGBM+XGB+LR nin %99,63 dogruluk ve %99,56 f1 skoru ile

ayn1 performansi gosterdigi gortilmektedir.

Zararli yazilimlarin ikili siniflandirilmasi kapsaminda yapilan ¢aligmada [25], doniistiiriict
tabanli iki farkli model sunulmaktadir. Sunulan modellerin ilki, ikili dosyalardan ayiklanan
bayt dizilerini kullanarak sira tabanli bir siniflandirma yapmaktadir. Ikinci model olarak ise,
ikili dosyalar1 goriintiilere doniistiiren ve imaj tabanli siniflandirma yapan bir model
sunulmaktadir. BODMAS veri setinde bulunan zararlilar, zararli ailelerine gore
gruplandirilarak 1000’den fazla 6rnekleme sahip zararli ailelerine iiye Orneklemler ile
BODMAS’1n bir alt kiimesi olusturulmaktadir. Olusturulan alt veri seti iizerinde yapilan
simiflandirmada, %97,00 dogruluk ve %96,99 agirliklandirilmis f-1 skoru degeri elde
edildigi goriilmektedir.

Cizelge 2.3. BODMAS veri seti kullanilarak gergeklestirilen ¢aligmalar

CALISMA VERI OZELLIK | KULLANILAN KULLANILAN
SETI SAYISI ALGORITMALAR | METRIKLER

Fauzan ve BODMAS | 375 LightGBM + XGB Dogruluk -

digerleri [24] +LR %99,63
Kesinlik - %97,29
Hassasiyet —
%99,50
F-1 Skoru —
%99,56

Qikai, L. BODMAS | 2381 ImgConvAttn- Dogruluk -

[25] Frequency + %097,00

SeqConvAttn F-1 Skoru -

%96,99

Artan veri boyutlari, zararli yazilim tespiti kapsaminda kullanilan makina 6grenmesi
algoritmalarmin etkin bir sekilde kullanilmasini kisitlamaktadir. Calismada [26], makina

o0grenmesi modellerinin daha etkin ve hizli bir sekilde egitilmesi maksadiyla, yeni bir model
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sunulmustur. MalConv yonteminin Kiiresel Kanal Gegisi (Global Channel Gating) ile
birlikte kullanilmasi sayesinde, hem tahmin siiresi makul bir seviyede tutulurken tahmin
performansi tyilestirilmektedir. Sunulan model, EMBER 2018 veri seti lizerinde %93,29
dogruluk ve %98,04 AUC ile tahmin gerceklestirmektedir.

Zararli yazilimlarin kullandiklar1 aldatma teknikleri, bu tiir varyantlarin tespit edilmesinde
0zel dikkat gerektirmektedir. Geleneksel yontemler, bu tiir zararlilarin tespiti i¢in ihtiyag
duyulan araglara sahip degildir. Calismada [27], ikili dosyalarin gri tonlamal1 goriintiiye
doniistiiriilmesine dayanan bir model sunulmaktadir. EMBER veri seti {izerinde yapilan
caligmada, gri tonlamali goriintiiyle CNN ve RF simiflandiricilarinin kullanildigr model,
%88,04 dogruluk ve %89,14 f1 skoru saglamaktadir. Ayni veri seti i¢in kirmizi-yesil-mavi
tonlamal1 goriintilye doniistiiriilen veri setinde %94 dogruluk ve %93,4 f1 skoru ile tahmin

gerceklestirilmektedir.

Calismada [28], zararli yazilimlarin statik olarak analiz ve tespitinin etkin bir sekilde
gerceklestirilmesi amaglanmaktadir. Mevcut problemlemlerin ortadan kaldirilmasi
maksadiyla, bir veri setinden 6zellik seti ¢ikaran ve statik PE dosyalarimi etkin sekilde
siiflandiran bir model sunulmaktadir. Calismada, model olusturmaktan c¢ok 6zellik
cikariminin 6nemi vurgulanmakta, 1yi ¢ikarilmig 6zelliklerle beslenen yapay sinir aglarinin
daha iyi performans verdigi belirtilmektedir. Ember 2018 veri seti lizerinde gergeklestirilen

tahminde, %94,09 dogruluk ve %88,66 f1 skoru performansi saglanmaktadir.

Bilgi sistem varliklarmin korunmasi i¢in zararli yazilimlarin ¢ok diisiik yanlis pozitif
oranlariyla tespiti bilylik 6nem arz etmektedir. Calismada [29], cesitli veri setleri, modeller
ve ozellik tipleri i¢in zararli yazilim tespiti kapsaminda belirsizligin kullanimia yonelik
arastirma sunulmaktadir. Elde edilen sonuclar incelendiginde, EMBER 2018 veri seti i¢in
en iyi dogrulugun %94,72 ile Bayesyen LR tarafindan, en iyi AUC performansinin %98.62
LightGBM (toplu 6grenme) tarafindan saglandigi goriilmektedir.

Akillr polimorfik zararli yazilimlarin yayginlasmasiyla, zararlilarin etkin bir sekilde tespit
edilmesi ve karantinaya alinmasina yonelik sistemler gelistirmek bir zorunluluk haline
gelmistir. Calismada [30], statik analiz ve makina 6grenmesi kullanilarak zararli yazilim
tespiti probleminin ¢dzlilmesi amaglanmaktadir. Bu kapsamda iki adimli bir model

sunulmaktadir. Birinci adimda, GB simiflandiricis1 ve EMBER 2018 veri seti kullanilarak
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olusturulan ikili smiflandirma modeli, ikinci adimda CNN ve Viriis MNIST veri seti
kullanilarak olusturulan aile siniflandirma modeli yer almaktadir. Elde edilen sonuglar
incelendiginde, EMBER 2018 veri seti i¢in en iyi tahmin performansinin %96 dogruluk ve

%096 f1 skoruyla GB siniflandiricisi tarafindan gergeklestirildigi goriilmektedir.

Cizelge 2.4. EMBER 2018 veri seti kullanilarak gerceklestirilen ¢calismalar

CALISMA VERI SECILEN | KULLANILAN KULLANILAN

SETI OZELLIK | ALGORITMALAR | METRIKLER

SAYISI
Raff, E. ve EMBER | Veri Yok MalConv w/ GCG Dogruluk - %93,29
digerleri [26] 2018 AUC - %98,04
Marais, B. ve EMBER | 2381 CNN Dogruluk - %94
digerleri [27] 2018 F1 Skoru - %93,4
Sumit, S.L. EMBER [ 2381 Yogun Sinir Ag1 Dogruluk - %94,09
ve 2018 Kesinlik - %90,14
Adamuthe, Hassasiyet -
A.C. [28] %88,85
F1 Skoru - %88,66

Nguyen, AT. | EMBER | 2381 Bayesci LR Dogruluk - %94,72
ve digerleri 2018 AUC - %98,15
[29]
Thosar, K.ve | EMBER | 2381 GB Dogruluk - %96
digerleri [30] 2018 Kesinlik - %96

Hassasiyet - %96
F1 Skoru - %96
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3. ZARARLI YAZILIMLAR

Bu boliimde, zararli yazilimlarin tiirleri, analiz yontemleri, geleneksel tespit yaklasimlari ve

zararl yazilim tespitinden kaginma yontemleri ele alinmaktadir.

3.1. Zararh Yazilim Tiirleri

Siber saldirganlar tarafindan yaygin olarak kullanilan kétiictil yazilimlar, kullanim amaci,
hedef sistemdeki faaliyetleri, yayilma big¢imleri gibi c¢esitli konularda farkliliklar
gostermektedirler. Viriis, solucan, truva ati, casus yazilim, fidye yazilim, botnet, rootkit,
dosyasiz yazilim, arka kapi, zaman/mantik bombas1 gibi ¢esitli zararli yazilim tiirleri

bulunmaktadir.

Virus

Viriisler, sistem veya kullanici tarafindan tetiklenerek bir programdan digerine ya da bir
bilgisayardan bagka bir bilgisayara yayilabilen, kodunu diger programlara enjekte ederek

kendini ¢ogaltan kot amagl yazilimlardir [31].

Solucan

Solucanlar, kendilerini kopyalayarak bilgisayarlar arasinda yayilabilen ve kurban
bilgisayardaki dosya ve verilere zarar veren kotli amacgl programlardir. Solucanlar dosya
sifreleme ya da gereksiz eposta gonderme gibi eylemler ger¢eklestirmektedir. Bir programa
enjekte edilmis sekilde yayilan viriislerin aksine, solucanlar kendi konteynirlarinda

yayilmaktadir [32].

Truva at1

Truva atlari, mesru bir program olarak ¢alistyor goriiniirken gizli ve istenmeyen faaliyetler
gergeklestiren programlardir. Truva atlari, saldirganlarin kurban bilgisayarlara erismesine,
parola ve bankacilik bilgileri gibi kullanicilarin gizli bilgilerinin saldirganlar tarafindan ele

gecirilmesine imkan tanimaktadir [31].



18

Casus yazilim

Casus yazilimlar, kullanicilarin faaliyetleri gizli bir sekilde siirekli olarak gozlemleyen
kotiiciil yazilimlardir. Kullanicilar i¢in gizlilik ifade eden kullanict adi, parola, bankacilik
bilgileri, ziyaret edilen web siteleri gibi ¢esitli bilgileri toplayan casus yazilimlar, bu bilgileri

saldirgana iletmektedirler [33].

Rootkit

Rootkit, bir bilgisayar sistemine erismek ve diger kotii amagli yazilimlarin sisteme girmesini
saglamak i¢in programlanmis, normal kullanicilarin sahip oldugu yetkilerden daha yiiksek

yetkilerle islem gerceklestiren bir kotiiciil yazilim tiirtidiir [34].

Fidye yazilim

Fidye yazilimlar, bilgisayar korsanlarinin bilgisayarlari kilitlemesini, kurbanin kendisi i¢in
onemli sayilan verilere erisimini kisitlamasini saglayan bir kotiiciil yazilim tiiriidiir. Fidye
yazilimlar, erigilebilirligini  engelledigi  verilerin yeniden erisilebilir olmast i¢in

kurbanlardan 6deme talep etmektedirler [35].

Reklam yazilimlan

Reklam yazilimi, kullanicilarin 6niine istekleri diginda reklam getiren bir tir kottcil

yazilimdir. Bu tiir yazilimlar genellikle {icretsiz olarak indirilen yazilimlar ve oyunlar ile

gelmektedir [36].

Botnet

Bilgisayarlari, akilli telefonlar1 ve nesnelerin interneti cihazlarini uzaktan kontrol ederek bu
cihazlarin kotiiciil  amaglar  dogrultusunda  kullanilmasina imkan taniyan zararh
yazilimlardir. Hedef cihazlara bulasan viriis ile saldirgan cihazin kontroliinii saglar.
Botnetler genellikle hizmet dist birakma saldirilart ve spam eposta saldirilart igin
kullanilmaktadir. Bu tiir saldirilarin kurbanlarinin, cihazlarinin enfekte oldugunun farkinda

olmasi ¢ok zordur [37].
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Mantik bombalari

Bilgisayar diinyasindaki saldirilarin énemli bir bolimi dis diinyadan gelmektedir. Fakat
organizasyon ic¢i kaynakli saldirilarin da olabilmesi miimkiindiir. Bu tiir saldirilar, dis
kaynakli saldirilara gore daha ciddi sonucglara sebep olmaktadir. Mantik bombalari, i¢
tehditler tarafindan olusturulan, gizlenen, genellikle baska bir kodun igine gomiilen,
belirtilen mantiksal durum ortaya ¢ikincaya kadar uykuda kalan ve tespit edilmesi oldukca

zor olan kotiiciil kodlardir [38].

Arka kapilar
Kimlik dogrulama mekanizmalarini islevsiz kilarak, saldirganlara hedef sisteme erisme
imkani taniyan zararl kodlardir. Bu tiir kodlarin bir kisminin bizzat gelistirici tarafindan

kasten birakilmis olmasindan otiirii tespiti oldukga zordur [39].

Dosvasiz zararli Vazilimlar

Dosyasiz zararli yazilimlarin, klasik zararli yazilimlardan farkli olarak, dosya sistemi
tizerinde herhangi bir izdiigiimii yoktur. Bu tiir yazilimlar faaliyetlerini bellek Gzerinde
gergeklestirirler. Dosya sisteminde herhangi bir islem gerceklestirilmedigi i¢in imza tabanl
tespit yaklasimlar: bu tiir zararhilarin tespitinde etkisiz kalmaktadir. Ayrica, sagladiklart

stireklilik sayesinde kurbanlar i¢in ciddi seviyede tehdit olusturmaktadirlar [40].

3.2. Onemli Zararh Yazilim Ornekleri

Zararl yazilimlar, bilgisayar sistemini kesintiye ugratmak, veri ¢almak, hassas verileri
silmek veya sifrelemek, bilgisayar korsanligi yapmak, temel bilgi islem islevlerini
degistirmek veya izlemek gibi amaglarla tasarlanmaktadir. Bu yazilimlar, hedef bilgisayar

tizerinde kullanicilarin rizast olmadan ¢alistiriimaktadir [41].

Bilinen ilk zararli yazilim, deneysel amaglarla gelistirilmis olan, kendisini uzak sistemlere
kopyalayabilen bir yazilim olan Creeper’dir [42]. Viriis, solucan, fidye yazilimi, truva ati
gibi birgok cesit zararli yazilim bulunmaktadir ve bu tiir zararlilarin kullanildig: saldirilar

son donemde biiyilik artis gostermektedir [41]. Kullanim sekilleri, teknikleri ve etkileri
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nedeniyle en ¢ok bilinen zararlilarin bir kism1 asagida sunulmustur.

StuxNet

Stuxnet, Siemens SCADA sistemlerini hedef almak i¢in 6zel olarak gelistirilmis olan,
yiiksek karmasikliga sahip bir zararli yazilmdir. Iran’in uranyum zenginlestirme
faaliyetlerini sekteye ugratmak i¢in 6zel olarak gelistirilen bu zararli yazilimda, daha 6nce
kullanilmamis 4 adet sifirinci giin acgikligi istismar edilmistir. Natanz zenginlestirme
tesislerindeki santriftijleri hedef alan Stuxnet’in hedef aga geg¢isi USB bellekler ile
gergeklesmistir. Zararli, MS08-067 SMB zafiyeti, MS10-061 print spooler servisi zafiyeti
ve ag paylasimi ile ag igerisinde yayilmistir. Siemens SIMATIC Step7 sistemini, sistemin
DLL’lerini ve calistirilabilir kodlarin1 enfekte eden zararli, kullanici ve kernel seviyesinde
yetkilerle hedef sistemler lizerinde islemler gergeklestirmistir. Hedef sistemlere kontrollii bir
sekilde zarar veren Stuxnet, izleme sistemlerine gercek durumla oOrtiismeyen verilen
gondererek eylemlerini basarili bir sekilde gizlemistir. Stuxnet’in yaklasik bin kadar
santrifiijiin bozulmasina sebep oldugu ve iran’in niikleer programini ciddi bir sekilde sekteye

ugrattigi degerlendirilmektedir [43].

WannaCry

WannaCry, kullanicilarin dosyalara veya sistemlere erisimini engelleyen, dosyalar1 veya
tiim cihazi sifreleme kullanarak rehin tutan, kullanicilar tarafindan sifre ¢6zme anahtari igin
bir fidye 6demesi karsiliginda sifrelenmis dosyalara erisimine izin veren bir zararl
yazilimdir. 2017 yilinda ortaya ¢ikan WannaCry fidye yazilimi, kendisinden 6nce gelen
benzer zararlilardan ¢ok daha yikict sonuglara sebebiyet vermistir. Bir¢ok hastane,
iniversite, sirket ve kamu kurumunu etkileyen zararlinin iki milyondan fazla kurbam
bulunmaktadir. Dosyalarin yedeklerinin bulunmadig1 senaryolarda, kurbanlarin verilerini

elde etmesinin tek yolu, istenen fidyeyi 6demektir [44].
Zeus
Zbot, WSNPOEM, NTOS, PRG gibi isimlerle de anilan Zeus zararlisi, genellikle finans

sektoriini hedef alan bir truva atidir. Ilk olarak 2007 yilinda gériilmiis, 2011 yilinda ise

zararlimin kaynak kodu internete sizmustir. Zararlinin kaynak kodunun erisilebilir hale
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gelmesinden sonra ICE IX, KINS, Citadel gibi ¢cok sayida Zeus varyant:1 ortaya ¢ikmistir.
Klavye vuruslarini1 kaydederek veri ¢alan, kendisini mesajlagsmayla ve anlik olarak diger
sistemlere kopyalayabilen Zeus, bilgisayar korsanlarinin enfekte olan bilgisayarlar1 kontrol
etmesine ve izlemesin imkan tanimaktadir [45]. Finansal islemler sirasinda gevrimigi kotii
amagli yazilim bulagsmalarinin  %44'%inden ve banka dolandiriciliklarinin yaklagik

%90’1indan Zeus botnetleri sorumlu bulunmustur [46].

ILOVEYOU

2000 y1linin may1s ayinda ortaya ¢ikan viriis, icinde Diinya Saglik Orgiitii ve Pentagon gibi
kuruluslarinda bulundugu c¢ok sayida organizasyonu kisisel bilgisayarlar1 enfekte etmistir.
Viriisiin sadece Ingiltere’de on milyarlarca poundluk zarara sebebiyet verdigi
degerlendirilmektedir. Eposta ile yayilan “the Love Bug” virilisii, sadece Microsoft
yazilimlar1 kullanan bilgisayarlart etkilemistir. Cok hizli bir sekilde yayilan ve kirkbes
milyondan fazla bilgisayar1 etkileyen bu viriis, bilgi teknolojileri diinyasinda tek iireticiye

bagliligin yeniden degerlendirilmesine neden olmustur [47].

Melissa

1999 yilinin mart ayinda ¢ok hizli bir sekilde yayilmaya baslayan Melissa viriisii, cok hizli
bir sekilde yayilabilen zararli yazilimlarin onciilerinden biridir. Kolay bir sekilde yaratilan,
Word ve VBA gibi popiiler teknolojilerin zayifliklarini istismar eden viriis, mail yoluyla
hizli bir sekilde yayilmistir. Kullanicilar tarafindan Microsoft Outlook uygulamasinda
dokumanlar agildig: esnada, viriisin aktiflesmesi suretiyle yayilim gerceklestirmistir. Bir
milyondan fazla bilgisayari, 50 binden fazla sunucuyu ve binlerce sirketi etkileyen virtis,

yiiz milyonlarca dolarlik hasara neden olmustur [48].

CovidLock

CovidLock, Covid-19’un getirdigi panik ortamindan yararlanan bir fidye yazilimdir.
Kullanicilari, pandemiyi takip edebilecekleri bir uygulama indirdiklerine inandirarak
kullanicr cihazlarina yerlesen bu zararli, indirilmeyi miiteakip kullanic1 dosyalarini sifreler
ve cihazin sifresini degistirir. Cihaza ve dosyalara erigim icin fidye talep eden vir(s, fidye

zararhilarinin en giincel drneklerindendir [49].
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Emotet

Cok gelismis modiiler bir truva at1 olan Emotet zararlisi, 6ncelikli olarak kullanicilarin banka
hesap bilgilerini oltalama mailleri gondererek ele gegirmeyi amaglamaktadir. Bunun yaninda
Trickbot, Ursnif ve IceDiD gibi diger bankacilik truva atlarini da indirerek hedef sistemleri
istismar eder. Ayrica, Ryuk fidye yazilimi ile kurbanlarin hassas dosyalarini sifreleyerek
siber saldirganlara fayda saglar. CrowdStrike tarafindan yapilan arastirmaya gore,
Emotet’tin neden oldugu bir siber olayin etkilerinin giderilmesi i¢in yaklasik 1 milyon dolara
ihtiya¢ duyulmaktadir. Yayiliminin ¢ok biiyiik bir kismini e-posta yoluyla gerceklestiren
Emotet, zararli URL linklerinden, sahte PDF dosyalarindan ve makro ayarlar aktif edilmis

Microsoft Word dokiimanlarindan faydalanmistir [50].

CryptoL ocker

CryptoLocker, Eylul 2013’te P2P Zeus zararlisin1 kullanarak hizli bir sekilde yayilan
yaytlmistir. Zararlinin temel amaci, kurbanlarin dosyalarini sifreleyip bu sifrelerin
¢oOziilmesi karsiliginda para kazanilmasini saglamaktir. Mayis 2014°e kadar devam eden
saldirilar Windows isletim sistemini hedef almistir. Dosyalarin ¢oziilmesi i¢in gerekli
anahtarlar sadece CryptoLocker sunucularinda tutulmakta ve talep edilen fidyenin 6denmesi
dosyalarin saglikli bir sekilde elde edilecegini garanti etmemekteydi [51]. Eposta yoluyla
yayilan zararliyr farkli programlar vasitasiyla sistemden kaldirmak miimkiin olsa da
kullanilan = sifreleme algoritmasinin giicii sebebiyle dosyalarin anahtar olmadan
kurtulabilmek miimkiin degildi [52]. Virtsun Nisan 2014’¢ kadar 234000°den fazla
bilgisayar etkiledigi degerlendirilmektedir [45].

MyDoom

2004 yilmin ocak ayinda ilk kez karsilagilan ve ¢ok hizli bir sekilde yayilan MyDoom
solucan1 yayilma vektorii olarak epostay1 kullanmistir. Zararli, birkag saat icerisinde 142
iilkeye ve milyonlarca cihaza yayilan MyDoom, sikistirilmig bir eposta eklentisi i¢erisinde
farkli dosya uzantilarina sahip bir sekilde hedef sistemi enfekte etmektedir. Hedef sisteme
ulagmasini miiteakip kendini kopyalayan bu zararli, sistem dosyalarinda ve kayit defterinde
degisiklik yapmaktadir [53]. Saatler icerisinde c¢ok biiylik bir etki seviyesine ulasan

MyDoom’un 38 milyar dolarin iistiinde bir zarara sebep oldugu degerlendirilmektedir [54].
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Code red

Temmuz 2001 yilinda karsilasilan Code Red solucani, 14 saatten kisa bir siire i¢erisinde 359
binden fazla bilgisayar1 enfekte etmistir. Bu viriisiin etkilerinin 2,6 milyar dolarin iizerinde
oldugu degerlendirilmektedir. Code Red solucani, Haziran 2021°de Microsoft IIS
sunucularina yonelik yayimlanan bir zafiyeti istismar etmistir. Yayillimini rastgele
belirledigi IP adresleri iizerinden gerceklestiren Code Red solucani, ayin ilk 19 giinii yayilma
eylemi yaparken, yirminci giinden itibaren saldirinin ikinci agsamasi olan hizmet dis1 birakma

saldirisint uygulamstir [55].

3.3. Zararh Yazilim Analiz Yaklasimlari

Bilgi teknoloji varliklarinin korunmasi ve zararli yazilimlarin engellenmesi i¢in yalnizca
giivenlik duvan filtrelemesi veya imza tabanli IPS uygulanmasi yeterli degildir. Zararh
yazilim analizi alaninda egitim gerektiren ciddi bir tersine miihendislik yapilmasi
gerekmektedir. Zararli yazilim analizi, bir zararli yazilimin kaynagini, foksiyonalitesini,
olas1 etkilerini belirlemek icin yapilan ¢alisma ya da siireglerdir. Bu nedenle, kotii amach

yazilim analizi ve siniflandirmasi, en popiiler arastirma alanlarindan biridir [41].

3.3.1. Statik analiz

Bir yazilim1 ¢alistirmadan analiz etme islemine statik analiz denir. Statik analiz teknikleri,
yazilimlarin farkli sekillerine uygulanabilmektedir. Eger yazilimin kaynak kodu mevcutsa,
statik analiz araglart bellek bozulmasina sebep olacak kusurlar bulunabilmekte ve
yazilimlarin sistemler i¢in dogrulugunu kanitlanabilmektedir. Statik analiz, bir yazilimin
derlenmis gosterimi i¢in de uygulanabilmektedir. Yazilimlarin kaynak kodlarinin erisilebilir
olmamasi durumunda, statik analiz sadece derlenmis gosterime uygulanabilmektedir. Statik
analizin derlenmis gdsterim iizerinde gergeklestirecegi analizden elde edebilecegi veri,
kaynak kod analizinden elde edilebilecek veriye gore kisithdir. Bilgisayar korsanlari, bu

kisitlar1 goz oniinde bulundurarak zararli yazilimlar gelistirmektedirler [56].
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3.3.2. Dinamik analiz

Bir programin ¢alisma zamaninda gosterdigi 6zellikleri analiz etme yontemi dinamik analiz
olarak adlandirilmaktadir. Dinamik analizde, uygulama ¢agrilarinin izlenmesi, fonksiyon
parametrelerinin analizi, veri akisinin takibi, komut takibi, otomatik baglatma gibi eylemler
gerceklestirilmektedir. Zararli yazilimlarin dinamik olarak analiz edilmesi, canl
ortamlardan izole bir ortamda genellikle kum havuzu olarak adlandirilan sistemlerde
gerceklestirilmektedir. Etkili bir dinamik analiz icin, bilgisayar korsanlar1 tarafindan
kullanilan kagimmma tekniklerini islevsiz hale getirecek analiz ortamlarina ihtiyag

duyulmaktadir [56].

3.4. Geleneksel zararh yazihim tespit yaklasimlari

Zararli yazilim tarihi, Creeper isimli, deneysel olarak gelistirilen ve kotii bir amag igin
kullanilmayan bir kodla baslamaktadir. Zararli yazilim zaman igerisinde bilgi teknoloji
varliklarina, bilgi teknolojisi kullanicilarina, siber fiziksel sistemlere ve dolayisiyla fiziki
diinyaya yikici zararlar verebilen bir noktaya gelmistir [57]. Zararli1 yazilimlarin yarattigi
problemlerin 6nine gegcmek icin anti virds teknolojisi gelistirilmistir. Anti virusler, genel
olarak, imza tabanli ve sezgisel zararli yazilim tespiti tekniklerini kullanmaktadirlar. imza,
bir uzman tarafindan zararli yazilim analizi sonucu olusturulur. Sezgisel yaklagim, zararli
yazilimlarla normal yazilimlari ayirmak i¢in zararl yazilim analistleri tarafindan gelistirilen

cesitli kurallardan meydana gelir.

3.4.1. Imza tabanh tespit

Imza tabanl tespit, kotii amagl yazilimm imza bicimindeki benzersiz 6zelliklerinden
faydalanilarak tespitini gerceklestiren yaklasimdir. Imza tabanli tespit yaklasiminda
kullanilan 6zellikler zararli yazilim analizi siireciyle elde edilmektedir. Zararli yazilim
imzasina en basit 6rneklerden bir tanesi mesaj 6zeti (hash) degeridir. Bu metot, analiz edilen
yazilim ozelliklerinin bir zararli yazilim veri tabanindaki girdiyle eslesmesi durumunu
kullanmaktadir [57]. Bu yontem yeni ve bilinmeyen tirdeki zararli yazilimlari tespit
edememektedir [58].
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3.4.2. Sezgisel tespit

Sezgisel tespit yaklasimiyla, bilinmeyen bir 6rnegin zararli olup olmadiginin tespiti
yapilmaktadir. Bu yaklasim, ilgili 6rnegin siipheli karakteristikleri olup olmadigini ortaya
koyarak tespit yapabilecek, uzman bir zararli yazilim analisti tarafindan tanimlanan bir
kurallar kumesini kullanmaktadir. Sezgisel tespit yaklagimi, imza tabanli tespit
yaklasimindan farkli olarak yeni zararlilar1 ve zararli varyantlarini tespit edebilmektedir.
Sezgisel tespit yaklasiminda statik ve dinamik sezgisel teknikler kullanilabilmektedir.
Sezgisel tespit yaklasimlart yeni zararlilar1 ve zararli varyantlarini tespit etme yetenegine
sahiptir. Diger taraftan, hatali pozitif tespitler yaparak faydali uygulamalari zararli olarak
gorebilmekte, ayrica yeni kaginma teknikleri tarafindan aldatilabilmektedir [59].

3.5. Zararh Yazihim Tespitinden Kacinma Yoéntemleri

Zararl1 yazilimlarin tespiti i¢in, faaliyetlerinin ve 6zelliklerinin incelenmesi suretiyle yapilan
taramalar, giinlimiiziin giivenlik mekanizmasinin temelidir. Bu tarama yontemleri dinamik
analiz, statik analiz, istatistiksel ve icerik analizi gibi farkli tekniklere dayanmaktadir.
Ancak, bu guvenlik tekniklerinin farkinda ve tedbirlere asina olan bilgisayar korsanlari, bu
tespit yontemlerinden kolay kagabilen yeni zararli yazilim varyantlar1 yaratabilmektedir
[41]. Giiniimiizde, belirli bir organizasyona yonelik olarak gelistirilen zararli yazilimlarin
sayis1 artmakta ve zararlilar da giderek karmasik olmaktadir. Saldirganlar tarafindan,
gelistirilen tespit sistemlerini atlatmak i¢in gizleme, paket parcalama ve oturum bdlme,
uygulamaya 0Ozel istismarlar, protokol istismarlari, sizma tespit sistemlerine trafik

enjeksiyonu, hizmet dis1 birakma ve kod tekrar kullanimi gibi teknikler kullanilmaktadir
[60].

Gizleme (Obfuscation)

Gizleme yontemi, zararhilarin tespitten kagmmmasi kapsaminda en yaygin kullanilan
yontemlerden biridir. Tir doniistiirme, karakter manipiilasyonu, sifreleme ve polimorfik

kodlama ile gergeklestirilebilmektedir. [60]
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Paket parcalama ve oturum bdlme

Paket pargalama ve oturum bolme teknigi, ag seviyesinde tespitten kaginma teknigidir. Bu
teknik, sistemlerin MTU degerlerini manipule etme yeteneginden faydalanarak, TCP/IP
paketlerinin standart dis1 boyutlarda ve zararli kodun ayn1 oturum igerisinde farkli paketlerle

hedefe gonderilmesi suretiyle uygulanir.

Uygulamaya 6zel istismarlar

Uygulamalara 6zel istismarlar, uygulamalarin RFC’lerin olmasi gerektigi sekilde zorunlu
kilimnmamasindan kaynaklanan zayifliklarin istismarina dayanmaktadir. HTTP formatinin
standart olarak uygulanmamasi ya da GET/POST metotlarinin birbirleri yerine kullanilmas1

bu tlr istismarlara bir 6rnektir [60].

Protokol istismarlari

Protokol istismarlari, gonderilen bir paketin sizma tespit sisteminde ve hedef cihazda farkl
sekillerde ele alinmasi zayifligimi istismar etmektedir. Ozellikle RPC protokoliiniin

istismarina yonelik ¢cok sayida drnek mevcuttur [60].

Sizma tespit sistemlerine trafik enjeksiyonu

Bu yontemde, hedef sisteme gonderilen paketin sizma tespit sistemine ulasmasi ancak
hedefe cihaza ulasmamasi amaglanmaktadir. Bunun gergeklestirilebilmesi igin, paketlerin
TTL degerleri maniplle edilmekte ve nihai olarak sizma tespit sisteminin paketi uygun

sekilde isleyememesi saglanmaktadir [60].

Hizmet dis1 birakma

Sizma tespit sistemleri, bir agda en c¢ok kaynaga ihtiya¢ duyan sistemlerin basinda
gelmektedir. Tiim ag trafigini analiz eden bu sistemler, kaynak kullanimi istismarina agik
sistemlerdir. Bu tir sistemler genel olarak, sistemin durmasi durumunda ag kullaniminin
devam edebilecegi sekilde yapilandirilmaktadirlar. Bu cihazlarin islemci, bellek, ag

kapasitesi gibi kaynaklarinin tliketilmesine yonelik yapilan saldirilar sistemleri islevsiz
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kilmaktadir [60].

Kod tekrar kullanimi

Kod tekrar kullanimi teknigi giiclinii, eylemleri gergeklestirirken hedef sisteme bir zararli
yiikleme ihtiyact duymamasindan almaktadir. Bu teknigin kullanildigi durumlarda, zararl
eylemler bir yerel islemin yaptig1 gecerli sistem ¢agrilari olarak goriilmektedir. Bu sebeple,

zararl tespiti yapmaya c¢alisan geleneksel yaklagimlar islevsiz kalmaktadir [60].
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4. KULLANILAN MAKINE OGRENMESIi ALGORITMALARI VE
METRIKLER

Bu bolimin ilk kisminda ¢alismada kullanilan makine 6grenmesi algoritmalari, ikinci
kisminda ise siniflandiricilarin performanslarini degerlendirmek maksadiyla kullanilan

metrikler agiklanmustir.

4.1. Makine Ogrenmesi Algoritmalar

Calismada kullanilan makine 6grenmesi algoritmalart kiimeleme, siniflandirma ve toplu

O0grenme algoritmalar1 bagliklar altinda ele alinmistir.

4.1.1. Kimeleme algoritmasi

Kiimeleme, 6n bilginin hi¢ olmadig1 ya da yetersiz oldugu durumlarda verileri anlamli bir
sekilde gruplandirmak i¢in wuygulanan bir yontemdir. Kiimeleme algoritmalari
benzerlik/uzaklik tabanli, hiyerarsik tabanli, hatalarin karesi tabanli, kernel tabanli gibi
cesitli alt gruplara ayrilmaktadir [61]. Calismada, benzerlik/uzaklik tabanli kiimeleme

algoritmalarindan K-means algoritmasi kullanilmustir.

K-means (K-ortalamalar)

En basit denetimsiz 6grenme algoritmalarindan biri olan K-means algoritmasi, kiimeleme
problemlerinin ¢oziimii i¢in yaygin olarak kullanilmaktadir. Genel olarak veri setinin
etiketlenmedigi durumlarda kullanilan K-means algoritmasi, uygun bir kiime sayisi
belirlenmesi ve devinimli olarak hesaplanan kiime merkezlerinin konumuna goére her

ornegin, en yakin oldugu kiime merkezine gore gruplandigi bir algoritmadir [62].

Iki boyutlu bir diizlemde, 6rneklemlerin etiketlenmemis hali Sekil 4.1°de, K-means

algoritmastyla kiimelenmis hali Sekil 4.2.’de sunulmustur.
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Sekil 4.2. Orneklemlerin K-means algoritmasiyla kiimelenmis gosterimi

Sekil 4.1°de siniflandirilmamis sekilde bulunan 6rneklem grubunun iki boyutlu diizlemdeki
konumlar1 yer almaktadir. Dort kiime merkezine sahip K-means algoritmasiyla kiimeleme
gerceklestirildigi durumda ortaya ¢ikan kiimeler sekil 4.2°de sunulmaktadir. K-means
algoritmasi, her bir Orneklemi, orneklemin en yakin oldugu kiime merkezine gore

kimelemektedir.
4.1.2. Smiflandirma algoritmalari
Siniflandirma algoritmalari, denetimli 6grenme algoritmalar1 olup, ikili ya da g¢oklu

siniflandirma gerceklestirebilmektedir. Onerilen tespit yaklagiminda ikili smiflandirma

yaklagimi benimsenmis olup, modelde ¢ekirdek destek vektor makinesi, k-en yakin komsu,
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naive-bayes ve karar agaci siniflandirma algoritmalari kullanilmaktadir.

Cekirdek destek vektor makinesi (KSVM)

Bir ¢ekirdek fonksiyonu modifiye edilerek destek vektdor makinesi siniflandiricisinin
performansinin artirtlmast sonucu ortaya ¢ikan c¢ekirdek destek vektdr makinesi
siniflandiricisi, ¢cekirdek fonksiyonu tarafindan indiiklenen Riemann geometrisinin yapisina
dayanmaktadir [63]. Kernel fonksiyonu, tek boyutlu bir verinin iki boyutlu gibi
smiflandirilmasia imkan veren bir fonksiyon olup, Cekirdek destek vektor makinelerinin
gercek diinya uygulamalarinda ¢ok iyi sonuglar elde edilmistir [64]. KSVM algoritmasinin,

haritalama fonksiyonuyla drneklemleri ayirmasi durumu Sekil 4.3’te gosterilmektedir.

Xz
r'y

Xa

X1

Sekil 4.3. Kernel SVM fonksiyonu ile lineer ayrimin gosterimi

Sekil 4.3’te goriildiigii lizere, KSVM ile normal kosullarda lineer olarak ayrilamayan
orneklemlerin, bir haritalama fonksiyonu yardimiyla boyutunun artirilarak lineer olarak

ayrilabilmesini saglanmaktadir.

K-en yakin komsu (KNN)

Herhangi bir egitim adimina ihtiya¢ duyulmayan algoritmada, 6rneklemler en yakinlarindaki

“k” adet komsu sinif etiketlerine bakilarak siniflandirilmaktadir. Siniflandirma, eldeki
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verilerin birbirlerine benzerligi veya wuzakligi kullanilarak gerceklestirilmektedir.
Orneklemlerin benzerlikleri degerlendirilirken genellikle Euclidean, Manhattan ve
Minkowski yontemlerinden biri kullanilmaktadir [65]. KNN ile 6rnek siniflandirma sekil

4.4’te sunulmaktadir.
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Sekil 4.4. KNN ile siniflandirma gdsterimi

Sekil 4.4’te yer alan ilk diizlemde kategori 1 (kirmizi) ve kategori 2 (mavi) olmak Uzere 2
farkli kategoriye sahip bir orneklem grubu ve heniiz siniflandirmasi yapilmamis bir
orneklem (yesil) bulunmaktadir. KNN ile simiflandirmada, yeni gelen 6rneklemin, tek say1
olmak kosuluyla, en yakinindaki belirli sayidaki Ornekleme gore siiflandirma
yapilmaktadir. Yeni dahil olan orneklemin en yakin 5 komsuya gore siniflandirilmasi
gerektigi durumda, komsulardan 3 tanesi kategori 1°¢ 2 tanesi ise kategori 2’ye ait oldugu

icin, yeni dahil olan 6rneklem kategori 1’e siniflandirilmistir.

Naive bayes (NB)

Bir denetimli 6grenme algoritmasi olan Naive Bayes algoritmasi, Bayes teoremi temel
almarak gelistirilmistir. Streklilik arz eden degerler iiretebilecegi gibi coklu ve ikili
smiflandirma da  gergeklestirebilmektedir.  Degiskenlerin  bagimli  gerceklesme
olasiliklarindan faydalanarak smiflandirma gergeklestirilmektedir. Cok boyutlu verilere,
dengesiz veri setlerine uygunlugu, kolay uygulanabilirligi ve hiz1 sebebiyle ger¢ek zamanl
sistemler dahil olmak tizere bircok durumda yaygin olarak kullanilmaktadir [65]. Ornek

Naive Bayes siniflandirmasinin iki boyutlu diizlemde gosterimi Sekil 4.5’te sunulmaktadir.
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Sekil 4.5. Naive Bayes siniflandirict ile siniflandirma gosterimi
NB algoritmasinin iki boyutlu diizlemdeki siniflandirma alanlarinin ve iki kategorideki
orneklerin gosterildigi Sekil 4.5te, siniflandirilmak iizere yeni gelen bir orneklem iki

boyutlu diizlemde konumlandigi noktay1 kapsayan renk kategorisinde siniflandiriimaktadir.

Karar agaci1 (DT)

Karar agaclari, orneklemleri O6zellik degerlerine gore simiflandiran agaclardir. Karar
agaclarindaki her bir diiglim bir 6zellige, her dal bir degere, son sathadaki degerler ise
yapraga denk gelmektedir. Orneklem, diigiimiin mantiksal islemine gore kendi 6zelligine
uygun dal tarafinda siniflandirilmaktadir. Her 6rneklem, en kuvvetli bagimsiz degiskenin
hesaplanmasi ile ortaya ¢ikan kok diigimden itibaren bu mantiksal simiflandirmaya tabi
olmaktadir. Orneklem, en wugtaki yapraga geldiginde nihai simiflandirmasi

tamamlanmaktadir [65].

Karar agaclar1 farkli derinliklerde siniflandirma gergeklestirebilmektedir. Derinligi 3 olan

ornek bir karar agaci siniflandirmasinin gosterimi sekil 4.6’da sunulmaktadir.
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Sekil 4.6. Karar agact siniflandirmasi gosterimi

Sekil 4.6’da derinligi {i¢ olan bir karar agaci goriilmektedir. Yeni bir 6rneklemin
simiflandirilmasi gerektigi durumda, sirastyla once kok diigiimdeki kosula, daha sonra
diigimdeki kosula ve nihai olarak yapraktaki kosula gore smiflandirma

gerceklestirilmektedir.

4.1.3. Toplu Ogrenme

Toplu 6grenme, temel makine 6grenme algoritmalarinin farkli yontemler altinda birlikte
kullanilmasi suretiyle, daha etkin sonuglar almay1 amaglayan yontemlerdir. Toplu 6grenme
yontemleri, boosting (ylkseltme), bagging (torbalama) ve stacking (istifleme) olmak (izere

ii¢ ana baslikta incelenmistir.

Yikseltme

Yiikseltme yontemi, temel siniflandiricilar kullanilarak daha giiglii bir siniflandirici ortaya
konmas1 yaklasimini ifade etmektedir. Yiikseltme algoritmasi, farkli sekilde kiimelenmis ya
da agirliklandirilmis egitim setleri kullanilarak egitilen temel siniflandiricilarin tahmin
yapmasi suretiyle uygulanmaktadir [66]. Calismada, Adaptif Yikseltme (AdaB), Gradyan
Yukseltme (GB), Kategorik Yukseltme (CATB) ve Ekstra Gradyan Yikseltme (XGB)
algoritmalart kullanilmistir.  Yikseltme yaklagiminin genel modeli sekil 4.7’de

sunulmaktadir.



35

/’II----- -x.\\ o T .
/@ ® .\\ s ~
/0. ® @3\
|. ® ® ® o \ [ '-.l
009 @ —.-,.II.SINIFLANDIRICI;I,
\o_0%Q o®/ /
N J/

e - S
-"II/ .. : \\\ r/// \\\
( \ / \
0® @0 g® |
| 0029 @) —» SINIFLANDIRICI |
"\\.. .% . . ,.-’" "\\ y, J
A J/ S
™~ —~ ~
L — i "‘“-\_\ J——
lllr// .. . .\\ f///‘ \\\\\
f @ . \ / N
00 ©0g® |
' ® o Y —» SINIFLANDIRIC| | ey
I".\ . . . ;I,' "._\ ;.'
\. o @ o/ \ J
™~ ey
\\.. . .// \“--.._____ - _______.-"/

Sekil 4.7. Yukseltme yontemi ile siniflandirma gosterimi

Sekil 4.7°de 6rnek modeli sunulan yiikseltme tabanli modellerde, birden fazla zayif 6grenici
(siniflandirict) bulunmaktadir. Her zayif 6grenici ayni veriyle ve buna ek olarak kendisinden
once gelen zayif 6grenicilerin hatalariyla egitilmektedir. Nihai olarak, zayif 6grenicilerin

hepsinden daha giiglii siniflandirma yapan bir giiglii siniflandirici elde edilmektedir.

Adaptif yikseltme (ADAB)

En iyi performansa sahip yiikseltme algoritmalarindan biri olan AdaBoost algoritmasi,
saglam teorik temelleri olan ve pratik uygulamalarda ¢ok iyi sonuglar veren bir algoritmadir.
AdaBoost, zayif bir 6grenme algoritmasini, bu algoritmanin tasarimina yeni bir yontem
getirerek, rastgele tahminden daha iyi bir dogrulukla, giiclii bir 6grenme algoritmasina

doniistiirebilmektedir [67].

Gradyan yukseltme (GB)

Gradyan yukseltme, birden fazla sirali zayif dgrenicinin, bir 6grenici kendinden 6nceki

Ogrenicinin  hatalarindan  6grenerek performansini iyilestirmesi suretiyle tahmin
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gerceklestiren bir algoritmadir. Zayif Ogreniciler arasindaki iligki, kullanilan bir kayip

algoritmastyla saglanmaktadir [68].

Ekstra gradyan yukseltme (XGBoost)

Agac temelli 6l¢eklenebilir bir yiikseltme algoritmasi olan XGB, farkli igletim sistemlerinde
paralel islem gerceklestirebilme 6zelligiyle ¢ok hizli tahmin gergeklestirebilen bir toplu

ogrenme algoritmasidir [69].

Kategorik yukseltme (CatBoost)

Klasik yiikseltme algoritmalarindan farkli olarak sirali yiikseltme ve permiitasyon tabanl
ylkseltme kullanan CatBoost, kategorik ozelliklerin islenmesi agisindan yenilik¢i bir

algoritmadir [70].

Torbalama

Onyiikleme ve biitiinleme islemlerini birlestiren torbalama, bir gesit paralel toplu 6grenme
yaklagimi sunmaktadir. ikili ve ¢oklu smiflandirmalar igin kullanilabilen torbalama
yaklagimi, siniflandirmalar i¢in oylama, tahmin i¢in ortalama yontemleriyle sonug elde
etmektedir. Caligmada, bu gruptaki algoritmalar arasinda rastgele orman algoritmasi

kullanilmistir [66]. Torbalama yaklasiminin 6rnek modeli sekil 4.8’de sunulmaktadir.
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Sekil 4.8. Torbalama yontemi ile siniflandirma

Sekil 4.8’de bir 6rnegi sunulan torbalama yonteminde, farkli siniflandiricilar ayni veri seti
kullanilarak egitilmektedirler. Yeni bir Orneklemin simiflandirilmasi gerektiginde,
smiflandiricilar ayr1 ayri tahmin yapmaktadirlar. Siniflandiricilar tarafindan ayri ayri yapilan
tahminler, oy ¢oklugu, agirlikli oylama gibi yontemlerle birlestirilerek nihai siniflandirma

gerceklestirilmektedir.

Rastgele orman (RF)

Basit ve etkili bir makine 6grenmesi algoritmasi olan rastgele orman algoritmasi, zararl
yazilim tespiti ve siniflandirilmasinda yaygin olarak kullanilmaktadir. Rastgele orman
algoritmasi, Gok sayida alt siniflandiricidan olusan bir meta siniflandiricidir. Bir girdinin
siiflandirilmasit, alt siniflandiricilar  (rastgele agag) tarafindan yapilan tahminden

faydalanilarak meta siniflandirici tarafindan gergeklestirilmektedir [71].
Istifleme
Istifleme yonteminde, bagimsiz 6greniciler bir meta dgrenici tarafindan birlestirilmektedir.

Istiflemedeki temel yaklagim, bagimsiz dgrenicilerin egitilmesi suretiyle meta dgrenici

tarafindan islenecek yeni bir veri olusturmaktir. Meta Ogreniciler, bagimsiz 6greniciler
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tarafindan olusturulan bu yeni veriyi kullanarak siiflandirma gergeklestirmektedirler [66].

Istifleme yaklasiminin 6rnek modeli sekil 4.9°da sunulmaktadar.

s . Ve N
/®_@® .. \
. ®9 o® [ TEMEL
| 009 @ > SINIFLANDIRIC/
\® 0% o/
\ . . // \ B /
/ . Y ® . /}/ \\.\. / N
|". ®9 Py @ [ TEMEL META
| @ .. 'y .. > SINIFLANDIRICI |SINIFLANDIRICI|
\@ / \ / \
.‘\\ \. . . ,// - 4 \\.__ _..-'/
//’i “\‘\\\ Ve - N,
/ [ ] ."\ /
... ® .. [ TEMEL
\ ® —_— |
| 0@ °® (J SINIFLANDIRICI |
\@ ® ® [ ] / AN /
@ Y ® A L e

Sekil 4.9. Istifleme yontemi ile siniflandirma

Sekil 4.9°da Ornek modeli sunulan istifleme yoOnteminde iki asama smiflandirici
kullanilmaktadir.  Birinci asama simiflandiricilar  temel  siniflandiricilar  olarak
adlandirilmakta ve bu asamadaki tim siniflandiricilar ayni  veri ile tahmin
gerceklestirmektedir. Ikinci asamada yer alan smiflandirici, meta smiflandirici olarak
tanimlanmakta ve ilk asamada egitilen simiflandiricilarin  ¢iktilart  ikinci  asama
smiflandiriciya girdi  olarak verilmektedir. Meta smiflandirici tarafindan yapilan

smiflandirma nihai siniflandirma olarak kabul edilmektedir.

4.2. Metrikler

Makine 6grenme modellerinin etkinliklerinin degerlendirilebilmesi i¢in ¢esitli metrikler
kullanilmaktadir. Onerilen tespit yaklasiminda, ikili smiflandirma yapan algoritmalarin

etkinliginin degerlendirilmesi i¢in, dogruluk ve f1 skoru metrikleri kullanilmastir.

Karmasiklik Matrisi

Karmagiklik matrisi bir metrik olmamakla birlikte, metriklerin daha iyi anlasilmasi

maksadiyla ¢alismada kullanilmistir. Karmasiklik matrisi sekil 4.10°da sunulmaktadir.
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GERGEK
DOGRU YANLIS

DOGRU

o YANLIS POZITIF
POZITIF

YANLIS DOGRU
NEGATIF NEGATIF

[ TAHMIN |
[ vanus il DOGRU

Sekil 4.10. Karmasiklik matrisi
Ikili stniflandirmalar i¢in kullanilan karmasiklik matrisi (Sekil 4.10), 2x2°1ik bir matris olup,
dogru-pozitif (DP), dogru-negatif (DN), yanlig-pozitif (YP) ve yanlig-negatif (YN)

degerlerinden olugsmaktadir.

Dogruluk (Accuracy)

Dogruluk, yapilan dogru tahminlerin tiim tahminlere oranini ifade eden metriktir. Dogruluk

hesaplama formiilii esitlik 4.1’de sunulmaktadir.

Dogruluk = (DP+DN) / (DP+DN+YP+YN) 4.1)

F1 Skoru (F1 Score)

F1 skoru kesinlik ve duyarlilik metriklerinin harmonik ortalamasinin hesaplanmasi suretiyle
elde edilen metriktir. Duyarlilik hesaplama formiili esitlik 4.2’de, kesinlik hesaplama
formiilii esitlik 4.3’te, f1 skoru hesaplama formiilii esitlik 4.4’te sunulmaktadir.

Duyarlilik = DP/ (DP + YN) (4.2)

Kesinlik = DP/ (DP + YP) (4.3)

F1 Skoru = (2 * Duyarlilik * Kesinlik) / (Duyarlilik + Kesinlik) (4.4)
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5. KULLANILAN ARACLAR

Modelin ortaya konmasi ve uygulanmasi kapsaminda kullanilan kaynaklar miteakip alt

basliklar altinda sunulmaktadir.

5.1. Google Colaboratory

Colab olarak da bilinen Google Colaboratory [72], Google firmasi tarafindan sunulan bir
web uygulamasidir. Bir tarayici araciligiyla, Python kodlarinin galistirilmasina imkan
saglayan Colab, makine Ogrenmesi, veri analizi ve egitim amaglariyla yaygi olarak

kullanilmaktadir.

Python’in ¢esitli versiyonlarini ve kiitliphanelerinin biiyiikk kismini1 destekleyen uygulama,
Onerilen tespit yaklasiminin gelistirilmesinde kullanilmustir. Igerdigi hazir kiitiiphaneler ve
donanimsal kaynaklardan etkin bir sekilde istifade edilmistir. Resim. 5.1’de BODMAS veri
setinin egitilmesi kapsaminda ihtiyag duyulan kiitiiphanelerin eklenmesi asamasinin

gorilintiisii yer almaktadir.

CO 3 BodmasCode.ipynb 77

File Edit View Insert Runtime Tools Help

Bl comment &% Share £t

RAM 1

=) 3 X  *Code +Text Diskm— -~ 7

1.1. IMPORTING BASE LIBRARIES
» [ drive

» @ sample_data
n bodmas.npz

=]
bodmas.npz O

Disk — 69.92 GB available

Resim 5.1. Colaboratory ortaminda ihtiya¢ duyulan kiitiiphanelerin yiiklenmesi
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5.2. Windows 8.1

Uygulama asamasinda ihtiya¢ duyulan faydali dosyalarin bir kismi sanal ortamda kurulan
Windows 8.1 isletim sistemine sahip bir istemcide yer alan dosyalardan alinmistir. Windows
8.1 igletim sisteminin ana akim destegi 2018 yili itibariyle tamamlanmistir. Diger taraftan,
uygulamanin gelistirilmesi kapsaminda kullanilan zararli yazilimlar, Windows 8.1 isletim
sisteminin aktif olarak kullanildigi bir ddnemde toplanmistir. Bu sebeple, ¢alismada faydali

yazilim olarak, Windows 8.1 isletim sisteminin sistem dosyalar1 kullanilmistir.

5.3. Windows 10

Modelin gelistirilmesi ve uygulanmasina yonelik ¢alismalar, HP Pavilion (Intel® Core™ 7-
8750H 2,20 GHZ CPU, 16 GB RAM, 64-bit Isletim Sistemi) iizerinde calisan Windows 10
isletim sistemi ve bu isletim sisteminde c¢alisan VMWare Workstation sanallastirma

uygulamasi tizerine kurulmus sanal makineler kullanilarak gergeklestirilmektedir.

5.4. Kali Linux

Kali Linux, temel olarak sizma testi ve giivenlik denetlemelerinde kullanilmak iizere
gelistirilmis, Debian tabanli, agik kaynak bir Linux dagitimidir. I¢inde bulundurdugu hazir
araglar sayesinde sizma testi, giivenlik aragtirmalari, adli bilisim ve tersine miihendislige

imkan tanimaktadir.

Tespit modelinin olusturulmasi ve etkinliginin ortaya konmasi i¢gin Windows PE dosyalar1
kullanilmigtir. Kullanilan zararlilarin isletim sistemine zarar vermemesi maksadiyla,
modelin gercek ortamda uygulanmasina yonelik caligmalar VM Workstation igerisinde

olusturulan sanal Kali Linux 2021.1 istemcisi tizerinde gergeklestirilmektedir.

Kali Linux ortaminda incelenen bir dosyanin PE baslik bilgileri Resim 5.2°de sunulmaktadir.
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| _§ | 1 root@kali: /home/kali/W... B File System - File Mana...

File Actions Edit View Help

GNU nano 5.3
DOS_HEADER

[IMAGE_DOS_HEADER
: @x5A4D

eminfo:
@xF@
NT_HEADERS

[IMAGE_NT_HEADERS]
BxFa (6B ] Signature: 0x455@

FILE_HEADER

[IMAGE_FILE_HEADER]
@- Machine:
NumberOfSections: D
TimeDat mp : [Thu Nov 2@ 19:18:3
PointerT mbolTable: B
r0Of
e0fop
6 2 Characteristics: B
Flags: IMAGE_FILE_DLL, IMAGE_FILE_EXECUTAELE_IMAGE, IMAGE_FILE_LARGE_ADDR _ AWARE

Resim 5.2. Kali Linux ortaminda dosya PE baslik bilgilerinin incelenmesi

Resim 5.2 incelendiginde, DOS_ HEADER, NT HEADERS ve FILE HEADER béliimleri
ile bu bolimlerin iginde yer alan ve ilgili yazilimin 6zelliklerini gosteren c¢esitli degerler
gorilmektedir. FILE HEADER boliimii altinda yer alan ve ekranda goriinen “Machine”,
“NumberOfSections”, “NumberOfSymbols”, “SizeOfOptionalHeader” ve “Characteristics”

degerleri 6zgiin veri seti ile gergeklestirilen ¢aligmalarda kullanilmistir.

5.5. Python

Python programlama dili veri bilimi alaninda en yaygin olarak kullanilan, yorumlayici

kullanan, nesne tabanli, dinamik semantige sahip iist diizey bir programlama dilidir.
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Dosyalardan veri ¢ikarimi, veri 6n islemesi, siiflandirma algoritmalarinin egitilmesi,
modelin disa aktarilarak bagka ortamlarda kullanilmasina imkan vermesi gibi konularda

bir¢ok hazir kiitliphanesi bulunmaktadir.

Calismanin hem model gelistirilmesi asamasinda hem de uygulama asamasinda etkin bir
sekilde kullanilmigtir. Modelin gelistirilmesi ve gergek diinya uygulamasinin
gerceklestirilmesi siirecinde Sci-kit Learn [73], PeFile [74], Numpy, Pandas, Time, Typing,
Catboost, XGBoost, Drive, Files, CSV, Math, Sys ve Pickle kitlphaneleri aktif olarak

kullanilmistir.

5.6. Virus Share

Virus Share (Resim 5.3), zararli yazilim tizerine ¢alisma gergeklestiren arastirmacilara, olay
miidahalecilere ve adli bilisim analistlerine zararli yazilim 6rnekleri saglayan bir depodur.
Platform her ne kadar lcretsiz olsa da iiyelik siireci, yapilan bir talep ve bu talebin

incelenmesini miiteakip olumlu olarak neticelenmesine baglidir.

@ wvirusshare.com | & A

1522 | CISSP @ CyberSecurity [ Linux [ Python [ Cloud [ READIT | TookToExamine [ Certifications Projects- Home [ Old [ Future Vull

Special Requests

File Size Added
apilog_2019-07-14 7ip 11668 [20100016
Hexacorn sandbox reports

VirusShare_Mediyes_000.zip 431.66 MB| 30120708
Request for all 'Mediyes' matches. 1875 samples.

VirusShare._InstallCore_000 zip 603 GB fgfé%m
Request for all 'InstallCore' matches. 11444 samples.

VirusShare APT1_293 zip 1666 MB [201-0-04

2013-07-11

VirusShare_x86-64_WinEXE_20130711.zip 291204

Request for all 64-Bit Windows PE files. 997 samples

Vv dle d

20130712 zip

Request for newer Citadel / Zeus binaries and archives discovered during the 6-month
period 2013-01-13 to 2013-07-12. 2031 samples.

) ) 2014-06-17
VirusShare ELF_ 20140617 zip 129 41 MB 172545
Request for newer ELF binaries. 2778 samples.

’ 2014-06-22
VirusShare_dotNET_20140618 9332 GB 14.57-40

Request for all NET binaries. 220 997 samples

Resim 5.3. Virusshare.com web sayfasi1 [75]
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Calisma kapsaminda Virus Share platformuna iiye olunmus ve bu platform iizerinden
Windows PE formatindaki 997 zararli yazilim Ornegini iceren VirusShare x86-
64_WInEXE_20130711.zip (Resim 5.3) klasori edinilmistir.

5.7. Windows PE Dosyalar:

PE dosyalar1, 32-bit ve 64-bit Windows isletim sistemlerinde ¢alistirilabilir olan, “.acm, .ax,
dll, .efi, .exe, .ocx, .sys” gibi uzantilara sahip dosyalardir. PE dosyalariin veri yapisi, ilgili
dosyanin Windows isletim sistemi tarafindan ¢alistirilabilmesini saglamaktadir. PE
dosyalari, degisen sayilarda baslik ve boliimden olusmakta olup, bu bdliimlerde yer alan
degerlerin bir kism1 zararli yazilim tespit modeline girdi teskil edecek ozellikler olacak

sekilde kullanilmustir.

PE basliklarinda, bir Windows isletim sisteminin, ¢alistirilabilir bir kodu ydnetmesini
saglayacak bilgiler yer almaktadir. Bu bilgiler, dll referanslari, API ¢agirma tablolari,
kaynak yonetim verisi, gibi hususlari igerir ve dosyanin bellek {izerine nasil yerlesecegi de

dahil olmak iizere ¢alisma zamaninda ihtiya¢ duyulacak dosya 6zelliklerini igermektedir.

Windows PE dosyasinin baslik ve boliimler olmak iizere iki ana kismi bulunmaktadir.
Basligin altinda “MS-DOS Header, NT Header, File Header, Optional Header, PE Sections
Table, Import/Export Address Table” boliimleri, boliimler kisminin altinda “.data, .rdata,
.edata, idata, .pdata .text, .bss, .reloc, .rsrc” alt boliimleri bulunabilmektedir [76]. Windows
PE baslik yapis1 Sekil 5.1.’te sunulmaktadir.
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) HEADER N
| ( MS-DOS Header ] | NT Headers ] [ import/Export Address Table | \
[ File Header | | Optional Header ]| PE Sections Table ]

\ SECTIONS \
.f/ \
[ text ] rsrc ] | debug ]
( rdata ] | reloc ] | drective ]
[ data ] | edata ] | idisym ]
[ pdata | | idata ] | tls ]

Sekil 5.1. Windows PE baslik yapisi

Sekil 5.1°de genel yapisi sunulan PE dosyasinin alt boliimleri asagidaki amaclarla

kullanilmaktadir.

e “text” boliimiide programin ¢alistirilabilir kodu,

e ‘“rdata” boliimiinde hata giderme dizini bilgileri,

e “.data” boliimiinde dosya tarafindan kullanilacak sabitler,

e “pdata” boliimiinde istisna yonetimi i¢in kullanilan fonksiyon tablo dizisi,

e  “Dbss” boliimiinde tanimlanmamais veriler,

e  “rsrc” boliminde tim kaynak dizin tablolari,

e “reloc” boliminde imaj dosyalar1 igin relokasyon bilgileri,

e “.edata” bolimunde disar aktarim bilgileri,

e “.idata” boliminde iger aktarim bilgileri,

e “.cormeta” boliminde dosyanin yonetilen kod iceriginin belirtilmesi i¢in kullanilan
metadatalar,

e “.debug” bolumunde derleyici tarafindan Uretilen hata bilgileri,

e “drective” boliminde bir imaj dosyasi olusturulmasi durumunda silinecek bolim
bilgisi,

e “idlsym” boliminde arayiiz tanimlama dosyalarina yonelik yapisal istisna yonetim
bilgileri,

e “tls” boluminde PE dosyalari i¢in statik TLS (Thread local storage) desteklemesi
ihtiya¢ duyulan bilgiler tutulmaktadir.
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6. VERI SETLERI

Calismada, Kaggle Zararl1 Yazilim Tespiti veri seti, BODMAS veri seti ve EMBER 2018
veri seti kullanilmistir. Ayrica uygulama asamasinda VirusShare’dan alinan zararhilar ve
Windows sistem dosyalar1 kullanilarak ¢alismaya 6zgii yeni bir veri seti de olusturulmustur.

Kullanilan veri setleri miiteakip maddelerde agiklanmaistir.

6.1. Kaggle Zararh Yazilim Tespiti Veri Seti

Calismada ilk olarak, Kaggle zararli yazilim tespiti veri seti [77] kullanilmistir. Kaggle
zararli yazilim veri setinin ilk olarak kullanilmasimin amaci, az sayida ozellige sahip
olmasidir. Bu sayede modelin tasarlanmasi asamasinda ihtiyag duyulan hiz saglanmistir. EK
olarak, test veri seti {izerinde gergeklestirilen tahminle, modelin performans: gevrimigi
olarak kontrol edilebilmektedir. Kaggle zararli yazilim veri setinde hem faydali hem de
zararl yazilimlardan ¢ikarilmis 6zellikler bulunmaktadir. Veri setinde bulunan 6zellikler
sadece ikili siniflandirmaya imkan vermekte, zararli yazilim ailelerine ait 6zellik ya da bilgi
bulunmamaktadir. Veri seti, Kaggle web sitesi tarafindan diizenlenen bir zararli yazilim
tespit yarismasinda kullanilmak iizere 2018 yilinda tiretilmistir. Veri seti hazirlanirken statik
analiz yaklasimi kullanilmistir. PE 6zelliklerinin ¢ikarilmas1 ve dosyalarin farkl
boltiimlerindeki entropinin hesaplanmasi ile veri seti olusturulmustur. Kaggle zararli yazilim
tespiti veri setinde (egitim seti) bulunan faydali ve zararli 6rneklem sayis1 bilgisi Cizelge

6.1’de sunulmaktadir.

Cizelge 6.1. Kaggle veri seti i¢in faydali ve zararli 6rneklem sayis1 tablosu

Faydali Zararl Toplam

Orneklem Sayisi 75 503 140 849 216 352

Kaggle Zararli Yazilim Tespiti veri seti, ¢gevrimigi platformda, egitim ve test veri setlerine
ayrilmis sekilde bulunmaktadir. Cevrimigi plaformda bulunan test veri setinde sinif bilgisi
yer almamaktadir. Cevrimigi test veri setine yonelik tahminlerin kontrol, bu tahminlerin
cevrimigi olarak yiiklenmesiyle miimkiindiir. Bu sebeple, tespit yaklagiminin olusturulmasi
strecinde egitim veri seti ikiye boliinerek hem egitim hem de test seti olarak kullanilmigtir.
Tespit yaklasiminin olusturulmasindan sonra, etkinliginin kontrolii i¢in orijinal test seti ile

ilgili simiflandirma yapilarak dogruluk degeri ¢evrimici platformda hesaplanmaistir.
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Kaggle zararli yazilim tespiti veri setinde 56 6zellik bulunmakta ve galismada tiim 6zellikler

kullanilmaktadir. Veri setinin sahip oldugu 6zellikler Cizelge 6.2°de sunulmaktadir.

Cizelge 6.2. Kaggle zararli yazilim tespiti veri seti 6zellikleri

OZELLIK ACIKLAMA
Md5 Dosyanin hash degeri
Machine Dosyanin hangi igletim sistemine uygun oldugu bilgisi

Size of Optional Header

Opsiyonel baslik boyutu

Characteristics

Dosya 6zelliklerini igeren deger bitleri

MajorLinkerVersion

Baglayici ana siiriim numarasi

MinorLinkerVersion

Baglayici alt siirlim numarasi

SizeOfCode

Kod (Metin) bélumindn boyutu

SizeOfInitializedData

Baslatilan veri boliimiiniin boyutu veya birden ¢ok
veri bolimdi varsa bu tir bélimlerin toplam boyutu

SizeOfUninitializedData

Baslatilmamis veri boliimiiniin (BSS) boyutu veya
birden fazla BSS bolimu varsa bu tir tum bolumlerin
toplami

AddressOfEntryPoint

Yiiriitiilebilir dosya bellege yiiklendiginde, goriintii
tabanina gore giris noktasinin adresi

Bellege yiiklendiginde kodun baslangici boliimiiniin

BaseOfCode - i )
imaj tabanina goreli adresi

BaseOfData Bell.ege yuklen(.l_lglr‘lde, veri baslangici boliimiiniin
imaj tabanina goreli adresi

ImageBase Bellege yiiklendiginde goriintiiniin ilk baytinin tercih

edilen adresi

SectionAlignment

Boliimlerin bellege yiiklendiginde hizalanmasi (bayt
cinsinden)

FileAlignment

Imaj dosyasindaki boliimlerin ham verilerini
hizalamak i¢in kullanilan hizalama faktorii (bayt
cinsinden)

MajorOperatingSystemVersion

Gerekli isletim sisteminin ana siirim numarasi

MinorOperatingSystemVersion

Gerekli isletim sisteminin alt siirlim numarasi

MajorlmageVersion

Imajin ana siiriim numarasi

MinorlmageVersion

Imajin alt siiriim numarasi

MajorSubsystemVersion

Alt sistemin ana sliriim numarast

MinorSubsystemVersion

Alt sistemin alt stirim numarasi

Imaj bellege yiiklenirken tiim bagliklar dahil imajin

SizeOflmage boyutu (bayt cinsinden)
. Bir MS-DOS saplamasinin, PE basliginin ve bolim
SizeOfHeaders basliklarinin birlestirilmis boyutu
CheckSum Imaj dosyas1 saglama toplami
Subsystem Bu imaj1 ¢alistirmak i¢in gerekli olan alt sistem.

DlICharacteristics

DIl karakteristikleri

SizeOfStackReserve

Ayrilacak yiginin boyutu

SizeOfStackCommit

Islenecek y1gmin boyutu
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Cizelge 6.2. (devam) Kaggle zararli yazilim tespiti veri seti 6zellikleri

OZELLIK ACIKLAMA
SizeOfHeapCommit Islenecek yerel y18in alaninin boyutu
LoaderFlags Yukleme bilgileri icin ayrilmis degerler

NumberOfRvaAndSizes

Istege bagli basligin geri kalanindaki veri dizini
girislerinin sayisi

SizeOfHeapReserve

Ayrilacak yerel yigin alaninin boyutu

SectionsNb

Boliim sayisi

SectionsMeanEntropy

Bolimlerin ortalama entropisi

SectionsMinEntropy

En diisiik boliim entropisi

SectionsMaxEntropy

En yuksek bolim entropisi

SectionsMeanRawsize

Bélimlerin ortalama ham boyutu

SectionMinRawsize

En diisiik boliim ham boyutu

SectionMaxRawsSize

En ylksek bolim ham boyutu

SectionsMeanVirtualsize

Bélimlerin ortalama sanal boyutu

SectionsMinVirtualsize

En diisiik boliim ham sanal boyutu

SectionMaxVirtualsize

En yiksek bolim ham sanal boyutu

ImportsNbDLL Ice aktarilan DLL sayis1
ImportsNb Ice aktarim sayisi
ImportsNbOrdinal Ice aktarilan Ordinal sayis1
ExportNb Disa aktarim sayisi
ResourcesNDb Kaynak sayisi
ResourcesMeanEntropy Kaynaklarin ortalama entropisi
ResourcesMinEntropy En diisiik kaynak entropisi
ResourcesMaxEntropy En ylksek kaynak entropisi

ResourcesMeanSize

Oralama kaynak boyutu

ResourcesMinSize

En diisiik kaynak boyutu

ResourcesMaxSize

En yiksek kaynak boyutu

LoadConfigurationSize

Yiiklenen yapilandirma bilgisi boyutu

VersionInformationSize

Versiyon bilgisi boyutu

Legitimate

Siif

6.2. BODMAS Veri Seti

BODMAS zararli yazilim veri seti [78], PE zararli yazilim veri setlerindeki zaman damgali

zararli Orneklem eksikligi ve iyi diizenlenmis bir zararli aile bilgisinin bulunmamasi

eksikliklerinden hareketle olusturmustur. Bu veri seti, her bir 6rneklem igin 2381 6zellige

sahip guincel bir veri setidir. Veri seti olusturulurken kullanilan 6rneklemler Agustos 2019 -

Eyliil 2020 tarihleri arasinda toplanmustir [79]. Veri seti herkes tarafindan erisilebilir olarak

bulunmaktadir. BODMAS veri setinde bulunan faydali ve zararli 6rneklem sayisi bilgisi

cizelge 6.3’te sunulmaktadir.
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Cizelge 6.3. BODMAS veri seti i¢in faydali ve zararli 6rneklem sayisi tablosu

Faydali

Zararli

Toplam

Orneklem Sayisi

77142

57293

134 435

LIEF projesi, ELF, PE ve MachO formatlarindaki ¢alistirilabilir dosyalarin farkli

platformlarda ayristirilmasini amaclayan bir proje ve bu projeye bagh iiretilen kodlar

bitunudir. BODMAS veri setini olusturma siirecinde 6zellik ¢ikarimi yapilirken LIEF

projesinden faydalanilmistir [80].

BODMAS veri seti Uzerinde yapilan ¢alismada 6zellik segmek maksadiyla Random Forest

algoritmasi kullanilmaktadir. Random Forest algoritmasi kullanilarak 6zelliklerin 6nem

derecesi elde edilmektedir. Veri setinde mevcut olan 2381 Gzellikten 448 adedi segilerek

kullanilmaktadir. Calismada kullanilan 6zellikler gizelge 6.4’te sunulmaktadir.

Cizelge 6.4. BODMAS veri setinden secilen dzellikler

OZELLIK

ACIKLAMA

ByteHistorgram-0

ByteHistorgram-1

ByteHistorgram-2

ByteHistorgram-3

ByteHistorgram-4

ByteHistorgram-5

ByteHistorgram-6

ByteHistorgram-7

ByteHistorgram-8

ByteHistorgram-9

ByteHistorgram-11

ByteHistorgram-12

ByteHistorgram-13

ByteHistorgram-14

ByteHistorgram-16

ByteHistorgram-18

ByteHistorgram-19

ByteHistorgram-20

ByteHistorgram-21

ByteHistorgram-22

ByteHistorgram-27

ByteHistorgram-32

ByteHistorgram-33

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayisi




Cizelge 6.4. (devam) BODMAS veri setinden secilen ozellikler
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OZELLIK

ACIKLAMA

ByteHistorgram-35

ByteHistorgram-36

ByteHistorgram-38

ByteHistorgram-40

ByteHistorgram-41

ByteHistorgram-43

ByteHistorgram-44

ByteHistorgram-46

ByteHistorgram-47

ByteHistorgram-48

ByteHistorgram-49

ByteHistorgram-50

ByteHistorgram-52

ByteHistorgram-53

ByteHistorgram-54

ByteHistorgram-55

ByteHistorgram-56

ByteHistorgram-57

ByteHistorgram-60

ByteHistorgram-61

ByteHistorgram-62

ByteHistorgram-64

ByteHistorgram-65

ByteHistorgram-67

ByteHistorgram-68

ByteHistorgram-70

ByteHistorgram-71

ByteHistorgram-72

ByteHistorgram-73

ByteHistorgram-74

ByteHistorgram-76

ByteHistorgram-78

ByteHistorgram-83

ByteHistorgram-87

ByteHistorgram-90

ByteHistorgram-92

ByteHistorgram-94

ByteHistorgram-95

ByteHistorgram-98

ByteHistorgram-101

ByteHistorgram-103

ByteHistorgram-105

ByteHistorgram-106

ByteHistorgram-107

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayis1
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

ByteHistorgram-108

ByteHistorgram-109

ByteHistorgram-110

ByteHistorgram-111

ByteHistorgram-112

ByteHistorgram-113

ByteHistorgram-114

ByteHistorgram-115

ByteHistorgram-116

ByteHistorgram-117

ByteHistorgram-121

ByteHistorgram-122

ByteHistorgram-125

ByteHistorgram-129

ByteHistorgram-131

ByteHistorgram-133

ByteHistorgram-134

ByteHistorgram-135

ByteHistorgram-137

ByteHistorgram-139

ByteHistorgram-141

ByteHistorgram-142

ByteHistorgram-149

ByteHistorgram-150

ByteHistorgram-151

ByteHistorgram-154

ByteHistorgram-155

ByteHistorgram-157

ByteHistorgram-158

ByteHistorgram-159

ByteHistorgram-162

ByteHistorgram-163

ByteHistorgram-164

ByteHistorgram-165

ByteHistorgram-171

ByteHistorgram-172

ByteHistorgram-173

ByteHistorgram-175

ByteHistorgram-176

ByteHistorgram-179

ByteHistorgram-180

ByteHistorgram-181

ByteHistorgram-185

0-256 arasi belirtilen numaralar i¢in tekrar
eden ilgili bayt degeri sayis1




Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler
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OZELLIK

ACIKLAMA

ByteHistorgram-186

ByteHistorgram-188

ByteHistorgram-189

ByteHistorgram-190

ByteHistorgram-191

ByteHistorgram-192

ByteHistorgram-193

ByteHistorgram-194

ByteHistorgram-195

ByteHistorgram-196

ByteHistorgram-199

ByteHistorgram-200

ByteHistorgram-201

ByteHistorgram-202

ByteHistorgram-203

ByteHistorgram-204

ByteHistorgram-207

ByteHistorgram-209

ByteHistorgram-211

ByteHistorgram-212

ByteHistorgram-214

ByteHistorgram-215

ByteHistorgram-216

ByteHistorgram-222

ByteHistorgram-223

ByteHistorgram-224

ByteHistorgram-225

ByteHistorgram-227

ByteHistorgram-229

ByteHistorgram-231

ByteHistorgram-232

ByteHistorgram-235

ByteHistorgram-236

ByteHistorgram-238

ByteHistorgram-239

ByteHistorgram-240

ByteHistorgram-242

ByteHistorgram-245

ByteHistorgram-247

ByteHistorgram-248

ByteHistorgram-249

ByteHistorgram-251

ByteHistorgram-252

ByteHistorgram-253

0-256 arasi belirtilen numaralar icin tekrar
eden ilgili bayt degeri sayis1
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

ByteHistorgram-255

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayisi

ByteEntropyHistorgram-0

ByteEntropyHistorgram-50

ByteEntropyHistorgram-66

ByteEntropyHistorgram-72

ByteEntropyHistorgram-78

ByteEntropyHistorgram-96

ByteEntropyHistorgram-112

ByteEntropyHistorgram-114

ByteEntropyHistorgram-115

ByteEntropyHistorgram-116

ByteEntropyHistorgram-119

ByteEntropyHistorgram-130

ByteEntropyHistorgram-132

ByteEntropyHistorgram-134

ByteEntropyHistorgram-135

ByteEntropyHistorgram-136

ByteEntropyHistorgram-137

ByteEntropyHistorgram-138

ByteEntropyHistorgram-144

ByteEntropyHistorgram-145

ByteEntropyHistorgram-146

ByteEntropyHistorgram-147

ByteEntropyHistorgram-148

ByteEntropyHistorgram-149

ByteEntropyHistorgram-150

ByteEntropyHistorgram-151

ByteEntropyHistorgram-155

ByteEntropyHistorgram-159

ByteEntropyHistorgram-160

ByteEntropyHistorgram-166

ByteEntropyHistorgram-168

ByteEntropyHistorgram-179

ByteEntropyHistorgram-192

ByteEntropyHistorgram-196

ByteEntropyHistorgram-197

ByteEntropyHistorgram-199

ByteEntropyHistorgram-200

ByteEntropyHistorgram-202

ByteEntropyHistorgram-203

ByteEntropyHistorgram-204

ByteEntropyHistorgram-208

ByteEntropyHistorgram-209

0-256 aras1 belirtilen numaralar igin tekrar
eden bayt sayisina gore entropi degeri




Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler
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OZELLIK

ACIKLAMA

ByteEntropyHistorgram-210

ByteEntropyHistorgram-211

ByteEntropyHistorgram-212

ByteEntropyHistorgram-213

ByteEntropyHistorgram-216

ByteEntropyHistorgram-217

ByteEntropyHistorgram-218

ByteEntropyHistorgram-220

ByteEntropyHistorgram-221

ByteEntropyHistorgram-222

ByteEntropyHistorgram-223

ByteEntropyHistorgram-224

ByteEntropyHistorgram-225

ByteEntropyHistorgram-227

ByteEntropyHistorgram-228

ByteEntropyHistorgram-230

ByteEntropyHistorgram-232

ByteEntropyHistorgram-233

ByteEntropyHistorgram-234

ByteEntropyHistorgram-235

ByteEntropyHistorgram-237

ByteEntropyHistorgram-238

ByteEntropyHistorgram-240

ByteEntropyHistorgram-241

ByteEntropyHistorgram-242

ByteEntropyHistorgram-243

ByteEntropyHistorgram-244

ByteEntropyHistorgram-245

ByteEntropyHistorgram-246

ByteEntropyHistorgram-247

ByteEntropyHistorgram-248

ByteEntropyHistorgram-249

ByteEntropyHistorgram-250

ByteEntropyHistorgram-251

ByteEntropyHistorgram-252

ByteEntropyHistorgram-253

ByteEntropyHistorgram-254

ByteEntropyHistorgram-255

0-256 arasi belirtilen numaralar icin tekrar
eden bayt sayisina gore entropi degeri

# of consecutive printable strings

Ardisik yazdirilabilir karakter sayisi

avg length of consecutive printable strings

Yazdirilabilir karakter sayilarinin ortalama
uzunlugu

sum of frequencies of all the printable
characters

Tiim yazdirilabilir karakterlerin
frekanslarinin toplami

freq of printable characters -

Ilgili yazdirilabilir karakterin frekansi
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

freq of printable characters - !

freq of printable characters - "

freq of printable characters - $

freq of printable characters -’

freq of printable characters - )

freq of printable characters - +

freq of printable characters - -

freq of printable characters - .

freq of printable characters - /

freq of printable characters - 0

freq of printable characters - 1

freq of printable characters - 2

freq of printable characters - 3

freq of printable characters - 4

freq of printable characters - 5

freq of printable characters - 6

freq of printable characters - 7

freq of printable characters - 8

freq of printable characters - ;

freq of printable characters - <

freq of printable characters - =

freq of printable characters - >

freq of printable characters - B

freq of printable characters - C

freq of printable characters - D

freq of printable characters - E

freq of printable characters - F

freq of printable characters - G

freq of printable characters - H

freq of printable characters - |

freq of printable characters - J

freq of printable characters - K

freq of printable characters - L

freq of printable characters - N

freq of printable characters - O

freq of printable characters - P

freq of printable characters - Q

freq of printable characters - R

freq of printable characters - T

freq of printable characters - U

freq of printable characters - V

freq of printable characters - W

freq of printable characters - Y

freq of printable characters - Z

Mgili yazdirilabilir karakterin frekansi
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

freq of printable characters - [

freq of printable characters -\

freq of printable characters - ]

freq of printable characters - »

freq of printable characters -

freq of printable characters -

freq of printable characters - b

freq of printable characters - c

freq of printable characters - d

freq of printable characters - e

freq of printable characters - g

freq of printable characters - j

freq of printable characters - n

freq of printable characters - o

freq of printable characters - p

freq of printable characters - q

freq of printable characters - t

freq of printable characters - u

freq of printable characters - v

freq of printable characters - w

freq of printable characters - x

freq of printable characters - z

freq of printable characters - {

freq of printable characters - =

llgili yazdirilabilir karakterin frekansi

entropy of the byte histogram

Bayt histogrami entropisi

occurrences of "http://" or "https://".
(ignore case)

"http://" ve "https://" gorilme sayisi

occurrences of "MZ"

"MZ" gbrulme sayisi

length of the bytes of the file

Bayt cinsinden dosya boyutu

virtual size of the lief parsed binary

Ayrigtirilmig ikili dosyanin sanal boyutu

whether the binary has a debug section

ikili dosyanin bir hata ayrklama boliimii olup
olmamasi durumu

# of exported functions

Disa aktarilan fonksiyon sayisi

# of imported functions

Ice aktarilan fonksiyon sayisi

whether the binary use "Relocation”

Relokasyon kullanilip kullanilmamasi
durumu

whether the binary has a "Resources”
object

ikili dosyanin "Kaynaklar" nesnesine sahip olup
olmamasi1 durumu

whether the binary is signed

Ikili dosyanin imzal1 olup olmamas1 durumu

when the file was created

Dosyanin olusturulma tarihi

hash COFF machine type - 5

hash COFF machine type - 6

Ilgili COFF makine tipi icin 6zet degeri

hash COFF characteristics - 0

hash COFF characteristics - 3

Ilgili COFF karakteristigi igin dzet degeri
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

hash COFF characteristics - 4

hash COFF characteristics - 5

hash COFF characteristics - 6

Ilgili COFF karakteristigi i¢in dzet degeri

hash optional subsystem - 7

hash optional subsystem - 8

Ilgili numaraya sahip opsiyonel alt
sistemin 6zet degeri

hash optional dll_characteristics - 1

hash optional dll_characteristics - 3

hash optional dll_characteristics - 8

flgili numarali DLL karakteristik
ozelliginin o6zet degeri

hash optional magic number - 1

hash optional magic number - 4

Opsiyonel dosya tipi numarasinin 6zet
degeri

major_image_version

Imaj ana siirlim numarasi

major_linker_version

Baglayici ana siiriim numarasi

minor_linker_version

Baglayici alt sliriim numarasi

major_operating_system_version

Isletim sistemin ama siiriim numarasi

major_subsystem_version

Alt sistem stirim numarasi

sizeof code

Kod boyutu

total # of sections

Toplam boliim sayisi

# of sections with zero size

"0" boyutlu bdliim sayis1

# of sections with empty name

Isimsiz boliim sayis1

# of sections with "props" including
"MEM READ" and "MEM EXECUTE"

"MEM_READ" ve MEM_EXECUTE"
proplarina sahip bdliim sayisi

# of sections with "props" including
"MEM WRITE"

"MEM_WRITE" propuna sahip béliim
sayisi

hash on pair of section name and size - 0

hash on pair of section name and size - 5

hash on pair of section name and size - 14

hash on pair of section name and size - 22

hash on pair of section name and size - 32

hash on pair of section name and size - 35

hash on pair of section name and size - 41

hash on pair of section name and size - 43

[lgili numarali boliim ismi ve boyutunun
Ozet degeri

hash on pair of section name and entropy -
5

hash on pair of section name and entropy -
14

hash on pair of section name and entropy -
32

hash on pair of section name and entropy -
35

hash on pair of section name and entropy -
41

hash on pair of section name and entropy -
42

Ilgili numarali boliim ismi ve entropisinin
Ozet degeri
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

hash on pair of section name and entropy -
43

flgili numaral béliim isminin ve
entropisinin 6zet degeri

hash on pair of section name and virtual
size-0

hash on pair of section name and virtual
size - 2

hash on pair of section name and virtual
size-5

hash on pair of section name and virtual
size- 14

hash on pair of section name and virtual
size - 16

hash on pair of section name and virtual
size - 22

hash on pair of section name and virtual
size - 32

hash on pair of section name and virtual
size - 34

hash on pair of section name and virtual
size - 35

hash on pair of section name and virtual
size - 41

hash on pair of section name and virtual
size - 43

flgili numaral béliim isminin ve sanal
boyutunun 6zet degeri

hash on name of entry point - 9

hash on name of entry point - 31

hash on name of entry point - 39

hash on name of entry point - 43

[lgili numaral: giris noktas1 adinimn dzet
degeri

hash on list of properties of entry point - 13

hash on list of properties of entry point - 23

hash on list of properties of entry point - 37

hash on list of properties of entry point - 47

hash on list of unique imported libraries -
25

hash on list of unique imported libraries -
30

hash on list of unique imported libraries -
32

hash on list of unique imported libraries -
43

hash on list of unique imported libraries -
117

Igili numarali giris noktas 6zellik
listesinin 6zet degeri
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK ACIKLAMA

hash on list of library:function - 55
hash on list of library:function - 67
hash on list of library:function - 68
hash on list of library:function - 74
hash on list of library:function - 138
hash on list of library:function - 185
hash on list of library:function - 212
hash on list of library:function - 217
hash on list of library:function - 228
hash on list of library:function - 232
hash on list of library:function - 254
hash on list of library:function - 265
hash on list of library:function - 317
hash on list of library:function - 320
hash on list of library:function - 347
hash on list of library:function - 359
hash on list of library:function - 360
hash on list of library:function - 428
hash on list of library:function - 446
hash on list of library:function - 476 )
hash on list of library:function - 496 llgili fonksiyon numarasina sahip
hash on list of library:function - 542 kiittiphane listesinin 6zet degeri
hash on list of library:function - 558
hash on list of library:function - 564
hash on list of library:function - 619
hash on list of library:function - 629
hash on list of library:function - 636
hash on list of library:function - 652
hash on list of library:function - 658
hash on list of library:function - 670
hash on list of library:function - 678
hash on list of library:function - 689
hash on list of library:function - 768
hash on list of library:function - 785
hash on list of library:function - 794
hash on list of library:function - 805
hash on list of library:function - 821
hash on list of library:function - 838
hash on list of library:function - 859
hash on list of library:function - 876
hash on list of library:function - 902
hash on list of library:function - 960
hash on list of library:function - 1011
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Cizelge 6.4. (devam) BODMAS veri setinden segilen ozellikler

OZELLIK

ACIKLAMA

hash on list of library:function - 1022

llgili fonksiyon numarasina sahip
kituphane listesinin 6zet degeri

size of data directories - 0

virtual size of data directories - 0

size of data directories - 1

virtual size of data directories - 1

size of data directories - 2

virtual size of data directories - 2

size of data directories - 3

virtual size of data directories - 3

size of data directories - 4

Ilgili numarali veri dizinlerinin boyutu ve

virtual size of data directories - 4

size of data directories - 5

ilgili numarali veri dizinlerinin sanal
boyutu

virtual size of data directories - 5

size of data directories - 6

virtual size of data directories - 6

virtual size of data directories - 9

size of data directories - 10

virtual size of data directories - 10

size of data directories - 12

virtual size of data directories - 12

size of data directories - 14

virtual size of data directories - 14

BODMAS veri setinde bulunan zararlilar 581 farkli zararl ailesine gruplanmaktadir. Veri

setinde en sik kullanilan zararli aileleri, bu ailelerin tiirleri ve zararh ailesi ile ilgili

aciklamalar ¢izelge 6.5’te sunulmaktadir.

Cizelge 6.5. BODMAS veri setinde bulunan zararli aileleri (en ¢ok kullanilan 10 aile)

Aile Adet | Tur Acgiklama
Sfone 4729 | Solucan Bu aileye ait zararlilar, bir sisteme diger kotli amaglt
[81] yazilimlar tarafindan birakilan bir dosya olarak veya

kotii amagl siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak
gelmektedir. Bulundugu sistemde yetki kazanmak i¢in
kaba kuvvet saldiris1 uygulamaktadir. Kendini bilinen
dosya adlariyla paylagilan aglarda yaymaya
calismaktadir.
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Cizelge 6.5. (devam) BODMAS veri setinde bulunan zararl aileleri

Aile

Adet

Tar

Agiklama

Wacatac
[82]

4 694

Truva at1

Bu aileye ait zararlilar, sisteme diger kotii amagh
yazilimlar tarafindan birakilan bir dosya olarak veya
kotii amagli siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak
gelmektedir. Sisteme ¢esitli ¢alistirilabilir dosyalar
cklemekte ve klasorler olusturmaktadir. Windows User
StartUp klasoriine ekledigi bir dosya sayesinde sistem
yeniden basladiktan sonra da aktif olarak kalmaktadir.

Upatre
[83]

3901

Truva at1

Bu aileye ait yazilimlar, sistemlere istenmeyen posta
iletilerine eklenen kotii amagli dosyalar olarak veya
kullanicilar zararlinin barindig kétii amacli bir web
sitesini ziyaret etmesi suretiyle ulagsmaktadir. Zararllar,
bir sistemi etkiledikten sonra farkli kétiiciil yazilimlarin
ilgili sisteme indirilmesini saglamaktadir. Zararlilar
tarafindan indirilen kotii amagh yazilimlardan bazilari
ZEUS, CRILOCK, DYREZA ve ROVNIX
tirevleridir UPATRE'nin giincel varyantlar etkilenen
sistemin bilgisayar ad1 ve isletim sistemi gibi sistem
bilgilerini calabilmektedir.

Wabot
[84]

3673

Truva at1

Bu aileye ait zararlilar, sisteme diger kotii amagh
yazilimlar tarafindan birakilan bir dosya olarak veya
kotii amagli siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak
gelmektedir. Zararli, kendini sistem klasoriiniin altina
kopyalamakta ve cesitli kotiiclil yazilimlar sisteme
indirmektedir. Kayit defterinde Winlogon klasorii altina
ekledigi bir kayit ile stireklilik saglamaktadir.

Smal
[85]

3339

Truva at1

Bu aileye ait zararlilar, sisteme diger kotii amagh
yazilimlar tarafindan birakilan bir dosya olarak veya
kotii amaglr siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak
gelmektedir. Kendisini “%Windows%\Explores.exe”
dosyasi olarak sisteme eklemektedir. Kayit defterinde
“Run” klasorii altina ekledigi bir kayitla sistemdeki
stirekliligini saglamaktadir.

Ganelp
[86]

2232

Solucan

Bu aileye ait zararlilar, ¢ikarilabilir siiriictiler
aracilifiyla yayilmaktadir. Ayrica, diger kotli amaglt
yazilimlar tarafindan birakilan bir dosya olarak veya
kotii amagl siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak da
sistemlere ulasabilmektedir. Biraktig1 kopyalar yiiriiten
zamanlanmis bir gorev eklemek icin Windows Gorev
Zamanlayici'y1 kullanmaktadir. Kendi kopyalarini
cikarilabilir siiriiciilere birakmaktadir. Bu birakilan
kopyalar, dosya adlar1 i¢in s6z konusu siirticiilerde
bulunan klasdrlerin adlarini kullanmaktadir.
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Cizelge 6.5. (devam) BODMAS veri setinde bulunan zararh aileleri

Aile

Adet

Tar

Agiklama

Dinwod
[87]

2 057

Truva at1

Bu aileye ait zararlilar, sisteme diger kotii amagh
yazilimlar tarafindan birakilan bir dosya olarak veya
kotii amagli siteleri ziyaret ederken kullanicilar
tarafindan bilmeden indirilen bir dosya olarak
gelmektedir. Sistemi enfekte etmeyi miteakip, sisteme
cesitli islemler eklemektedir. Sistemin yeniden
baslatilmasi durumunda stirekliligi saglamak i¢in kayit
defterine kendisini baslatacak kayit eklemektedir.
Miiteakip zararl faaliyetler i¢in sisteme ¢esitli dosyalar
indirmektedir.

Mira [88]

1960

Solucan

Bu zararl ailesi, Windows sistemleri etkileyen bir fidye
yazilim ailesidir. Sisteme s1izmay1 miiteakip, dosyalari
sifreler ve dosya uzantilarin1 “.mira” olarak
degistirmektedir. Enfekte ettigi her sistem i¢in asimetrik
sifreleme algoritmalariyla bir anahtar olusturulmaktadir.
Dosyalarn sifrelerinin ¢oziilmesi i¢in, komuta kontrol
merkezinde tutulan sifre ¢oziicli anahtar karsiliginda,
kurbanlardan fidye talep edilmektedir.

Berbew
[89]

1749

Arka kap1

Bu zararl ailesi, sisteme diger kotii amagh yazilimlar
tarafindan birakilan bir dosya olarak veya kotii amagl
siteleri ziyaret ederken kullanicilar tarafindan bilmeden
indirilen bir dosya olarak gelmektedir. Zararli, 6ncelikle
kendisinin kopyalarint Windows sistem klasorii altina
indirmektedir. Daha sonra kayit defterine yeni kayit
ekleme ve mevcut bazi kayitlarin giincellenmesi
islemlerini gerceklestirmektedir.

Sillyp2p
[90]

1616

Solucan

Bu zararl ailesi, eposta, ¢ikarilabilir stiriiciiler ve P2P
uygulamalarin paylasilan klasorleri araciligiyla
yayilmaktadir. Bu aileye mensup zararlilar, etki ettigi
sistemin giivenlik ayalarini diisiirmekte ve belirli
giivenlik yazilimlarini ve hizmetlerini devre dis1
birakmaktadir. Sistem klasorii altina ekledigi
“Googleuy.exe” dosyasi ve kayit defterinde yaptigi
degisiklikle siireklilik saglamaktadir.

6.3. EMBER 2018 Veri Seti

EMBER zararli yazilim veri seti [91], Windows isletim sistemlerinde bulunan ya da bu

sistemleri hedef alan calistirilabilir dosyalar kullanilarak elde edilmis veri setidir. Ozellik

¢ikarimi asamasinda, BODMAS veri setinde oldugu gibi, LIEF [80] projesinden

faydalanilmistir. EMBER veri setinin ii¢ farkli versiyonu bulunmaktadir. ilk olarak, 2017 ve

oncesindeki faydali ve zararli dosyalar kullanilarak elde edilen orjinal EMBER 2017 (v1)
veri seti yayimlanmigtir. EMBER 2018 veri seti [92], EMBER 2017 veri setinden farkli
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olarak 2018 yilinda toplanan faydali ve zararli 6rneklemleri de igermektedir. EMBER 2018

veri setiyle, orijinal veri setine gore, makine 0grenmesi algoritmalar: tarafindan daha zor

smiflandirma yapilmasi amaglanmaktadir [93]. Calismada, en giincel versiyon olan EMBER

2018 wveri seti kullanilmaktadir. EMBER 2018 veri setinde bulunan faydali, zararli ve

etiketlenmemis 6rneklem sayisi bilgileri ¢izelge 6.6’da sunulmaktadir.

Cizelge 6.6. EMBER 2018 veri seti icin 6rneklem bilgileri tablosu

Egitim Veri Seti Test Veri Seti Toplam
Etiket Faydali | Zararl Etiketsiz | Faydali | Zararh
Orneklem Sayis1 | 300 000 | 300000 |200000 | 100000 | 100000 | 1000 000

EMBER 2018 veri seti (izerinde Random Forest algoritmasi kullanilarak 6zelliklerin 6nem

derecesi elde edilmekte ve 2381 6zellikten 448 adedi segilerek kullanilmaktadir. Calismada

kullanilan 6zellikler gizelge 6.7°de sunulmaktadir.

Cizelge 6.7. EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

ByteHistorgram-0

ByteHistorgram-1

ByteHistorgram-2

ByteHistorgram-3

ByteHistorgram-4

ByteHistorgram-5

ByteHistorgram-6

ByteHistorgram-7

ByteHistorgram-8

ByteHistorgram-9

ByteHistorgram-10

0-256 arasi belirtilen numaralar igin tekrar

ByteHistorgram-11

eden ilgili bayt degeri say1s1

ByteHistorgram-12

ByteHistorgram-13

ByteHistorgram-14

ByteHistorgram-15

ByteHistorgram-16

ByteHistorgram-17

ByteHistorgram-18

ByteHistorgram-19

ByteHistorgram-20
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen dzellikler

Ozellik

Aciklama

ByteHistorgram-21

ByteHistorgram-22

ByteHistorgram-23

ByteHistorgram-24

ByteHistorgram-25

ByteHistorgram-26

ByteHistorgram-27

ByteHistorgram-28

ByteHistorgram-29

ByteHistorgram-30

ByteHistorgram-31

ByteHistorgram-32

ByteHistorgram-33

ByteHistorgram-34

ByteHistorgram-35

ByteHistorgram-36

ByteHistorgram-37

ByteHistorgram-38

ByteHistorgram-39

ByteHistorgram-40

ByteHistorgram-41

ByteHistorgram-42

ByteHistorgram-43

ByteHistorgram-44

ByteHistorgram-45

ByteHistorgram-46

ByteHistorgram-47

ByteHistorgram-48

ByteHistorgram-49

ByteHistorgram-50

ByteHistorgram-51

ByteHistorgram-52

ByteHistorgram-53

ByteHistorgram-54

ByteHistorgram-55

ByteHistorgram-56

ByteHistorgram-57

ByteHistorgram-58

ByteHistorgram-59

ByteHistorgram-60

ByteHistorgram-61

ByteHistorgram-62

ByteHistorgram-63

ByteHistorgram-64

0-256 arasi belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayisi
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik Aciklama

ByteHistorgram-65
ByteHistorgram-66
ByteHistorgram-67
ByteHistorgram-68
ByteHistorgram-69
ByteHistorgram-70
ByteHistorgram-71
ByteHistorgram-72
ByteHistorgram-73
ByteHistorgram-74
ByteHistorgram-75
ByteHistorgram-76
ByteHistorgram-77
ByteHistorgram-78
ByteHistorgram-79
ByteHistorgram-80
ByteHistorgram-81
ByteHistorgram-82
ByteHistorgram-83
ByteHistorgram-84
ByteHistorgram-85
ByteHistorgram-86 0-256 arasi belirtilen numaralar icin tekrar
ByteHistorgram-87 eden ilgili bayt degeri sayis1
ByteHistorgram-88
ByteHistorgram-89
ByteHistorgram-90
ByteHistorgram-91
ByteHistorgram-92
ByteHistorgram-93
ByteHistorgram-94
ByteHistorgram-95
ByteHistorgram-96
ByteHistorgram-97
ByteHistorgram-98
ByteHistorgram-99
ByteHistorgram-100
ByteHistorgram-101
ByteHistorgram-102
ByteHistorgram-103
ByteHistorgram-104
ByteHistorgram-105
ByteHistorgram-106
ByteHistorgram-107
ByteHistorgram-108
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

ByteHistorgram-109

ByteHistorgram-110

ByteHistorgram-111

ByteHistorgram-112

ByteHistorgram-113

ByteHistorgram-114

ByteHistorgram-115

ByteHistorgram-116

ByteHistorgram-117

ByteHistorgram-118

ByteHistorgram-119

ByteHistorgram-120

ByteHistorgram-121

ByteHistorgram-122

ByteHistorgram-123

ByteHistorgram-124

ByteHistorgram-125

ByteHistorgram-126

ByteHistorgram-127

ByteHistorgram-128

ByteHistorgram-129

ByteHistorgram-130

ByteHistorgram-131

ByteHistorgram-132

ByteHistorgram-133

ByteHistorgram-134

ByteHistorgram-135

ByteHistorgram-136

ByteHistorgram-137

ByteHistorgram-138

ByteHistorgram-139

ByteHistorgram-140

ByteHistorgram-141

ByteHistorgram-142

ByteHistorgram-143

ByteHistorgram-144

ByteHistorgram-145

ByteHistorgram-146

ByteHistorgram-147

ByteHistorgram-148

ByteHistorgram-149

ByteHistorgram-150

ByteHistorgram-151

ByteHistorgram-152

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayis1
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

ByteHistorgram-153

ByteHistorgram-154

ByteHistorgram-155

ByteHistorgram-156

ByteHistorgram-157

ByteHistorgram-158

ByteHistorgram-159

ByteHistorgram-160

ByteHistorgram-161

ByteHistorgram-162

ByteHistorgram-163

ByteHistorgram-164

ByteHistorgram-165

ByteHistorgram-166

ByteHistorgram-167

ByteHistorgram-168

ByteHistorgram-169

ByteHistorgram-170

ByteHistorgram-171

ByteHistorgram-172

ByteHistorgram-173

ByteHistorgram-174

ByteHistorgram-175

ByteHistorgram-176

ByteHistorgram-177

ByteHistorgram-178

ByteHistorgram-179

ByteHistorgram-180

ByteHistorgram-181

ByteHistorgram-182

ByteHistorgram-183

ByteHistorgram-184

ByteHistorgram-185

ByteHistorgram-186

ByteHistorgram-187

ByteHistorgram-188

ByteHistorgram-189

ByteHistorgram-190

ByteHistorgram-191

ByteHistorgram-192

ByteHistorgram-193

ByteHistorgram-194

ByteHistorgram-195

ByteHistorgram-196

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayis1
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

ByteHistorgram-197

ByteHistorgram-198

ByteHistorgram-199

ByteHistorgram-200

ByteHistorgram-201

ByteHistorgram-202

ByteHistorgram-203

ByteHistorgram-204

ByteHistorgram-205

ByteHistorgram-206

ByteHistorgram-207

ByteHistorgram-208

ByteHistorgram-209

ByteHistorgram-210

ByteHistorgram-211

ByteHistorgram-212

ByteHistorgram-213

ByteHistorgram-214

ByteHistorgram-215

ByteHistorgram-216

ByteHistorgram-217

ByteHistorgram-218

ByteHistorgram-219

ByteHistorgram-220

ByteHistorgram-221

ByteHistorgram-222

ByteHistorgram-223

ByteHistorgram-224

ByteHistorgram-225

ByteHistorgram-226

ByteHistorgram-227

ByteHistorgram-228

ByteHistorgram-229

ByteHistorgram-230

ByteHistorgram-231

ByteHistorgram-232

ByteHistorgram-233

ByteHistorgram-234

ByteHistorgram-235

ByteHistorgram-236

ByteHistorgram-237

ByteHistorgram-238

ByteHistorgram-239

ByteHistorgram-240

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayis1
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen dzellikler

Ozellik

Aciklama

ByteHistorgram-241

ByteHistorgram-242

ByteHistorgram-243

ByteHistorgram-244

ByteHistorgram-245

ByteHistorgram-246

ByteHistorgram-247

ByteHistorgram-248

ByteHistorgram-249

ByteHistorgram-250

ByteHistorgram-251

ByteHistorgram-252

ByteHistorgram-253

ByteHistorgram-254

ByteHistorgram-255

0-256 aras1 belirtilen numaralar igin tekrar
eden ilgili bayt degeri sayis1

ByteEntropyHistorgram-56

ByteEntropyHistorgram-113

ByteEntropyHistorgram-115

ByteEntropyHistorgram-116

ByteEntropyHistorgram-117

ByteEntropyHistorgram-118

ByteEntropyHistorgram-119

ByteEntropyHistorgram-130

ByteEntropyHistorgram-131

ByteEntropyHistorgram-132

ByteEntropyHistorgram-133

ByteEntropyHistorgram-134

ByteEntropyHistorgram-143

ByteEntropyHistorgram-144

ByteEntropyHistorgram-145

ByteEntropyHistorgram-146

ByteEntropyHistorgram-147

ByteEntropyHistorgram-152

ByteEntropyHistorgram-154

ByteEntropyHistorgram-157

ByteEntropyHistorgram-159

ByteEntropyHistorgram-161

ByteEntropyHistorgram-162

ByteEntropyHistorgram-163

ByteEntropyHistorgram-166

ByteEntropyHistorgram-168

ByteEntropyHistorgram-172

ByteEntropyHistorgram-174

ByteEntropyHistorgram-175

0-256 aras1 belirtilen numaralar igin tekrar
eden bayt sayisina gore entropi degeri




71

Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

ByteEntropyHistorgram-178

ByteEntropyHistorgram-179

ByteEntropyHistorgram-180

ByteEntropyHistorgram-181

ByteEntropyHistorgram-182

ByteEntropyHistorgram-183

ByteEntropyHistorgram-191

ByteEntropyHistorgram-195

ByteEntropyHistorgram-210

ByteEntropyHistorgram-211

ByteEntropyHistorgram-214

ByteEntropyHistorgram-217

ByteEntropyHistorgram-218

ByteEntropyHistorgram-223

ByteEntropyHistorgram-227

ByteEntropyHistorgram-228

ByteEntropyHistorgram-229

ByteEntropyHistorgram-230

ByteEntropyHistorgram-231

ByteEntropyHistorgram-233

ByteEntropyHistorgram-235

ByteEntropyHistorgram-237

ByteEntropyHistorgram-240

ByteEntropyHistorgram-241

ByteEntropyHistorgram-242

ByteEntropyHistorgram-244

ByteEntropyHistorgram-245

ByteEntropyHistorgram-246

ByteEntropyHistorgram-247

ByteEntropyHistorgram-253

ByteEntropyHistorgram-255

0-256 aras1 belirtilen numaralar igin tekrar
eden bayt sayisina gore entropi degeri

# of consecutive printable strings

Ardisik yazdirilabilir karakter sayisi

avg length of consecutive printable strings

Yazdirilabilir karakter sayilarinin
ortalama uzunlugu

sum of frequencies of all the printable
characters

Tiim yazdirilabilir karakterlerin
frekanslarinin toplami

freq of printable characters -

freq of printable characters - !

freq of printable characters - "

freq of printable characters - #

freq of printable characters - $

freq of printable characters - %

freg of printable characters - &

freg of printable characters - '

lgili yazdirlabilir karakterin frekansi
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

freq of printable characters - (

freq of printable characters - )

freq of printable characters - *

freq of printable characters - +

freq of printable characters -,

freq of printable characters - -

freg of printable characters - .

freq of printable characters - /

freq of printable characters - 0

freq of printable characters - 1

freq of printable characters - 2

freq of printable characters - 3

freq of printable characters - 4

freq of printable characters - 5

freq of printable characters - 6

freq of printable characters - 7

freq of printable characters - 8

freq of printable characters - 9

freg of printable characters - :

freg of printable characters - ;

freq of printable characters - <

freq of printable characters - =

freq of printable characters - >

freq of printable characters - ?

freq of printable characters - @

freq of printable characters - A

freq of printable characters - B

freq of printable characters - C

freg of printable characters - D

freg of printable characters - E

freq of printable characters - F

freq of printable characters - G

freq of printable characters - H

freq of printable characters - |

freq of printable characters - J

freq of printable characters - K

freq of printable characters - L

freq of printable characters - M

freq of printable characters - N

freq of printable characters - O

freq of printable characters - P

freq of printable characters - Q

freg of printable characters - R

freg of printable characters - S

lgili yazdirlabilir karakterin frekansi




Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

73

Ozellik

Aciklama

freg of printable characters - T

freq of printable characters - U

freq of printable characters - V

freq of printable characters - W

freg of printable characters - X

freg of printable characters - Y

freg of printable characters - Z

freq of printable characters - [

freq of printable characters -\

freq of printable characters - ]

freq of printable characters - »

freq of printable characters -

freq of printable characters -

freq of printable characters - a

freq of printable characters - b

freq of printable characters - ¢

freq of printable characters - d

freq of printable characters - e

freq of printable characters - f

freq of printable characters - g

freg of printable characters - h

freq of printable characters - i

freq of printable characters -

freq of printable characters - k

freq of printable characters - |

freq of printable characters - m

freq of printable characters - n

freq of printable characters - o

freq of printable characters - p

freq of printable characters - q

freq of printable characters - r

freq of printable characters - s

freq of printable characters - t

freq of printable characters - u

freq of printable characters - v

freq of printable characters - w

freq of printable characters - x

freq of printable characters - y

freq of printable characters - z

freq of printable characters - {

freq of printable characters - |

freq of printable characters - }

freq of printable characters - ~

freg of printable characters - «

lgili yazdirlabilir karakterin frekansi
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Cizelge 6.7. (devam) EMBER 2018 veri setinden secilen 6zellikler

Ozellik

Aciklama

entropy of the byte histogram

Bayt histogrami entropisi

occurrences of "http://" or "https://". (ignore
case)

"http://" ve "https://" gorilme sayisi

occurrences of "MZ"

"MZ" gorilme sayisi

length of the bytes of the file

Bayt cinsinden dosya boyutu

virtual size of the lief parsed binary

Ayrnistirilmis ikili dosyanin sanal boyutu

# of imported functions

Ice aktarilan fonksiyon sayist

when the file was created

Dosyanin olusturulma tarihi

hash COFF machine type - 5

flgili COFF makine tipi icin 6zet degeri

hash COFF characteristics - 0

flgili COFF karakteristigi i¢in dzet degeri

hash optional subsystem - 8

8 numarali opsiyonel alt sistemin 6zet
degeri

hash optional dll characteristics - 1

1 numarali DLL karakteristik 6zelliginin
Ozet degeri

major_linker version

Baglayici ana siirlim numarasi

sizeof code

Kod boyutu

# of sections with "props” including
"MEM_READ" and "MEM_EXECUTE"

"MEM_READ" ve MEM_EXECUTE"
proplarina sahip boliim sayisi

# of sections with "props” including
"MEM_WRITE"

"MEM_WRITE" propuna sahip bolum
sayis1

hash on pair of section name and size - 43

43 numaral1 boliim ismi ve boyutunun
Ozet degeri

hash on pair of section name and entropy -
14

hash on pair of section name and entropy -
32

hash on pair of section name and entropy -
41

hash on pair of section name and entropy -
43

[lgili numarali boliim ismi ve entropisinin
Ozet degeri

hash on pair of section name and virtual size
- 43

43 numarali boliim isminin ve sanal
boyutunun 6zet degeri

hash on list of properties of entry point - 37

37 numaral1 girig noktas1 6zellik listesinin
0zet degeri

hash on list of library:function - 144

hash on list of library:function - 398

hash on list of library:function - 942

Igili fonksiyon numarasina sahip
kiitiiphane listesinin 6zet degeri

virtual size of data directories - 1

size of data directories - 2

size of data directories - 4

virtual size of data directories - 4

virtual size of data directories - 6

size of data directories - 12

size of data directories - 13

virtual size of data directories — 14

[lgili numarali veri dizinlerinin boyutu ve
ilgili numaral1 veri dizinlerinin sanal
boyutu
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EMBER 2018 veri setinde bulunan zararlilar 3227 farkli zararl ailesine gruplanmaktadir.
Veri setinde en sik kullanilan zararl aileleri, bu ailelerin tiirleri ve zararh ailesi ile ilgili

aciklamalar ¢izelge 6.8’de sunulmaktadir.

Cizelge 6.8. EMBER 2018 veri setinde bulunan zararl aileleri (en ¢ok kullanilan 10 aile)

Aile Adet Tar Aciklama

Xtrat [94] 41 564 Arka Kap1 Bu aileye mensup zararlilar, sistem
giivenligini bozmakta ve ilgili sistemden bilgi
calmaktadir. ilgili zararhlar, uygulama
verileri, sistem dosyalar1 ve gegici kullanict
dosyalari altina indirdikleri zararl yiiklerini
alisildik dosya isimlerine benzer dosya
isimleriyle sistemde tutmaktadir. Genellikler,
kendilerini “Iexplore.exe” ve “svchost.exe”
gibi dosyalara enjekte ederek ¢alismaktadir.
Kayit defterinde ¢esitli degisiklikler yaparak
stirekliligi saglamaktadir.

Zbot [95] 27 656 Casus Bu aileye ait zararlilar cogunlukla kurbanlarin
Yazilim tiklayacagi baglantilarla e-posta yoluyla
yayilmaktadir, ancak istismar kitleri de bu
casus yazilimi yayabilmektedir. Zararllar,
Microsoft Windows sistemleri hedeflemekte
ve genellikle finansal verileri calmak i¢in
kullanilmaktadir. Bu zararli ailesine ait ilk
varyant 2007 yilinda tespit edilmistir. Bu
zararli yazilim ailesine mensup zararlilarin bir
kismu, diinya ¢apindaki botnet yazilimlarinin
onemli parcalarindan birini olusturmaktadir.

Ramnit [96] | 23 999 Viris Ramnit, viriisleri, solucanlari ve Truva
Solucan atlarin1 barindiran ¢ok yonlii bir ailedir.
Truva at1 Etkilenen bir sistemdeki EXE, DLL ve

HTML dosyalarina bulagsma yetenegine
sahiptirler. [lk Ramnit varyant1 2010 yilinda
goriilmistiir. Varyantin 6zelliklerine gore,
sistemden bilgi calmaktan hedef makineyi
botnet aginin bir pargasi haline getirmeye
kadar c¢esitli etkileri bulunmaktadir.
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Cizelge 6.8. (devam) EMBER 2018 veri setinde bulunan zararli aileleri

Aile

Adet

Tar

Agiklama

Installmonster
[97]

22 199

Reklam
Yazilimi

InstallMonster, sistemlere reklam yazilimlari
ve potansiyel olarak istenmeyen programlari
(PUP'lar) yukleyen bir paketleyici ailesi i¢in
genel adlandirmadir. Kayit defterinde
degisiklikler yaparak siirekliligi
saglamaktadir. Komuta kontrol sunucusuna
baglanti yapmaya c¢alisarak internet
baglantis1 kontrolii, dosya indirme ve
yliriitme, yapilandirma bilgileri edinme,
saldirganlardan komut alma gibi islemleri
gerceklestirmektedir.

Sality [98]

21750

Virus

Bu aile, polimorfik bulasic1 virtisleri
icermektedir. Sality ailesinin ilk varyanti
Temmuz 2003'te tespit edilmistir. Zararlilar
zaman icerisinde degisikliklere ugramis
olup, sifre ¢cozme algoritmalar1 ve
programlara bulagsma yontemleri 6nemli
sekilde gelismistir. Viriisiin govdesi, viriisli
programin son boliimiiniin sonunda
bulunmaktadir. Virisiin ilk kismi1 biiyiik
Olciide karartilmaltadir ve diger kodun
sifresini ¢ozmektedir. Bu aileye ait
zararlilarin koti amagh islevleri, URL'lerden
veya P2P ag araciligiyla indirilebilen ayr1
modiiller tarafindan uygulanmaktadir.

Zusy [99]

18 766

Casus
Yazilim

Bu aileye mensup zararlilar, sisteme diger
kotii amagh yazilimlar tarafindan birakilan
bir dosya olarak veya kotii amagli siteleri
ziyaret ederken kullanicilar tarafindan
bilmeden indirilen bir dosya olarak
gelmektedir. Zararlilar, yiiklerini, uygulama
verileri klasorii altina yerlestirmektedir.
Stirekliligin saglanmasi maksadiyla, sistem
baslatildiginda otomatik olarak ¢aligmasi
icin kayit defterine yeni kayit eklemektedir.

Viflooder
[100]

16 164

Truva at1

Bu aileye mensup zararlilar, sisteme diger
kotii amagh yazilimlar tarafindan birakilan
bir dosya olarak veya kotii amacli siteleri
ziyaret ederken kullanicilar tarafindan
bilmeden indirilen bir dosya olarak
gelmektedir. Zararli, yiiklerini gegici
kullanict dosyalari altina “.exe” ve “.reg
uzantili dosyalar olarak indirmektedir.
Sistem bagslatildiginda otomatik olarak
caligmasi i¢in kayit defterine yeni kayit
eklemektedir.

2
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Cizelge 6.8. (devam) EMBER 2018 veri setinde bulunan zararli aileleri

Aile Adet Tir Acgiklama

Emotet [101] | 15624 Truva ati Emotet, 6ncelikle kimlik av1 e-posta ekleri
ve tiklandiginda yiikii baslatan baglantilar
yoluyla yayilan gelismis bir truva ati
ailesidir. Bu aileye mensup zararlilar
sistemlere girdikten sonra, kullanic1 kimlik
bilgilerini kaba kuvvet yontemiyle ele
gecirmeye ve paylasilan siiriiciilere yazarak
ag icinde cogalmaya caligmaktadir. Emotet
ailesine mensup zararlilar, yeteneklerini
stirekli olarak gelistirmek ve giincellemek
i¢in modiiler DLL leri kullanmaktadir.
Fareit [102] 14382 | Truva ati Bu aileye ait zararlilar, spam eposta yoluyla
yayilmakta ve epostada gonderilen
baglantiya tiklayan kullanicilari zararlinin
bulundugu internet sayfasina yonlendirmek
suretiyle zararlinin sisteme indirilmesi
saglanmaktadir. Bu aileye ait zararlilarin
temel amaci, enfekte olan bilgisayarlardaki
FTP istemcilerinin, bulut depolama
hizmetlerinin ve eposta hizmetlerinin hesap
bilgileri ile tarayici verilerini toplamaktir.
Bu ailedeki baz1 zararlilar, baska zararlilari
indirip ¢aligtirabilmektedirler.

Adposhel 11 756 Reklam Bu aileye ait zararlilar, bir sisteme diger
[103] Yazilimi kotii amagh yazilimlar tarafindan birakilan
bir dosya olarak veya kotii amagli siteleri
ziyaret ederken kullanicilar tarafindan
bilmeden indirilen bir dosya olarak
gelmektedir. Ayrica, bir kullanici tarafindan
elle de yiiklenebilmektedir. Zararllar,
program klasorleri, uygulama verisi
klasorleri ve gecici kullanic klasorleri altina
yerlesmektedir. Etkiledikleri sistemlerde
siirekliligi saglamak i¢in kayit defterine
eklemelerde bulunmaktadir.

6.4. Ozgiin Veri Seti

Calismanin uygulama asamasinda kullanilmak tizere, VirusShare [77] Uzerinden indirilen
997 zararlinin 977’si ile Windows 8 isletim sistemine sahip bir istemciden elde edilen faydal
dosyalardan 5323 tanesi kullanilarak, gelistirilen Python kodunun yardimiyla, ¢alismaya
0zgl bir veri seti olusturulmustur. Bu veri setinin olusturulmasimin amaci, uygulama

asamasinda kullanilacak modeldeki siniflandiricilarin egitilmesi ve canli ortamda zararh
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yazilim tespiti yapabilecek bir model gelistirilmesidir. Ozgiin veri setinde bulunan faydali

ve zararl 6rneklem sayisi bilgisi Cizelge 6.9°da sunulmaktadir.

Cizelge 6.9. Ozgiin veri seti i¢in faydali ve zararli 5rneklem sayis1 tablosu

Zararli

Faydali Toplam

Orneklem Sayisi 5323 977 6 300

Ozgiin veri seti olusturulurken dosyalarm PE bashk bilgileri ile kaynak ve boliim
entropilerinden faydalanilmaktadir. Ozgiin veri seti kapsaminda ¢ikarilan &zellikler Cizelge

6.10’da sunulmaktadir.

Cizelge 6.10. Ozgiin veri setinde kullanilan &zellikler

OZELLIK

ACIKLAMA

Characteristics

Dosya 0zelliklerini i¢eren deger bitleri

MajorLinkerVersion

Baglayici ana siiriim numarasi

MinorLinkerVersion

Baglayici alt siiriim numarasi

SizeOfCode

Kod (Metin) bélumiinin boyutu

SizeOfInitializedData

Baslatilan veri boliimiiniin boyutu veya birden ¢ok
veri bolimdi varsa bu tir bélimlerin toplam boyutu

SizeOfUninitializedData

Baglatilmamis veri boliimiiniin (BSS) boyutu veya
birden fazla BSS bolimi varsa bu tar tim béltmlerin
toplamu

AddressOfEntryPoint

Yiiriitiilebilir dosya bellege yiiklendiginde, goriintii
tabanina gore giris noktasinin adresi

Bellege yiiklendiginde kodun baglangici boliimiiniin

BaseOfCode o T .
imaj tabanina goreli adresi

BaseOfData Bell.ege yuklen(}1glgde, veri baslangici boliimiiniin
imaj tabanina goreli adresi

ImageBase Bellege yiiklendiginde goriintiiniin ilk baytinin tercih

edilen adresi

SectionAlignment

Boliimlerin bellege yiiklendiginde hizalanmasi (bayt
cinsinden)

FileAlignment

Imaj dosyasindaki boltimlerin ham verilerini hizalamak
icin kullanilan hizalama faktorii (bayt cinsinden)

MajorOperationSystemVersion

Gerekli isletim sisteminin ana siirlim numarasi

MinorOperatingSystemVersion

Gerekli isletim sisteminin alt siirlim numarasi

MajorlmageVersion

Imajin ana siiriim numarasi

MinorlmageVersion

Imajin alt siiriim numarasi

MajorSubsystemVersion

Alt sistemin ana sliiriim numarasi

MinorSubsystemVersion

Alt sistemin alt siirim numarasi

SizeOflmage

Imaj bellege yiiklenirken tiim basliklar dahil imajin boyutu
(bayt cinsinden). SectionAlignment'in kat1 olmalidir
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OZELLIK

ACIKLAMA

SizeOfHeaders

Bir MS-DOS saplamasinin, PE basliginin ve bolim
basliklarinin birlestirilmis boyutu

Checksum

Imaj dosyasi saglama toplami

Subsystem

Bu imaj1 ¢alistirmak i¢in gerekli olan alt sistem

DlICharacteristics

DLL Karakteristikleri

SizeOfStackReserve

Ayrilacak y1ginin boyutu

SizeOfStackCommit

Islenecek y181min boyutu

SizeOfHeapReserve

Ayrilacak yerel y1gin alaninin boyutu

SizeOfHeapCommit

Islenecek yerel yi1gin alanini boyutu

LoaderFlags

Ayrilmis, sifir olmalidir

NumberOfRVAANdSizes

Istege bagli basligin geri kalanindaki veri dizini
girislerinin sayisi

NumberOfSections

Boliim sayisi

SectionMeanEntropy Bélimlerin ortalama entropisi
SectionMinEntropy En diisiik b6liim entropisi
SectionMaxEntropy En yiksek bolim entropisi

SectionMeanRawSize

Bolimlerin ortalama ham boyutu

SectionMinRawSize

En diigiik boliim ham boyutu

SectionMaxRawsSize

En yuksek bolim ham boyutu

SectionMeanVirtualSize

Bélimlerin ortalama sanal boyutu

SectionMinVirtualSize

En diigiik b6liim ham sanal boyutu

SectionMaxVirtualSize

En yiksek bolim ham sanal boyutu

ImportsDIICount

Ice aktarilan DLL sayist

ImportsCount Ice aktarim sayist
ExportCount Digsa aktarim sayis1
ResourceNb Kaynak sayisi
ResourceMeanEntropy Kaynaklarin ortalama entropisi
ResourceMinEntropy En diisiik kaynak entropisi
ResourceMaxEntropy En yiksek kaynak entropisi
ResourceMeanSize Oralama kaynak boyutu
ResourceMinSize En diisiik kaynak boyutu
ResourceMaxSize En yiksek kaynak boyutu
LoadConfigurationSize Yiiklenen yapilandirma bilgisi boyutu
Legitimate Sinif

Ozgiin veri setinde bulunan zararlilar 112 farkli zararli ailesine gruplanmaktadir. Veri
setinde en sik kullanilan zararli aileleri, bu ailelerin tiirleri ve zararh ailesi ile ilgili

aciklamalar ¢izelge 6.11°de sunulmaktadir.
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Cizelge 6.11. Ozgiin veri setinde bulunan zararl aileleri

Aile

Adet

Tar

Aciklama

Runouce
[104]

84

Solucan

Bu aileye ait zararhlar, ¢alistirildiklarina
kendilerini sistem dizinine kopyalamakta ve
Windows kayit defterini degistirmektedirler. Bu
sayede etkiledikleri sistemlerde siirekliligi
saglamaktadirlar. Hedef olarak kullanicilarin sabit
disklerindeki HTML dosyalarini, zararl ytiklerden
birini tetikleyecek sekilde degistirmektedirler.
Eposta iizerinden bir ses dosyas1 olarak
yayilmaktadirlar.

Chir
[105]

55

Solucan,
Virus

Bu zararli yazilim ailesi hem solucan hem de virus
bilesenlerine sahiptir. Windows sistemlerde
bulunan ve giivenlik yamalar1 ge¢ilmemis olan bir
aciklig1 (MS01-020) istismar etmektedir. Viris
bileseni, yerel ve uzak siirticiilerdeki .EXE ve .SCR
dosyalaria bulagmaktadir. Ayrica hedef
bilgisayarlarda depolanan .HTM ve .HTML
dosyalar1 zararlilar tarafindan diizenlenmekte ve bu
dosyalar agildiginda zararlinin da dosyayla birlikte
calistirildigr bilinmektedir.

Virut
[106]

54

Virls

Bu zararli yazilim ailesi, ilk kez 2006 y1linda
gOriilen bir botnet zararli yazilim ailesidir. Bu
aileye ait zararlilar, erisilen herhangi bir
yuritilebilir dosyaya veya ekran koruyucu dosyaya
kod enjekte ederek yayilmaktadirlar. Ayrica
HTML, PHP ve ASP dosyalarina kotli amaglt
iframe’ler enjekte etmektedirler. Bu sayede,
zararhlar ag paylasimlari, ¢ikarilabilir siiriiciiler ve
kotii amagli reklam yoluyla ek cihazlara
dagitilabilmektedir. Ailenin en guncel varyantlar,
wiimnlogon.exe islemine kod enjekte
edebilmektedir.

Madangel
[107]

47

Truva Aty
Virls

Bu aileye ait zararlilar, sistemde bulunan
calistirilabilir dosyalari enfekte etmektedir. Enfekte
olan ¢alistirilabilir dosyalar, zararliy1 daha da
yaymak i¢in kotli amacgh kodu ¢alistirmaktadirlar.
Enjekte edilen kod, hedef sistemin enfekte
edildigini bildirmek ve/veya kendini glincellemek
icin kullanabilecegi sabit kodlanmis URL'ler
icermektedir.
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Cizelge 6.11. (devam) Ozgiin veri setinde bulunan zararl aileleri

Aile

Adet

Tar

Aciklama

Autoit
[108]

37

Solucan

Bu aileye mensup zararlilar, ¢esitli yikici gorevleri
calistiran bir Autolt betiginden olugmaktadir. K6tU
amacl yazilim, kendisini okumaya/yazmaya agik
klasorlere (varsa) kopyalayarak ag kaynaklar1 veya
cikarilabilir medya araciligiyla yayilmaktadir.
Autoit ailesindeki varyantlar, sisteme diger zararl
programlari indirmeye ve yiiklemeye
caligsmaktadir. Cogu tiirev ayrica web tarayicisi
(genellikle Internet Explorer) i¢in baslangic ve
varsayilan arama sayfalarini degistirmeye
calismaktadir.

Msil
[109]

36

Truva At1

Bu aileye ait zararlilar, kullanicilarin izni ve rizast
olmadan kullaniciya ait bilgilerin imha edilmesi,
kullanici bilgilerine erisimin engellenmesi,
degistirilmesi veya kopyalanmasi, bilgisayarlarin
ve bilgisayar aglarinin igleyisinin bozulmasi gibi
eylemleri gerceklestirmektedir. Hedef
kullanicilardan maddi kazang saglamak i¢in bir
fidye yazilim olarak kullanilabilmektedir.

Sirefef
[110]

26

Truva At1

Bu aileye mensup zararlilar, genellikle yazilim
lisanslarim etkisiz kilmak i¢in kullanilan korsan
uygulamalar tarafindan ya da diger zararhlar
tarafindan hedef sisteme indirilmektedirler. Yeni
varyantlarin bir kismi sisteme “GoogleUpdate.exe”
olarak ya da bir siiriicii dosyasinin yerine
yerlesmekte, kayit defterinde yapilan degisiklik ile
sistemde siireklilik saglamaktadirlar. Hedef
sistemde, yapilan arama sonuglarini degistirme,
kripto madenciligi ve reklam tiklama gibi islemler
gergeklestirmektedir.

Nimda
[111]

26

Solucan

Bu aileye mensup zararlilar, Microsoft Windows
isletim sistemlerinin belirli stiriimlerine sahip
bilgisayarlar1 hedeflemektedirler. Zararlilar, Web
icerigi belgelerine bulasarak ve kendisini e-
postalara ekleyerek yayilmak i¢in Microsoft
Guvenlik Bilteni MS01-020'de agiklanan
Windows glivenlik agigindan yararlanmaktadirlar.
Zararlilar, ayrica ytriitiilebilir dosyalara bulagarak
ve kendisini arka kapilar araciligiyla yerel
klasorlere, ag paylasimlarina ve uzak bilgisayarlara
kopyalayarak yayilmaktadirlar. Sistemin enfekte
edilmesini muteakip, C siiriiciisiinii paylasima
acmak ve yonetici izinleriyle bir Konuk hesab1
olusturmak suretiyle sistem giivenligini giivenligi
tehlikeye atmaktadirlar.
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Cizelge 6.11. (devam) Ozgiin veri setinde bulunan zararl aileleri

Aile

Adet

Tar

Aciklama

Slugin
[112]

17

Virls

Bu aileye mensup zararlilar, kendilerini enfekte
edilmis bir bilgisayardaki ¢esitli dosyalara
ekleyebilmektedir. Zararlilar, sistem ayarlarini
degistirmek ve tarayiciy1 kotii amagli sitelere
yonlendirmek gibi kotl niyetli eylemler
gerceklestirebilmektedir. Zararlilar, sistem
baslangicinda yuklenebilmektedir. Ayrica,
epostalar ve virlislii dosyalar araciligiyla
yayilabilmektedirler.

Zbot [95]

12

Casus
Yazilim

Bu aileye ait zararlilar cogunlukla kurbanlarin
tiklayacagi baglantilarla e-posta yoluyla
yayilmaktadir, ancak istismar kitleri de bu casus
yazilimi1 yayabilmektedir. Zararlilar, Microsoft
Windows sistemleri hedeflemekte ve genellikle
finansal verileri ¢calmak igin kullanilmaktadir. Bu
zararh ailesine ait ilk varyant 2007 yilinda tespit
edilmistir. Bu zararli yazilim ailesine mensup
zararlilarin bir kismi, diinya ¢apindaki botnet
yazilimlariin 6énemli parcalarindan birini
olusturmaktadir.
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7. GELISTIRILEN MODEL

Calismanin  bu bdliimiinde Onerilen tespit yaklagimi ve olusturulma asamalar
anlatilmaktadir. Sunulan tespit yaklagiminda, farkli makine 6grenmesi algoritmalarindan
faydalanilarak yiiksek dogruluk ve f1 skoru ile zararli yazilim tespiti yapilmasi
amaclanmaktadir. Sunulan metot, veri 6nisleme ve kiimeleme, siniflandiricilarin egitimi ve

secimi, modelin olusturulmasi olmak iizere ii¢ sathadan olugmaktadir.
7.1. Veri Onisleme ve Kiimeleme

Veri Onisleme agamasinda, veri setinin makine dgrenmesi algoritmalari tarafindan etkin bir
sekilde islenebilir hale getirilmesi amaclanmaktadir. Bu asamada, eksik ve/veya hatali
verilerin  diizeltilmesini igeren ‘“eksik verilerin tamamlanmasi1”, algoritmalarin
performanslarinin artirilmasi igin “6zellik 6l¢eklendirme” ve “Boyut Azaltma” adimlari
bulunmaktadir. Veri Onisleme adimlarinin tamamlanmasindan sonra kiimeleme adimi
gelmektedir. Bu adimda veri seti bir kiimeleme algoritmasi kullanilarak alt veri setlerine

bolunmektedir. Veri onisleme ve kiimeleme adimlari Sekil 7.1°’de sunulmaktadir.

. |\ /
: L . Veri Setinin N /
Eksik Verilerin Ozellik ~ q
. ) Boyut Azaltma Kumelere '
Tamamlanmasi Olceklendirme
Ayrilmasi

N G N G B G | I

[cara[=

=

Sekil 7.1. Veri 6nisleme ve kiimeleme

Sekil 7.1°de gosterilen veri Onisleme boliimiiniin alt adimlarinin agiklamalar1 miiteakip

basliklar altinda sunulmaktadir.

FEksik Verilerin Tamamlanmasi

Bir zararli yazilim dosyasi kullanilarak 6zellik ¢ikarma islemi gergeklestirilirken, her bir
zararl i¢in tiim Ozellik degerlerinin elde edilmesi miimkiin olamamaktadir. Bu durumda,
veri setindeki orneklemlerin bir kismi elde edilmek istenen &6zellik degerlerinin hepsine
sahipken, bir kismi ise bazi 6zellik degerlerinden yoksun olmaktadir. Bir veri setinde eksik

bir veri bulunmasi durumunda, iki farkli yontem izlenmektedir. Bunlardan birincisi, ilgili
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orneklemin veri setinden ¢ikarilmasi, ikincisi ise eksik veri yerine yeni bir veri atanmasidir.

Calismada kullanilan Bodmas ve EMBER 2018 veri setlerinde eksik veri bulunmamaktadir.
Kaggle Zararli Yazilim Tespiti veri setindeki eksik verilerin tamalanmasi igin,
“Simplelmputer” kiitiiphanesi kullanilarak, ilgili siitunun ortalamasimin alinmasi ve eksik

veri yerine slitun ortalamasinin koyulmasi yaklasimi izlenmektedir.

Ozellik Olceklendirme

Normalizasyon olarak da adlandirilan 6zellik Olgeklendirme agamasinin maksadi, ham
veride bulunan degerlerin, ¢esitli makine 6grenmesi algoritmalar1 tarafindan etkin bir sekilde
islenebilmesini  saglamaktir. ~ Minimum-maksimum  normalizasyonu,  ortalama
normalizasyonu ve z-skoru normalizasyonu gibi 6l¢eklendirme yaklagimlari bulunmaktadir.

Calismada ortalama normalizasyonu kullanilmaktadir.

Bu asamada, veri seti, egitim veri seti ve test veri seti olmak tlizere iki veri setine
ayrilmaktadir. Egitim ve test verilerinin ayrilmasindan sonra, dl¢ekleme modeli egitim veri
setinin 6lgeklendirilmesi suretiyle egitilmektedir. Miiteakiben, egitilmis 6lgekleme modeli
ile test veri seti 6lceklendirilmektedir. Ozellik dlgeklendirme asamasinda “StandardScaler”

kittphanesinden faydalaniimaktadir.

Boyut Azaltma

Boyut azaltma islemiyle, makine 6grenmesi algoritmalarinin tahmin siirecinde anlam ifade
etmeyen ya da ¢ok diigiikk anlam ifade eden 6zelliklerin ortaya ¢ikarabilecegi ek is ylikiinlin
azaltilmasi amaglanmaktadir. Bu sayede hem tahmin performansinin artmasi hem de tahmin

siiresinin kisalmasi hedeflenmektedir.

Calismada, Bodmas ve EMBER 2018 veri setleri igin, rastgele orman yontemi kullanilarak
boyut azalma islemi gerceklestirilmektedir. Ilk adim olarak, her iki veri setinde, tiim
ozellikler icin onem derecesi hesaplanmaktadir. Tkinci adimda, 2381 6zellik arasindan, en
yiiksek 6nem derecesine sahip 448 0Ozellik tespit edilerek, veri setinden bu 6zelliklerin
oldugu kolonlar ¢ekilmekte ve makine dgrenmesi algoritmalar1 tarafindan islenecek veri

setleri olusturulmaktadir.
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56 ozellige sahip Kaggle Zararli Yazilim Tespiti veri seti ve 51 6zellige sahip 6zgun veri

seti icin boyut azaltma islemi uygulanmamaktadir.
Kimeleme

Kiimeleme, bir denetimsiz 6grenme yaklasimi olup, genellikle siniflandirilmamis veriler
iizerinde islem yapmak i¢in kullanilmaktadir. Bu tez ¢alismasinda, siniflandirma igleminden
once bir kiimeleme islemi gerceklestirmek suretiyle tespit yaklagiminin tahmin
performansinin artirilmast hedeflenmektedir. ideal kiime sayisiin tespit edilebilmesi icin
“Dirsek Grafigi” yontemi kullanilmaktadir. Dirsek grafiginin bir eksenini kiime say1s1 diger
eksenini 6rneklemlerin kiime merkezlerine uzakliginin karelerinin toplami olusturmaktadir.
Veri setlerinin higbirisinde, uzaklik karelerinin toplaminda belirgin bir kirilma ortaya
¢ikmamaktadir. Bu sebeple dirsek noktasi tespit edilememistir. Onerilen tespit yaklasiminin
etkin bir sekilde sunulabilmesi maksadiyla, ¢alismada kullanilan veri setleri ii¢ alt kiimeye
ayrilmaktadir. Bu asamada, veri seti K-means algoritmasi kullanilarak kiimelere

ayrilmaktadir.
7.2. Smiflandiricilarin Egitilmesi ve Secimi

Metodun bu agamasinda hem tiim egitim verisi hem de veri setinin alt kiimeleri kullanilarak
farkli makine 6grenme algoritmalari egitilmektedir. Daha sonra her bir alt kiime igin en iyi
tahmin yapan dglii smiflandirici kombinasyonu belirlenmektedir. Siniflandiricilarin

egitilmesi ve en iyi siniflandirici kombinasyonunun belirlenmesi adimlari Sekil 7.2°de

Siniflandiricilarin = Iyl-Smlﬂandmm @ @ [>
U .. . Kombinasyonlarinm
Egitilmesi

Belirlenmesi

sunulmaktadir.

L B —

d o

Sekil 7.2. Smiflandiricilarin egitilmesi ve en iyi siniflandirict se¢imi

Sekil 7.2°de gosterilen siiflandiricilarin egitilmesi ve se¢imi boliimiiniin alt adimlarinin
aciklamalar1 miiteakip bagliklar altinda sunulmaktadir.
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Siniflandiricilarin Egitilmesi

Bu asamada, egitim veri seti timii ve bir 6nceki adimda elde edilen alt kiimeleriyle
siniflandiricilar egitilmektedir. Egitilen siniflandirma algoritmalar1 Kernel SVM, K-nearest-
neighbor, Naive Bayes, Decision Tree, Random Forest, XGBoost, CatBoost, AdaBoost,
Extreme Trees ve Gradient Boosting algoritmalaridir. Bu asama neticesinde, her bir
algoritma icin, bir tanesi bitiin egitim setiyle, (¢ tanesi egitim setinin farkl: alt kiimeleriyle
egitilmis olan dort siniflandirici egitilmektedir. Tiim egitim setiyle egitilmis siniflandiricilar
genel siniflandirici, egitim setinin alt kiimeleriyle egitilen siniflandiricilar ise 6zellesmis

siniflandirict olarak adlandirilmaktadir.

En Iyi Siniflandirici Kombinasyonlarinin Belirlenmesi

Bu asamada, genel ve 6zellesmis siniflandiricilarin ayri ayri iiclii kombinasyonu alinarak her
bir kombinasyonun tahmin performanslart degerlendirilmektedir. Her simiflandirici
kombinasyonu i¢in dogruluk ve fl skorunun ortalamasi alinarak en yiiksek oranda tespit
gerceklestiren siniflandirict kombinasyonu belirlenmektedir. lgili kombinasyon, ilgili kiime
icin en 1yi siiflandirict kombinasyonu olarak kabul edilmektedir. Bu belirleme islemi hem

tiim verti seti i¢in hem de veri setinin alt kiimeleri i¢in ayr1 ayr1 yapilmaktadir.

Siniflandiricilarin egitilmesi ve se¢imi adiminin ¢iktisi, hem tlim veri seti hem de veri setinin
her bir alt kimesi igin, en iyi smiflandirmay1 gerceklestiren simiflandirici
kombinasyonlaridir. Sekil 7.2’de yer alan “C11 C12 C13” g6sterimi, bir numaral1 kiime igin
en iyi smiflandirmay gerceklestiren tigli siniflandirict kombinasyonunu ifade etmektedir.
Ayni sekilde, “CN1 CN2 CN3” ile “N” numarali kiime i¢in en iyi simiflandirmay1

gerceklestiren tigll siniflandirict kombinasyonu gosterilmektedir.

Bu asamada secilen ii¢lii siniflandirict kombinasyonlari i¢in, her bir {igliiniin en yavas tahmin
stiresine sahip smiflandiricist belirlenmektedir. Belirlenen bu en yavas siniflandiricinin,
siiflandirma esnasinda ikinci kademede kullanilmasi suretiyle tahmin siiresi performansi

tyilestirilmektedir.
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7.3. Modelin olusturulmasi
Veri 6nisleme ve siiflandirici se¢imleri tamamlandiktan sonra; veri 6nisleme, kiimeleme ve

siniflandirma modelleri birlestirilerek zararli yazilim tespit modeli olusturulmaktadir.

Olusturulan model sekil 7.3’te sunulmaktadir.

o
>

D

»
Eksik Verilerin
Tamamlanmasi

Ozellik Olgeklendirme

b2

Boyut Azaltma

FAYDALI

Sekil 7.3. Oy birligi ve toplu 6grenme ile zararl yazilim tespit modeli

Sekil 7.3’te sunulan modelin bir Orneklemi siniflandirmasi  asagidaki sirayla

gerceklesmektedir:

e Modele gelen bir 6rneklem Oncelikle veri dnisleme adimlarina tabi tutulmaktadir. Bu
asamada, Orneklemdeki eksik veriler tamamlanmakta, 6rneklem 6zellikleri
Olgeklendirilmekte ve boyut azaltma islemi gergeklestirilmektedir. Bu adimi
tamamlayan bir Orneklem, modeldeki kiimeleme ve simiflandirma algoritmalari
tarafindan islenebilir hale gelmektedir.

e Kimeleme (CLS) adimina gelen drneklem, egitim verisi kullanilarak egitilen K-Means

algoritmasi tarafindan, mevcut kiimelerden birine (1,2, ... N) kiimelenmektedir. Bu
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adimda, orneklemin, kendisini en dogru sekilde siniflandiracak siniflandiricilara
yonlendirilmesi amaglanmaktadir.

Smiflandirma asamasinda, her alt kiime i¢in 3 simflandirict (CN1, CN2, CN3)
bulunmaktadir. Bu asamada hangi siniflandiricilarin kullanilacagina, ilgili kiime i¢in en
1yi tahmin performansini sergileyen ii¢lii siniflandiric1 kombinasyonu bulunarak karar
verilmektedir. Eger bir 6rneklem “1”” numarali kiimeye kiimelendirilirse, ilgili 6rneklem
C11-C12-C13 smiflandiricilart  tarafindan  sinmiflandirilmaktadir.  Siniflandirma
asamasinda kullanilan siniflandiricilar, tahmin siiresinin kisaltilmasi maksadiyla, iki
kademeli olarak konumlandirilmaktadir.

Smiflandirma asamasmin birinci kademesinde CN1 ve CN2 smiflandiricilari
bulunmaktadir. CN1 ve CN2 siniflandiricilari belirlenirken, ilgili kiimede en iyi tahmin
performansini saglayan siniflandirici kombinasyonu icerisindeki siniflandiricilardan en
hizli tahmin gergeklestiren iki siniflandirict CN1 ve CN2 olarak, en yavas tahmin
gercgeklestiren siniflandirict CN3 olarak belirlenmektedir. Birinci asamada bulunan CN1
ve CN2 siniflandiricilart bir 6rneklem iizerinde ayni tahmini (faydali/zararlt) yaptiklar
durumda, 6rneklem yapilan bu tahminle etiketlenmektedir. Bu asamada, erken oy birligi
ile yapilan siniflandirma sayesinde, modelin tahmin siiresi performansinda iyilesme
saglanmaktadir.

Siiflandirma asamasinin birinci kademesinde, CN1 ve CN2 smiflandiricilar
tarafindan, ortak bir tahmin yapilamadig1 durumda, nihai siniflandirma (faydali/zararlr)

CN3 siniflandiricist tarafindan yapilmaktadir.
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8. DENEYSEL SONUCLAR

Bu boéliimde, onerilen tespit yaklasiminin Google Colaboratory ortaminda Kaggle Zararli
Yazilim Tespiti veri seti, BODMAS veri seti, EMBER 2018 veri seti ve 6zgin veri seti

iizerinde sagladig1 tahmin performanslar1 sunulmaktadir.

Miteakip cizelgelerde yer alan situnlarin ve kisaltmalarin agiklamalart:

e Smiflandirici : Egitilmis makine 6grenmesi algoritmalari
e Kime-n : Tlgili veri setinin “n” numarali alt kiimesi
e Tum Veri Seti : ilgili veri setinin tamam

e Birlestirilmis Tahmin: Bir algoritma i¢in, veri setinin alt kiimelerine gore egitilmis
siiflandiricilarin ayr1 ayri tahminlerinin birlestirilmesi sonucu elde edilen tahmin
performansi

e Tahminsiresi : Tek bir 6rneklem igin ilgili siniflandiricinin tahmin gergeklestirme
stresi (Toplam tahmin slresi siniflandirilan 6rneklem sayisina boliinerek saniye
cinsinde elde edilmektedir)

e Kiime : Veri setinin alt kiimesi

e Sira : 1lgili kiimede gerceklestirilen tahmin performans sirasi
e D : Dogruluk

e F1 : F1 Skoru

e Kombinasyon : Uclii simiflandiric1 kombinasyonu

Sonuglarin sunumunda, BODMAS, EMBER 2018 ve Kaggle Zararl1 Yazilim Tespiti veri
setlerinin her biri i¢in 5 ayn ¢izelge kullanilmaktadir. Bu ¢izelgelerin agiklamasi asagida

sunulmaktadir.

Genel Simiflandiricilar icin Tahmin Performanslar: Cizelgesi

Bu tez kapsaminda kullanilan genel siniflandirici tabiri, tiim veri seti kullanilarak egitilen
siiflandiricilart ifade etmektedir. “Genel Siniflandiricilar igin Tahmin Performanslari”
cizelgesinde genel siniflandiricilarin tahmin performanslart sunulmaktadir. “Kiime-N”
olarak ifade edilen siitunlarda, bir genel siniflandiricinin ilgili kiimedeki tiim 6rneklemler
icin gergeklestirdigi tahmin performasi sunulmaktadir. “Tiim veri seti” stitununda test veri
setinin tamami kullanilarak gergeklestirilen tahmin performasi sunulmaktadir. “Tahmin
Stiresi” siitununda, ilgili siniflandiricinin bir 6rneklem tlizerinde tahmin ger¢eklestirmek igin

harcadig1 ortalama stre verilmektedir. Tahmin siiresi, bir siniflandiricinin test veri seti
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iizerinde tahmin gerceklestirirken harcadigi toplam siirenin test verisi drneklem sayisina

boliinmesi suretiyle hesaplanmaktadir.

Ozellesmis Siiflandiricilar Icin Tahmin Performanslar Cizelgesi

Bu tez kapsaminda kullanilan 6zellesmis siniflandirict tabiri, veri setinin alt kiimelerinden
biri kullanilarak egitilmis ve o alt kiimeye kiimelenen Orneklemler iizerinde tahmin
gerceklestiren  smiflandiricilari  ifade  etmek i¢in  kullanilmaktadir.  “Ozellesmis
Smiflandiricilar I¢in Tahmin Performanslar” ¢izelgesinde 6zellesmis smiflandiricilarin
tehmin performanslart sunulmaktadir. “Kiime-N” olarak ifade edilen siitunlarda, ‘“N”
numarali kiimeye ait egitim seti tarafindan egitilmis ve kiimeleme algoritmasi tarafindan “N”
numarali kiimeye kiimelenen Orneklemler iizerinde siniflandirma gergeklestiren
siiflandiricinin tahmin performasi sunulmaktadir. “Birlestirilmis Tahmin” siitununda, ilgili
siiflandirma algoritmasindan tiiretilen 6zellesmis siniflandiricilarin - tahminlerinin,
karmagiklik matrisi kullanilmak suretiyle birlestirilmesi suretiyle ortaya ¢ikan performans

degerleri sunulmaktadir.

Genel Simiflandiricilar ile En Iyi 5 Kombinasyon Cizelgesi (Tiim Veri Seti Icin)

Bu tez calismasinda 10 adet simflandirma algoritmas: kullanilmaktadir. Orneklemlerin en
yiiksek dogruluk ve f1 skoru ile siniflandirilabilmesi maksadiyla, kullanilan 10 algoritmanin
3’lii kombinasyonlar1 alinarak, her 3’lii kombinasyon i¢in tahmin performansi elde
edilmektedir. Elde edilen 3’lii siniflandirici kombinasyonlarindan, tiim veri seti i¢in en iyi
tahmin performansini gosteren ilk 5 tanesi “Genel Siniflandiricilar ile En Iyi 5
Kombinasyon” ¢izelgesinde sunulmaktadir. “Tiim Veri Seti” siitununda ilgili siiflandiri
kombinasyonunun test veri seti lizerinde gerceklestirdigi tahmin performasi, “Kiime-N”
stitunlari ise siniflandirict kombinasyonunun “N” numarali kiimeye kiimelenen 6rneklemler

lizerinde gergeklestirdigi tahmin performansi sunulmaktadir.

Genel Siniflandiricilar ile En Iyi 5 Kombinasyon Cizelgesi (Her Kiime Icin)

“Genel Siniflandiricilar ile En Iyi 5 Kombinasyon (Her Kiime i¢in)” cizelgesinde, her kiime
icin en iyi tahmin performansini saglayan 5 genel smiflandirict kombinasyonu

sunulmaktadir. Siralama gergeklestirilirken dogruluk ve f-1 skoru degerlerinin aritmetik
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ortalamasi alinmaktadir. Eger siniflandirici kombinasyonlarinin tahmin performanslari

esitse, tahmin siiresi performansi dikkate alinarak siralama gergeklestirilmektedir.

Ozellesmis Smiflandiricilar ile En Ivi 5 Kombinasyon Cizelgesi (Her Kiime Icin)

“Ozellesmis Siniflandiricilar ile En Iyi 5 Kombinasyon (Her Kiime I¢in)”, her kiime igin en
1yl tahmin performansini saglayan 5 6zellesmis siniflandirict kombinasyonu sunulmaktadir.
Siralama gerceklestirilirken dogruluk ve f-1 skoru degerlerinin aritmetik ortalamasi
alinmaktadir. Eger siniflandirict kombinasyonlarinin tahmin performanslari esitse, tahmin

stiresi performansi dikkate alinarak siralama gergeklestirilmektedir.

Bu tez ¢alismasinda kullanilan veri setlerine yonelik tespit modeli olusturulurken, “Genel
Siiflandiricilar ile En Iyi 5 Kombinasyon (Her Kiime I¢in)” ve “Ozellesmis Siniflandiricilar
ile En Iyi 5 Kombinasyon (Her Kiime I¢in)” tablolarindan faydalanilmaktadir. Bu iki ¢izelge
incelenerek, ilgili alt kiimede en iyi simiflandirmayr gerceklestiren smiflandirict
kombinasyonu secilmekte ve bu siniflandirict kombinasyonu, modelde, ilgili kiimeye

kiimelenen 6rneklemleri siniflandirmak i¢in kullanilmaktadir.

8.1. Kaggle Zararh Yazilim Tespiti Veri Seti ile Elde Edilen Sonuclar

Onerilen tespit yaklasimi kapsaminda, Kaggle Zararli Yazilim Tespiti veri seti {izerinde elde

edilen sonuclar Cizelge 8.1-5’te, en iyi tahmin modeli Sekil 8.1°de sunulmaktadir.

Cizelge 8.1. Genel siniflandiricilar i¢in tahmin performanslari

Siniflandiric1 | Kiime-0 Kime-1 Klime-2 Tum Veri Seti | Tahmin
Sdresi (s)
KSVM D:0,9420 | D:0,9859 | D:0,9688 D :0,9601 0,00188
F1:0,9605 |F1:0,8 F1:0,8755 F1:0,9428
KNN D:0,9679 | D:0,9874 | D:0,9800 D :0,9761 0,00428
F1:0,9780 | F1:0,8391 | F1:0,9254 F1: 0,9660
NB D:0,7327 | D:0,2071 | D:0,2237 D :0,4155 1,94e-06
F1:0,8443 | F1:0,0881 | F1:0,2526 F1:0,5437
DT D:0,9788 | D:0,09910 | D: 0,9866 D :0,9840 6,39e-07
F1:0,9854 | F1:0,8888 | F1:0,9490 F1:0,9771
RF D:0,9861 | D:0,9931 |D:0,9914 D :0,9895 1,7e-05
F1:0,9904 | F1:0,9090 | F1:0,9672 F1:0,9850
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Cizelge 8.1. (devam) Genel siniflandiricilar igin tahmin performanslari

Siniflandiric1 | Kiime-0 Klme-1 Kiime-2 Tum Veri Seti | Tahmin
Saresi (s)
XGB D:0,9682 | D:0,9894 | D:0,9667 D :0,9692 6,63e-05
F1:0,9781 | F1:0,8529 | F1:0,8591 F1: 0,9550
CatB D:0,9860 |D:0,9915 |D:0,9914 D :0,9893 1,41e-06
F1:0,9903 | F1:0,8865 | F1:0,9673 F1:0,9847
AdaB D:0,9557 | D:0,9862 | D:0,9807 D :0,9717 4,64e-05
F1:0,9696 | F1:0,8088 | F1:0,9248 F1:0,9593
EXT D:0,9845 | D:0,9928 |D:0,9913 D :0,9889 3,83e-05
F1:0,9893 | F1:0,9052 | F1:0,9670 F1: 0,9840
GB D:0,9836 |D:0,9907 |D:0,9895 D :0,9873 3,49e-06
F1:0,9887 | F1:0,8780 | F1:0,9599 F1:0,9818

Cizelge 8.1°de sunuldugu {izere, genel siniflandiricilar i¢in tahmin performanslar

incelendiginde, en iyi tahmin performansit %98,95 dogruluk ve %98,5 f1 skoru ile RF

smiflandiricis1 tarafindan gergeklestirilmektedir. En iyi tahmin siiresi performansi ise

orneklem basina 6,39e-07 saniye ile DT siniflandiricisi tarafindan saglanmaktadir. En kotu

tahmin performansi %41,55 dogruluk ve %54,37 f1 skoru ile NB siniflandiricisi tarafindan,

en kotli tahmin siliresi performansi ise Orneklem basina 00,0042 saniye ile KNN

smiflandiricisi tarafindan gergeklestirilmektedir.

Cizelge 8.2. Ozellesmis siniflandiricilar igin tahmin performanslari

Smiflandirict | Kime-0 Kime-1 Kime-2 Birlestirilmis
Tahmin
KSVM D :0,9438 D :0,9770 D :0,9727 D :0,9621
F1:0,9617 F1:0,5837 F1:0,8939 F1:0,9458
KNN D :0,9682 D :0,9875 D :0,9797 D :0,9761
F1.0,9782 F1:0,8339 F1:0,9240 F1:0,9659
NB D :0,7427 D :0,0684 D :0,2380 D :0,4148
F1:0,8488 F1:0,0774 F1:0,2563 F1:0,5429
DT D :0,9792 D :0,9915 D :0,9858 D :0,9838
F1:0,9856 F1:0,8888 F1:0,9458 F1:0,9767
RF D :0,9858 D :0,9939 D :0,9911 D :0,9893
F1:0,9902 F1:0,9187 F1:0,9661 F1:0,9847
XGB D :0,9682 D :0,9894 D :0,9667 D :0,9692
F1:0,9781 F1:0,8529 F1:0,8591 F1:0,9550
CatB D :0,9862 D :0,9939 D :0,9911 D :0,9895
F1:0,9905 F1:0,9198 F1:0,9664 F1:0,9850
AdaB D :0,9618 D :0,9881 D :0,9821 D :0,9749
F1:0,9737 F1:0,8339 F1:0,9311 F1:0,9640
EXT D :0,9841 D :0,9926 D :0,9910 D :0,9885
F1:0,9890 F1:0,9020 F1:0,9657 F1:0,9835
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Cizelge 8.2. (devam) Ozellesmis siniflandiricilar igin tahmin performanslar

Smiflandirict | Kiime-0 Kime-1 Kime-2 Birlestirilmis
Tahmin
GB D :0,9845 D:0,9912 D :0,9903 D :0,9882
F1:0,9893 F1:0, 8858 F1:0,9633 F1:0,9831

Cizelge 8.2°de goriildigi gibi, 6zellesmis siniflandiricilar incelendiginde, her 3 kiime icin
de en iyi tahmin performanst CATB siniflandiricilar1 tarafindan gergeklestirilmektedir.
CATB algoritmasiyla, 0 numarali kiime igin %98,62 dogruluk ve %99,05 f1 skoru, 1
numarali kiime i¢in %99,39 dogruluk ve %91,98 f1 skoru, 2 numarali kiime igin %99,11
dogruluk ve %96,64 fl skoru saglanmaktadir. Her bir kiime i¢in ayr1 ayri egitilmis
simiflandiricilarin,  birlestirilmis tahmin performanslar1  degerlendirildiginde, CATB
siniflandiricilarinin %98,95 dogruluk ve %98,5 f1 skoru ile en iyi tahmin performansini
gerceklestirdigi goriilmektedir. Ozellesmis CATB smiflandiricilariin birlestirilmis tahmin
performansi, genel CATB smiflandiricisinin tahmin performansindan daha yuksektir.
Ozellesmis  siiflandiricilarin ~ birlestirilmis ~ performanslar1  genel  smiflandiric
performanslariyla karsilagtirilmistir. En belirgin iyilesmenin ADAB simiflandiricisinda
gerceklestigi goriilmektedir. Ilgili simiflandiricinin dogruluk performansinin %97,11°den
%97,49’a, f1 skoru %95,93’ten %96,4 e yiikseldigi goriilmektedir. Diger siniflandiricilarin
performanslar1 incelendiginde, KSVM, KNN ve GB siniflandiricilarinda kismi performans

artisi, DT, RF ve EXT siniflandiricilarinda ise performans azalisi1 gorilmektedir.

Cizelge 8.3. Genel siniflandiricilar ile en iyi 5 kombinasyon (tiim veri seti igin)

Kombinasyon Kime-0 Kime-1 Kime-2 Tdm  Veri
Seti
DT+CATB+EXT D : 0,9866 D :0,9944 D:0,9921 D :0,9902
F1:0,9908 F1:0,9268 F1:0,9700 F1:0,9860
RF+ CATB+EXT D : 0,9869 D :0,9939 D :0,9918 D :0,9901
F1:0,9909 F1:0,9192 F1:0,9690 F1:0,9859
NB+ CATB+EXT D : 0,9866 D :0,9928 D:0,9921 D :0,9901
F1:0,9907 F1:0,9072 F1:0,9705 F1:0,9859
DT+RF+CATB D : 0,9866 D :0,9936 D :0,9919 D : 0,9900
F1:0,9907 F1:0,9166 F1: 0,9692 F1:0,9857
RF+EXT+GB D :0,9864 D :0,9936 D:0,9917 D :0,9898
F1: 0,9906 F1:0,9154 F1:0,9683 F1:0,9854

Cizelge 8.3’te goriildiigii gibi, genel siiflandiricilar kullanilarak en 1yi tahmin performansi

saglayan Uclii siniflandirici kombinasyonu, %99,02 dogruluk ve %98,60 f1 skoruyla “DT-
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CATB-EXT” kombinasyonudur. Bu kombinasyonla, tiim genel ve oOzellesmis

siniflandiricilarin performanslarindan daha iyi tahmin performansi elde edilmektedir.

Cizelge 8.4. Genel smiflandiricilar ile en iyi 5 kombinasyon (her kiime i¢in)

Kime | Sira Kombinasyon Dogruluk F1 Skoru
0 1 RF+ CATB+EXT 0,9869 0,9909
0 2 DT+CATB+EXT 0,9866 0,9908
0 3 NB+ CATB+EXT 0,9866 0,9907
0 4 DT+RF+CATB 0,9866 0,9907
0 5 RF+EXT+GB 0,9864 0,9906
1 1 DT+CATB+EXT 0,9944 0,9268
1 2 DT+EXT+GB 0,9941 0,9236
1 3 RF+ CATB+EXT 0,9939 0,9192
1 4 DT+RF+GB 0,9936 0,9172
1 5 DT+RF+CATB 0,9936 0,9166
2 1 DT+CATB+EXT 0,9921 0,9705
2 2 NB+ RF+CATB 0,9921 0,9701
2 3 NB+CATB+EXT 0,9920 0,9701
2 4 KNN+RF+CATB 0,9920 0,9695
2 5 DT+RF+CATB 0,9919 0,9692

Cizelge 8.4’te sunulan, genel smiflandiricti kombinasyonlarinin her bir kiime igin
performanslar1 incelendiginde, 0 numarali kiime i¢in “RF-CATB-EXT” smiflandirict
kombinasyonu, 1 ve 2 numarali kiimeler i¢in “DT-CATB-EXT” siniflandirici
kombinasyonu en iyi tahmin performansini saglamaktadir. Her bir kiime igin, en iyi
siiflandiric1 kombinasyonlarinin tahmin performansinin, ilgili kiimede en iy1 siniflandirma

performansina sahip genel ve dzellesmis siniflandiricilardan daha iyi oldugu goriilmektedir.

Cizelge 8.5. Ozellesmis simiflandiricilar ile en iyi 5 kombinasyon

Kime | Sira Kombinasyon Dogruluk F1 Skoru
0 1 CATBO+EXT0+GB0 0,9867 0,9908
0 2 RFO+CATBO0+GB0 0,9866 0,9908
0 3 DTO0+RF0+CATBO 0,9866 0,9907
0 4 DTO0+CATBO+EXTO 0,9864 0,9906
0 5 RFO+ CATBO+EXTO 0,9864 0,9906
1 1 KNN1+DT1+CATB1 0,9950 0,9526
1 2 DT1+EXT1+GB1 0,9945 0,9481
1 3 KNN1+DT1+EXT1 0,9945 0,9478
1 4 DT1+RF1+CATB1 0,9945 0,9473
1 5 KSVM1+DT1+CATB1 0,9945 0,9473
2 1 NB2+RF2+CATB2 0,9917 0,9688
2 2 NB2+CATB2+EXT2 0,9916 0,9684
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Cizelge 8.5. (devam) Ozellesmis siniflandiricilar ile en iyi 5 kombinasyon

Kime Sira Kombinasyon Dogruluk F1 Skoru
2 3 KNN2+RF2+CATB2 0,9916 0,9682
2 4 KSVM2+CATB2+EXT?2 0,9916 0,9681
2 5 RF2+ CATB2+EXT?2 0,9916 0,9680

Cizelge 8.5’te sunulan, 6zellestirilmis siiflandirict kombinasyonlarinin tahmin performansi

incelendiginde, en iyi sonuglarin;

e 0 numarali kiime i¢in, “CATBO-EXT0-GB0” kombinasyonu tarafindan %98,67
dogruluk ve %99,08 f1 skoruyla,

e | numarali kiime igin, “KNN1-DT1-CATB1” kombinasyonu tarafindan %99,50
dogruluk ve %95,25 f1 skoruyla,

e 2 numaral kiime i¢in, “NB2-RF2-CATB2” kombinasyonu tarafindan %99,17 dogruluk
ve %96,88 f1 skoruyla saglandig1 gorilmektedir.

Elde edilen tim veriler goz Onlinde bulunduruldugunda, en yiiksek tahmin

performanslarinin;

e 0 numarali kiime i¢in “RF-CATB-EXT” (genel siniflandirict kombinasyonu),

e 1 numarali kiime i¢in “KNN1-DT1-CATB1” (6zellesmis siniflandirict kombinasyonu),

e 2 numarali kiime i¢in “DT-CATB-EXT” (genel siniflandirict kombinasyonu) tarafindan
saglandig1 goriilmektedir.

Yukarida belirtilen siniflandirict kombinasyonlarinin kullanildigi model, %99,04 dogruluk
ve %98,63 fl skoru ile hem genel ve Ozellesmis smiflandiricilardan hem de Ugll
siniflandirict kombinasyonlarindan daha iyi tahmin performans: saglamaktadir. Kaggle

zararl yazilim tespit veri seti i¢in olusturulan bu model Sekil 8.1’de sunulmaktadir.
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Sekil 8.1. Kaggle zararli yazilim tespit veri seti i¢in tahmin modeli

Sekil 8.1°de yer alan model incelendiginde; 43267 (15108 faydali, 28163 zararli) 6rneklem,
K-means kiimeleme algoritmasi kullanilarak 3 ayr1 kiimeye ayrilmaktadir. Ilk kiimede 18949
(12187 faydali, 6762 zararl), ikinci kiimede 3828 (204 faydali, 3624 zararli) ve {iciincii
kiimede 20490 (2717 faydali, 17773 zararli) 6rneklem kiimelenmektedir.

Birinci kiimede yapilan smiflandirma isleminde; ilk asamada %99,1 dogrulukla 18788
smiflandirma, ikinci asamada %58,4 dogrulukla 161 siniflandirma gerceklestirilmektedir.
Smiflandirma iglemlerinin = %99,1’u  birinci asamada %0,9’u ikinci asamada
gerceklestirilmektedir. Erken oybirligi ile kademeli siniflandirma yaklasimi sayesinde her
ti¢c siniflandiricinin da ayn1 agamada tahmin yaptig1 modele gore tahmin siiresinde %66,96

azalma saglanmaktadr.

ikinci kiimede yapilan siniflandirma isleminde; ilk asamada %99,5 dogrulukla 6795

smiflandirma, ikinci asamada %94,6 dogrulukla 37 smiflandirma gergeklestirilmektedir.
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Smiflandirma  islemlerinin =~ %99’u  birinci asamada, %1’1 ikinci asamada
gerceklestirilmeltedir. Erken oy birligi ile kademeli smiflandirma sayesinde her (g
simiflandiricinin da ayni asamada tahmin yaptigi modele gére tahmin siiresinde %98,9

azalma saglanmaktadir.

Ucgiincii kiimede yapilan siniflandirma isleminde; ilk asamada %99,5 dogrulukla 20236
smiflandirma, ikinci asamada %75,6 dogrulukla 254 siniflandirma gergeklestirilmektedir.
Erken oy birligi ile kademeli smiflandirma sayesinde her ti¢ siniflandiricinin da ayni

asamada tahmin yaptig1 modele gore tahmin siiresinde %93,9 azalma saglanmaktadir.

8.2. BODMAS Veri Seti ile Elde Edilen Sonuglar

Onerilen tespit yaklasimi kapsamida, BODMAS veri seti iizerinde elde edilen sonuglar

cizelge 8.6-10°da, en iyi tahmin modeli sekil 8.2°de sunulmaktadir.

Cizelge 8.6. Genel smiflandiricilar i¢in tahmin performanslari

Smiflandirict | Kiime-0 Kime-1 Kime-2 Birlestirilmis Tahmin
Sdresi (s)
KSVM D:0,9896 | D:0,9957 | D:0,9895 D :0,9915 0,00368
F1.0,9828 | F1:0,9956 | F1:0,9887 F1: 0,9899
KNN D:0,9821 | D:0,9883 | D:0,9904 D :0,9873 0,00526
F1:0,9709 | F1:0,9879 | F1:0,9896 F1:0,9851
NB D:0,8673 | D:0,9508 |D:0,8623 D:0,8911 1,11e-05
F1:0,7344 | F1.0,9480 | F1:0,8587 F1: 0,8686
DT D:0,9848 | D:0,9909 | D:0,9897 D :0,9887 6,84e-07
F1:0,9752 | F1:0,9906 | F1:0,9889 F1:0,9837
RF D:0,9948 | D:0,9967 | D:0,9952 D : 0,9956 2,61e-05
F1:0,9914 | F1:0,9966 | F1:0,9949 F1:0,9948
XGB D:0,9954 | D:0,9978 | D:0,9964 D : 0,9965 1,78e-05
F1:0,9925 | F1:0,9977 | F1:0,9961 F1: 0,9959
CatB D:0,9959 | D:0,9983 | D:0,9966 D : 0,9969 2,04e-05
F1:0,9934 | F1:0,9982 | F1:0,9964 F1: 0,9964
AdaB D:0,9844 | D:0,9906 |D:0,9870 D :0,9873 8,52e-05
F1:0,9744 | F1:0,9902 | F1:0,9860 F1:0,9851
EXT D:0,9950 | D:0,9971 | D:0,9946 D : 0,9955 4,93e-05
F1:0,9918 | F1:0,9969 | F1:0,9942 F1:0,9947
GB D:0,9937 | D:0,9973 | D:0,9952 D :0,9954 1,02e-05
F1:0,9898 | F1:0,9972 | F1:0,9949 F1: 0,9946

Cizelge 8.6’da sunulan genel siniflandiricilar i¢in tahmin performanslart incelendiginde, en
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iyi tahmin performansinin %99,69 dogruluk ve %99,64 f1 skoru ile CATB siniflandiricist

tarafindan gergeklestirildigi gortlmektedir. En iyi tahmin siiresi performansi ise 6rneklem

basina 6,84e-07 saniye ile DT smiflandiricisi tarafindan saglanmaktadir. En kotli tahmin

performansi %89,11 dogruluk ve %86,86 f1 skoru ile NB siniflandiricisi tarafindan, en koti

tahmin siiresi performansi ise Orneklem basmna 0,0052 saniye ile KNN siiflandiricisi

tarafindan gergeklestirilmektedir.

Cizelge 8.7. Ozellesmis simiflandiricilar igin tahmin performanslar

Smiflandirict | Kime-0 Kime-1 Kime-2 Birlestirilmis
KSVM D :0,9901 D :0,9937 D :0,9893 D :0,9909
F1:0,9837 F1:0,9935 F1:0,9885 F1:0,9893
KNN D :0,9816 D :0,9963 D :0,9894 D : 0,9866
F1:0,9701 F1:0,9859 F1:0,9886 F1:0,9843
NB D :0,9297 D :0,9625 D :0,8682 D:0,9151
F1:0,8881 F1:0,9602 F1:0,8414 F1:0,8948
DT D :0,9852 D :0,9912 D :0,9888 D :0,9885
F1:0,9759 F1:0,9908 F1:0,9880 F1:0,9865
RF D :0,9939 D :0,9959 D :0,9940 D :0,9946
F1:0,9899 F1:0,9957 F1:0,9936 F1:0,9936
XGB D :0,9864 D :0,9922 D :0,9903 D :0,9898
F1:0,9777 F1:0,9920 F1:0,9895 F1:0,9879
CatB D :0,9959 D :0,9975 D :0,9964 D : 0,9966
F1:0,9933 F1:0,9975 F1:0,9962 F1:0,9960
AdaB D :0,9903 D :0,9945 D :0,9928 D :0,9918
F1:0,9840 F1:0,9943 F1:0,9922 F1:0,9904
EXT D :0,9941 D : 0,9966 D :0,9952 D :0,9959
F1:0,9903 F1:0,9965 F1:0,9948 F1:0,9952
GB D :0,9949 D : 0,9965 D :0,9952 D :0,9955
F1:0,9916 F1:0,9963 F1:0,9948 F1:0,9947

Cizelge 8.7°de sunulan 6zellesmis siniflandirici performanslar incelendiginde, her 3 kiime

icin de en iyi tahmin performansinin CATB siniflandiricilar tarafindan gerceklestirildigi

goriilmektedir. CATB algoritmasiyla, 0 numarali kiime i¢in %99,59 dogruluk ve %99,33 f1

skoru, 1 numarali kiime igin %99,75 dogruluk ve %99,75 f1 skoru, 2 numarali kiime igin

%99,64 dogruluk ve %99,62 f1 skoru performansi saglanmaktadir. Her bir kiime i¢in ayri

ayr1 egitilmis siniflandiricilarin, birlestirilmis tahmin performanslar1 degerlendirildiginde,

CATB smniflandiricilarinin %99,66 dogruluk ve %99,6 f1 skoru ile en iyi tahmin

performansini gergeklestirdigi gorilmektedir. Ancak, 6zellesmis siniflandiricilarin birlesik

performansi, genel CATB simiflandiricisinin performansindan daha diistiktiir.
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Ozellesmis  siiflandiricilarin ~ birlestirilmis  performanslar1  genel — smiflandirict
performanslariyla karsilagtirilmistir.  En  belirgin  iyilesme, NB siniflandiricisinda
gerceklesmektedir. Tlgili siniflandiricinin dogruluk performansinin %89,11°den %91,51e,
fl skorunun %86,86’dan %89,48’¢ yiikselmektedir. Belirgin artis gosteren bir diger
algoritma ADAB algoritmasidir. ADAB algoritmasinin dogruluk performansi %98,73’ten
%99,18%¢, f1 skoru %98,51°den %99,04’¢ yiikselmektedir. Ozellesmis siniflandirma
yaklasimiyla tahmin performansi belirgin sekilde diigsen tek algoritma XGB algoritmasidir.
XGB algoritmasimin dogruluk performanst %99,65’ten %98,98¢e, f1 skoru %99,59’dan
%98,79’a diismektedir.

Cizelge 8.8. Genel siniflandiricilar ile en iyi 5 kombinasyon (tiim veri seti igin)

Kombinasyon Dogruluk F1 Skoru
RF+XGB+CATB 0,9973 0,9968
KSVM+XGB+CATB 0,9971 0,9966
XGB+CATB+EXT 0,9971 0,9966
KNN+XGB+CATB 0,9970 0,9965
RF+CATB+GB 0,9970 0,9965

Cizelge 8.8’de goriildiigii gibi, genel siniflandiricilar kullanilarak en 1yi tahmin performansi
saglayan Ucli siniflandirict kombinasyonu, %99,73 dogruluk ve %99,68 f1 skoruyla “RF-
XGB-CATB” kombinasyonudur. Bu kombinasyonla, tiim genel ve Ozellesmis

siniflandiricilarin performanslarindan daha iyi tahmin performansi elde edilmektedir.

Cizelge 8.9. Genel siniflandiricilar ile en iyi 5 kombinasyon (her kiime igin)

Kime | Sira Kombinasyon Dogruluk F1 Skoru
0 1 XGB + CATB + EXT 0,9968 0,9948
0 2 RF + XGB + CATB 0,9967 0,9946
0 3 KSVM + XGB + CATB 0,9966 0,9944
0 4 CATB + EXT + GB 0,9963 0,9940
0 5 KSVM + RF + CATB 0,9962 0,9938
1 1 KSVM + CATB + GB 0,9986 0,9986
1 1 CATB + EXT + GB 0,9986 0,9986
1 3 RF + XGB + CATB 0,9985 0,9985
1 4 RF + CATB + GB 0,9985 0,9985
1 5 KSVM + XGB + CATB 0,9984 0,9983
2 1 DT + XGB + CATB 0,9967 0,9965
2 1 KNN + XGB + CATB 0,9967 0,9965
2 1 RF + XGB + CATB 0,9967 0,9965
2 4 RF + CATB + GB 0,9965 0,9963
2 5 XGB + CATB + GB 0,9965 0,9963
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Cizelge 8.9’da sunulan genel smiflandirict kombinasyonlarinin her bir kiime igin
performanslar1 incelendiginde, 0 numarali kiime icin “XGB-CATB-EXT” siiflandirict
kombinasyonu, 1 numarali kiime i¢in “CATB-EXT-GB” siniflandirict kombinasyonu ve 2
numarali kiime igin “DT-XGB-CATB” smiflandirici kombinasyonu en iyi tahmin
performansin1  saglamaktadir. Bu asamada, aym1 dogruluk ve fl skoruna sahip
kombinasyonlar arasinda tahmin siiresi performansi en iyi olan kombinasyon en iyi
smiflandirict kombinasyonu olarak kabul edilmektedir. Her bir kime icin, en iyi
siiflandiric1 kombinasyonlarinin tahmin performansinin, ilgili kiimede en iyi siniflandirma

performansina sahip genel ve 6zellesmis siniflandiricilardan daha iyi oldugu goériillmektedir.

Cizelge 8.10. Ozellesmis siniflandiricilar ile en iyi 5 kombinasyon

Kime | Sira Kombinasyon Dogruluk F1 Skoru
0 1 KSVM + CATB + GB 0,9965 0,9942
0 2 KSVM + DT + CATB 0,9963 0,9940
0 3 KNN + CATB + GB 0,9962 0,9938
0 4 KSVM + RF + CATB 0,9961 0,9935
0 5 KSVM + CATB + EXT 0,9961 0,9935
1 1 KSVM + CATB + GB 0,9977 0,9976
1 1 RF + CATB + ADAB 0,9977 0,9976
1 1 CATB + ADAB + EXT 0,9977 0,9976
1 4 CATB + EXT + GB 0,9975 0,9975
1 5 ADAB + EXT + GB 0,9975 0,9975
2 1 KNN + CATB + GB 0,9964 0,9962
2 2 CATB + EXT + GB 0,9963 0,9960
2 3 KSVM + CATB + GB 0,9962 0,9959
2 4 RF + CATB + GB 0,9962 0,9959
2 5 KNN + CATB + EXT 0,9960 0,9957

Cizelge 8.10’da sunulan oOzellestirilmis siniflandirict  kombinasyonlarimin tahmin
performanslari incelendiginde, en iyi sonuglarin;

e 0 numarali kime i¢in “KSVMO0-CATB0-GB0” kombinasyonu tarafindan %99,65
dogruluk ve %99,42 f1 skoruyla,

e 1 numarali kime i¢in “KSVM1-CATB1-GB1” kombinasyonu tarafindan %99,77
dogruluk ve %99,76 f1 skoruyla,

e 2 numarali kime icin “KNN2-CATB2-GB2” kombinasyonu tarafindan %99,64
dogruluk ve %99,62 f1 skoruyla saglandig1 goriilmektedir.

Elde edilen tiim veriler g6z Oniinde bulunduruldugunda; en yuksek tahmin

performanslarinin;



101

e 0 numarali kiime i¢in “XGB-CATB-EXT”,
e 1 numarali kiime i¢in “KSVM-CATB-GB”,

e 2 numarali kiime i¢in “DT-XGB-CATB” simniflandirici kombinasyonlar1 tarafindan
saglandig1 goriilmektedir.

Yukarida belirtilen siniflandirict kombinasyonlarinin kullanildigi model, %99,74 dogruluk
ve %99,77 f1 skoru ile hem genel ve Ozellesmis siniflandiricilardan hem de (gcli
smiflandirici kombinasyonlarindan daha iyi tahmin performansi saglamaktadir. BODMAS

veri seti i¢in olusturulan tespit modeli Sekil 8.2°de sunulmaktadir.

5358/5374
€=3) 19/22 y d FAYDALI
(+)

(-)
2/2
ZARARLI
2331/2336
4281/4286
((+7) 13/13 > B
(-+) )
(+) )
9 (__) 1/1 ZARARLI
4000/4006
5790/5802
) 9/14 FAYDALI
() )
(-)
7/13 ZARARLI
5006/5018

Sekil 8.2. BODMAS veri seti igin tahmin modeli

Sekil 8.2’de yer alan model incelendiginde; 26887 (15499 faydali, 11388 zararli) 6rneklem,
K-means kiimeleme algoritmasi kullanilarak 3 ayr1 kiimeye ayrilmaktadir. i1k kiimede 7734
(5382 faydali, 2352 zararli), ikinci kiimede 8306 (4300 faydali, 4006 zararli) ve ii¢iincii
kiimede 10847 (5817 faydali, 5030 zararli) 6rneklem kiimelenmektedir.
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Birinci kiimede yapilan smiflandirma isleminde; ilk asamada %99,73 dogrulukla 7710
smiflandirma, ikinci asamada %87,5 dogrulukla 24 siniflandirma gergeklestirilmektedir.
Siniflandirma  islemlerinin = %99,68’i birinci asamada %0,32°si ikinci asamada
gerceklestirilmektedir. Erken oybirligi ile kademeli siniflandirma yaklasimi sayesinde her
ti¢ siiflandiricinin da ayni asamada tahmin yaptig1 modele gore tahmin siresinde %56,3

azalma saglanmaktadir.

ikinci kiimede yapilan smiflandirma isleminde; ilk asamada %99,87 dogrulukla 8292
smiflandirma, ikinci asamada %100 dogrulukla 14 siniflandirma gergeklestirilmektedir.
Smiflandirma islemlerinin  %99,83’u birinci asamada, %0,17°si ikinci asamada
gergeklestirilmektedir. Erken oy birligi ile kademeli smiflandirma sayesinde her ig
siiflandiricinin da ayni asamada tahmin yaptigi modele gore tahmin siiresinde %99,1

azalma saglanmaktadir.

Uciincii kiimede yapilan siniflandirma isleminde; ilk asamada %99,77 dogrulukla 10820
smiflandirma, ikinci asamada %59,25 dogrulukla 27 siniflandirma gergeklestirilmektedir.
Smiflandirma  islemlerinin = %99,75’1 birinci asamada, %0,25’1 ikinci asamada
gergeklestirilmektedir. Erken oy birligi ile kademeli smiflandirma sayesinde her i
siiflandiricinin da ayn1 asamada tahmin yaptigi modele gore tahmin siiresinde %72,69

azalma saglanmaktadir.

Onerilen tespit yaklasiminin etkinliginin BODMAS veri seti ile yapilan diger ¢alismalarin

sonuglartyla karsilastirilmasi ¢izelge 8.11°de sunulmaktadir.

Cizelge 8.11. BODMAS veri seti kullanilan ¢aligmalarin karsilastirilmasi

Calisma Dogruluk F1 Skoru
Ramadhan, F.H. ve digerleri [24] 0,9962 0,9956
Qikai Lu [25] 0,97 0,9699
Onerilen Tespit Yaklagimi 0,9974 0,9977

Onerilen tespit yaklasiminin performanst BODMAS veri seti kullamlarak yapilan diger
calismalarla karsilastirildiginda (Cizelge 8.11), Onerilen tespit yaklasiminin hem dogruluk
hem de fl skoru agisindan, diger ¢alismalardan daha iyi tahmin performans: sergiledigi

gorilmektedir.
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Onerilen tespit yaklasimi kapsaminda, EMBER veri seti iizerinde elde edilen sonuglar

cizelge 8.12-16°da, en iyi tahmin modeli sekil 8.3’te sunulmaktadir.

Cizelge 8.12. Genel siniflandiricilar igin tahmin performanslar

Smiflandirict | Kiime-0 Kime-1 Kime-2 Birlestirilmis Tahmin
Siresi (s)

KSVM D:0,9806 |D:0,8928 | D:0,9072 D :0,9099 0,07537
F1:0,9111 | F1:0,9218 | F1:0,8993 F1.0,9113

KNN D:0,9724 | D:0,9143 | D:0,8898 D : 0,9086 0,28473
F1.0,8777 | F1:0,9357 | F1:0,8801 F1: 0,9086

NB D:0,8812 | D:0,6546 | D:0,6391 D:0,6724 1,11e-05
F1:0,0589 | F1:0,7876 | F1:0,4649 F1: 0,6653

DT D:0,9694 | D:0,9081 | D:0,8987 D:0,9103 1,29e-06
F1.0,8696 | F1:0,9313 | F1:0,8899 F1:0,9106

RF D:0,9918 | D:0,9473 | D:0,9424 D :0,9499 9,96e-05
F1:0,9613 | F1:0,9610 | F1:0,9366 F1:0,9499

XGB D:0,9921 | D:0,9676 | D:0,9543 D :0,9637 1,44e-05
F1:0,9635 | F1:0,9758 | F1:0,9497 F1: 0,9636

CatB D:0,9930 | D:0,9674 | D:0,9576 D :0,9654 4,85e-06
F1:0,9676 | F1:0,9757 | F1:0,9534 F1: 0,9653

AdaB D:0,9526 |D:0,7903 | D:0,8145 D :0,8208 0,00015
F1:0,7960 | F1:0,8592 | F1:0,8047 F1: 0,8335

EXT D:0,9874 | D:0,9396 |D:0,9323 D:0,9413 0,0001
F1:0,9399 | F1:0,9552 | F1:0,9249 F1:0,9410

GB D:0,9809 |D:0,9462 | D:0,9340 D :0,9440 1,28e-05
F1:0,9130 | F1:0,9602 | F1:0,9284 F1: 0,9445

Cizelge 8.12°de sunulan genel siniflandiricilar i¢in tahmin performanslari incelendiginde, en

iyi tahmin performansinin %96,54 dogruluk ve %96,53 f1 skoru ile CATB smiflandiricisi

tarafindan gerceklestirildigi goriilmektedir. En iyi tahmin siiresi performansi ise 6érneklem

basma 1,29e-06 saniye ile DT siniflandiricisi tarafindan saglanmaktadir. En kotii tahmin

performansi %67,24 dogruluk ve %66,53 f1 skoru ile NB siniflandiricisi tarafindan, en kotii

tahmin siiresi performansi ise drneklem basma 0,28473 saniye ile KNN siniflandiricist

tarafindan gerceklestirilmektedir.

Cizelge 8.13. Ozellesmis siniflandiricilar igin tahmin performanslari

Siiflandirict | Kiime-0 Kime-1 Kime-2 Birlestirilmis
KSVM D :0,9755 D :0,8895 D :0,9078 D :0,9084
F1:0,8809 F1:0,9196 F1:0,8984 F1:0,9091
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Cizelge 8.13. (devam) Ozellesmis siniflandiricilar igin tahmin performanslar

Smiflandirict | Kiime-0 Kime-1 Kime-2 Birlestirilmis
KNN D :0,9795 D :0,9201 D :0,9023 D :0,9179
F1:0,9073 F1:0,9407 F1:0,8944 F1:0,9185
NB D :0,9048 D :0,4045 D : 0,6987 D : 0,6086
F1:0,5405 F1:0,2381 F1:0,5949 F1:0,4392
DT D:0,9727 D : 0,9006 D : 0,8957 D :0,9063
F1:0,8801 F1:0,9252 F1:0,8853 F1:0,9057
RF D : 0,9855 D : 0,9467 D :0,9411 D :0,9483
F1:0,9291 F1:0,9607 F1:0,9349 F1:0,9482
XGB D :0,9851 D :0,9640 D :0,9578 D :0,9633
F1:0,9295 F1:0,9731 F1:0,9537 F1:0,9632
CatB D :0,9848 D : 0,9637 D :0,9535 D :0,9610
F1:0,9289 F1:0,9729 F1:0,9494 F1:0,9610
AdaB D :0,9735 D :0,8929 D :0,8729 D :0,8919
F1:0,8765 F1:0,9216 F1:0,8628 F1:0,8935
EXT D :0,9845 D :0,9394 D :0,9281 D :0,9389
F1:0,9243 F1:0,9552 F1:0,9198 F1:0,9385
GB D :0,9822 D : 0,9594 D : 0,9508 D :0,9577
F1:0,9166 F1:0,9697 F1:0,9461 F1:0,9576

Cizelge 8.13’te, 6zellesmis siniflandiricilar i¢in tahmin performanslar1 goriilmektedir. 0
numarali kiime i¢in, RF algoritmasi %98,55 dogruluk ve XGB algoritmasi1 %92,95 f1 skoru
ile en 1yi tahmin performansini saglamaktadir. XGB algoritmasi, 1 numarali kiime i¢in
%96,40 dogruluk ve %97,31 f1 skoru, 2 numarali kiime i¢in %95,78 dogruluk ve %95,38 f1
skoru ile en iyi tahmini gergeklestirmektedir. Her bir kiime i¢in ayr1 ayr1 egitilmis
simiflandiricilarin,  birlestirilmis tahmin performanslart  degerlendirildiginde, XGB
siiflandiricilarinin %96,33 dogruluk ve %96,32 f1 skoru ile en iyi tahmin performansini

gerceklestirdigi gortilmektedir.

Ozellesmis  simiflandiricilarin~ birlestirilmis ~ performanslart  genel — smiflandirici
performanslariyla karsilastirilmistir. Ozellesmis siniflandirict kullanimiyla ADAB ve GB
siniflandiricilarinda  belirgin  sekilde iyilesme goriilmektedir. ADAB i¢in dogruluk
%82,08’den %89,19’a, f1 skoru %83,35’ten %89,35’e yiikselmektedir. GB i¢in dogruluk
%94,40’tan %95,77’ye, fl1 skoru %94,45’ten %95,76’ya yiikkselmektedir. En belirgin
performans diisiisii NB icin gerceklesmis olup, dogrulugun %67,24’ten %60,86’ya, fl
skorunun %66,53’ten %43,92’ye diistiigl goriilmektedir.
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Cizelge 8.14. Genel siniflandiricilar ile en iyi 5 kombinasyon (tiim veri seti i¢in)

Kombinasyon Dogruluk F1 Skoru
KNN+XGB+CATB 0,9676 0,9676
DT+XGB+CATB 0,9655 0,9654
XGB+CATB+EXT 0,9653 0,9652
XGB+CATB+GB 0,9643 0,9643
KSVM+XGB+CATB 0,9639 0,9638

Cizelge 8.14’te goriildiigii gibi, genel siniflandiricilar kullanilarak en iyi tahmin performansi

saglayan {i¢lii siniflandirict kombinasyonu, %96,76 dogruluk ve %96,76 f1 skoruyla “KNN-

XGB-CATB” kombinasyonudur.  Bu kombinasyonla, tim genel smiflandiricilarin

p

erformanslarindan daha iyi tahmin performansi elde edilmektedir.

Cizelge 8.15. Genel siniflandiricilar ile en iyi 5 kombinasyon (her kiime igin)

Kime | Sira Kombinasyon Dogruluk F1 Skoru
0 1 XGB + CATB + EXT 0,9936 0,9703
0 2 NB + XGB + CATB 0,9935 0,97

0 3 RF + XGB + CATB 0,9935 0,9699
0 4 KSVM + XGB + CATB 0,9934 0,9697
0 5 DT + RF + CATB 0,9931 0,9684
1 1 KNN + XGB + CATB 0,9683 0,9763
1 2 DT + XGB + CATB 0,9674 0,9756
1 3 XGB + CATB + EXT 0,9669 0,9753
1 4 XGB + CATB + GB 0,9663 0,9749
1 5 KSVM + XGB + CATB 0,9662 0,9748
2 1 KNN + XGB + CATB 0,9615 0,9578
2 2 RF + XGB + CATB 0,9691 0,9550
2 3 XGB + CATB + EXT 0,9577 0,9535
2 4 XGB + CATB + GB 0,9565 0,9523
2 5 KSVM + XGB + CATB 0,9555 0,9511

Cizelge 8.15’te sunulan genel siniflandirict kombinasyonlarmin her bir kiime i¢in tahmin

performanslar1 incelendiginde, en iyi sonuglarin;

0 numarali kiime i¢in “XGB-CATB-EXT” smiflandirici kombinasyonu tarafindan
%99,36 dogruluk ve %97,03 f1 skoruyla,

I numarali kiime i¢in “KNN-XGB-CATB” smiflandirici kombinasyonu tarafindan
%96,83 dogruluk ve %97,63 f1 skoruyla,

2 numarali kiime i¢in “KNN-RF-CATB” smiflandirici kombinasyonu tarafindan
%96,15 dogruluk ve %95,78 f1 skoruyla saglandig: goriilmektedir.
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Cizelge 8.16. Ozellesmis siniflandiricilar ile en iyi 5 kombinasyon

Kime Sira Kombinasyon Dogruluk F1 Skoru
0 1 KNNO + DTO + CATBO 0,9883 0,9458
0 2 KNNO + DTO0 + RF0 0,9879 0,9430
0 3 KNNO + DTO + XGBO0 0,9876 0,9422
0 4 KNNO + DTO + GBO 0,9871 0,9403
0 5 KNNO + DTO + EXTO 0,9873 0,94

1 1 NB1 + XGB1 + CATB1 0,9674 0,9756
1 2 KNN1 + XGB1 + CATB1 0,9663 0,9749
1 2 XGB1 + CATB1 + EXT1 0,9661 0,9747
1 4 RF1 + XGB1 + CATB1 0,9651 0,9740
1 5 NB1 + CATB1 + GB1 0,9648 0,9736
2 1 KNN2 + XGB2 + CATB2 0,9600 0,9564
2 2 XGB2 + CATB2 + EXT2 0,9582 0,9542
2 3 RF2 + XGB2 + CATB2 0,9570 0,9528
2 4 KNN2 + XGB2 + GB2 0,9568 0,9526
2 5 KNN2 + CATB2 + GB2 0,9566 0,9527

Cizelge 8.16’da sunulan Ozellestirilmis siniflandirict  kombinasyonlarinin  tahmin
performanslari incelendiginde, en iyi sonuglarin;

e 0 numarali kiime i¢in “KNNO-DTO-CATB0” kombinasyonu tarafindan 998,83
dogruluk ve %94,58 f1 skoruyla,

e | numarali kiime icin “NB1-XGB1-CATB1” kombinasyonu tarafindan 9%96,74
dogruluk ve %97,56 f1 skoruyla,

e 2 numarali kime i¢in “KNN2-XGB2-CATB2” kombinasyonu tarafindan %96,00
dogruluk ve %95,64 f1 skoruyla saglandig1 goriilmektedir.

Elde edilen tiim veriler g6z 6niinde bulunduruldugunda; en iyi tahmin performanslarinin;

e 0 numarali kiime i¢in “XGB-CATB-EXT” simiflandirici kombinasyonu tarafindan
%99,36 dogruluk ve %97,03 f1 skoruyla

e | numaral kiime i¢in “KNN-XGB-CATB” kombinasyonu tarafindan %96,83 dogruluk
ve %97,63 f1 skoruyla,

e 2 numarali kiime i¢in “KNN2-RF2-CATB2” kombinasyonu tarafindan %96,15
dogruluk ve %95,78 f1 skoruyla saglandig1 goriilmektedir.

Yukarida belirtilen siniflandirict kombinasyonlarinin kullanildigi model, %96,77 dogruluk
ve %096,77 fl1 skoru ile hem genel ve Ozellesmis smiflandiricilardan hem de tglii
siniflandiric1 kombinasyonlarindan daha iyi tahmin performans: saglamaktadir. EMBER

2018 veri seti i¢in olusturulan tespit modeli Sekil 8.3’te sunulmaktadir.
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Sekil 8.3. EMBER 2018 veri seti i¢in tahmin modeli

Sekil 8.3’te yer alan model incelendiginde; 200000 (100000 faydali, 100000 zararli)
orneklem, K-means kiimeleme algoritmasi kullanilarak 3 ayri kiimeye ayrilmaktadir. Ilk
kiimede 22562 (2465 faydali, 20097 zararli), ikinci kiimede 77026 (51089 faydali, 25937
zararl)) ve Tgcilincii kiimede 100412 (46446 faydali, 53966 zararli)) Orneklem

kiimelenmektedir.

Birinci kiimede yapilan smiflandirma isleminde; ilk asamada %99,5 dogrulukla 22449
siniflandirma, ikinci asamada %71,68 dogrulukla 113 siniflandirma gergeklestirilmektedir.
Smiflandirma  islemlerinin  %99,5’1 birinci asamada %0,5’i ikinci asamada
gerceklestirilmektedir. Erken oybirligi ile kademeli siniflandirma yaklagimi sayesinde her
ti¢ siiflandiricinin da ayn1 asamada tahmin yaptig1 modele gore tahmin siresinde %83,76

azalma saglanmaktadir.
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Ikinci kiimede yapilan siniflandirma isleminde; ilk asamada %97,76 dogrulukla 75402
siniflandirma, ikinci agamada %53,57 dogrulukla 1624 siniflandirma gergeklestirilmektedir.
Smiflandirma islemlerinin  %97,89’u  birinci asamada, %2,11°’1 ikinci asamada
gerceklestirilmektedir. Erken oy birligi ile kademeli smiflandirma sayesinde her iig
siniflandiricinin da ayni asamada tahmin yaptigi modele gore tahmin stresinde %97,88

azalma saglanmaktadir.

Uctincli kiimede yapilan smiflandirma isleminde; ilk asamada %96,94 dogrulukla 97615
siniflandirma, ikinci agamada %70,22 dogrulukla 2717 siniflandirma gergeklestirilmektedir.
Smiflandirma islemlerinin = %97,21°i birinci asamada, %2,79’u ikinci asamada
gergeklestirilmektedir. Erken oy birligi ile kademeli smiflandirma sayesinde her ig
siniflandiricinin da ayn1 asamada tahmin yaptigt modele gore tahmin siiresinde %97,2

azalma saglanmaktadir.

Onerilen tespit yaklasimmin etkinliginin EMBER 2018 veri seti ile yapilan diger

caligmalarin sonuglariyla karsilastirilmasi ¢izelge 8.17°de sunulmaktadir.

Cizelge 8.17. EMBER 2018 veri seti kullanilan ¢aligmalarin karsilastiriimasi

Calisma Dogruluk F1 Skoru
Raff, E. ve digerleri [26] %93,29 Veri yok
Marais, B ve digerleri [27] %94 %93,4
Sumit, S.L. ve Adamuthe A.C. [28] %94,09 %88,66
Nguyen, A.T. ve digerleri [29] %94,72 Veri yok
Thosar, K. ve digerleri [30] %96 %96
Onerilen Tespit Yaklasimi %096,77 %96,77

Cizelge 8.17°de sunuldugu tiizere, 6nerilen tespit yaklagiminin performanst EMBER 2018
veri seti kullanilarak yapilan diger ¢aligmalarla karsilastirildiginda hem dogruluk hem de f1

skoru acisindan, diger ¢alismalardan daha 1yi tahmin performansi sergiledigi goriilmektedir.

8.4. Modelin Canh Ortamda Uygulanmasi ve Ozgiin Veri Seti ile Elde Edilen Sonuclar

Bu boliimde, modelin canli ortamda uygulanmasi ve 6zgiin veri seti ile elde edilen sonuglar
sunulmaktadir. Modelin canli ortamda uygulamasina yonelik calisma (¢ safhada

gergeklestirilmektedir. Birinci satha dosyalardan 6zellik ¢ikarimi ve egitim veri setinin



109

olusturulmasi safhasi, ikinci safha siiflandiricilarin egitilmesi ve disa aktarilmasi safthast,

son safha ise egitilen modelin farkli bir ortamda galistirilmasi safhasidir.

8.4.1. Ozellik cikarimi ve egitim veri setinin olusturulmasi

Calismanin bu safhasinda, oncelikle VirusShare iizerinden indirilen zararlilar ile Windows
8.1 isletim sisteminin sistem dosyalar1 olmak tizere 977’si zararl 5323’1 faydali 6300 dosya
toplanmaktadir. Listesi ¢izelge 5.6°da yer alan dzellikler, Kali Linux isletim sistemine sahip
bir sanal makinada, Python dili ile gelistirilen bir kod kullanilarak elde edilmektedir. Elde

edilen bu oOzellikler 6zgun veri seti olarak kullanilmak {izere “.csv” formatinda disa

aktarilmaktadir (Resim 8.1).

A B C D E F G H
1 Machine SizeOfOptionalHeader Characteristics MajorLinkerVersion MinorLinkerVersion SizeOfCode SizeOflnitializedData SizeOfUninitializedData
2 332 224 258 11 0 4608 56832 0
3 332 224 8226 11 0 1810944 23040 0
4 34404 240 34 9 0 55296 739328 0
5 34404 240 34 10 10 7680 2847232 0
6 332 224 8450 11 10 1024 1024 0
7 34404 240 8226 8 10 67584 16384 0
8 332 224 8450 11 10 67584 5632 0
9 34404 240 34 9 10 993280 320512 0
10 332 224 8450 11 10 993280 5654016 0
11 34404 240 34 10 10 17408 6656 0
12 34404 240 35 9 10 3072 5632 0
13 332 224 8450 11 10 101376 15872 0
14 34404 240 8226 11 10 117248 19456 0

Resim 8.1. PE dosyalardan elde edilen veri seti
Resim 8.1°deki ekran goriintiisiinde, 6zgiin veri seti kapsaminda ¢ikarilan 6zelliklerin bir

kism1 yer almaktadir.

8.4.2. Siiflandiricilarin egitilmesi ve disa aktarilmasi

Ozellik Cikarmmi ve Egitim Veri Setinin Olusturulmas1 asamasinda elde edilen veri seti,
Google Colaboratory ortaminda, Onerilen tespit modeli ic¢in ihtiyag duyulan
siniflandiricilarin egitildigi koda girdi olarak verilmektedir. Ilgili kodun calistirilmasi
neticesinde Cizelge 8.18 ve Cizelge 8.19°teki sonuclar elde edilmektedir. Bu asamada,
egitilen dlgeklendirme, kiimeleme ve siniflama algoritmalar1 farkli ortamlarda kullanilmak

lizere disar1 aktarilmaktadir.
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Cizelge 8.18. Uygulama kapsaminda genel siniflandiricilar i¢in kiimelere gore en iyi
dogruluk ve f1 skorlari

Kime Sira Kombinasyon Dogruluk F1 Skoru
0 1 NB+ADAB+EXT 0,9695 0,9782

1 1 NB+DT+GB 1,0 1,0

2 1 NB+DT+GB 1,0 1,0

Cizelge 8.18’de sunulan genel siniflandirici kombinasyonlarinin tahmin performansi

incelenmis olup:

e 0 numarali kiime i¢in en iyi tahmin performansinin NB-ADAB-EXT kombinasyonuyla
%96,95 dogruluk ve %97,82 f1 skoruyla saglandigi gorulmektedir.

e 1 ve 2 numarali kiimelerde birden fazla siniflandirict kombinasyonu %100 dogrulukla
smiflandirma yapmaktadir. Bu sebeple tahmin siiresi en kisa olan smiflandirici
kombinasyonlar1 (NB-DT-GB) ilgili kiime i¢in en iyi siniflandirict kombinasyonu olarak
kabul edilmektedir.

Cizelge 8.19. Uygulama kapsaminda 6zel siiflandiricilar i¢in kiimelere gore en iyi dogruluk
ve f1 skorlar1

Kime Sira Kombinasyon Dogruluk F1 Skoru
0 1 KSVMO0+DT0+XGBO0 0,9725 0,9803

1 1 NB1+DT1+GB1 1,0 1,0

2 1 NB2+DT2+GB2 1,0 1,0

Cizelge 8.19’te sunulan 6zellesmis siniflandiricilar kombinasyonlarinin tahmin performansi

incelenmis olup:

e 0 numarali kiime i¢in en 1yl tahmin performansinin KSVMO+DTO0+XGBO
kombinasyonuyla %97,25 dogruluk ve %98,03 f1 skoruyla saglandigi gortlmektedir.

e 1 ve 2 numarali kiimelerde birden fazla siniflandirici kombinasyonunun %100
dogrulukla siniflandirma yapmasi sebebiyle tahmin siiresi en kisa olan smiflandirict
kombinasyonlar1 (NB1-DT1-GB1, NB2-DT2-GB2) ilgili kiime i¢in en iyi siniflandirict
kombinasyonu olarak kabul edilmektedir.

Tablolarda sunulan verilere ek olarak, en iyi genel siniflandirici %98,33 dogruluk ve %99,01
f1 skoruyla ADAB, en iyi genel siniflandirict kombinasyonu %98,41 dogruluk ve %99,05
1 skoruyla NB-ADAB-EXT dir.
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Onerilen tespit yaklasiminda, 0 numarali kiime i¢in KSVMO-DT0-XGBO, 1 numarali kiime
icin  NB1-DT1-GB1 ve 2 numarali kiime i¢in NB2-DT2-GB2 smiflandirici
kombinasyonlarmin kullanildigi durumda, %98,57 dogruluk ve %99,15 f1 skoru ile en iyi
tahmin performansi saglanmaktadir. Uygulama kapsaminda olusturulan tespit modeli Sekil

8.4’te sunulmaktadir.
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Sekil 8.4. Ozgiin veri seti icin tespit modeli

Sekil 8.4’te yer alan model incelendiginde, 1260 (1083 faydali, 177 zararl1) 6rneklem, K-
means kiimeleme algoritmasiyla 3 ayr1 kiimeye ayrilmaktadir. {1k kiimede 656 (479 faydali,
177 zararl), ikinci kiimede 8 (8 faydali) ve c¢tncl kimede 596 (596 faydali) 6rneklem
kimelenmektedir.

Birinci kiimede yapilan smiflandirma isleminde; ilk asamada %97,29 dogrulukla 629
siiflandirma, ikinci asamada %96,3 dogrulukla 27 siniflandirma gergeklestirilmektedir.

Smiflandirma islemlerinin  %95,88’1 birinci asamada %4,12’si ikinci asamada
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gerceklestirilmektedir. Erken oybirligi ile kademeli siniflandirma yaklagimi sayesinde, her
ti¢ siniflandiricinin da ayni asamada tahmin yaptigi modele gore, tahmin stiresinde %83,09

azalma saglanmaktadir.

Ikinci kiimede yapilan smiflandirma isleminde; ilk asamada %100 dogrulukla 8
siniflandirma, ikinci asamada %100 dogrulukla 1 smiflandirma gergeklestirilmektedir.
Smiflandirma islemlerinin  %88,89’u birinci asamada, %11,11’1 ikinci asamada
gerceklestirilmektedir. Erken oy birligi ile kademeli smiflandirma sayesinde, her g
smiflandiricinin da ayni asamada tahmin yaptig1 modele gore, tahmin slresinde %49,45

azalma saglanmaktadir.

Uciincii kiimede yapilan siniflandirma isleminde; ilk asamada %2100 dogrulukla 595
smiflandirma, ikinci asamada %2100 dogrulukla 1 siniflandirma gergeklestirilmektedir.
Smiflandirma islemlerinin  %99,83’0 birinci asamada, %00,16’s1 ikinci asamada
gergeklestirilmektedir. Erken oy birligi ile kademeli siniflandirma sayesinde, her (g
siniflandiricinin da ayn1 asamada tahmin yaptigi modele goére, tahmin stresinde %50,44

azalma saglanmaktadir.

8.4.3. Farkh bir ortamda tespit modelinin cahstirilmasi

Bir o6nceki adimda, her kiime i¢in en iyi sonucu veren Ozellestirilmis smiflandirict
kombinasyonlar1 disa aktarilarak, Kali Linux {izerinde yer alan ve modelle 6zdes tahmin
gerceklestiren Python koduna girdi olarak verilmektedir. Egitim setine dahil edilmeyen 20
zararli ve 80 faydali dosya {lizerinde uygulanan tahminde, olusturulan model %100

dogrulukla tahmin gerceklestirmektedir.

8.5. Genel Sonuglar

8.1-8.4’lincii bdliimlerde sunulan tablolar incelendiginde, Kaggle zararli yazilim tespiti veri
setinde %99,04 dogruluk ve %98,63 f1 skoru, BODMAS veri setinde %99,74 dogruluk ve
%99,77 f1 skoru, EMBER 2018 veri setinde %96,77 dogruluk ve %96,77 f1 skoru, 6zgiin
veri setinde ise %98,57 dogruluk ve %99,15 f1 skoru saglanmaktadir.
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Veri Seti Calisma Dogruluk F1 Skoru
Ramadhan, F.H. ve | 0,9962 0,9956
digerleri [24]

BODMAS Qikai Lu [25] 0,97 0,9699
Onerilen Tespit | 0,9974 0,9977
Yaklasimi
Raff, E. ve digerleri | %93,29 Veri yok
[26]
Marais, B ve| %94 %93,4
digerleri [27]
Sumit, S.L. ve | %94,09 %388,66
Adamuthe A.C. [28]

EMBER 2018 Nguyen, A.T. ve | %94,72 Veri yok
digerleri [29]
Thosar, K. ve | %96 %96
digerleri [30]
Onerilen Tespit | %96,77 %96,77
Yaklasimi

Cizelge 8.20’de sunulan tablo incelendiginde, onerilen tespit yaklasiminin hem BODMAS

hem de EMBER 2018 veri setleri kullanilarak gergeklestirilen ¢alismalardan daha iyi tespit

performansi sergiledigi gorulmektedir. Literatiirde Kaggle Zararli Yazilim Tespiti veri seti

kullanilarak gerceklestirilen bir caligmaya rastlanilmadigindan, tabloda yer almamaktadir.

Modelin ger¢ek ortamda kullanilabilirliginin degerlendirilmesi kapsaminda, gergek zararh

dosyalar1 ve faydali sistem dosyalarindan elde edilen 6zgiin veri seti kullanilmaktadir.

Gergeklestirilen ¢alismada, modelin gercek ortamda etkin bir sekilde kullanilabildigi

gorulmektedir.
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9. SONUC VE ONERILER

Stirekli evrilen ve gelisen zararli yazilimlarla miicadele, siber giivenlik aragtirmacilarinin
iizerinde en ¢ok calisma yaptiklar1 alanlardan bir tanesidir. Ozellikle, daha once tespit
edilmemis zararl yazilimlarin tespitinin gerceklestirilmesi i¢in, makine 6grenmesi destekli
tespit yaklasimlarinin kullanimi 6ne ¢ikmaktadir. Zararli yazilim tespiti kapsaminda makine
O0grenmesi yontemlerinin kullanilmasi, imza veri tabaniyla eslesmeyen ve uzman kisiler
tarafindan tanimlanmis kurallarla tespit edilemeyen zararlilar tespit edilmesine olanak

saglamaktadir.

Bu tez ¢alismasinda, son kullanicilar tarafindan yaygin olarak kullanilan Windows isletim
sistemleri etkileyen ¢alistirilabilir zararh yazilimlarin, yliksek dogruluk ve f1 skoru ile tespit
edilmesi amaclanmaktadir. Bu amacin gerceklestirilmesi maksadiyla, denetimli ve
denetimsiz 6grenme metotlarinin  birlikte kullanildigr bir toplu 6grenme modeli

sunulmaktadir.

Modelin gelistirilmesi asamasinda, denetimsiz Ogrenme algoritmas:t olarak K-Means
algoritmasi, denetimli 6grenme algoritmalar1 olarak KSVM, KNN, NB, DT, RF, XGB,
CATB, ADAB, EXT ve GB algoritmalar1 kullanilmaktadir.

Sunulan tespit yaklasiminin etkinliginin ortaya konulabilmesi maksadiyla Kaggle Zararl
Yazilim Tespiti veri seti, BODMAS veri seti, EMBER 2018 veri seti ve ¢calisma kapsaminda

hazirlanan 6zgiin veri seti kullanilmaktadir.

Tespit yaklagimmin gelistirilmesi asamasinda, smiflandiricilarin hizli bir = sekilde
egitilmesine imkan veren Kaggle Zararli Yazilim Tespiti veri seti kullanilmistir. Onerilen
tespit yaklasimi olgunlastiktan sonra literatiirde yer alan ¢aligsmalarda kullanillan BODMAS
ve EMBER 2018 veri setleriyle ¢alismalar gerceklestirilmistir. Ayrica, tespit yaklasiminin
kullanilabilirliginin ve etkinliginin gergek ortamda test edilmesi maksadiyla gercek zararlilar
da kullanilarak 6zgiin veri seti olusturulmus ve tespit yaklasiminin gergcek ortamda zararli

yazilim tespiti ger¢eklestirmesi saglanmistir.
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Tespit yaklasiminin tahmin siiresi performansini artirmak maksadiyla siniflandiricilarin iki
kademede konumlandirilarak smiflandirma gerceklestirmesi saglanmaktadir. Bu yontem

sayesinde tahmin siiresinde %56 ile %99 arasinda azalma saglandigi goriilmektedir.

Onerilen tespit yaklasimi kapsaminda kullanilan &zellestirilmis smiflandiricilarin, bazi
algoritmalarin tahmin performansini arttirdigi, bazi algoritmalarin tahmin performansini ise
azalttig1 goriilmektedir. Ozellesmis siniflandiric1 kullanimi sayesinde performansi en ¢ok
artan simiflandirma algoritmasi -EMBER 2018 veri seti icin- ADAB olup, siniflandiricinin
dogrulugu %382,08’den %89,19’a, f1 skoru %83,35’ten %89,35’¢ ylikselmektedir. En
belirgin performans diisiisii ise yine EMBER 2018 veri setinde kullanilan NB algoritmasinda
goriilmekte olup, siniflandiricinin dogrulugu %67,24’ten %60,86’ya, fl skoru %66,53 ten
%43,92’ye diismektedir.

Onerilen tespit yaklasiminin performanst BODMAS ve EMBER 2018 veri setleri
kullanilarak yapilan diger caligmalarla [24-30] karsilastirilmis olup, Onerilen tespit

yaklagiminin her iki veri seti i¢in de en iyi tahmin performansini sagladig1 goriilmektedir.

Gelecek caligmalar kapsaminda;

e Kimeleme asamasinin dncesine, dosyalarin hash degerini alarak, bir zararli veri tabani
izerinde imza karsilagtirmasi yapilarak bilinen zararl yazilimlarinin tespit edilmesi,

e Kiimeleme asamasinda; DBScan, Birsh, spektral kiimeleme, hiyerarsik kiimeleme gibi
kiimeleme algoritmalariyla yapilan kiimelemenin siniflandiricilarin tahmin performansi
tizerine etkilerinin ortaya konulmasi,

e Kiimeleme neticesinde tamami ayni sinifa ait 6rneklemlerden olusan alt kiimelerin
siiflandirmasimin  kiimeleme esnasinda gergeklestirilmesinin etkilerinin ortaya
konulmasi,

e Kademeli konumlandirmada, ikinci kademede konumlandirilmis siniflandiricilarin
tahmin performansinin iyilestirilmesi i¢in farkli yaklasimlarin (bu smiflandiricilarin
sadece ilk kademe smiflandiricilarin tahmin gergeklestirmedigi verilerle egitilmesi)
uygulanmasi ile daha iyi tahmin performansina sahip modellerin gelistirilebilecegi

degerlendirilmektedir.



117

Sonug olarak hem son kullanicilarin hem de kurum ve kuruluslarin sahip olduklar: bilgi
varliklarinin korunmast i¢in etkin ve efektif sekilde zararl yazilim tespiti gerceklestirilmesi
bir zorunluluktur. Yiiksek dogruluk, hassasiyet ve kesinlikle zararli yazilim tespiti
yapabilecek ve ilk kez kullanilan taktik ve teknikleri uygulayan zararli yazilimlar1 bilgi
varliklarina zarar vermeden engelleyebilecek yontemlere duyulan ihtiyag, bilgi varliklar:
kullanimda oldugu siirece, baki kalacaktir. Bu tez ¢aligmasinda, dnerilen tespit yaklasiminin,

duyulan bu giivenlik ihtiyacinin karsilamasina yardime1 olabilecegi ortaya konmustur.
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