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OZET

YAPAY ZEKA YONTEMLERIYLE BORSA ENDEKSININ
YONUNUN TAHMINI UZERINE BIR CALISMA:
KARSILASTIRMALI ANALIZ

Bu caligmada, Makine Ogrenmesinin alt dallarindan, Regresyon Analizi ve
Destek vektor makineleri ile Teknik analiz gostergeleri kullanilarak Bist100
endeksinin yonii tahmin edilmeye ¢aligilacak ve bulunan sonuglar karsilastirilacaktir.
Calismanin sonunda Bist100 endeksinin tahmini i¢in en iyi yontem ve teknigin hangisi
olduguna karar verilecektir.

Uygulama asamasinda Bist100 endeksinin giinliik ve 60 dakikalik zaman serisi
veri setleri kullanilarak, Logistic Regresyon, Lasso Regresyon, Ridge Regresyon ve
Destek Vektor Makinesi tahmin modellerinin her biri ile uygulamalar yapilip simiile
edilecek, elde edilen sonuglar her bir model i¢in ayr1 ayr1 degerlendirilecektir. En iyi
sonug¢ veren model, teknik analiz gostergeleri ile birlikte kullanilarak Bist100 endeks

tahmini i¢in en iyl yontem elde edilmeye ¢alisilacaktir.

2022, 60 sayfa

Anahtar Kelimeler: Yapay zeka, makine Ogrenmesi, borsa tahmini, regresyon
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ABSTRACT

A STUDY on THE PREDICTION of THE DIRECTION of THE STOCK
MARKET INDEX with ARTIFICIAL INTELLIGENCE METHODS:
COMPARATIVE ANALYSIS

In this study, the direction of the Bist100 index will be tried to be estimated by
using Regression Analysis and Support vector machines, which are sub-branches of
Machine learning, and Technical analysis indicators and the results will be compared.
At the end of the study, it will be decided which is the best method and technique for
the estimation of the Bist100 index.

During the implementation phase, applications will be made and simulated with
each of the Logistic Regression, Lasso Regression, Ridge Regression and Support
Vector Machine prediction models using the daily and 60-minute time series data sets
of the Bist100 index, and the results will be evaluated separately for each model. The
model with the best results will be used together with technical analysis indicators to

try to obtain the best method for Bist100 index estimation.

2022, 60 pages

Keywords: Artificial intelligence, machine learning, stock market prediction,

regression analysis, support vector machine
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1. GIRIS

Borsalar en basit anlatimla kiymetlerin alinip satildig1 pazarlardir. Borsalarda
denetleyiciler vardir ve alim satim islemleri belirli kurallar igerisinde olur. Borsalarda
gerceklesen fiyat hareketleri gok oynaktir ve fazlaca belirsizlik i¢erir. Bu nedenle borsa
endekslerinde gergeklesebilecek fiyatlamalarin modellenmesi i¢in heniiz mutlak bir
yol bulunamamistir (Kutlu ve Badur, 2009). Bununla birlikte borsada herhangi bir
finansal enstriiman i¢in gelecekte olusabilecek fiyatin degerini ve yoniini tahmin
etmek amaciyla ¢esitli yontemler kullanilmistir. Yapay zeka sistemleri yiiksek
belirsizlik durumunda model kurma ve karar verme yetenekleri sayesinde finansal
enstriimanlarin  gelecekteki  degerlerinin  tahmini  uygulamalarinda  siklikla

kullanilmaktadir.

Calisma icerisinde yapay zeka ve yapay zeka uygulamalarinin alt dallarindan
biri olan makine 6grenmesi yontemleri kapsamli bir bicimde incelenecektir. Bunun
icin Oncelikle Regresyon Analizi ve Destek Vektor Makineleri hakkinda bilgi
verilecektir. Ayrica bu yontemlerle birlikte borsanin geleneksel tahmin
yontemlerinden Teknik Analiz gostergelerinin bazilar1 kullanilarak “Bist100
endeksinin tahmini i¢in en iyi model hangisi olabilir? ” sorusuna cevap aranacak ve
calisma sonunda model veya modeller 6nerilecektir.

Bu ¢alismanin bir 6nemi de sadece giinliik degil 60 dakikalik periyotlarda da
islem yapilmasi ve giinliik veriler ile sonuglarinin karsilastirilmasidir. Bundan 6nce
inceledigimiz ¢ogu ¢alismada zaman periyodu olarak giinliik veriler alinmistir.

Caligmada Oncelikle yapay zeka ve makine Ogrenmesi arasindaki iliskiler
irdelenmistir. Daha sonra makine 6grenmesi ve teknikleri incelenmistir. Support
Vector Machine ve Regresyon Analizi hakkinda bilgi verilmis ve Regresyon Analizi
tekniginin en c¢ok bilinen tahmin modellerinden, Logistic Regresyon, Lasso
Regresyonu, Ridge Regresyon modellerinin her birinin arka planda ¢6zdiigi
problemin yapisina 6rnek olacak teorik bilgiler sunulmustur. Ayrica borsanin
geleneksel tahmin yontemlerinden Teknik Analiz yontemi anlatilmis ve ¢calismamizda

kullandigimiz Teknik Analiz gostergeleri hakkinda bilgiler verilmistir.



1.1. BIiST100 Endeksi

Calismada tahminini yapmaya calisacagimiz BIST100 Endeksi; Istanbul
Menkul Kiymetler Borsasi'nda piyasa degeri ve giin icinde gergeklesen islem hacmi
agisindan en biiyiik 100 hisse senedinden olusan bir endekstir. BIST100 endeksi
finansal piyasalarda XU100 sembolii ile ifade edilmektedir.

BIST100 endeksini olusturan hisselerin durumu tiim borsay1 etkilemektedir.
Borsa ile ilgili diistii, yiikseldi, kararsiz vs. seklinde yapilan tiim yorumlar BiST100
endeksi iizerinden yapilmaktadir. Bu nedenle BIST100 endeksi sadece Borsa Istanbul
icin degil, Tiirkiye’deki mevcut finansal piyasalar i¢inde bir gosterge niteligi

tagimaktadir.

1.2. Zaman Serileri

Tahminini yapmaya ¢alisacagimiz BIST100 endeksi matematiksel olarak bir
zaman serisi belirtir. Bu veriler belli bir sirayla, ard arda ve esit zaman araliklar

icerisinde (saniye, dakika, vb.) dizilmislerdir.
1.2.1. Zaman Serilerinin Tahmininde Girdiler

Bir zaman serisi veri setini tahmin etmek igin kullanilan degiskenlerin hangisi
olacagina karar vermek modelin performansi agisindan son derece Onemlidir.
Analizimize konu olan BIST100 endeks verilerinin de@erini tahmin etmek icin
kullanilabilecek pek ¢ok degisken bulunmaktadir. Bu degiskenler; tahmine konu olan
endeksin agilis fiyatinin degeri, kapanis fiyatinin degeri, giin i¢i en yliksek degeri, giin
ici en diisiik degeri, piyasada olusan hacim miktari, endeksin ortalamasi, endekse ait
gostergelerin degeri vb. olabilir. Bunun yaninda doviz kurlari, glinliik faiz, ekonomik
ortam, ekonomik istatistikler, politik kararlar, yurtdis1 borsalari vb. degiskenler de
tahmin modelinde kullanilabilir.

Ince ve Sonmez Cakir (2017) tarafindan bildirdigine gére, Lawrence (1997)
yaptig1 c¢alismada, Johannesburg Menkul kiymetler borsasinin performansini
modellemeye calismis ve bu ¢alisma i¢in belirlenebilecek gosterge sayisinin 63 tane
oldugunu belirlemistir. Ancak Lawrence, yaptigi uygulamalarda bu gostergelerin

tamaminin kullanilmasina gerek olmadig1 sonucuna ulagmistir.



Biz bu ¢alismada, BIST100 endeksinin giinliik ve saatlik periyotlardaki acilis
degeri, kapanis degeri, periyot igerisinde olusan en yiiksek degeri ve periyot igerisinde
olusan en diisiik degeri ile popiiler teknik analiz gostergelerinden bazilarinin

degerlerini girdi olarak kullanacagiz.

1.3. Yapay Zeka

Genel olarak yapay zekanin tanimi yoktur. Ancak yapay zeka icin insan
beyninin, diisiinme, hatirlama, karsilastirma degerlendirme ve karar verme gibi biligsel
fonksiyonlarina sahip sistemleri modelleme ¢alismasinin genel adidir diyebiliriz.

Yapay Zeka da temel amag, insanlarin zorlanarak yaptigi isleri yapabilecek

sistemler uiretmektir.
1.3.1. Makine Ogrenimi

Makine 6grenmesi (ML) icin genel olarak, makinelerin verileri analiz ederek
insanlarin 6grenme yontemlerini taklid edip bunun i¢in cesitli algoritma ve teknikler
gelistiren bir bilim dalidir diyebiliriz. Bu yontemde bilgisayar komutlar kullanmadan
tahminler veya kararlar vermek i¢in bazi matematiksel hesaplamalar ve
modellemelerden faydalanir. Makine 6grenmesi(ML), yapay zeka yontemlerinin alt
dallarindan bir tanesidir.

Makine Ogrenmesinde Ogrenim Orneklerden gergeklesir. Bu yontemde,
algoritmalar klasik yazilim gelistirmedeki gibi kodlanmaz. Ornegin bir insam
bilgisayara tanitmak i¢in insani tanimlamak yerine bilgisayara milyonlarca insan resmi
tanimlanir. Makine Ogrenmesinde kullanilan algoritma bazi hesaplamalar ve
modellemeler kullanarak bu veriler ile insan1 tanimlamak i¢in kaliplar olusturur. Daha
sonra verilerden olusturdugu kaliplari kullanarak tahminde bulunan bir model elde
edilmis olur. Boylece yinelenen kaliplardan algoritma insani ayirt edebilmektedir
(Aytekin, 2021).

1.3.2. Makine Ogrenimi Yontemleri

Makine 6grenme yontemlerini, dort baslik altinda inceleyebiliriz.



1.3.2.1 Denetimli Ogrenme Yéntemi

Bu 6grenme ¢esidinde egitim verilerinin tamaminin sonucu belli yani etiketlidir.
Denetimli 6grenmede, etiketli veriler kullanilarak bir fonksiyon olusturulur. Egitim
verileri ile makine egitilir ve makinenin tahmin i¢in kullanacagi modelin kurulmasi
saglanir.

Denetimli 6grenmede algoritmasinin basarist etiketli egitim verilerinin miktari
ile degisebilmektedir. Algoritmaya ne kadar ¢ok drnek veri saglanirsa basarisi o denli
artacaktir. Ancak bu durum denetimli 6§renmenin 6nemli bir sorunudur. Zira fazla
miktarda egitim verisi elde etmek ve bunlar islemek hem zor hem de zaman alici

olabilir. (Aytekin, 2021)
1.3.2.2 Denetimsiz Ogrenme Yontemi

Bu 6grenme yonteminde veriler etiketli degildir. Makine 6grenme algoritmast
etiketli olmayan veriler kullanilarak g¢ikarimlarda bulunur. Denetimsiz 0grenmede
egitim verilerinin sonucu bilinmedigi i¢in model denetlenmez. Model etiketlenmemis
verilerden gizli yapilar veya kaliplari agiklamak i¢in ¢ikarimlar yapar.

Denetimsiz 6grenmenin en biiylik sorunu sonucun genellikle tahmin edilemez
olmasidir. Bu nedenle genellikle algoritma dogru ¢ikarimlar yapana kadar gelistirici

tarafindan yonlendirilir.
1.3.2.3 Yari Denetimli Ogrenme Yontemi

Bu 6grenme tiirlinde egitim verisi, etiketli ve etiketsiz egitim verisinden olusur.
Bir 6grenme algoritmasini egitmek igin yeterli etiketlenmis veri yoksa yar1 denetimli
ogrenme etkili olacaktir. Egitim sirasinda, daha genis, etiketsiz bir veri kiimesinden

daha kiigiik, etiketli bir veri kiimesi kullanir.
1.3.2.4 Pekistirmeli Ogrenme Yontemi

Bu modelde yapay zeka, problemi ¢ozmek icin deneme yanilma yontemini
kullanir. Ancak tipki oyun oynar gibi her bir ¢ikarimda 6diil ya da ceza alir. Burada

makinenin gorevi oyunda alacagi toplam o&diilii en yiiksek diizeye c¢ikarmaktir.



Gelistirici 6diil ve cezay1 belirler ancak bu modelde oyunun nasil ¢6ziilecegine dair

bilgi ya da ipucu vermez.
1.3.3. Makine Ogrenmesinin Uygulama Adimlar

Genel olarak sorunlar1 ¢éziimlemek i¢in kullanilan bir makine 6grenme stireci
asagidaki gibi isler.

a. Verilerin Toplanip ve Hazirlamasi

Mevcut verilerin tiirlerine gore hangi makine algoritmasimi kullanacagimiz
belirlenir. Bazen verileri islemek i¢in doniistiirmek gerekebilir. Verilerde
anormallikler, eksiklikler varsa diizenlenir ve veri biitiinliigli sorunu ¢oziiliir.

b. Modelin Egitilmesi

Hazirladigimiz verileri egitim veri kiimesi ve test veri kiimesi seklinde iki gruba
ayiririz. Burada egitim kiimesi test kiimesinden biiylik olmalidir. Modelin egitilmesi
icin egitim veri kiimesindeki veriler kullanilir.

c. Modeli Dogrulama

Egitilen modelin performansini ve dogrulugunu degerlendirmek i¢in test kiimesi
kullanilir.

d. Sonuclardan Cikarimda Bulunma

Sonucu inceleyip modelin performansi incelenir ve ¢ikarimlarda bulunulur

(azure.microsoft.com/tr, 2022).

1.4. Regresyon Analizi

Regresyon analizinin ekonomi, sosyal bilimler, bilisim ve tip gibi daha bir¢cok
uygulama alan1 vardir. Regresyon analizi, birden fazla degisken arasinda var olan bir
iliskiyi tahmin edebilmek icin matematiksel hesaplamalar kullanarak agiklamaya
caligsan genel olarak istatistik temelli bir analiz yontemidir (Vural, 2007).

Regresyon genellikle iligkileri nicel olarak tanimlar. Bunun igin 6nce bagimli ve
bagimsiz degiskenler arasinda var olan matematiksel model bulunur. Bu model
yardimiyla bagimli olan degisken degeri tahmin edilebilir. Buna 6rnek olarak dogrusal

regresyon verilebilir.



Dogrusal regresyon, regresyon analizinin en ¢ok kullanilan yontemidir. Bu
yontemde tahminler yapabilmek i¢in veriye en ¢ok uyan dogruyu bulmak esastir. Bu
dogruyu bulabilmek i¢in ilerde de bahsedecegimiz en kiigiik kareler yontemi adi
verilen matematiksel hesaplamalardan faydalanilir.

Verilerin tiirli ve yapisina gore kullanilabilecek birden ¢ok regresyon teknigi
vardir. Regresyon analizi yaparken verilerin tiirii ve yapisi dikkate alinip dogru
regresyon modeli kullanilmalidir. Aksi taktirde modelin basaris1 beklenen degerin
altinda olacaktir (Ar1 ve Onder, 2013).

Regresyon analizinin genel olarak iki tiirlii kullanim sekli vardir. Bunlardan ilki
tahmin yapmak i¢in kullanimidir. Buradaki kullanim1 makine 6grenme alani ile onemli
bir 6l¢iide ortiisiir. ikinci olarak bazen bagimli degisken ile bagimsiz degiskenin

birbirleriyle olan iligkisini bulmak i¢in regresyon analizi kullanilabilir.
1.4.1. Dogrusal Regresyon (Basit Lineer Regresyon)

Dogrusal regresyon birden ¢ok degiskenin birbirleriyle var olan iligkisini bir
dogru yardimiyla modelleme yontemidir. Burada tahmin edilmek istenen degisken
bagimli degisken, tahmin i¢in kullanilan degisken ise bagimsiz degisken olarak
adlandirilir. Basit lineer regresyonda ana diisiince bagimli degisken ile bagimsiz
degiskenin birbirleriyle baglantisini anlatan bir dogru denklemi elde etmektir (Nacar
ve Erdebilli, 2021).

Lineer Regresyon degisken sayisina gore siiflandirilir. Eger regresyon modeli
kurulurken sadece bir tane bagimsiz degisken kullaniliyorsa basit lineer regresyon
modeli birden ¢ok sayida degisken kullaniliyorsa bu regresyona ¢oklu lineer regresyon
adi verilir.

Basit lineer regresyon Formiil (1.1) de gibi modellenir.

Y = Bo + B1X4i + & i=12,...,n (1.1)

Burada Y bagimli degiskendir. X; bagimsiz degisken ve 3, ile ; bu bagimsiz
degiskenlerin parametreleridir. €; denklemin hata terimidir.

Eger bagimsiz degisken sayisi birden ¢oksa bu durumda, p adet bagimsiz
degisken ve n adet gozlem degeri igin ¢oklu lineer regresyon Formiil (1.2) deki gibi
modellenmistir (Ar1 ve Onder, 2013).

Y = Bo + B1Xi1 + B2Xiz + - BpXip + &) i=12..,n (1.2)



Burada ¢; hata terimi, regresyon dogrusunun i’inci gozlem degeri ile arasindaki
mesafedir. €;’nin ortalamasi 0 olarak alinir. €;’nin varyansmin da o olarak normal
dagilima sahip oldugu varsayilir.

Dogrusal regresyon modelinde varsayim olarak X;’lerin Olgiimiiniin hatasiz
oldugu, Y’nin ise bir miktar hata (g;) ile 6l¢iildiigi varsayilir.

Y = Bg+ B X+¢ (1.3)

Y ’nin hedef degisken oldugu ve yukaridaki gibi ifade edilen dogrusal
regresyon modelinde 3; katsayis1 dogrunun egimini verecektir. 3, katsayisi ise y
eksenini kestigi noktadir. € dogrunun hata terimi olarak ifade edilir.

Regresyon modeli tahmin edildiginde ise Y’nin tahmin denklemi su sekilde
gosterilir.

Y =E(Y) =B +B:X (1.4)

Bu denklemde B, y eksenini kesim noktasinim (B,) tahmincisi, B;, dogrunun

egiminin (f3;) tahmincisidir.
14.1.1 Artiklar

Regresyon modelinde tahmin edilen deger ile ger¢ek deger arasindaki uzakliga
(residual) artik degeri denir. Kurulan regresyon modelinde i. artik;
& =Yi— Vi (1.5)
Formiilii ile hesaplanir. Basarili tahminler yapan bir modelin teorik olarak
beklenen degerinin E[g; | = 0 olmasi gerekir. Beklenen deger E harfi ile gosterilir.
Asagida formiil (1.6)’da ise Artik (Hata) Kareler Toplam: (HKT veya AKT)

verilmistir.
N

AKT = i G =9 = ) & (1.6)

i=0
Bir modelin basarili tahminlerde bulunabilmesi i¢in hata kareler toplaminin
kiiciik olmas1 gerekir. Hata kareler toplaminin degerinin diisiik ¢ikmast modelin
tahmin ettigi § degeri ile gercekte olan y degerinin farklarinin diisiik ¢ikmasi yani
tahmin degerinin gergcek degere olduk¢a yakin oldugu anlamina gelir. Hata kareler
toplami1 i¢in bir modelin veriyi agiklama Slgiisiidiir dersek yanlis olmaz. Hata kareler

toplamina ayni zamanda tahmin modelinin maliyet fonksiyonu da denir. Burada temel



felsefe maliyet fonksiyonunu minimum yapan en uygun parametrelerin bulunmasi
tizerine kurgulanmigtir. Uygun parametreleri bulma islemi bir optimizasyon

problemidir.
1.4.1.2 Parametre Tahmini

Regresyon analizinde hedef; degiskenler arasindaki iligkinin matematiksel
bicimin tespit edilmesidir. Cogu durumda bu iligkinin bilinmesi kesin olarak miimkiin
olmadig i¢in iligki yaklasik olarak tahmin edilmeye ¢alisilir. G6zlenen veri yardimiyla
bunlarin tahmin edilmesi gerekir. Parametre tahmini i¢in gerek hesaplama
kolayligindan otiirii gerekse dogruya en yakin sonu¢ vermesinden dolayr en kiigiik

kareler yontemi en ¢ok kullanilan regresyon tahmin yontemidir.
1.4.1.3 En Kiigiik Kareler Yontemi (Least Square Method)

Bu yontem lineer regresyonun temel kavramidir denilebilir. Bu yontemi iinli
matematik¢i C. F. Gauss bulmustur. En kii¢iik kareler yontemi hata kareler toplamini
minimum yapmak iizerine kuruludur. Bu yontemde hata kareler toplami fonksiyonunu
minimum yapmak i¢in hata kareler toplaminin tiirevi alinir ve sifira esitlenir. Bu
yontem yardimiyla B, ve B, katsayilari tahmin edilir.

Her bir tahmin degerinin artik kareler toplam1 hangi modelde en kiigiik ise o
model segilir. En kiiglik kareler yonteminin amaci hatayr minimize eden modelin

secimidir. 8, ve B, katsayilar1 asagidaki denklemlerde gosterilmistir.

2ini =00 —Y)
T3 (% —®)? (1.7)

Bo =y- 312 (1.8)

Burada X, x gézlem degerinin ortalamast, y, y gézlem degerinin ortalamasidir.

=

1.4.1.4 Basit Dogrusal Regresyon Modeli Varsayimlar:

Basit dogrusal regresyonun tahminlerinin giivenilir ve basarili olmasi ig¢in
asagidaki varsayimlarin dogrulugu gerekmektedir

1. X;’lerin (bagimsiz degiskenler) degerinin sabit oldugu varsayilmalidir.

2. Her bir degiskenin hatasiz bir sekilde 6l¢iildiigii varsayilir.

3. Bagimli degiskenlerin degerlerinin birbirleriyle iliskisi yoktur.



4. Bagimli degiskenler normal dagilima sahiptir.
5. Bagimli degiskenlerin her birinin varyansi esittir.

6. Bagimli ve bagimsiz degiskenler arasindaki iliski dogrusaldir.
1.4.1.5 Hata Terimi (g;) Varsayimlari

1. Hata teriminin (g;) beklenen degeri sifir olmalidir.

2. Hata terimlerinin (g;) hata degerleri arasinda iliski yoktur.

3. Hata terimleri (g;) normal bir dagilima sahiptir.

4. Hata terimleri(g;) ile bagiml ya da bagimsiz degiskenler arasinda bir iligki
yoktur.

1.41.6 Coklu Baglanti Problemi

Coklu regresyonda birden fazla bagimsiz degiskenin aralarinda yiiksek bir
korelasyonun olmasi durumuna c¢oklu dogrusal baglanti problemi denir. Boyle bir
durumda en kiigiik kareler tekniginin modellemedeki basarisi diisiik ¢ikar. Bu durumda
EKK’ya alternatif yontemler kullanilir (Karakas, 2008).

Regresyon analizinde EKK tekniginin uygulayabilmek ic¢in bir takim
varsayimlarin gegerli olmasi gerekmektedir. Bu varsayimlarin gecerli olmasi halinde

EKK yontemi basarili ve giivenilir sonuglar verecektir (Yavuz, 2017).
1.4.1.7 Diizenlestirme

Bir modelde ¢oklu baglanti problemi varsa EKK yontemi basarili sonug
vermeyeceginden bu yontem yerine baska yontemler kullanilir. Boyle bir durumda
model verisine yeni degiskenler eklenebilir ya da ¢oklu baglantiya sahip
degiskenlerden en az bir tanesi modelden ¢ikarilarak hesaplamaya alinmayabilir. Fakat
c¢ikarilan degiskenin modele gergek katkist bilinmediginden bunun saglikli olacagin
s0ylemek pek miimkiin degildir.

Genel olarak diizenlestirme, model icerisinde bulunan degiskenleri ¢ikarmadan
regresyon modeline bir cezalandirma teriminin eklenmesi metodudur. Diizenlestirme
yontemleri ¢oklu baglant1 sorunlarinda, modelin asir1 6grenme problemi yasamasi
veya 0znitelik sayisinin 6rnek sayisindan ¢ok biiyiik oldugu durumlarda kullanilirlar..

En ¢ok bilinen diizenlestirme yontemleri Ridge, Lasso ve Elastic Net yontemleridir.



Ridge yonteminde L, normu, Lasso yonteminde L; normu ve Elastic Net yonteminde

ise L, ve L, normu kullanilir.
1.4.2. Ridge Regresyon Yontemi

Ridge regresyon i¢in temel olarak modifiye edilmis EKK yontemidir diyebiliriz.
Ancak bu yontem EKK yontemine gore daha giivenilir sonuglar verir. Bunun nedeni
Ridge regresyon yontemi sorunlu verilere EKK yontemine gore daha fazla hosgori
tantyan bir yontemdir (Topdag ve Acar, 2021).

Ridge regresyon yonteminde model kurulurken verilerdeki her bir degisken
kullanilir. Modelde bulunan sorunlu olan degiskenleri modelden ¢ikarmak yerine
bunlarin katsayilari kiigiiltiilerek modeldeki agirlig1 azaltilir (Aslan ve Yildiz, 2022).

Bir modelde aralarinda ¢oklu baglanti sorunu olan degiskenler ¢ikarilirsa bu
aslinda degiskenlerin katsayisinin sifir alinmis olmasi ile esdegerdir. Oysa Ridge
regresyonda bu degiskenlerin katsayilar1 ¢ikarilmayip, sifira yaklastirilarak modelde
birakilir. Bu sekilde aralarinda ¢oklu baglanti sorunu olan degiskenler dahi modelde
tutulup bunlar arasindaki iliski incelenir (Topdag ve Acar, 2021).

Ridge regresyon EKK’nin en kiicilk yapmaya calistigt fonksiyona L,
diizenlestirme normunun eklenmesiyle elde edilir.

Daha once vermis oldugumuz Hata kareler toplami(HKT) Formiil 1.9’da

hatirlatilmistir (Aslan ve Yildiz, 2022).
n
HKT = ) (y; - 927 (1.9)
i=1
HKT’na eklenen L, normu Formiil (1.10) da verilmistir.Formiilde verilen A, L,

normunun katsayisidir. Bu katsay1 L, normunun cezalandirma katsayisidir.

p
L, = 7\2 B; (1.10)
=1
Esitlik 1.11 de Ridge regresyon modeli asagidaki gibi ifade edilmistir:

n P
SSEL, =) (i— 9P +A) B (1.11)
i=1 j=1

Dikkat edilirse formiildeki A = 0 oldugunda Ridge regresyon modelinin En

Kiiciik Kareler metoduna esit olacagi goriilmektedir. A degeri arttikga model
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katsayilar1 diizlesmeye baslar. A degerinin artmasiyla beraber katsayilar iizerinde

cezalandirma artmaktadir.
1.4.3. Lasso Regresyon

En kiiclik kareler yontemi ile Ridge regresyon yonteminin tahminlerdeki basari
orani yiiksektir. Ancak bu iki yonteminde varyanslarinin bir {ist sinir1 yoktur. Coklu
baglant1 sorununda bu yontemlerin ikisi de yiiksek varyansa sahip olup diisiik verim
gosterebilmektedirler. En kii¢iik kareler yontemindeki bu soruna ¢6ziim olarak
tahminin dogrulugunu arttirmak i¢in parametrelerin katsayilar1 daraltilabilir veya bazi
parametrelin katsayilar1 sifir alinabilir. Ridge regresyonda parametrelerin katsayilar
kiigiiltiilerek parametrelerin  katsayilarin1  daraltma islemi gergeklesir. Ancak
parametrelerin katsayisi hi¢bir zaman sifir olmadig1 i¢in model igerisinde ilgisiz
parametreler siirekli vardir. Bu durum elde edilen modelin yorumunu kimi zaman
zorlastirmaktadir. Tibshirani 1996’da buna benzer bazi problemler igin Lasso
metodunu onermistir. Bu metoda gore, parametrelerin katsayilarinin mutlak degerleri
toplam1 sabitten kiiciik ise HKT’ ni1 minimum degere indirme temeli iizerine
kurulmustur (Kiigiik, 2019).

Lasso Regresyon, Ridge Regresyonuna benzer en temel fark Ridge regresyonda
parametrelerin diizenlenmesi igin L, ceza fonksiyonu kullanilirken Lasso regresyonda
ise parametrelerin diizenlenmesi i¢in L; ceza fonksiyonu kullanilir. Bunu soyle
anlatabiliriz. Ridge katsayilarin karesini alirken Lasso katsayilarin mutlak degerini
alir. Lasso yonteminde kullanilan L; ceza fonksiyonu ve katsayis1 Formiil (1.12)’de

verilmistir.
P
L, = 7‘2. 1B (1.12)
]:

Burada.L,; ceza fonksiyonudur. A ise pozitif bir deger olup ceza parametresidir.
A biiziilme miktarin1 kontrol eder. Lasso diizenlestirici yonteminin optimizasyon

hedefi agsagida belirtilen Formiil 1.13°de gosterilmistir:

n p
SSE,, = Z Gi-30+ AZ_ I (1.13)
i= j=

Ridge regresyonda kullanilan L, diizenlestirmesi modelde bulunan

parametrelerin  katsayilarmi  kiiciiltiirken, Lasso regresyonda kullanilan L,
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diizenlestirmesi ise modelde bulunan parametrelerin katsayilarini sifirlayarak modelin
katsayilarinin daha seyrek bir yapida olmasini saglamaya ¢alisir (Bardak, 2016).

Lasso ve Ridge regresyonlarindan hangisinin daha basarili oldugunu séylemek
miimkiin degildir. Frank ve Friedman (1993) caligmalarinda kimi zaman Ridge kimi
zaman ise Lasso regresyonun daha basarili tahminler irettiklerini gostermislerdir
(Aslan ve Yildiz, 2022).

Lasso regresyon yontemi hem degiskenleri secme hem de diizenleme gorevini
yapar. Yontemde katsayilarin mutlak degerleri toplanarak sonucun sabit bir degerden
kiigiik olmasi1 saglanir. Bu sekilde hem kullanilacak degiskenler belirlenmis olur hem
de model yorumu daha iyi olur. Bu yontemde kimi katsayilar sifira yaklastirilirken
kimi katsayilarda sifir degerini alir. Lasso modeli aralarinda yiiksek iliski bulunan
katsayilardan bir tanesini alir. Lasso regresyon bu yoniiyle degisken se¢imini kendi
yapabilmektedir. Lasso regresyonun basarili tahminler liretmesi en biiyiik avantajidir.
Ciinkii katsayilar sifira yaklagtirilirken veya sifir olurken varyans dogal olarak
azalacaktir. Bilhassa klasik tahmin metotlarinin iyi sonu¢ vermedigi degisken
sayisinin ¢ok, orneklem genisliginin az oldugu durumlarda c¢ok iyi sonuglar verir

(Yildirim ve Ciftgi, 2021).
1.4.4. Lojistik Regresyon

Lojistik regresyon, belirli bir olayin meydana gelme olasiligin1 tahmin etmek
icin kullanilan bir tiir makine 6grenimidir. Bagimli degisken (tahmin etmeye
calistigimiz veri) ve bagimsiz degiskenler (etkileyebilecegini diisiindiiglimiiz veri)
arasindaki iliskiyi modellemek i¢in regresyon analizini kullanmanin bir yoludur.

Lojistik Regresyon her ne kadar bir regresyon ¢esidi de olsa, siniflandirma iglemi
i¢in kullanilan bir makine 6grenimi yontemidir. Kategorik ya da sayisal veriler bu
regresyonla siniflandirilabilir. Lojistik regresyonda bagimli degisken verileri (sonug)
sadece iki farkli deger alabilir. (Dogru/Yanlis, Evet/Hayir, Basarili/Basarisiz...)
Lojistik ve lineer regresyon modelleri birbirlerine benzemektedirler. Ancak Lineer
regresyonda dogrusal fonksiyon kullanilirken, Lojistik regresyonda Sigmoid
fonksiyon kullanilir. Lojistik regresyonun temel felsefesi Sigmoid fonksiyonun [0,1]

araliginda degerler almasi tizerinedir. Sigmoid fonksiyon formiilii (1.14)’te verilmistir.
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) = 1 B e*
flx T 14e* 14eX

Lojistik regresyon degisken sayisina gore isimlendirilir. Sadece bir degisken ile

(1.14)

kurulan modellere tek degiskenli, birden ¢ok degisken ile kurulan modellere gok
degiskenli regresyon adi verilir (Parlak, 2019).

Lojistik regresyon ile Lineer regresyon arasindaki farklar sunlardir.

1. Lineer regresyonda tahmini yapilacak degisken (bagimli degisken) siireklidir.
Oysa Lojistik regresyonda bu deger kesikli olabilmektedir.

2. Lineer regresyonda bagimli degiskenin alabilecegi deger tahmin edilirken,
Lojistik regresyonda ise bagimli degiskenin hangi degeri alabileceginin olasilig
tahmin edilir.

3. Lineer regresyonda bagimsiz degiskenin normal bir dagilima sahip olmasi
gerekirken lojistik regresyon i¢in bir kosul yoktur (Bircan, 2004).

Lojistik regresyon modelinde bagimli degiskenler ile bagimsiz degiskenlerin
arasindaki iliski dogrusal olmayabilir. Ancak bagimli degiskenler ile bagimsiz
degiskenler arasinda dogrusal, iistel, polinomal bir iliski olsa dahi lojistic regresyon
modeli bu iliskiyi logit bir iliski olarak kabul eder. Bu nedenle lojistic regresyon
modelleri dogrusal degildir (Kara, 2015).

Lojistik regresyon analizinde parametrelerin katsayilarini tahmin ederken “En
Cok Olabilirlik Yontemi (maximum-likelihood estimation)” adi verilen bir yontem
kullanilir. Bu yontem Lineer regresyonda kullanilan EKK ydntemine benzemektedir
(Gok, 2010).

Bir veri grubunda bagimli degisken normal bir dagilima sahipse EKK yontemi
ve en ¢ok olabilirlik yontemlerinin ikisi de ayni sonucu verir. Ancak EKK yontemi
sadece dogrusal modeller i¢in kullanilabiliyorken en c¢ok olabilirlik yontemi icin
dogrusallik kosulu yoktur. Yani hem dogrusal olan hem de dogrusal olmayan
modellerde kullanilabilir. Lojistic regresyon modeli dogrusal olmadigindan EKK
yontemi yerine en ¢ok olabilirlik yontemi kullanilir. Bu yontemde 6nce en ¢ok
olabilirlilik fonksiyonu olusturulur. Daha sonra bu fonksiyonu maximum yapan
parametreler secilir (Akgay, 2009).

Lojistik regresyonun ana fikri olasilik orani iizerine kurgulanir. Olasilik orani,

bir olayin gerceklesmesinin olasiligimin ayni olayin gergeklesmesinin olasiligina
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oranidir. Lojistik regresyon modeli i¢in olasilik oraninin dogal logaritmasi alinir.
Parametreleri tahmin etmek i¢in de en ¢ok olabilirlik yontemi kullanilir (Sahin, 2017).

Lojistik regresyon modelinde tahmin edilecek degiskenin gerg¢eklesme olasiligi
tahmin edilir. Bu durumda, E(Y|x) = m(x) esitligi x ‘in bilinmesi durumunda Y ’nin
x’e bagl kosullu olasiligini géstermek tizere, Kosullu olasiligi verecek olan Lojistik

regresyon fonksiyonu Formiil (1.15) de gosterilmistir.
e(BotB1x1) 1

n(x) =

1 + e(BotBix1) = 1 + e~ (Bo+B1x1) (1-15)

Logistik regresyon fonksiyonunun modelde yer alan g, ve §; parametreleriyle
dogrusal hale doniistiiriilmesi i¢in bir transformasyona tabi tutulmasi gerekir. Bu
doniigiim logit doniisiim olarak adlandirilir. Bunun i¢in olasilik oraninin dogal
logaritmas1 alinacaktir. Olasilik oran1 bir olayin gerceklesme olasiliginin
gerceklesmeme olasiligina oran1  oldugundan; gergeklesme olasiigi m(x) ise
gerceklesmeme olasiligr 1 — m(x) olacaktir.

Bu durumda logit doniistimii Formiil (1.16)’da oldugu gibi olacaktir.

_ AV 4P
900 = In || = Bo + fux (1.16)

Logit donisimii g(x), sireklidir ve modeldeki S, ve B, parametreleriyle
dogrusal bir iligskiye sahiptir. Bu parametreler genellikle en ¢ok olabilirlik yontemi ile
tahmin edilir. Bunun i¢in en ¢ok olabilirlik fonksiyonu olusturulur.

Olabilirlik fonksiyonu Formiil (1.17)’da verilmistir.

L(B) = ) (i In(mGep) + (1 = yDIn(l — m(xp)} (1.17)

Olabilirlik  fonksiyonundaki S, ve f; parametrelerini bulabilmek igin
fonksiyonu maximum yapan degerler bulunmalidir. Bunun i¢in S, ve f;’e gore

tiirevleri alinip 0’a esitlenir. (Bircan, 2004)
1.4.5. Destek Vektor Makineleri ( Support Vector Machine - SVM)

Destek vektor makineleri (DVM) farkli siniflara ait olan verileri uygun olarak
ayirabilmek i¢in kullanilan istatistik temelli bir denetimli 6grenme algoritmasidir.
Destek vektor makinelerinde temel hedef egitimde kullanilan veriyi uygun siniflara

ayiran en iyi fonksiyonu bulmaktir.
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Destek vektor makineleri Yapay sinir aglarina(YSA) c¢ok benzerler. Ciinkii
DVM ileri beslemeli ve ¢ift katmanli olan YSA’ya sahiptirler. Destek vektor
makineleri doksanli yillarda gelistirildiginden beri ¢ok popiiler bir algoritma olarak
kullanilan, siniflandirma yapabilmek igin kaliplari taniyan ve verileri analiz edebilme
yetenegi olan modellerdir. Destek vektor makineleri deneysel verilerin arasinda
bulunmasi ¢ok gii¢ olan baglantilar1 yakalayabildikleri i¢in finansal zaman serilerinin
siiflandirmasinda ve modellenmesinde siklikla kullanilirlar (Kartal, 2020).

DVM’lerinin ana felsefesi egitim verisindeki diizlemi ayirabilen en uygun
araligin bulunmasidir. Boylece gelecek yeni verilerde siniflandirilmis olacaktir.
DVM’nin bir avantajida egitim verilerinin 6zelliklerinden etkilenmemeleridir. Bu
ozellikleri sayesinde ¢ok biiyiik verileri modelleyebilir ve siniflandirabilmektedir.
Ancak DVM nin egitim ve siniflandirma algoritmalar1 olduk¢a karmasiktir. Bu
nedenle ¢alismalart i¢in giiglii bir bellek gerekir (Irmak, 2019).

Destek vektor makinelerinin siniflandiricilart verileri dogrusal ya da dogrusal

olmayacak sekilde iki tiirlii ayirabilir.
1.4.5.1 Verilerin Dogrusal Ayrilabilme Durumu

Egitim verileri Destek vektdr makinesi siniflandiricisi tarafindan dogrusal olarak
iki farkli gruba ayrilabiliyorsa “Ayirict Asirt diizlem” adi verilen bir asir1 diizlem ile

ayrilir. Bu diizlemin 6zelligi her iki sinifa esit mesafede olmasidir (Eray, 2008).

Optimum Hiper Diizlem

L L 3

X, O

&
>

X4

Sekil 1.1. Lineer ayrilabilen veriler (Irmak, 2019)
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1.45.2 Lineer Ayrilamama Durumu

Dogrusal olarak iki farkli gruba ayrilmayan problemlerde ana diisiince tiim
veriyi dogrusal olacak sekilde ayirilabilen daha biiylik boyutlara sahip bir 6zellik
uzayina tagimaktir. Bu sekilde optimal ayirici asir1 diizlem ¢izilebilir. Baglangigta giris
uzaymda verilen egitim verisinin tamami yeni tanimlanan 6zellik uzayimna tasinir.

(Eray, 2008)

A A .
- 2 (’X‘] * O(X) :
0 % % O(x] <A o)
X x X .
X : ox)
0 e — ' P
0 %) o(x)
0 X L
0 Ox)
o o o) .
~ . o) 2 px)
o o % o(0) (P(“OJ\
0 o : 2
o(0) o(0) (o)
S 3

Sekil 1.2. Giris uzaym 6zellik uzayima tagima (Eray, 2008)

1.5. Teknik Analiz Gostergeleri (Indikatorler)

Teknik Analiz gostergelerine finansal piyasalarda Indikatdr adi verilir.

1.5.1. Genel Bilgiler

Indikatorler, gegmisteki fiyat hareketlerinden faydalanarak gelecegi dngdrmeye
calisan  gostergelerdir.  Indikatdrler  gelecek  tahmini  icin  matematiksel
hesaplamalardan faydalanirlar. Teknik Analizin temeli ge¢mis fiyat hareketlerine
bakarak gelecegi ongdrmektir. Bu nedenle Indikatdrler bir nevi teknik analizin
temelini olustururlar diyebiliriz. Bununla birlikte, finans piyasalarinda fiyat hareketleri
cok oynaktir. Bu nedenle indikatdrlerin kesin sonug¢ vermesini beklemek dogru bir
yaklasim olmayacaktir.

Bir ¢ok indikatdr olmasina ragmen, genel anlamda indikatorleri iki baglik altinda
toplayabiliriz. $6yle ki kimi indikatdrler gelecek i¢in belli hesaplamalar ile fiyatin ne
sekilde olacagin1 bulmak isterken, kimi indikatorlerde piyasada trendi 6l¢iip, trendin

giicii ve varhigiyla ilgili 6ngoriilerde bulunurlar.
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a. Oncii Indikatorler

Oncii indikatorler, islev olarak finansal piyasalarda fiyat hareketi
gerceklesmeden hareketin yoniinii tahmin etmeye yarayan gostergeler olarak bilinirler.
Diger bir deyisle, mevcut bir trendin geri donme olasiligimi 6nceden belirten
gostergelerdir. Oncii indikatdrlerin ¢ogu, sabit bir yeniden-inceleme dénemi boyunca
fiyat momentumunu dlgerler. En popiiler Oncii indikatorlerden bazilari sunlardir; RSI
(Goreceli Gilig Endeksi), Stochastic Fast ve Stochasic Slow, CCI (Emtia Kanal
Endeksi), , William’s %R (William’1n ylizde aralig1) ve Stokastik Osilator

b. Gecikmeli indikatorler

Gecikmeli indikatorler, finansal piyasalarda fiyat hareketine gore karar veren,
fiyatta degisimler gergeklestikten sonra al ya da sat sinyali veren indikatorlerdir. Bu
yoniiyle gecikmeli indikatorler trend takip eden indikatorler olarak bilinirler.
Gecikmeli indikatorlerde trend takibi icin ortalamalar en sik kullanilan hesaplama
yontemleridir. Gecikmeli indikatorlerin en ¢ok bilinenleri olarak, MA (Hareketli
ortalamalar) ve MACD (Hareketli Ortalamalarin mesafesi) gostergeleri sayilabilir.

Oncii Indikatorler, her ne kadar menkul kiymete iliskin fiyat hareketinin
muhtemel yonlinli daha ortaya ¢ikmadan belirtmesinden dolayi, Gecikmeli
indikatorlerden daha {istiin oldugu distiniilse dahi; ortaya koyduklar1 dngoriiler, bu
indikatorlerin dogasi geregi kesinlik veya tam gecerlilik igermez. Dolayisiyla, bir
indikatorden alinan sinyal onaymin tam dogru oldugunu diistinmemek gerekir.

Indiktorler, dncii veya gecikmeli olup olmadiklarma bakilmaksizin piyasa
hareketinin farkli yonlerini Olgerler. Ayrica, nasil hesaplandiklarina bagli olarak,
indikatorler sifir ¢izgisinin {iistlinde ve altinda salinabilirler. Bu tip indikatérlere,
“Salimim Gostergeleri” ya da daha sik kullanimiyla “Osilatorler” denir. Diger cesit
indikatorler ise sunlardir; momentum indikatorleri, oynaklik (volatilite) indikatdrleri,
piyasa giicii indikatorleri ve dongli indikatorleri. Bu indikatdrlerden bazilari trend
piyasalarda kullanima uygunken, bazilar1 da trend olmayan ya da degisken piyasalarda
kullanima daha uygun oldugu i¢in, farkl tiirlerdeki indikatorler genellikle biri biriyle

celisebilirler.
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1.5.2. indikatorleri Alm Satim Noktalarini Nasil Belirlerler

1. Yontem: Alim satim noktalarini belirlemek i¢in finansal veri grafigi iizerine
indikatér grafigi atilir. Tahmin edilecek semboliin fiyat1 ile Indikatdriin kesisim
noktalarina gore alim satim noktalar1 belirlenir.

Ornegin fiyatin hareketli ortalamay1 yukar1 kesmesi al, asag1 kesmesi sat olarak
kabul edilir.

2. Yontem: Bazi indikatorler igerisinde 2 tane ¢izgi barindirirlar. Cizgilerin
birbirlerini kesmesi bir alium satim sinyali olarak kabul edilir.

Macd, Trix, Stochastic Fast veya Stochastic Slow gostergeleri buna 6rnek olarak
gosterilebilir.

3. Yontem: Bazi indikatérler yatay iki ¢izgi arasinda bulunurlar. Indikator degeri
{ist ¢cizgiye yaklastiginda veya yukar1 kirdiginda asir1 alim, indikator degeri alt cizgiye
yaklastiginda veya asagi kirdiginda asir1 satim oldugu anlamina gelir. Burada
indikatoriin yatay iki cizgi arasindaki seviyeside énemlidir. Kimi Indikatdrlerin alt ve
iist ¢cizgiye olan mesafesi trendin giicii hakkinda bilgi verir.

CCI, RSI indikatorleri buna 6rnek olarak verilebilir.
1.5.3. ADX Indikatérii (Average Directional Movement Index)

ADX gostergesi, fiyatin kendisi degil, yonii hakkinda 6ngériide bulunmay1
saglayan bir gostergedir. Trendin varligi ve yoniinii belirleme agisindan oldukga
kullanigli olan bir gostergedir. J. W. Wilder tarafindan bulunmustur. ADX

gostergesinin On tanimli periyod degeri genellikle 14 tiir.

Hesaplanmasi :

ADX(Average Directional Movement)’i anlatabilmek i¢in 6nce DM
(Directional Movement) gostergesini anlatmak gerekir. Cilinkii Directional movement
sadece ADX degil, ADXR, DIS, DX, DI+, DI- gibi bir ¢ok gostergeninde ana fikrini
olusturur.

DM’yi hesaplayabilmek zor olmasa da epey zahmetlidir. DM degerini bulmak
icin bugiinkii en yiiksek ve en diisiik degerlerin birlestirilmesi ile elde edilen dogru
parcasindan, diinkii en yiiksek ve en diisiik degerin birlestirilmesi ile elde edilen dogru

pargasinin kesisimi ¢ikarilir. Piyasanin yonii yukari dogru ise DM degeri pozitif, asagi
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yonlii ise DM degeri negatif olur. Sekil 1.3 te goriilecegi lizere, piyasada yon yukari

ise bu deger pozitif, yon asagi ise bu deger negatif olur.

el

Sekil 1.3. +DI ve —DI degerleri
Bulunan +DM ve —DM degerlerinin toplami, farklarina boliinerek DX degerini
bulmus oluruz. DX bir gdstergedir ve oldukca hizli hareket eder. DX gostergesinin

basit hareketli ortalamasi alindiginda ADX indikatériiniin degeri bulunmus olur.

07.06.22 13:00
Acihs 2639.41
Yiiksek 2645.47
Drisiik 2638.89
Kapamis 2643.22
Ag. Ort

Fark 3.85

Sekil 1.4. ADX Gostergesi

Yorumlanmasi :

ADX(Average Directional Movement Index) indikatorii al ya da sat seklinde
sinyal liretmez, trend ile ilgili bilgiler verir. ADX, 0-100 araliginda degerler alan bir
indikatordiir. Bu degerler, trendin varlig1 ve trendin giicii hakkinda bilgiler igerir.
Fiyatin yoniiniin yukar1 ya da asag1 olmas1 ADX agisindan bir anlam tagimaz. Ornegin

piyasada bir diisiis trendi varken ADX degeri yiiksek olacaktir.
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ADX degerinin yiikselmesi piyasada bir trend baslangicit oldugunu anlatir.
Ancak trendin yonii ADX tarafindan bilinemez. Bu trend iki yonde de olabilir. ADX
degerinin diismesi var olan trendin sonlanabilecegi anlami tagir. ADX degeri sifir
bolgesine yakin degerler aliyorsa bu mevcutta bir trend bulunmadig1 anlamina gelir.
Bu bize piyasanin kararsiz bir yapida oldugunu anlatir.

ADX gostergesinin alim satim noktalari tiretmeyip, sadece trendi 6lgmesinden

dolay1 bu gosterge baska indikatorler ile beraber kullanilir.

1.5.4. Aroon indikatorii

Aroon indikatOriiniin temel islevi piyasada trend var ise bu trendi erkenden
bulmaktir. Aroon indikatorii 0 ile 100 arasinda degerleri olan 2 ayri ¢izgiden olusur.
Bu ¢izgilere, Aroon Up (Ust ¢izgi), Aroon Down (alt ¢izgi) ad1 verilir.

Bu gostergeyi 1995 yilinda Tuschar Chande gelistirmistir. Analistler genellikle
Aroon gostergesini 14 periyotluk bir zaman diliminde kullanmayi 6nermektedirler.

Ancak bu periyot kullanim amacina ve piyasaya gore degistirilebilir.

M LapXu100 60 TL LOG | KHN | SVD [SYM[TMP|+] FC MATR:KS [~[=]a]m

B [1[5[i0[15[z0[z0(60 1iz0liz0(s [ [H[A[v W=<[==* ITrendlvatay|-->[<--|prl [Sil [T.Sil[F. Vik|F. Dis [Param l] Bar [Mum] Line [Bar;
07.06.22 13:00

Acilis 2630.41
viksek  2645.47
Diizik  2638.89
Kapanis 2643.22
Ag. Ort
Farle

3.85

Sekil 1.5. Aroon Indikatérii
Bu indikatoriin amaci, fiyat yon degistirdiginde bu degisimin bir trend olusturup
olusturmadigint bulmaktir. Aroon gostergesi, Aroon Up ve Aroon Down
gostergelerinin  birlikte aldiklar1 degerler ve konumlarma gore yorumlanir.
Gostergenin kullanildig1 periyot boyunca fiyatlar en yiiksek yeni bir deger almis ise

Aroon Up gostergesi 100 degerini almamis ise 0 degerini alacaktir. Yine gostergenin
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kullanildig1 periyot boyunca fiyatlar yeni bir en diisiik deger almigsa Aroon Down
gostergesi 100 degerini, almamis ise 0 degerini alacaktir.

Hesaplanmasi :

Aroon indikatoriiniin iki ¢izgiden olusmasindan dolayi, hesaplama, birbirine

benzer adimlari izleyen iki farkli parca halinde gerceklesir.
n — max(H;)
AroonUp; = — x 100 (1.18)

n = Hesaplama i¢in segilen geri inceleme donemidir.

max(H;) = Fiyatin max. oldugu andan itibaren gegen periyot sayisi

n — min(L;)
AroonDown; = amr 4 x 100 (1.19)

min(L;) = Fiyatin min. oldugu andan itibaren gegen periyot sayisi

Yorumlanmasi :

Aroon Up gostergesinin degerinin 100 olmasi, gii¢lii bir yukar1 yonlii fiyat
momentumuna isaret etmektedir. Bu durumda, Aroon Up gostergesinin degeri 70 ile
100 arasinda iken, ayn1 anda Aroon Down gostergesinin degeri 0 ile 30 arasinda ise
yukari dogru giiclii bir trendin basladiginin sinyali alinmis demektir. Bu durumun tersi
asag1 yonlii bir trend baslangicidir diyebiliriz.

Aroon Down gostergesinin degerinin 100 olmasi, gii¢lii bir asagi yonli fiyat
momentumuna isaret etmektedir Aroon Down gdstergesinin degeri 70 ile 100 arasinda
degerler alirken, ayn1 anda Aroon Up gostergesinin degeri 0 ile 30 arasinda degerler
aliyorsa asag1 yonlii bir trendin varligindan bahsedebiliriz.

Bu yorumun disinda Aroon Up ve Aroon Down gostergelerinin birbirleriyle
kesigmesi al sat sinyalleri olarak kullanilabilir. Bu durumda Aroon Up gostergesinin
degerinin, Aroon Down gostergesinin degerinden biiylik oldugu ilk anda alim yapilir
ve pozisyona girilir. Aroon Down gostergesinin degerinin Aroon Up gostergesinin

degerinden biiyiik oldugu ilk anda ise satis yapilip pozisyondan ¢ikilir.
1.5.5. Bollinger Bandi

Bollinger band: birbirleriyle baglantili 3 ayr1 egriden olusur. Bu egriler alt bant,

iist bant ve orta bant seklinde isimlendirilirler. Bollinger bandinda orta bant, fiyat
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cizgisinin 20 gilinliik basit hareketli ortalamasindan olusur. Diger iki bant ise orta
bandin standart sapma degerinin 2 kat1 kadar asagiya ve yukariya dogru telenmesiyle
elde edilirler. Bu sekilde fiyat alt ve {ist band araliginda hareket eder. Fiyatin alt ve tist

banda olan yakinligina gore yorumlar yapilir. Alt ve iist bantlar kimi zaman destek ve

direng bolgesi seklinde de kullanilabilir.

TL LOG KHN SVD SYMTMP w

M EaXU100 60

23.06.22 18:00

acilis 2544.79
Yilksek 2544.88

Dhisiik 2543.21
Kapanis 2543.21
A4, Ort
Fark

Sekil 1.6. Bollinger Bandi

Hesaplanmas: :
Orta Bollinger Bandi = 20 Gunliik Basit Hareketli Ortalama

Ust Bollinger Bandi = Orta Bollinger Bandi + (2 X Standart Sapma)
Alt Bollinger Bandt

= Orta Bollinger Bandi - (2
X Standart Sapma) (1.20)

Bollinger Bandinda orta bant genellikle 20 giinliik basit ortalama ve standart
sapma carpant 2 olarak alinmis olmasina ragmen, yatirim yapilacak finansal

enstriimana ve piyasa sartlaria gore, ortalamanin tiirii ve periyodu ile birlikte standart

sapma ¢arpaninin degeri de degistirilebilir.

Yorumlanmasi :

Bollinger bandinda fiyatlar {ist banda ulastiginda veya iist band1 gegerse yiikselis

olacag1 beklenmelidir. Fiyatlar iist banda degdigi siirece yiikselis trendinin devam

edecegi beklenir.
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Eger fiyatlar alt banda degerse ya da alt bandi asag1 kirarsa bu durumda
fiyatlarda diislis olmas1 beklenmelidir. Fiyatlar alt banda temas ettigi siirece diisiisiin
devam etmesi beklenir.

Bununla birlikte fiyatlar orta banttan {ist banda dogru ¢ikarsa yiikselis, alt banda
dogru inerse diisiis beklenecektir.

Bir baska yorumda soyle olabilir. Fiyatlar Bollinger Bandinin disina tasarsa
tekrar kanal icerisine donecegi diisiiniiliir.

Bollinger Bandinin daralmasi da piyasanin kararsiz bir yapida oldugu anlamina

gelir.
1.5.6. CCI indikatorii

CCI gostergesi D. Lambert tarafindan bulunmustur. Bu gosterge asil olarak mal
piyasalarinda islem yapmak icin gelistirilmistir. Ancak hisse senedi piyasalarinda da
cok iyi sonug verdiginden oldukca kullanisli ve popiiler bir gostergedir. CCI gostergesi
mevcut fiyatin ortalamadan sapma miktarini bulmak i¢in tasarlanmistir.

Ortalamadan sapma miktar1 degisen piyasa egilimlerinin ve tercihlerinin tespit
edilebilmesi1 agisindan onemlidir. CCI trendin olmadigi yatay piyasalarda daha
basarilidir. Genellikle kisa vade i¢in kullanilir. CCI gostergesi +100 ile -100 arasinda
degerler alir. CCI gostergesi, +100 e yaklastik¢a asir1 alim, -100 e yaklastik¢a asiri

satim bolgesine giriliyor demektir.

M B XU100 60 TL LOG |KHN  5VD SYM THMP w
1|5 (1015 (20(/20(60(1200180[s|G[H (A [v H>=]<=]|* §Trend

23.06.22 18:00
Acihis 1544.79
Yiksek 2544.88
Disiik 2543.21

Kapanis 2543.21 1— -l— -+ - 1~ [ —
¢+er

Ag. Ort
-1.64

$r+LL*I+“}{*filfL=+**riT1

Fark

Sekil 1.7. CCI Indikatdrii

Hesaplanmas: :
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CCI hesaplanirken fiyat yerine ortalama fiyat kavrami kullanilir. Ortalama
fiyat(O.F), giin i¢i max. deger, giin i¢i min. deger ve kapanig degerinin toplaminin 3’e
boliinmesiyle bulunan degerdir.

_ Endigik + En ytiksek + Kapanis

O.F 3 (1.21)
O.F — O.F. Basit Hareketli ortalamasi
CCl = - (1.22)
Ortalama Fiyatin Mutlak sapma ortalamasi * 0.015
Yorumlanmasi :

Genel olarak CCI gostergesini iki sekilde yorumlayabiliriz. Birinci yorumda CCI
nin asir1 alim ve asir1 satim bolgesini kullanabiliriz. CCI gostergesinin+100 bolgesinde
olmasi piyasanin asirt satim bolgesinde oldugu ve mevcut yiikselisin buralarda bitip
piyasanin satisa gegecegi anlamina gelir. Bunun tersinde yani CCI degerinin -100
bolgesinde olmasi ise piyasanin asirt alim bolgesinde oldugunun ve bundan sonra
piyasadaki diislisiin bitip yukar1 dogru bir hareketin olacaginin habercisi olacaktir.

CCI gostergesinin ikinci yorumu fiyat uyumsuzlugu ile ilgilidir. Bunu kisaca
sOyle aciklayabiliriz. Gosterge degeri ile fiyatin hareketi ayn1 yonde degil ise piyasada
bir uyumsuzluk s6z konusudur. Bu durumda fiyatlar yukar1 dogru ¢ikiyorken CCI
asagl diisiiyorsa fiyatlarda asag1 yonlii bir diizeltme beklenebilir. Bunun terside s6z
konusu olabilir. Yani fiyatlar diiserken, CCI degeri yukar1 dogru artiyorsa fiyatlarda
yukar1 yonlii bir diizeltme beklenebilir.

1.5.7. DEMA indikatérii (Double Exponential Moving Average)

DEMA(Double Exponential Moving Average), i¢in iissel hareketli ortalamanin
gecikmesini azaltmak icin yine iissel ortalamaya bazi islemler uygulanarak elde edilen
bir ortalama tiiriidiir diyebiliriz. Dema indikatorii genellikle 5 periyotluk standart
degerle kullanilir. Ancak bu deger piyasa kosullarina ve ihtiyaca gore degiskenlik

gosterebilir.
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KHMN | SVD SYMTMP

&0 TL LOG

M E-a{Xu100

23.06.22 18:00
Acilis 3544.79
Yiiksek 2544.88
Diisiik 2543.21
Kapanis 2543.21
Ag. Ort

Fark -1.64

Sekil 1.8. Dema Indikatorii

Hesaplanmasi :

n giin EMA = n Giinliik Ussel Hareketli Ortalama
Dema = (n giin EMA * 2)

— (n gtin EMA'nin, n giin EMA s1) (1.23)

Yorumlanmasi :

Dema gdostergesi bir nevi hareketli ortalama tiirii oldugundan bu gostergenin
yorumlanmasida hareketli ortalamalarin yorumlanmasiyla ayni olacaktir. En basit
haliyle Dema gostergesi fiyat grafigi lizerine atilir. Fiyat Dema gostergesinin iistiine
ciktiginda alim, fiyat Dema gdstergesinin altina indiginde satim yapilabilir.

Ikinci bir yorum iki Dema gdstergesinin fiyat grafigi {izerinde kesisim noktalar
alim ve satim noktalar1 olarak kullanilir. Bunun i¢in uzun ve kisa periyotlu iki Dema
grafigi fiyat grafigi {lizerinde c¢izdirilir. Kisa periyotlu olan Dema, uzun periyotlu
Dema’nin tstiine ¢iktiginda alim, altina diistiigiinde satim yapilir.

Dema ile ilgili onemli bir hususu soyle agiklayabiliriz. Dema gostergesi isleme
girerken en yiiksek ve en diisiikleri yakalamaya c¢alismaz. Burada amacg trend

dontislerinde isleme girerek trend boyunca islemde kalmaktir.

1.5.8. Envelopes Indikatorii

Envelopes gostergesi alt ve iist bantlardan olusan bir gostergedir. Fiyatlar bu iki
bant arasinda hareket eder. Bu yoOniiyle Bollinger bandina benzer. Envelopes

gostergesinde Once fiyatin beli bir periyotta hareketli ortalamasi alinir. Daha sonra bu
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hareketli ortalama belirli bir oranda asagiya ve yukartya kaydirilarak alt ve {ist bant

degerleri bulunmus olur.
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Sekil 1.9. Envelopes indikatorii

Hesaplanmas: :
Ust Band = Ema(n) + Ema(n) = 0,0x (1.24)
Alt Band = Ema(n) — Ema(n) * 0,0x (1.25)

Ema(n) = n Ginlik Ussel Hareketli Ortalama

x = Yiizde Miktart

Yorumlanmasi :

Envelopes indikatorii yorumlanirken fiyat hareketlerinin alt ve iist bant iginde
hareket etmesi beklenir. Burada alt ve {ist bantlarin birer sinir oldugu kabul edilir. Yani
fiyat bir banda yaklagtiginda buradan donecegi varsayilir. Bu durumda fiyat {ist banda

degdiginde satim, alt banda degdiginde alim yapilir.

1.5.9. Hareketli Ortalamalar
Hareketli ortalamalar, teknik analiz gdstergelerinin bir¢ogunun temelini

olustururlar. Fiyatlarin oynakliini azaltmak i¢in siklikla kullanilirlar.

Hesaplanmasi :

Bircok hareketli ortalama hesaplama sekli vardir. Hesaplanma yontemine gore

hareketli ortalama tiirleri basit, lissel, iicgensel, degisken ve agirlikli hareketli
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ortalamalardir. Calismamizda basit ve agirlikli ve {issel ortalama kullanildig: i¢in

sadece bu ortalama tiirlerinin hesaplanmasi istiinde duracagiz.

1. Basit Hareketli Ortalama (SMA)

Basit hareketli ortalama (SMA) bildigimiz aritmetik ortalama ile esdegerdir.
Teknik Analiz de ¢ok kullanilir. Bir kiymetin n periyotluk hareketli ortalamasini
hesaplamak i¢in kiymetin n peryot i¢indeki degerleri toplanip n sayisina boliintir.

n
i=1 Ci

SMA,, = (1.26)

2. Agirhkh Hareketli Ortalama (WMA)

Bir menkul kiymetin n periyotluk kapanis degerinin agirlikli ortalamasini
hesaplamak i¢in, n periyot i¢indeki her bir kapanis degeri 1’den n’e kadar dogal
sayilarla sirasiyla carpilip toplanir. Bulunan toplam 1’den n’e kadar olan dogal
sayilarin toplamina bdliiniir.
i1 1C; €y +2C, +3C; + -+ +nG,

WMA,, = =
" | 1424+3+-+n

(1.27)

3. Ussel Hareketli Ortalama (EMA)

Ussel hareketli ortalamanin(Ema), ortalamas1 almacak periyodun son
donemlerine daha fazla agirlik veren bir yapisi vardir. Bu nedenle finansal piyasalarda
sikga kullanilir. Ussel ortalama fiyat degisimlerine basit hareketli ortalamaya gore
daha hizli tepki verir.

n giinliik iissel ortalamanm hesaplanmasi Formiil 5.11 de verilmistir. Ussel

hareketli ortalama hesaplanirken baslangig icin basit hareketli ortalama kullanilabilir.

2
EMAp,gin = EMAgsn + — x (Kapamns Fiyatiyygin — EMAgin) (1.28)

Yorumlanmasi :
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En yalin haliyle hareketli ortalama gostergesi fiyat grafigi lizerine atilir. Fiyat
hareketli ortalamanin istiine ¢iktiginda alim, fiyat hareketli ortalamanin altina
diistiigiinde satim yapilabilir.

Ikinci bir yorum iki hareketli ortalama gostergesinin fiyat grafigi {izerinde
kesisim noktalar1 alim ve satim noktalar1 olarak kullanilir. Bunun i¢in uzun ve kisa
periyotlu iki hareketli ortalama grafigi fiyat grafigi iizerinde ¢izdirilir. Kisa periyotlu
olan hareketli ortalama, uzun periyotlu hareketli ortalamanin tistline ¢iktiginda alim,

altina diistigiinde satim yapilir.
1.5.10. MACD indikatorii

Macd gostergesi Ussel iki hareketli ortalamanin farklarindan olusan bir
gostergedir. Bu gosterge standart kullanimda 26 giinliik iissel ortalamadan 12 giinliik
iissel ortalama ¢ikarilarak elde edilir. Ancak bu sayilar piyasa kosullarina gore istenirse
degistirilebilir. Secilen bu iki iissel ortalamaya gore Macd indikatorii piyasadaki

mevcut egilimin yoniinii tespit etmeye calisir.
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Sekil 1.10. MACD Indikatérii
Macd gostergesi negatif veya pozitif degerler alabilir. 26 periyotluk {issel
ortalamanin 12 periyotluk iissel ortalamadan biiyiik oldugu durumlarda macd degeri
pozitif, kii¢iik oldugu durumlarda Macd degeri negatif esit oldugu durumlarda Macd
degeri sifir olacaktir.

Yorumlanmasi :
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Macd bir trend indikatoriidiir. Macd degerinin pozitif oldugu durumlarda yukari
dogru trendin basladigi, Macd degerinin negatif oldugu durumlarda ise asag1 yonlii
trendin basladigi kabul edilir. Bu durumda Macd degeri pozitif oldugunda alim, Macd
degeri negatif oldugunda ise satim yapilabilir.

Macd indikatdrii ayrica kendi iissel ortalamasi alinarakta kullanilabilir. Macd nin
genellikle 9 periyotluk iissel ortalamasi alinarak macd grafigi ile birlikte kullanilir.
Macd nin lissel ortalamasi alinarak elde edilen bu ortalamaya trigger ¢izgisi ad1 verilir.
Bu kullanimda trigger cizgisi Macd gostergesini yukar1 dogru keserse alim, asagi

dogru keserse satim yapilacaktir. Macd gostergesi uyumsuzluklarin tespitinde de

kullanilabilir.
1.5.11. Momentum indikatorii

Momentum gdstergesinde amag secilen periyodun basglangicindaki kapanis fiyati
ile bugiinkii kapanis fiyatinin karsilagtirilip artis veya azalis oran1 hakkinda yorumda
bulunmaktir. Momentum fiyatlarin artis yoniinii ve miktarini bulurken ayni zamanda

artis ya da azalis siddeti hakkinda yorumda bulunmamizi saglar.

ML
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Momentum

Sekil 1.11. Momentum Indikatorii

Momentum gostergesinin kisa vadede daha basarili sonuglar verecegi diisiiniiliir.
Momentum gostergesinin 12-14 periyotluk zaman diliminde de basarili sonuglar
verdigi goriiliir. Ancak piyasa kosullar1 ve islem yapilacak kiymete gore periyot

degistirilebilir. Ancak fiyat hareketlerinin hizli oldugu piyasalarda islem yaparken
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gostergenin periyodu arttirilmasi, fiyat hareketlerinin yavas oldugu piyasalarda
gostergenin periyodunun azaltilmasi olumlu sonuglar verecektir.

Hesaplanmasi :

n periyotluk momentum gostergesinin degeri asagidaki gibi bulunur.

Son Gun Kapanis Fiyati
Momentum,, = ——— ; —— =+ 100 (1.29)
n Gun onceki kapanis Fiyatt

Momentum gdstergesi hesaplanirken Son giin kapanis fiyat1 ile ilk giin kapanis

fiyatinin esit oldugu durumda 100 ¢iktig1 icin bu deger gostergenin referans degeridir.

Yorumlanmasi :

Momentum gostergesinde 100 referans degeri esik kabul edilir. Momentum
gostergesinin degeri 100 iizerine ¢iktiginda alim yapilir, momentum degeri 100 altina
diistiigiinse ise satim yapilir.

Referans degerini kisa vade i¢in asir1 alim ve asirt satim sinir1 olarak kabul eden
bir yaklasimda benimsenebilir. Bu durumda momentum gostergesinin degeri 100
tizerine ¢ikarsa fiyatlar agir1 alim bdlgesinde olacagi igin satim yapilir. Gosterge degeri
100 degerinin altina indiginde ise alim yapilir. Ancak bu strateji yatay piyasalar i¢in

uygundur.
1.5.12. Parabolic Sar indikatorii

Parabolic Sar gostergesini J.Welles Wilder bulmustur. Parabolic Sar gostergesi
grafik iizerinde ¢izildiginde alim ve satim noktalarini grafik iizerinde belirleyen bir
gostergedir. Sar, Ingilizcede “Dur ve geri dén” anlamina gelen Stop And Reversal
kelimelerinin bas harflerinin alinmasindan elde edilen bir kisaltmadir.

Gostergenin pozisyonlara girig ve ¢ikis noktalarini otomatik olarak tespit etmesi
yaninda kolay kullanimi1 gdstergenin popiiler olmasinda etkili olmustur. Hesaplanmasi
oldukc¢a uzun olan Parabolic sar degeri fiyatin altindaysa alim, fiyatin iistiinde ise satim

yapilir.
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Sekil 1.12. Parabolic Sar indikatorii

Yorumlanmasi :
Parabolic Sar gostergesi bir trend gostergesidir. Bu nedenle yatay piyasalarda
basarili sonuclar iiretmez. Bu gostergenin baska gostergelerle birlikte kullanilmasi

halinde daha basarili sonuglar vermesi beklenir.
1.5.13. RSI Indikatérii (Relative Strength Index)

RSI gostergesi J. Welles Wilder tarafindan bulunmus bir gostergedir. Tiirkgeye
goreceli giic endeksi olarak g¢evrilen RSI gostergesi, fiyatlarin asir1 alim veya asiri
satim bolgesinde olup olmadigini tespit eder. RSI gostergesi 0-100 araliginda degerler
alan bir gostergedir. RSI gostergesinin degeri bizlere var olan trendin giicli hakkinda

bir fikir verir.
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Sekil 1.13. RSI Indikatorii
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Hesaplanis :

n periyotluk bir siire i¢in herhangi bir senedin RSI degeri su sekilde hesaplanir.

Son n giinde senedin degerinin arttig1 giinlerin aritmetik ortalamasi bulunur.
(yukar1 yonlii hareketin ortalamasi). Yine son n giinde senedin degerinin azaldigi
giinlerin aritmetik ortalamasi bulunur. (asag1 yonlii hareketin ortalamasi). Bu degerleri

bulduktan sonra RSI degerinin bulunmasi Formiil 5.13 te gosterilmistir

100
RSI'= 100 - 14 yukart yonli hareketin ortalamast (1.30)

asagt yonlu hareketin ortalamast

Yorumlanmasi :

RSI gostergesinin degeri 100’e yaklastikca fiyatlar asir1 alim bdlgesinde,
gosterge degeri 0’a yaklastikca fiiyatlar asir1 satim bolgesindedir seklinde diisiiniiliir.
Bu sebeple 30 ve 70 degerleri referans degerleri olarak kabul edilirler. Yani gosterge
degeri 70 iistiinde iken islem yapilan kiymet asir1 alinmistir, gosterge degeri 30 un
altinda iken islem yapilan kiymet asir1 satilmistir seklinde yorumlanir.

RSI gostergesinin diger bir kullanim sekli, gosterge 30 ve 70 degerlerini yukari
kirdig1 anda alim islemi, asag1 kirdig1 anda ise satim islemi yapilmasidir.

RSI gostergesinin ortalama degeri 50°dir. RSI gdstergesi 50 tistiinde iken yukari
yonlii bir trend, gosterge degeri 50 altinda iken asagi yonlii bir trendin varlifindan
bahsedilir.

1.5.14. Stochastic indikatorii

Stochastic gostergesi, Stochastic Slow ve Stochastic Fast seklinde ikiye ayrilir.
Adindanda anlasilacag lizere Stochastic Fast hizli ve fiyat degisimlerine karsi ¢ok
duyarl oldugundan dolay1 bu gosterge yumusatilarak Stochastic Slow gdstergesi elde
edilmistir. Sochastic gostergesi 0 ile 100 arasinda iki ¢izgiden olusan bir gostergedir.
Stochastic gostergesinin arkasindaki ana diislince, mevcut fiyatin belirlenen periyot
araligindaki en yiiksek ve en diisiik degere olan uzakliginin yiizdesel bir ifadesi olarak
Ozetlenebilir. Yani mevcut fiyatin, belirlenen periyot arasinda aldig1 en biiyiik ve en

kiiclik degerler arasindaki konumuna gore yorumlanmasidir.
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Sekil 1.14. Stochastic Slow Indikatérii

Hesaplanmas: :

Stochastic gostergesi %K ve %D adi verilen iki ¢izgiden olusur. %K ¢izgisinin
hesaplanmas1 asagidaki gibidir. Standart degerlerle kullanildiginda %K egrisinin
periyodu 5 olarak kullanilir. Bir senedin 5 giinliik periyot i¢in %K degeri Formiil 5.14
te verilmistir.

UK — Bugiiniin Kapanist — Periyod igindeki min. deger
Periyot i¢cindeki max. deger — Periyot icindeki min. deger

x100 (1.31)

%D’nin degerini bulmak i¢in yukarida buldugumuz %K’ nin 3 giinliik basit ortalamasi
alinir. %D ve %K egrilerinden olusan bu gostergeye Stochasic Fast gostergesi adi
verilir. Ancak bu gosterge ¢ok hizlidir ve yavaslatilmasi daha iy1 sonuglar verecektir.
Bu gostergenin yavaslatilmig hali Stochastic Slow gostergesidir.

Stochastik Slow gostergesini hesaplamak icin Stochastic Fast’te buldugumuz
%D egrisini kullaniriz. Bu egrinin bir kez daha 3 giinliik basit ortalamasin1 alip daha
yavas bir egri elde ederiz. Stochastic Slow gostergesi icin elde ettigimiz bu iki egriden
yavas olan %D, hizli olan %K olacaktir.

Yorumlanmasi :

Stochastik Fast ve Stochastic Slow gostergeleri 0-100 arasinda degerler alan
gostergelerdir. Burada gosterge degerleri 100 e yaklastiginda senedin asir1 alim
bolgesinde oldugu ve senedin mevcut fiyatinin artik pahali oldugu, gosterge degerleri
0’a yaklastiginda da senedin asir1 satildig1 ve bu bolgenin senet igin artik ucuz oldugu

yorumu yapilabilir. Bu yorumu yapmak i¢in Stochastic gostergelerinin referans
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degerleri genel olarak 20 ve 80 olarak alinir. Soyle ki gostergenin degeri 80-100
araliginda ise bu bolgeden satim, gostergelerin degerleri 0-20 araliginda bu bolgeden
alim yapilir.

Stochastik Fast ve Stochastic Slow gostergelerinin diger bir kullanim sekli %K
ve %D egrilerinin kesisimi ile ilgilidir. Burada %K egrisi %D egrisini yukari dogru

keserse alim, asagiya dogru keserse satim yapilir.
1.5.15. TRIX Indikatorii

Trix gostergesi hareketli ortalamalarin fiyata olan duyarliligini azaltmak igin
tasarlanmig bir gostergedir. Trix gostergesinin kurgusu belli bir periyotta bir hisse
senedinin 3 defa tissel haraketli ortalamasi alindiktan sonra bu ortalamanin yiizdesel
olarak degisim miktarinin bulunmasi lizerine kuruludur. Trix gostergesi hareketli
ortalamanin kararlilig1 arttirip ve fiyattaki kiiciik degisimlere karsi bir nevi filtre gorevi
goriir. Bu nedenle Trix gostergesi orta ve uzun vadede daha basarili sonuglar veren bir
gostergedir.

Trix gostergesinde 0 referans degeridir. Gostergenin degeri sifirdan kiigiik ise
piyasada satis yoniinde bir trend oldugu, gostergenin degeri 0 {lizerinde ise piyasada

alim yoniinde bir trend oldugu varsayailir.
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Sekil 1.15. Trix Indikatorii

Yorumlanmasi :
Trix gostergesinin en yaygin kullanimi bir hareketli ortalama ile kullanmaktir.
Bu kullanimda Trix gostergesinin hareketli ortalamasi alinir. Elde edilen gostergeye

trigger ¢izgisi ad1 verilir. Trigger ¢izgisi ile Triks gostergesinin kesigim noktalar1 alim
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satim noktalar1 olarak kullanilir. Trigger ¢izgisi Trix gostergesini yukar1 dogru keserse
alim, asag1 dogru keserse satim yapilir. Bu anlamiyla Trix gostergesinin kullanimi
Macd gostergesinin kullanimina benzer.

Trix gostergesi ayni zamanda uyumsuzluklarin tespitinde de kullanilabilir.
Piyasa yiikselirken Trix gostergesinin de degeri yiikselmeli, Piyasa diiserken Trix
gostergesinin de degerleri diismelidir. Aksi taktirde fiyatlarin mevcut trendin tersi

yoniinde bir diizeltme yapmasi beklenir.
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2. ONCEKIi CALISMALAR

Literatiir incelendiginde yapay zeka yontemleriyle endeks tahminin konusunda

bircok ¢alisma mevcuttur. Bu ¢alismalari, bir veya birden fazla Yapay Zeka modelinin

birlikte kullanildig1 ¢alismalar (Hibrit modeller) veya Yapay Zeka yontemleriyle

teknik analiz yontemlerinin birlikte kullanilarak yapildigi c¢aligsmalar olarak 2

kategoriye ayirabiliriz.

2.1.1.

Sadece Yapay Zeka Yontemleriyle Yapilan Calismalar

Pai ve Lin, (2004), Hisse senetlerinin tahmininde bulunmak i¢in yaptiklari
calismada ARIMA modeli ile Destek vektor makineleri modellerini
hibritlemislerdir. Sonugta hibrid modelin ARIMA ve DVM modellerine gore
tahmin Ongoriisiiniin daha basarili oldugu sonucuna ulagsmislardir.
Sutheebanjard ve Premchaiswadi, (2010), Geri yayilimli yapay sinir aglari
yontemiyle Tayland hisse senedi piyasasini tahmin etmeye ¢aligsmislardir.
Aghababaeyan ve ark., (2011), Tahran borsa endeksinin (TSE) yoniinii tahmin
etmek icin ileri beslemeli ve geri yayilimli bir YSA modeli kurmuslardir. Bu
calismada Borsa endeksinin yoniinii %81 olasilikla tahmin edebilmislerdir.
Giiresen ve ark., (2011), NASDAQ 100 endeksini tahmin edebilmek igin YSA
ve GARCH yo6ntemlerini hibritleyerek bir model olusturmuslardir.

Aygoren ve ark., (2012), Calismalarinda IMKB 100 endeksini tahmin etmek
i¢in Yapay sinir aglar1 modellerinden geri yayilim algoritmasi, niimerik arama
modellerinden Newton modeli ve geleneksel zaman serileri yontemlerinden
ARMA(p,q) modeli ile tahmin etmeye ¢alismislardir. Sonug olarak; Yapay
sinir aglar1 modeli ile yaptiklar1 tahminin geleneksel zaman serileri ve niimerik
arama modeline gore daha basarili oldugunu gozlemlemislerdir.

Yavuz (2012) Yapay sinir aglari modelini kullanarak, Bistl00 Sinai
endeksindeki hisselerle risk ve getiri tahmini yapmis ve optimum portfoy elde
etmeye calismistir.

Yakut ve ark., (2014), Yapay Sinir Aglari ile birlikte ve DVM kullanarak Borsa
Endeksinin tahmin edilebilecegini gostermislerdir. Calismalarinda Gecelik

faiz oram, Brezilya-ingiltere-Fransa-Almanya-Japonya borsalarinin endeks
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2.1.2.

degerleri, Dolar kuru ve Bist100 endeksinin 1-2 ve 3 giin 6ncesinin degerlerini
kullanmiglardir.

Ozcalict ve Ayrigay, (2016), Yaptiklar1 calismada yapay sinir aglari ile bir
sonraki gilinlin fiyat tahmini gergeklestiren uzman bir sistem tasarlamaya
caligmiglardir. Bu calismada hangi degiskenlerin kullanilacagini  ve
kullanilacak degiskenlerin parametrelerini belirlemek icin genetik algoritma
tabanli bir uzman sistem de tasarlanmistir. Uzman sistemin diger modellere
gore daha basarili sonuglar verdigi gozlemlenmistir.

Ince ve Sénmez Cakir, (2017), ¢alismalarinda, Yapay Sinir Aglarini ARIMA
modeli ile birlikte kullanarak Nasdaq endeksinin degerlerini tahmin etmeye
calismiglardir. Calismalarinda Melez modellerin tek basma kullanilan
modellerden daha basarili olduklar1 sonucuna varmislardir. (ARIMA; zaman
serilerinin tahmini amaciyla kullanilan istatistik yontemlerden biridir.)
Pabugcu (2019) Bist100 borsa endeksinin yoniinii Yapay sinir agi, destek
vektor makinesi ve Naive Bayes makine 6grenme algoritmalari ile tahmin
etmeye ¢alismis ve yaptig analizlerde destek vektor makineleri algoritmasinin
en iyi sonucu verdigini gézlemlemistir. (Naive Bayes olasilik tabanli makine
Ogrenim algoritmasidir.)

Sart (2019) Caligmasinda, hisse senedi getirilerinin yatirimer duyarliligi
aracilig ile tahmin edilmesini amaglamis ve elde edilen bulgularda, destek
vektdor makinesi yontemi ile dolayli degiskenler kullanilarak yapilan

tahminlerin daha basarili sonuglar verdigi goriilmiistiir.

Yapay Zeka Yontemlerinin Teknik Analiz Gostergeleriyle Birlikte
Kullamldig1 Calismalar

Bahadir (2008) Calismasinda, New York Borsasi (NYSE) biinyesinde bulunan
ETF’lerin degerlerini tahmin etmeye calismis bunun i¢in Bayes teoremi ve
yapay sinir aglarimi (YSA) kullanmistir. Calismada iki yontem kullanmus,
birinci yontemde Teknik analiz yontemleri kullanilarak Bayes Karar modeli ile
bir uzman sistem olusturmus. ikinci yontemde yapay sinir agi kullanilarak bir

model uygulamistir. Sonugta yapay sinir aginin olusturulan uzman sisteme
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daha iyi sonu¢ verdigini ancak her iki yonteminde tatmin edici sonuglar
verebilecegini gdzlemlenmistir.

Sahin ve Ozbayoglu, (2014), ¢alismalarinda teknik analiz indikatdrlerinden
RSI kullanilmigtir. RSI i¢in standart 14 periyodu ve 30-70 degerlerini Al-Sat
olarak kullanmak yerine genetik algoritma kullanilarak her hisse i¢in optimum
RSI periyodu ve degeri kesfedilmeye calisilmistir. Bu calismada sadece
genetik algoritma ile RSI optimizasyonu yapilmis ve ileri beslemeli yapay sinir
agt kullanilmamigtir. Degerlendirme yapmak ic¢in S&P 500 endeksi
kullanilmistir. Egitim i¢in 2001-2007 arasi veriler, test i¢in ise 2008-2012 aras1
veriler kullanmilmistir. Sonuclar incelendiginde ise borsanin yukari ve asagi
yonde hareket ettigi zamanlarda optimize edilmis RSI’1n, standart RSI 14’den
hafif bir sekilde iyi performans gosterdigi goriilmiistiir. Bununla beraber
finansal piyasanin iyi oldugu durumlarda ise RSI 14’{in optimize RSI’dan daha
iyl performans gosterdigi goriilmiistiir. Fakat RSI 14’iin borsadaki yon
degisimlerine kars1 savunmasiz oldugu vurgulanmistir.

Irmak (2019) yaptigi ¢alismada RSI ve MACD gostergelerini 6z diizenleyici
haritalar kullanarak optimize etmis ve yapay sinir aglari kullanarak al-tut
stratejisinden daha basarili sonuglar veren bir model yapmay1 basarmistir.
Kara (2019) calismasinda Yapay Zeka yontemlerini Teknik Analiz
gostergeleriyle kullanilarak Borsa endekslerinin tahmininin yapilabilecegini
ortaya koymus aym1 zamanda Yapay Zeka Yontemlerinin tahmin
performanslarint  karsilagtirmistir. Bunun i¢in on farkli Teknik Analiz
gostergesinin degerlerini Bist30 ve Bist100 endeksini tahmin i¢in girdi olarak
kullanmistir. Calisma sonunda Destek Vektér Makineleri, Lojistik Regresyon,
Naive Bayes, Yapay Sinir Aglar, Karar Agaclari, k-En Yakin Komsuluk
yontemleri igerisinden en basarili sonucu Yapay Sinir Aglarmin verdigi
gorilmiistiir.

Kartal (2020) Bist100ile birlikte DAX, S&P 500 ve NIKKEI 225 endekslerini
Destek Vektor Makineleri kullanarak tahmin etmeye calismis elde ettigi
modelin fiyatlarin artis yonlii oldugu trendlerde basarili, azalis yonlii oldugu

trendlerde ise basarili sonuglar veremedigini ortaya koymustur.
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Arslankaya ve Toprak, (2021), yaptiklar1 ¢alismada Polinom Regresyon,
Random Forest Regresyon, Tekrarlayan Sinir Aglari (RNN) ve Uzun-Kisa
Siireli Bellek (LSTM) yontemlerini kullanarak hisse senetlerinin fiyatlarini
tahmin etmeye ¢alismis ve en iyi sonucu Random Forest Regresyon modelinin,

en kotii sonucu ise Polinom Regresyon modelinin verdigini gézlemlemislerdir.
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3. MATERYAL VE YONTEM

Bu c¢alismada, denetimli 6grenme teknikleri kullanilarak ¢ok degiskenli bir
tahmin probleminin ¢6zliimii i¢in makine Ogrenimi teknikleri ile problemi en iyi

modelleyecek yontem belirlenmeye ¢alisilacaktir.

3.1. Materyal

Calisma i¢in Matriks 1Q borsa islem platformu kullanilacaktir. Matriks 1Q
programi C# programlama dili ile yazilmis bir borsa islem platformudur.

Aragtirmada girdi verisi olarak Bist100 endeksine ait 60 dakikalik ve gilinliik
olmak iizere, 2 adet zaman serisi veri seti kullanilacaktir. Bu veri setleri Matriks 1Q
programindan elde edilecektir.

Giinliik veri setinde her bir giin i¢in acilis degeri, kapanis degeri, giin igindeki
en yliksek degeri ve giin i¢indeki en diisiik degeri bulunmaktadir. Giinliik veri setinden

ornek bir kismi1 Sekil 3.1. de gosterilmistir.

Date Time Open High Low Close

02.01.2020 00:00:00 1145.03 1159.32 1145.86 1159.32
03.01.2020 00:00:00 1151.43 1155.71 1126.17 1136.84
06.01.2020 00:00:00 1125.32 112973 111212 1114.13
07.01.2020 00:00:00 1125.94 1133.87 1123.48 1126
08.01.2020 00:00:00 11059.61 113342 110746 1128.76
09.01.2020 00:00:00 1152.37 118145 1152.37 1175.91
10.01.2020 = 00:00:00 1182.51 1191.4 117701 1186.64
13.01.2020  00:00:00 1195.95 1209 1159595 1202.49
14.01.2020 00:00:00 1203.93 1215.04 1195.75 1214.23

Sekil 3.1. Giinliik veri setinden 6rnek bir kisim
Glinliik veri seti Bist100 endeksinin 14.06.2012 tarihinden 14.06.2022 tarihine
kadar olan 3010 barlik(giinliik) veriyi icermektedir. Veri setinin 14.06.2012-
15.06.2020 tarihleri arasindaki 2509 bar1 egitim verisi olarak, 16.06.2020-14.06.2022
tarthleri arasindaki 501 bari test verisi olarak kullanilacaktir. Giinliik periyotta

tahminini yapacagimiz test veri setinin grafigi Sekil 3.2.’de verilmistir.
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Sekil 3.2. Giinliik periyottaki test veri setinin grafigi

Test yapacagimiz zaman serisi verisi glinliik periyotta 501 bar (501 is giinii) ve
yaklagik 2 yillik bir veridir. Baslangi¢ aninda alip hi¢ satmazsak(al-tut) yone gore
toplam kar ytizdesi %129,01 ve yone gore toplam getirisi 1.431,3500 puandir.

60 dakikalik veri setinde her bir saat i¢in Bist100 endeksinin acilis degersi,
kapanis degeri, her bir saat i¢in en yiiksek degeri ve her bir saat i¢in en diisiik degeri

bulunmaktadir. 60 dakikalik veri setinden 6rnek bir kismi1 Sekil 3.3. de gosterilmistir.

Date Time Open High Low Close

06.08.2018  18:00:00  937.65 938.78  935.79 936.76
06.08.2018  17:00:00 936.76 944.72 936.44 942.63
06.08.2018  18:00:00  942.73 942.73 941.74 94174
07.08.2018  10:00:00 946.23 954.37 946.23 8952.13
07.08.2018  11:00:00  952.16  954.22  950.85 952.45
07.08.2018  12:00:00 952.438 952.91 946.83 945.39
07.08.2018  14:00:00  945.34  951.66  943.89 949.37
07.08.2018  15:00:00 949.37 952.99 947.58 951.18
07.08.2018 16:00:00  951.18 957.07 950.86  956.47

Sekil 3.3. 60 dakikalik veri setinden ornek bir kisim

60 dakikalik veri seti Bistl100 endeksinin 12.11.2018 tarihinden 03.06.2022
tarihine kadar olan 7761 barlik(saatlik) veriyi icermektedir. Veri setinin 12.11.2018-
28.09.2021 tarihleri arasindaki 6209 bar1 egitim verisi olarak, 28.09.2021-03.06.2022
tarihleri arasindaki 1552 bar test verisi olarak kullanilacaktir. 60 dakikalik periyotta

tahminini yapacagimiz test veri setinin grafigi Sekil 3.4. de verilmistir.
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Sekil 3.4. 60 dakikalik periyotta test veri setinin grafigi

Test yapacagimiz zaman serisi verisi 60 dakikalik periyotta 1552 bar ve yaklagik
8,5 aylik bir veridir. Baglangi¢ aninda alip hi¢ satmazsak yone gore toplam kar yiizdesi

%88,56 ve yone gore toplam getirisi 1.222,8700 puandir.
3.2. Yontem

Arastirmamizin uygulama sathasini 3 boliimde ele alinacaktir.

Uygulamanin birinci boliimii; Asagida verilen makine 6grenmesi modellerinin
her birinden giinliikk ve 60 dakikalik periyotlarda kullanilmak {izere 2 ser tane al-sat

robotu olusturulacaktir.
a. Logistic Regresyon

b. Lasso Regresyon

o

Ridge Regresyon

o

Support Vector Machine

Olusturulan her bir robot kendi periyodundaki zaman serisinin egitim veri seti

ile egitilecek, test veri seti ile performansi simiile edilecektir.

Al-Sat robotlarmin her birine kendi periyodunda Bist100 endeksinin, agilis,
kapanis, giin i¢i en yliksek ve en diislik degerleri verilerek endeksin bir sonraki giin
kapanig degerinin yonii yiizdesel olarak tahmin edilecektir. Ayrica simiilasyonlarda

tahmin yonliimiiz yukar1 oldugunda alig, asagr oldugunda satis yapacagimizi
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varsayarak puan anlaminda her bir robotun ka¢ puan kazandirdig1 bulunacaktir. Tiim
robotlarin aldig1 puanlar karsilastirilip en fazla puan alan robotun modeli en basarili

sayilacaktir.

Uygulamanin Ikinci Boliimii; Teknik Analiz gdstergelerinin  popiiler
olanlarindan bazilar1 en basarili model ile birlikte kullanilarak, olusturulan modellerin

performansi dl¢limlenecek ve ¢ikarimlarda bulunulacaktir.

Uygulamanin Ugiincii Boliimii ise biitiin yontemler hakkinda yorum yapilacak

ve tahmin i¢in kullanilacak en iyi yontem hakkinda sonuca varilacaktir.
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4. ARASTIRMA BULGULARI VE TARTISMA
4.1. Giinliik Periyotta Simiilasyon Bulgular1

4.1.1. Logistic Regresyon Giinliik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin her bir giinliik periyodu igin;

acilis, kapanig, yiiksek ve diisiik degerleri kullanilmis ve bir sonraki barin(giiniin)

kapanis degeri Logistic Regresyon kullanilarak tahmin edilmeye ¢aligilmigtir. Modelin

yone gore toplam getiri yilizdesi (Kar yiizdesi) Sekil 4.1. deki grafikte verilmistir.
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Sekil 4.1. Logistic Regresyon XU100 Day yone gore toplam getiri ylizdesi

Modelimizin adi1 Logistic Regresyon XU100 Day, yone gore toplam kar

yiizdesi %161,57 ve yone gore toplam getirisi 1.770,1100 puandir. Yaptigimiz

modelin simiilasyon bulgular1 Cizelge 1’de verilmistir.

Cizelge 4.1. Logistic Regression XU100 Day simiilasyon bulgulari

Sistem Adi Logistic RegressionXU100 Day
Sembol XU100
Periyod Gilinluk

Egitim Veri Seti Aralig1

Test Veri Set

Test Verisindeki Bar Sayisi

Yo6n Tahmini (Basarili / Basarisiz)
Yo6n Tahmin Yiizdesi

Trade Sayisi

Yone Gore Toplam Getiri

Trade Basina Ortalama Getiri
Yiizde getirisi

14.06.2012-15.06.2020(2509 Bar)
16.06.2020-14.06.2022(501 Bar)
501

311/190

%62,08

12

1.770,1100

147,5093

%161,57
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4.1.2. Lasso Regresyon Giinliik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin her bir giinliik periyodu icin;
acilis, kapanis, yiiksek ve diisiik degerleri kullanilmis ve bir sonraki barin(giiniin)
kapanis degeri Lasso Regresyon kullanilarak tahmin edilmeye ¢alisilmistir.

Yaptigimiz modelin yone gore toplam getiri ylizdesi (Kar yiizdesi) Sekil 4.2.
deki grafikte verilmistir.
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Sekil 4.2. Lasso RegresyonXU100 Day yone gore toplam getiri yiizdesi

Modelimizin ad1 Lasso Regresyon XU100 Day, yone gore toplam kar ylizdesi
%183.04 ve yone gore toplam getirisi 2.005,3310 puandir. Yaptigimiz modelin
simiilasyon bulgular1 Cizelge 4.2.’de verilmistir.

Cizelge 4.2. Lasso RegressionXU100 Day simiilasyon bulgulari

Sistem Adi Lasso RegressionXU100 Day
Sembol XU100
Periyod Giinliik

Egitim Veri Seti Araligi

Test Veri Seti Araligi

Test Verisindeki Bar Sayisi

Yo6n Tahmini (Basarili / Basarisiz)
Yo6n Tahmin Yiizdesi

Trade Sayis1

Yone Gore Toplam Getiri

Trade Basina Ortalama Getiri
Yiizde getirisi

14.06.2012-15.06.2020(2509 Bar)
16.06.2020-14.06.2022(501 Bar)
501

312/189

962,28

36

2.005,3310

55,7036

%183,04
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4.1.3. Ridge Regresyon Giinliik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin her bir giinliik periyodu icin;
acilis, kapanis, yiksek ve diisiik degerleri kullanilmis ve bir sonraki barmn(giiniin)
kapanis degeri Ridge Regresyon kullanilarak tahmin edilmeye c¢aligilmistir.

Yaptigimiz modelin yone gore toplam getiri yiizdesi (Kar yiizdesi) Sekil 4.3.
deki grafikte verilmistir.

= Yapay feka Modellerim 6 -0 x
Rapor hazirlands

Cverall

AT 150

100
|II 0, |
" 50
gt -

2020 2020 2020 2021 2021 2021 2021 2021 2022 202z 2022

Sekil 4.3. Ridge RegresyonXU100 Day yone gore toplam getiri yiizdesi

Modelimizin adi1 Ridge RegresyonXU100 Day, yone gore toplam kar yiizdesi
%178.06 ve yone gore toplam getirisi 1.950,7910 puandir. Yaptigimiz modelin
simiilasyon bulgular1 Cizelge 4.3. te verilmistir.

Cizelge 4.3. Ridge RegressionXU100 Day simiilasyon bulgulari

Sistem Adi Ridge RegressionXU100 Day
Sembol XU100
Periyod Giinliik

Egitim Veri Seti Aralig1

Test Veri Seti Aralig1

Test Verisindeki Bar Sayis1

Yo6n Tahmini (Basarili / Basarisiz)
Yo6n Tahmin Yiizdesi

Trade Sayis1

Yone Gore Toplam Getiri

Trade Basina Ortalama Getiri
Yiizde getirisi

14.06.2012-15.06.2020(2509 Bar)
16.06.2020-14.06.2022(501 Bar)
501

303 /198

%60,48

86

1.950,7910

22,6836

%178,06
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4.1.4. Destek Vektor Makinesi Giinliik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin her bir giinliik periyodu icin;
acilis, kapanis, yiiksek ve diisiik degerleri kullanilmis ve bir sonraki barin(giiniin)
kapanis degeri Destek Vektor Makinesi kullanilarak tahmin edilmeye ¢alisilmistir.

Yaptigimiz modelin yone gore toplam getiri yiizdesi (Kar yiizdesi) Sekil 4.4.
deki grafikte verilmistir.
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Sekil 4.4. Support Vector Machine XU100 Day yone gore toplam getiri yiizdesi

Modelimizin ad: Support Vector Machine XU100_ Day, yone gore toplam kar
yiizdesi %61,68 ve yone gore toplam getirisi 1.413,3510 puandir. Yaptigimiz modelin

simiilasyon bulgular1 Cizelge 4.4. de verilmistir.

Cizelge 4.4. Support Vector Machine_XU100 Day simiilasyon bulgulari

Sistem Adi Support Vector Machine_XU100_Day
Sembol XU100

Periyod Giinlik

Egitim Veri Seti Aralig1 14.06.2012-15.06.2020(2509 Bar)
Test Veri Seti Aralig1 16.06.2020-14.06.2022(501 Bar)
Test Verisindeki Bar Sayisi 501

Yo6n Tahmini (Basarili / Basarisiz) 309/192

Yo6n Tahmin Yiizdesi %61,68

Trade Sayisi 5

Yone Gore Toplam Getiri 1.413,3510

Trade Basina Ortalama Getiri 282,67

Yiizde getirisi %129,01
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4.2. 60 Dakikalhk Periyotta Simiilasyon Bulgulari
4.2.1. Logistic Regresyon 60 Dakikalik Periyotta Simiilasyon Bulgular

Modelimizde girdi olarak BIST100 endeksinin 60 dakikalik her bir periyodu
i¢in; acilis, kapanis, yiliksek ve diisiik degerleri kullanilmis ve bir sonraki barin kapanis
degeri Logistic Regresyon kullanilarak tahmin edilmeye calisilmistir.

Yaptigimiz modelin yone gore toplam getiri yiizdesi (Kar yiizdesi) Sekil 4.5.

deki grafikte verilmistir.

= Yapay Zelka Modellerim 6 -0 x
Legistic Regression_XU100_60Minute
Rapor haziland
Cherall
. 47 100
i L W
p o 50
' . _—
'ﬁl" ..a"".'ﬂ .hlﬁ- NN T '_-V'"- 60
al Bl Pl -
-~ Y 40
-’Jf“" -
o~ 20
ol
0
28 Eyl Kas Ara 31 Ara 02 Sub 04 Mar 05 Mis 11 May

Sekil 4.5. Logistic Regresyon XU100 60Minute yone gore toplam getiri yiizdesi

Modelimizin ad1 Logistic Regresyon XU100 60Minute, yone gore toplam kar

yiizdesi %105,06 ve yone gore toplam getirisi 1.450,7100 puandir. Yaptigimiz

modelin simiilasyon bulgular1 Cizelge 4.5. te verilmistir.

Cizelge 4.5. Logistic Regression_XU100_60 Minute simiilasyon bulgulari

Sistem Adi Logistic RegressionXU100 60Minute
Sembol XU100
Periyod 60 Dakika

Egitim Veri Seti Aralig1

Test Veri Seti Aralig1

Test Verisindeki Bar Sayisi

Yo6n Tahmini (Basarili / Basarisiz)
Yo6n Tahmin Yiizdesi

Trade Sayisi

Yo6ne Gore Toplam Getiri

Trade Basina Ortalama Getiri
Yiizde getirisi

12.11.2018-28.09.2021(6209 Bar)
28.09.2021-03.06.2022(1552 Bar)
1552

853 /699

%54,96

42

1.450,7100

34,5407

%105,06
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4.2.2. Lasso Regresyon 60 Dakikalik Periyotta Simiilasyon Bulgular:

Modelimizde girdi olarak BIST100 endeksinin 60 dakikalik her bir periyodu
i¢in; a¢ilis, kapanis, yiliksek ve diisiik degerleri kullanilmis ve bir sonraki barin kapanis
degeri Lasso Regresyon kullanilarak tahmin edilmeye caligilmistir.

Yaptigimiz modelin yone gore toplam getiri yiizdesi (Kar yilizdesi) Sekil 4.6.
deki grafikte verilmistir.
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Sekil 4.6. Lasso Regresyon_XU100_60Minute yone gore toplam getiri yiizdesi

Modelimizin ad1 Lasso Regression XU100 60Minute, yone gore toplam kar
yiizdesi %149,02 ve yone gore toplam getirisi 2.057,8300 puandir. Yaptigimiz

modelin simiilasyon bulgular1 Cizelge 4.6. da verilmistir.

Cizelge 4.6. Lasso Regression XU100 60Minute Simiilasyon bulgulari

Sistem Adi Lasso Regression_XU100 60Minute
Sembol XU100

Periyod 60 Dakika

Egitim Veri Seti Aralig1 12.11.2018-28.09.2021(6209 Bar)
Test Veri Seti Araligi 28.09.2021-03.06.2022(1552 Bar)
Test Verisindeki Bar Sayisi 1552

Yo6n Tahmini (Basarili / Basarisiz) 864 / 684

Yo6n Tahmin Yizdesi 2055,93

Trade Sayisi 130

Yone Gore Toplam Getiri 2.057,8300

Trade Basina Ortalama Getiri 15,8295

Yiizde getirisi %149,02
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4.2.3. Ridge Regresyon 60 Dakikalik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin 60 dakikalik her bir periyodu
i¢in; a¢ilis, kapanis, yiliksek ve diisiik degerleri kullanilmis ve bir sonraki barin kapanis
degeri Ridge Regresyon kullanilarak tahmin edilmeye ¢alisiimistir.

Yaptigimiz modelin yone gore toplam getiri ylizdesi (Kar yiizdesi) Sekil 4.7.

deki grafikte verilmistir.
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Sekil 4.7. Ridge Regresyon XU100 60Minute yone gore toplam getiri yiizdesi

Modelimizin ad1 Ridge Regression XU100 60Minute, yone gore toplam kar
yiizdesi %138.76 ve yone gore toplam getirisi 1.916,1100 puandir Yaptigimiz modelin

simiilasyon bulgular1 Cizelge 4.7. de verilmistir.

Cizelge 4.7. Ridge Regression XU100 60 dakikalik simiilasyon bulgulari

Sistem Ad1 Ridge RegressionXU100 60Minute
Sembol XU100
Periyod 60 Dakika

Egitim Veri Seti Aralig1

Test Veri Seti Araligt

Test Verisindeki Bar Sayisi

Yo6n Tahmini (Basarili / Basarisiz)
Yo6n Tahmin Yiizdesi

Trade Sayis1

Yone Gore Toplam Getiri

Trade Basina Ortalama Getiri
Yiizde getirisi

12.11.2018-28.09.2021(6209 Bar)
28.09.2021-03.06.2022(1552 Bar)
1552

842 /710

%55,86

297

1.916,1100

6.4515

%138,76
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4.2.4. Support Vector Machine 60 Dakikalik Periyotta Simiilasyon Bulgulari

Modelimizde girdi olarak BIST100 endeksinin 60 dakikalik her bir periyodu
i¢in; a¢ilis, kapanis, yiliksek ve diisiik degerleri kullanilmis ve bir sonraki barin kapanis
degeri Support Vector Machine yontemi kullanilarak tahmin edilmeye ¢alisiimistir.

Yaptigimiz modelin yone gore toplam getiri ylizdesi (Kar yiizdesi) Sekil 4.8.
deki grafikte verilmistir.
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Sekil 4.8. Support Vector Machine XU100 60Minute yone gore toplam getiri
yiizdesi

Modelimizin adi Support Vector Machine XU100 60 dakikalik, yone gore
toplam kar yilizdesi %77.58 ve yone gore toplam getirisi 1.071,2700 puandir.
Yaptigimiz modelin simiilasyon bulgular1 Cizelge 4.8. de verilmistir.

Cizelge 4.8. Support Vector Machine XU100 60 Dakikalik simiilasyon

bulgulari
Sistem Adi Support Vector Machine XU100 60Minute
Sembol XU100
Periyod 60 Dakika
Egitim Veri Seti Araligi 12.11.2018-28.09.2021(6209 Bar)
Test Veri Seti Aralig1 28.09.2021-03.06.2022(1552 Bar)
Test Verisindeki Bar Sayisi 1552
Yo6n Tahmini (Basarili / Basarisiz) 849/703
Yo6n Tahmin Yiizdesi %54,70
Trade Sayisi 6
Yone Gore Toplam Getiri 1.071,2700
Trade Basina Ortalama Getiri 178,5450
Yiizde getirisi %77,7
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4.3. Bulgularm Karsilastirilmasi
4.3.1. Giinliik Periyotlardaki Bulgularin Karsilagtirilmasi

Lojistic Regresyon, Lasso Regresyon, Ridge Regresyon, Support Vector
Machine Modelleri ile olusturulan al-sat robotlarinin her birine giinliik periyotta
Bist100 endeksinin, agilis, kapanisg, giin i¢i en yiiksek ve en diisiik degerleri verilerek
endeksin bir sonraki giin kapanis degerinin yoni yilizdesel olarak tahmin edildi.
Simiilasyonlarda tahmin yonlimiiz yukar1 oldugunda alis, asag1 oldugunda satis
yapacagimizi varsayarak puan anlaminda her bir robotun ka¢ puan kazandirdig
bulundu.

Olusturulan robotlarin aldiklart puanlar en yiiksekten en diisiige Cizelge 4.9. da

siralanmustir.

Cizelge 4.9. Giinliik periyotta simiilasyon bulgularinin karsilastiriimasi

Siralama  Kullamilan Tahmin Yontemi Puan Yiizde Getiri
1. Lasso Regresyon 2.005,3310 %183,04
2. Ridge Regresyon 1.950,7910 %178,06
3. Lojistic Regresyon 1.770,1100 %161,57
4. Support-Destek Vector  1.413,3510 %61,68

Giinliik periyotta test yaptigimiz zaman serisi verisine gore, baslangi¢ aninda
alip hi¢ satmazsak yone gore toplam kar yiizdesi %129,01 ve yone gore toplam getirisi
1.431,3500 puandir. Bu durumda Lasso, Ridge ve Lojistic Regresyon yontemleriyle
yapilan robotlar basarili sonuglar vermistir denilebilir.

Bu siralamaya gore, giinliik periyotta Lasso Regresyon modeli ile yapilan robot

en basarili sonucu vermistir.
4.3.2. 60 Dakikalik Periyotlardaki Bulgularin Karsilastirilmasi

Lojistic Regresyon, Lasso Regresyon, Ridge Regresyon, Support Vector
Machine Modelleri ile olusturulan al-sat robotlarinin her birine 60 dakikalik periyotta
Bist100 endeksinin, agilis, kapanis, giin i¢i en yliksek ve en diisiik degerleri verilerek
endeksin bir sonraki bar i¢in kapanis degerinin yonii yiizdesel olarak tahmin edildi.
Simiilasyonlarda tahmin yonlimiiz yukar1 oldugunda alis, asag1r oldugunda satis
yapacagimizi varsayarak puan anlaminda her bir robotun ka¢ puan kazandirdig

bulundu.
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Olusturulan robotlarin aldiklar1 puanlar en yiiksekten en diistige Cizelge 4.10. de
stralanmustir.

Cizelge 4.10. 60 dakikalik periyotta simiilasyon bulgularinin karsilastirilmasi

Siralama Kullamilan Tahmin Yontemi Puan Yiizde Getiri
1. Lasso Regresyon 2.057,4100 %149,02
2. Ridge Regresyon 1.916,1100 %138,76
3. Lojistic Regresyon 1.450,7100 %105,106
4, Support Vector Machine 1.071,2700 %77,7

60 dakikalik periyotta Lasso Regresyon modeli ile yapilan robot en basarili

sonucu vermistir.
4.3.3. Tartisma

Giinliik periyotta test siiresi 60 dakikalik periyoda gore daha uzun olmasina
ragmen getiri oldukca diisiik ¢ikmistir. Bu nedenle Bist100 endeksini tahmin i¢in
Ginliik periyot yerine 60 dakikalik periyodun daha iyi sonug verdigini sdyleyebiliriz.

Glnliik ve 60 dakikalik periyotlarda birer diizenlestirme regresyonu olan Lasso
ve Ridge Regresyon modelleri birbirine yakin degerler alarak siralamada ilk iki siray1
almistir. Bu iki regresyon modeli birer diizenlestirme regresyonudur ve temelde
yapilar1 oldukca yakindir. Birer siniflandirma yontemi olan Lojistik Regresyon ve
Destek Vektor Makinesi yontemleri siralamada son iki siray1 almistir.

Tiim robotlarin aldiklar puanlar karsilagtirildiginda Lasso Regresyon modelinin
daha basarili bir model oldugu goriilmiistiir. Sonug olarak yapilan simiilasyonlarda
Bist100 endeksinin tahmini i¢in Lasso Regresyon yontemi 60 dakikalik periyotta
kullanildiginda en basarili yontem ¢ikmustir.

Giinlik ve 60 dakikalik periyotlarda yapilan simiilasyonlarda Bist100
endeksinin tahmini i¢in Lasso Regresyon yontemi 60 dakikalik periyotta
kullanildiginda en basarili yontem c¢iktigina gore, “Lasso Regresyon yontemi ile
Teknik Analiz gostergeleri 60 dakikalik periyotta birlikte kullanilirsa nasil sonuglar
c¢ikar?” Sorusuna cevap aranacaktir. Burada hedef en basarili robotun performansini

arttiracak dogru gostergeleri bulmak olacaktir.
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4.3.3.1 En Basarih Yontemin Teknik Analiz Gostergeleriyle Kullanilmasi

Bunun igin olusturdugumuz Lasso Regresyon al-sat robotuna Bist100
endeksinin her bir 60 dakikalik periyodu i¢in, a¢ilis, kapanis, en yiiksek ve en diisiik
degerler ile birlikte teknik analiz gostergelerinden en ¢ok bilinenleri girdi olarak
verilerek endeksin bir sonraki bar i¢in kapanis degerinin yonii ylizdesel olarak tahmin
edilecektir. Simiilasyonlarda tahmin yoniimiiz yukar1 oldugunda alis, asag1 oldugunda
satls yapacagimizi varsayarak puan anlaminda her bir robotun kag¢ puan kazandirdigi
bulunacaktir. Elde edilen Al-Sat robotlarinin simiilasyon sonucu karsilastirilarak
Bist100 endeksinin tahmini i¢in en uygun model hakkinda fikir edinilecektir. Teknik
Analiz gostergeleriyle kullanilan Al-Sat Robotlarinin simiilasyon bulgular1 Cizelge

4.11. de verilmistir.

Cizelge 4.11. Teknik Analiz gostergeleriyle kullanilan al-sat robotlarinin simiilasyon

bulgular

Kullanilan Yon Yon Yone Gore .. N
Yardimeal Tahmini  apmip 1130 Toplam ‘gme Gore
Gosterge ggasa“h/ Yiizdesi O2YS! Getiri /6 Getiri

asarisiz)
AROON 861/691 %55,48 455 2.658,9900 %192,56
RSI 869/683 955,99 369 2.563,4500 %185,64
Parabolic Sar 858/694 %55,28 433 2.530,2300 %183,23
Trix 870/682 %56,06 339 2.479,6500 %179,57
Stochactic Slow 865/687 %55,73 331 2.452,6090 %176,61
CCi 866/686 %55,80 317 2,423.6300 %175,51
EMA 862/690 %55,54 351 2.317,9100 %167,86
MACD 861/691 %55,48 319 2.307,2700 %167,09
Dema 862/690 %55,54 214 2.274,3900 %164,71
Bollinger Band1 856/696 %55,15 315 2.260,7300 %163,72
Envelopes 861/691 %55,48 359 2.259,8300 %163,65
ADX 857/695 %55,22 293 2.077,9300 %150,48
4.3.4. Bulgular

Lasso Regresyon modeliyle yaptigimiz al-sat robotunun, yone gore toplam kar
yiizdesi %149,02 ve yone gore toplam getirisi 2.057,4100 puan oldugundan, Cizelge
7.3.3 teki Teknik Analiz gostergelerinin model performansina katkisi sirasiyla

asagidaki gibi olmustur.
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10.

11.

12.

Aroon Gostergesi robota girdi olarak eklendiginde, robotun performans: 601,58
puan ve %29,23 artmustir.

RSI Gostergesi robota girdi olarak eklendiginde, robotun performansi 506,04 puan
ve %24,60 artmastir.

Parabolic Sar Gostergesi robota girdi olarak eklendiginde, robotun performansi
472,82 puan ve %22,98 artmistir.

Trix Gostergesi robota girdi olarak eklendiginde, robotun performansi 422,24 puan
ve %20,52 artmastir.

Stochactic Slow Gostergesi robota girdi olarak eklendiginde, robotun performansi
395,20 puan ve %19,21 artmistir.

CCI Gostergesi robota girdi olarak eklendiginde, robotun performansi 366,22 puan
ve %17,80 artmustir.

Ema Gostergesi robota girdi olarak eklendiginde, robotun performansi 260,50
puan ve %12,66 artmistir.

Macd Gostergesi eklendiginde, robota girdi olarak robotun performansi 249,86
puan ve %12,14 artmstir.

Dema Gostergesi robota girdi olarak eklendiginde, robotun performansi 216,98
puan ve %10,55 artmustir.

Bollinger Bandi robota girdi olarak eklendiginde, robotun performans: 203,32
puan ve %9,89 artmustir.

Envelopes Gostergesi robota girdi olarak eklendiginde, robotun performansi
202,42 puan ve %9,84 artmustir.

Adx Gostergesi robota girdi olarak eklendiginde, robotun performansi 20,52 puan
ve %1 artmstir.

Bu sonuca gore Adx gostergesi disinda tiim gostergelerin robot performansini

arttirdig1 gozlemlenmistir. Ancak oOzellikle ilk 6 gostergenin yani Aroon, RSI,

Parabolic Sar, Trix, Stochastic Slow ve CCI nin katkis1 daha fazla oldugu

gbzlemlenmistir.
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5. SONUC VE ONERILER

Giinliik periyotta kullanilan test verisi egitim seti 501 Bar (501 is giinii), 60
dakikalik periyotta kullanilan test verisi egitim seti 1552 Bar (194 is giinii) dir. Glinliik
periyotta test stiresi 60 dakikalik periyoda gére daha uzun olmasina ragmen getiri 60
dakikalik periyoda gore oldukga diisiik ¢ikmistir. Bunun yaninda getiri egrisinden de
acikca goriilebilecegi gibi giinliik periyotta pozisyona gec girilip ge¢ ¢ikildigi igin
yasanan kayiplarin daha fazla oldugu goriilmiistiir. Bu nedenle ¢alismamizin sonucu
olarak Bist100 endeksini tahmini i¢in giinliik periyot yerine 60 dakikalik periyodun
daha iyi sonug verdigini soyleyebiliriz.

Calismamizda birer diizenlestirme regresyonu olan Lasso ve Ridge Regresyon
yontemlerinin birer siniflandirma yontemi olan Lojistic regresyon ve Destek Vektor
Makinesi yontemlerine gore daha basarili sonuglar verdigi gézlemlenmistir.

Yaptigimiz ¢aligmada sonuglar bekledigimiz degerden oldukea yiiksek ¢ikmustir.
Bunun en 6nemli nedeni ¢alismay1 yaptigimiz donemde tesadiifi olarak borsada ciddi
bir ylikselis trendi s6z konusudur. Baska donemlerde sonuglarin bu kadar yiiksek
olmayabilecegi dikkate alinmalidir. Bir diger neden calismada kullanilan Teknik
Analiz gostergeleri standart degerlerde kullanilmasina ragmen kurulan yapay zeka
modelleri bir ¢ok kez egitilmistir. Bu durum asir1 6grenmeye sebep olmus olabilir.
Ancak bu ¢ekincelere ragmen bu modellerin al-tut stratejisine gore oldukca basarili

sonuglar verdigi gézlemlenmistir.

5.1. Onerilen Model

Tim robotlarin aldiklar1 puanlar karsilastirildiginda. Lasso Regresyon modeline
girdi olarak Teknik Analiz gostergelerinden Aroon, RSI, Parabolic Sar, Trix,
Stochastic Slow ve CCI den herhangi biri eklendiginde sonucun anlamli bir sekilde
degistigi gozlemlenmistir. Bu modellerin kullanildig1r robotlar siralamada en iyi
sonucu veren ilk 6 modeldir. Bu gostergeler Lasso Regresyon robotunun
performansini %17,80 ile %29,24 oraninda arttirmistir.

Bunlar igerisinde Aroon gostergesinin kullanildigi model en yiiksek getiriye
sahip modeldir. Ancak, simiilasyonun sonucu, gostergelerin kullanilan degerleri,
robotun egitilme sikligi, egitim ve test i¢in secilen zaman aralig1 verilerine gore

o

degistiginden, Bist100 endeksini tahmin etmek i¢in 6nerilen model olarak en basarili
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sonucu veren tek bir model yerine, en basarilt sonuclar1 veren ilk 6 modelin olmasi
uygun olacaktir.

Onerilen modellerin getirileri icin su bilgiyi dikkate almakta fayda var. Séyle ki,
Bist100 endeksine test siiresi boyunca Al-Tut stratejisi uygulansa kazang %88,56
olacakti. Bu nedenle Onerilen robotlarin getirileri al-tut stratejisi ile elde edilecek

gelirin yiizdesel artisina gore hesaplanmaistir.

Cizelge 5.12. Lasso ile birlikte Kullanilan Gostergelerin Sonuglart

Girdi Olarak Kullanilan Veriler Kullanilan Tahmin  Al-Tut Stratejisine

Ac¢ilis, Kapanis, En Yiiksek, En Diistik Yontemi Gore Yiizdesel Artis
Aroon Gostergesi Lasso Regresyon %117,44
RSI Gostergesi Lasso Regresyon %109,63
Parabolic Sar Gostergesi Lasso Regresyon %106,91
Trix Gostergesi Lasso Regresyon %102,77
Stochactic Slow Gostergesi Lasso Regresyon %100,56
CCI Gostergesi Lasso Regresyon %98,19

*Kullanilan Periyotlarin hepsi 60 dakikalhktir.

Sonug olarak Bist100 endeksini tahmin etmek i¢in Onerilen modeller ve bu

modellerin al-tut stratejisine gore getirileri yukaridaki tabloda 6zetlenmistir.
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