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ITUKAJIBIK TAJIAIITAP
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YKYKTYK 5KOONKEPYWINKTH TapTyyra AasipMbIH.
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VERB SENSE DISAMBIGUATION(VSD) IN THE KYRGYZ CORPUS

AND THE PROBLEMS OF THEIR MORHPLOGOCAL TAGGING

This thesis paper considers the issues of corpus-oriented study of the most
frequent types of ambiguity of verbs (VSD-Verb Sense Disambiguation) in the Kyrgyz
language and the possibilities for automation of the disambiguation process in the corpus.
Progressive filtering and advanced raw data processing techniques must be used to keep
up with the growing information flow. As a result, eliminating word occurrences with
unclear-ambiguous meanings—also known as the Word Sense Disambiguation (WSD)
process—is one of these crucial steps. In this work, we offer WSD approaches, that are,
in our case, restricted to verbs (VSD-Verb Sense Disambiguation) in the Kyrgyz
language, acting as one of examples for the NLP system’s theoretical background. The
only prerequisite in this regard is the usage of a morphologically annotated corpus.
Consequently, the Newly-created Kyrgyz corpus has been used to evaluate the above-
mentioned issue and its methods.

This study attempts to provide the first survey for verb sense disambiguation (VSD)
of verbs in the Kyrgyz language, applying newly created Kyrgyz Corpus (2019-04-18)
(named the Kyrgyz Corpus) powered by Corpus Query Processor (CQP) on the basis of
the University of Saarland in Germany. Withdrawal of Kyrgyz verbs’ morphological
tagging are carried out applying CQP and syntactic analysis are done based on Universal
Dependency (UD) platforms.

As a result, we believe that the materials of this paper, will advance the representation
of the Kyrgyz Corpus, and contribute to the establishment of corpus linguistics as a new
branch of linguistics and facilitate the distribution of it within Kyrgyzstan. In addition,
we hope that it will also benefit to Kyrgyz Natural Language Processing field.

The outcomes of the research can be applied in teaching, studying and conducting
linguistic researches in Corpus and Computer Linguistics, Semantics along with syntax



and morphology, Machine Translation. Moreover, it will benefit greatly for teachers who
conduct syntax, grammar and morphology classes.

Key words: The Kyrgyz Corpus, Corpus linguistics, Natural Language Processing, Word
Sense Disambiguation (WSD), Verb Sense Disambiguation, Kyrgyz verbs, Universal
Dependency, Syntactic Parsing, POS tagging.
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KbIprei3 KopnycyHIarsl 3STHIITEPANH KO MAaaHWIYYJIYIYH :koioy (VSD) skana
aJapabl MOPGoJIOTHsSIIIBIK JHTEKTOO MaceJsie1epu

Byn marucTpauMK Wil KBIPTbI3 THJIMHACTH STUINTEPAWH KOIM Ke3JeHIyydy KOIIl
MaaHHIYYJIYrYH kaHa aHbiH TypsiepyH (VSD-Verb Sense Disambiguation) kopiycka
OarpITTaNraH M3WINee MaceleliepHH jKaHa KOPITyCTarbl KOII MAaaHWIYYJIYKTY XKOKY
IPOIIECCHH aBTOMATTAIITHIPYY MYMKYHUYJYKTOPYH KapaiT. [IporpeccuBnyy 4bInkainoo
KaHa YMHKH MaajbIMaTTap/ bl HINTETYYHYH OPKYHAOTYJITOH BIKMATaphl TOKTOOCY3 OCYII
KaTKaH MaaJbIMaT arbIMbIH KapMmall Typyy YYYH KOJJIOHYJIyIny kepek. Hateribkana,
TaOWTBI TUIAM WINTETYy TapMarblHAAa TYIIYHYKCY3 JKaHa KOII MaaHujepu Oap
ce3MepayH caHbIH azaiTyy/kotoy (Word Sense Disambiguation (WSD) nporneccu aen
atayiar) — OyJl MaaHWIYY KagamaapasiH Oupu. By wimMuii umre 6u3 co3a6payH KOII
MaaHWIYYIYTyH xowy (WSD) pikmanapblH cyHyIITalObI3. BU3IuH sMreruou3 KeIprbi3
TUJIMHJICTH 3TUIITEPTe )KaHa ajapIblH KOII MaaHWIyYIyryH xoroyra (VSD-Verb Sense
Disambiguation) OGarbiTranein, Ttabureii THagu umreryyHyH (TTU) Teopusibik
HETH3ACPUHUH OMPHU KaTapbl Kapajiblll, U3WIICHET. Byl )kareHaH ajbIll Kapacak, OupeH-
Oup mapt - MOPQOIOTUSIIBIK aHHOTAIMSIIAHTaH KOPITYCTY KOJJIOHYY. JleMek, xoropya
alTBUITaH MaceJiere kKaHa aHbIH bIKMaJIapbiHa 0aa Oepyy YUYH *KaHbl TY3YJITOH KbIPTHI3
KOPITYyCY KOJJIOHYJIY.

byn wsunnee I'epmanmsimarel Caapnana yauBepcuTeTuHHH Corpus Query
Processor (CQP) mnardopmacs! TapaObIHaH KOJAOOTO AJIbIHTaH YKaHbI TY3YJTOH KbIPThI3
kopnycyHaarsl (2019-04-18) (Kelprei3 Kopmycy en aTajiraH) STUIITEPIAH MaaHUCUH
YeuMeIee/Koll MaaHUIYYIyTYH kowy (VSD) OoroHYa anraykbl HIIMMHANA SMTEK O0ym
caHanat. KuIprel3 TWIMHIOETH OSTHINTEPAUH MOpdoaorusiablk sHTekTenumu CQP
wiaTopMachklH KOJJIOHYY MEHEH HIIKe allbIpbUIABl JKaHa ajl MU YHHBEPCAIIYy
OarbiHBIHKBUIBIK  (UD)  mnatgopmachlHBIH — HETH3WHAE  CHHTAaKCHCTUK — Tajloo

KYprysyiny.

JKpIBIHTHIKTAIl alTKaHA, OyJI SMIeKTerH MaTepuajiap KbIPrbl3 KOPIMYCYHYH
MBIHJIaH apbl OHYTI'YLIYHO >KaHa KOPIyCTYK THJI WMIMMHU KBIpreI3cTaHIBIH WIMMHN
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yelpecyHae TWJI WIMMHHHMH aHbl TapMmarbl KaTapbl TYNTOJIYLIYHO CallbIM KOIIYTI,
KbIprei3ctaniblH  MUMHAE JKaMbUIBIIBIHA IIAPT TY36T Jen uuleHeOu3. MblHaaH
TBHILIIKAPBI, KbIPIbI3 TWJIMH KOMIIBIOTEP/E MIITETYY TapMarblHa Ja Maija ajblll KeJeT
JIeTeH YMYTTo0Y3.

W3ungeenyH HaThlXKalapbl KOPIYC JKaHA KOMIIBIOTEPAMK JIMHT'BUCTHKA,
CEMaHTHKAa MEHEH Oupre CHUHTAKCUC >KaHa MOP(OJIOTHS, MAIIUHAIBIK KOTOPMO
TapMaKTapblH OKYTYyJAa, W3WIA06/16 >KaHa YIIyNl 3JIe TapMaKTapAbl JTUHTBHCTUKAIIBIK
M3WI06JI0p Ty KYPTY3YYA6 KOJIOHYIYITY MYMKYH. AWpbIKYa, CHHTAKCUC, TPAMMAaTHKa
aHa Mopdoorus cabakTapblH OKYTYII )KaTKaH MyTraJluMepre YOH Maijia anbli KeJeT.

TyiiyHayy ce3mep: KbIprbi3 THIMHUH KOPITYCY, KOPIYCTYK THJI WIMMH, TAOUTbIH THIIIH
UIITETYY, CO316pAyH Kol MaaHunyyayryH (WSD), sTHIITEpiMH KOII MaaHWIYYJIYTYH
KO0y, KbIPTbI3 THJIMHJAETH STULITEP, YHUBEpCAJIyy OarbIHBIHKBUIBIK, CHHTaKCHCTUK
HApCUHT, CO3 TYPKYMAYK SHTEKTOO (aHHOTAIUSIIOO).
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KIRGIZ DERLEMINDE FiiL ANLAMININ BELIRSiZLiGI GIDERME (VSD)
VE ONLARIN MORFOLOJIK ETIKETLEME SORUNLARI

Bu tez calismasi, Kirgiz dilinde en sik karsilasilan fiil belirsizligi tiirlerinin (VSD-
Verb Sense Disambiguation) derlem odakli incelenmesi ve derlemdeki belirsizlik
giderme siirecinin otomasyonu i¢in olasiliklar konularini ele almaktadir. Artan bilgi
akisina ayak uydurmak i¢in asamali filtreleme ve gelismis ham veri isleme teknikleri
kullanilmalidir. Sonug olarak, Kelime Anlaminin Belirsizligini Giderme (WSD) siireci
olarak da bilinen, anlamlar1 belirsiz olan kelime olusumlarini ortadan kaldirmak bu
onemli adimlardan biridir. Bu calismada, NLP sisteminin teorik arka plani igin
orneklerden biri olarak Kirgiz dilindeki fiillerle (VSD-Verb Sense Disambiguation)
sinirlt olan WSD yaklagimlarini sunuyoruz. Bu konudaki tek 6n kosul, morfolojik olarak
aciklanmis bir derlemin kullanilmasidir. Sonug olarak, yeni olusturulan Kirgizca derlem
yukarida bahsedilen konuyu ve yontemlerini degerlendirmek igin kullanilmistir.

Bu ¢alisma, Almanya'daki Saarland Universitesi temelinde Corpus Query Processor
(CQP) tarafindan desteklenen yeni olusturulan Kirgiz Derlemini (2019-04-18) (Kirgiz
Derlemi olarak adlandirilmistir) uygulayarak Kirgiz dilindeki Fiillerin Anlaminin
Belirsizligini Gidermek (VSD) i¢in ilk arastirmay1 saglamaya calismaktadir. Kirgizca
fiillerin morfolojik etiketlemesi CQP uygulanarak gerceklestirilmekte ve sozdizimsel
analiz Evrensel Bagimlilik (UD) platformlarina dayali olarak yapilmaktadir.

Sonu¢ olarak, bu makalenin materyallerinin Kirgiz Derleminin temsilini
gelistirecegine ve derlem dilbiliminin yeni bir dilbilim dali olarak kurulmasina katkida
bulunacagina ve Kirgizistan'da dagitimini kolaylastiracagina inaniyoruz. Ayrica Kirgizca
Dogal Dil Isleme alania da fayda saglamasini temenni ediyoruz.

Arastirmanin sonuglari, Derlem ve Bilgisayar Dilbilimi, s6zdizimi ve morfoloji ile
birlikte anlambilim, Makine Cevirisi alanlarinda 6gretim, egitim ve dilbilimsel
arastirmalarda uygulanabilir. Ayrica, sdzdizimi, dilbilgisi ve morfoloji derslerini yiiriiten
ogretmenler i¢in de biiyiik fayda saglayacaktir.



Anahtar kelimeler: Kirgizca Derlemi, Derlem Dilbilimi, Dogal Dil Isleme, Kelime
Anlaminin Belirsizligini Giderme (WSD), Fiil Anlamininin Belirsizligini Giderme
(VSD), Kirgizcadaki fiiller, Evrensel Bagimlilik, So6zdizimsel Ayristirma, POS
etiketleme.
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CHsTHe HeoIHO3HAYHOCTH IJ1aroJioB (VSD) B Kbipreizckom kopmnyce 1 npooJieMsbl
uX MOpP(}0JIOrnYecKoil pa3MeTKHU

B nmaHHON MarucTpckom IHMCCEpTalUM pPAacCMATPUBAIOTCA BOIPOCHI KOPILYyCHO-
OpPUEHTUPOBAHHOIO MCCJIEIOBaHMUA HauOojee YaCTOTHBIX THUIIOB HEOAHO3HAYHOCTHU
rinaroioB (VSD-Verb Sense Disambiguation) B KbIPIBI3CKOM SI3bIKE U BO3MOKHOCTH
aBTOMaTH3allMM IIpolecca au3amMOuryanum B Kopriyce. UYToObl He OTCTaBaTh OT
pactymero mnoroka WH(MOpMAIMH, HEOOXOAWMO HCIOIB30BATh MPOTPECCHBHYIO
(GuiIbTpaluio M NepeloBble METOAbl 00pabOTKM MCXOIHBIX HaHHBIX. B pesynbrate,
YCTPaHEHUE BXOXKACHUN CJIOB C HESACHBIMH W OJHO3HAUYHBIMHM 3HAUCHHUSMHU - TAKKE
U3BECTHOE KaK MpolLecc pasrpaHuueHust cmbicia ciioB (WSD) - sBiseTcs oJHUM U3 3TUX
BaXHEHIIMX IaroB. B manHo# pabore MbI mpeniaraeM noaxonasl K WSD, koTopsie B
HameM ciaydae orpaHudeHbl rimaronmamu  (VSD-Verb Sense Disambiguation) B
KBIPTBI3CKOM SI3BIKE, BBICTYIAs B Ka4eCTBE OJHOTO W3 MPUMEPOB I TEOPETHUECKON
6a3pl cucrembl NLP. EQuHCTBEHHBIM YCIOBHEM B 3TOM OTHOILEHHM SIBISIETCA
UCTIOJIb30BaHUE MOP(OIOrHYECKH aHHOTHPOBAHHOTO Kopiyca. CienoBaTenbHO, IS
OLIEHKHU BBILIEYNOMSHYTOM MPOOJIEMBI U €€ METO/10B ObLT UCIOJIb30BaH HOBOCO3/IaHHBIIH
KOPITYC KBIPTBI3CKOTO SI3bIKA.

B nanHOM nccneoBaHUM IPEANIPUHATA ITONBITKA IPOBECTH MIEPBOE UCCIIETOBAHHE 110
neamburyanmu cmbicia riaarosioB (JCIY) B KbIprbI3cKOM SI3bIKE€, UCHOJB3YS HEIaBHO
CO3J1aHHBIN KBIPre3cKkuii Kopiryc (2019-04-18) (wa3BanubIi KbIprel3ckuM KopIrycom) Ha
ocHoBe Corpus Query Processor (CQP) na 6a3e Caapckoro yHuBepcuteTa B ['epmaHum.
Br1BO MOPQOTOTHUECKUX TErOB KBIPTHI3CKUX TJIATOJIOB OCYIIECTBISETCS C IMOMOIIBIO
CQP, a cuHTakcHYecKWi aHaiM3 NpoBOAUTCS Ha ocHoBe tuiargopm Universal
Dependency (UD).

B pesynbrare, Mbl cuMTaEM, YTO MaTepHaibl JTaHHOW pabOThI, MPOIBUHYT
IIPEACTABICHUE KOPILYCa KBIPTBI3CKOTO S3bIKa, 8 TAK)KE BHECYT BKJIaJl B CTAHOBJICHUE
KOPITyCHOM JTMHI'BUCTUKU KaK HOBOHM OTPACIH S3bIKO3HAHMA U OyIyT CIOCOOCTBOBATH €€
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pacnpoctpanennio B Keipreizcrane. Kpome Toro, Mpl HajgeeMcs, 4To 3TO paboTa TaKxke
MPUHECET MOJB3Y 001acTH 00PabOTKU KBIPTBI3CKOTO €CTECTBEHHOTO S3BIKA.

Pe3ynbraThl HCCIeA0BaHUS MOTYT OBITh MCIIOJIb30BaHbI B MIPENOIaBAHUH, U3YYEHUU
M TPOBEICHUH JIMHTBHUCTUYECKUX HCCIIEIOBaHUI B 00JacTH KOPIYCHOW U
KOMITBIOTEPHOI JIMHIBUCTHKHM, CEMaHTHKH, a TakKXe CHHTakcuca U Mopdosoruu,
MAaIlMHHOI O nepeBoja. Kpome Toro, oHM MpUHECYT OOMBIIYIO M0JIb3Y MPENOAABATENSM,
BEAYIIUM 3aHATH 110 CHHTAKCHUCY, paMMaTuKe U Mopdosioruu.

KuroueBble ciioBa: Kopnyc KeIprbI3cKoro si3blka, KOpIycHasi TUHTBUCTHKA, 00paboTKa
€CTECTBEHHOI'0 f3bIKA, CHSATHE HEOJHO3HAYHOCTH cMbicia cioB (WSD), custue
HEOJHO3HAYHOCTH CMbIciia TiarojoB (VSD), Tmarosbl B KBIPTBI3CKOM  SI3BIKE,
yHHUBepcalibHast 3aBUcUMOCTh (Y 3), cuHTakcuueckuit pazoop, POS-teru.
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PREFACE

With the advance of information revolution, information technology (IT) systems deal
with a huge, constantly increasing massive volume of raw data. Accordingly, it requires
the developed data presentation accompanied by formats that are available and can be
used by a variety of users, along with access to data in a very natural way. More than
ever, corpus research and modern linguistics (such as internet linguistics, computational
linguistics, etc.) are becoming integrated and comprehensive. With the help of various
NLP programs and linguistic databases, it is now feasible to study languages at all levels.
One or more linguistic corpora may be used to research phonetics, morphology, syntax,
semantics, and pragmatics of a particular language, for instance. Similarly, language
transcends purely linguistic boundaries, touching on other disciplines such as
sociolinguistics, psycholinguistics, neurolinguistics, theoretical/applied linguistics,
cognitive linguistics, geographical linguistics, and others. In this respect, language
technologies based on Natural Language Processing (NLP) techniques are essential in
this evolution, making them vital in success of information systems.

In this paper we consider the resolution of a particular type of lexical ambiguity,
namely, the different senses a word which might have in a particular context in terms of
Kyrgyz Corpus and Universal Dependency platforms. This specific issue is commonly
referred to as Word Sense Disambiguation (WSD). Word Sense Disambiguation (WSD)
which comprises itself a subbranch Verb Sense Disambiguation (VSD) which has been
our major study focus, since the majority of languages contain words that are ambiguous
and have more than one meaning. The elimination of ambiguity of these words is a critical
step in creating any tool for Natural Language Processing (NLP), since their presence
would otherwise impair the effectiveness of the systems that have been created. Thus, this
work is devoted to the thorough study of verbs in the Kyrgyz Language and their
grammatical peculiarities along with their morphological and syntactic annotation taking
into account verb peculiarities of the Kyrgyz language. To accomplish these set goals, the
Newly-created Kyrgyz Corpus (for morphological analysis) web and Universal
Dependency (for syntactic dependency treebanks) platform has been successfully
implemented.

First and foremost, 1 would like to express my deepest gratitude to my research
supervisor Assoc. Prof. Aida Kasieva for her excellent guidance, tolerance and valuable
advice throughout the whole process. This paper could not have been completed without
my supervisor’s assistance.

Additionally, 1 would like to thank professor Elke Teich, the director of English
linguistics and Translation Studies at the University of the Saarlandes (Germany). | would
like to express my deep gratitude to Jorg Knappen, a computer linguist and researcher
from the Universitdt des Saarlandes in Germany, for handling the technical parts of
creating the Kyrgyz Corpus and for continuing to work on it up to now.

While conducting the research on this topic, a great support and valuable advice was
provided by Associate Professor Gulnura Jumalieva from Kyrgyz-Turkish Manas
University, who gave hand in solving the arising issues on different stages of the writing
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process of this thesis paper. Also, I would like to thank Seide Musazhanova, for her
assistance in Unisersal Dependency platform.

Being given an opportunity, I would like to offer my sincere gratitude to academic
staff for providing its students with an excellent education and for their devotedness in
teaching. And | would like to express my appreciation to Kyrgyz-Turkish Manas
University for providing its students with an excellent education, possibilities, and
conditions, which in turn greatly influences the students’ personalities and educational
backgrounds.

Last but not least, my special thanks go to my family, friends, for their moral
encouragement and motivation.

bumkex 2023 Aiizat Kagbipoexona
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INTRODUCTION

Communication and information systems now deal with a tremendous volume of raw
data that is constantly growing as the information revolution continues. As a result, it
calls for access to data in a highly natural way, combined with established data
presentation supported by formats that are readily available to and usable by a variety of
users. Corpus research and contemporary linguistics, including online linguistics and
computational linguistics, are more interconnected and thorough than ever. It is now
possible to study languages at all levels thanks to a variety of NLP tools and linguistic
resources. For example, the phonetics, morphology, syntax, semantics, and pragmatics of
a single language may be studied using one or more linguistic corpora. Similar to how
other fields such as sociolinguistics, psycholinguistics, neurolinguistics,
theoretical/applied linguistics, cognitive linguistics, geographical linguistics, and others
are impacted by language, language itself transcends strictly linguistic limits. This
evolution makes language technologies built on Natural Language Processing (NLP)

techniques crucial to the success of information systems.

NLP systems need a deep understanding of language. A great difficulty in processing a
language causes an ambiguity in natural language that occurs at all of its levels:
phonological, morphological, syntactic, semantic, and pragmatic. Therefore, resolving
ambiguity is one of the key goals while creating any NLP system. As a result, each kind

of uncertainty or ambiguity of words necessitates a unique resolution process.

In this thesis paper we consider the resolution of a particular type of lexical ambiguity,
namely, the different senses a word which might have in a particular context. This specific
issue is commonly referred to as Word Sense Disambiguation (WSD). Word Sense
Disambiguation (WSD) which comprises itself a subbranch (Verb Sense Disambiguation)
has been a study focus, since the majority of languages contain words that are ambiguous
and have more than one meaning. The elimination of ambiguity of these words is a critical
step in creating any tool for natural language processing, since their presence would

otherwise impair the effectiveness of the systems that have been created.

Motivation for research
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Natural language processing (NLP) is used in a wide range of modern applications,
including automatic speech translation, automatic summarization, search engines that use
semantic/topic search rather than word matching. But ambiguity is a problem that all of
these applications have to cope with. The ability of a given expression to be understood
in multiple ways is referred to as ambiguity. Ambiguity appears during many phases of
the processing of a text or a sentence in NLP. Word forms that fall under the purview of
this assignment may be unclear since, for instance, punctuation may signify more than

just the conclusion of a sentence.

Topicality of the research is that this study attempts to use Corpus-based approach for
conducting morphological analysis of verbs in the Kyrgyz language. Nowadays there are
no restrictions on the amount of materials for making analysis due to the fact that corpora
comprise millions of words, or even more, in our case the Kyrgyz corpus consists of more
than 2 million words It is considered as an empirical science and it can provide valuable
data for doing research. To make language learning, teaching and linguistic study more
effective and quicker, linguists created various types of linguistic corpora which include
naturally-occurring collections of written and spoken materials. Corpora can show results
for syntactic and semantic tagging of words, phrases, sentences, even grammar, and word
frequency and density with just one click in seconds. Thus, these opportunities offered by

corpus linguistics motivated us to choose this method as a means of carrying out analysis.

In this paper we introduce the UD Annotatrix annotation tool for manual annotation
of languages in Universal Dependencies. To study syntactic peculiarities and to show
dependency of verbs in the Kyrgyz language we implemented Universal Dependency
which is a platform used to consistently annotate the grammar of various human
languages, including the parts of speech, morphological characteristics, and syntactic
dependencies.

The objectives of the research are to provide theoretical background on Corpus
Linguistics, Natural Language Processing along with Artificial Intelligence as long as
they are considered to be the foundations of WSD, to investigate theoretical background
of WSD and its history. We have also considered Kyrgyz Language and Verbs in Kyrgyz

language as our main objective. To demonstrate and evaluate our research of
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morphological and syntactic tagging in the sense resolution process of Kyrgyz verbs we
applied Corpus-oriented approach and UD Annotatrix annotation tool. The following

tasks had to be accomplished in order to achieve these set goals:

1) To elicit Kyrgyz verbs from the Kyrgyz Corpus Query Processor (CQP);
2) To adapt Kyrgyz verbs into classification that Abduvaliev has given in his book:

e Morphological and syntactic analysis of simple verbs retrieved from
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of compound verbs taken from the
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of main verbs selected out from the
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of auxiliary verbs found in the
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of types of compound verbs
retrieved from the Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of classification of notional verbs
found in the Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of action verbs found in the
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of state verbs were chosen from the
Kyrgyz Corpus query processor;

e Morphological and syntactic analysis of modifying verbs and verbs of

sense found in the Kyrgyz Corpus query processor;

3) To single out achieved result and evaluate, make an analysis of them according

to each type of Kyrgyz verbs.

The subject of the research is Verb Sense Disambiguation in the Kyrgyz language and

their morphological and syntactic tagging.

The object of the research is UD Annotatrix annotation tool and Kyrgyz Corpus query

processor (CQP).
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The scientific novelty of the research: To the best knowledge of the researcher there
has not been written any research on Verb Sense Disambiguation in Kyrgyz linguistics
especially in terms of Corpus analysis and Universal Dependencies. Thus, this study can
be considered as the first work that is devoted to the study of Verb Sense Disambiguation
theory in general and to the Kyrgyz verbs in particular. The study suggests a new
theoretical approach according to which Kyrgyz verbs’ ambiguity can be resolved,
researched and analyzed. Kyrgyz verbs’ examples are extracted from the Kyrgyz Corpus,
are thoroughly examined and analyzed. And the verbs that are have been retrieved from
the Kyrgyz corpus are manually annotated in UD Annotatrix annotation tool and results
are downloaded, examined and analyzed. This approach can also be considered as another
part of the novelty of the present dissertation work. Consequently, the attempt to apply
corpus-based/corpus-driven approach, and UD tools to the study of the Kyrgyz verbs has

been taken.

Research methodology:

e Corpus-based approach is implemented to retrieve Kyrgyz verbs along with their
morphological tagging.

e Corpus-driven approach is used to analyze and show the frequency list,
concordances of verbs in the Kyrgyz language;

¢ Quantitative method is used to demonstrate statistical data regarding frequency of
verbs, concordances for certain type of verbs and words as well;

¢ Qualitative method is used to describe, explain and compare ambiguous
meanings of verbs in the Kyrgyz language;

e Comparative method is used to compare, to translate and reveal similarities in
verbs from the Kyrgyz language into English and their equivalents in English;

e Contrastive method is used in revealing differences while translating verbs’
examples from the Kyrgyz language into English;

e Selective method is used to demonstrate Kyrgyz verbs by extracting them from
the body of the Kyrgyz literary works that are provided in the Kyrgyz corpus;
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e Descriptive method is used to depict theoretical background of Kyrgyz verbs,
Kyrgyz language, Corpus Linguistics and Verb Sense Disambiguation in Natural
Language Processing and Artificial Intelligence;

Theoretical and practical importance of the research is that theoretical
background descriptions of the research can be applied in teaching, studying and
conducting linguistic researches in Kyrgyz Natural language Processing, the Kyrgyz
Corpus, Corpus and Computer Linguistics, Machine Translation. Especially, it will
benefit greatly to teachers who conduct syntax and morphology classes. Moreover, we
hope that this work will serve as a basis for further semantic studies of verbs, especially,

compound verb structures and peculiarities which has not been studied thoroughly yet.

From the scope of practical importance, it is worth noting that CQP (Corpus query
processor) is a unique method for language processing, which presupposes managing with
a vast volume of computer-available data to conduct linguistic analysis and obtain
accurate and exact statistical data regarding frequency of verbs in the Kyrgyz language.
The analysis is carried out with the application of the newly created Kyrgyz Corpus and
UD Annotatrix annotation tool. Until quite recent time linguists could only examine the
limited amount of texts and manually retrieve necessary examples from them for their
research and it was really time consuming and laborious. However, today thanks to
emergence of Corpus Linguistics, it has become an easy task doing a research using
computer readable huge amounts of texts. Thus, the results and outcomes of this work are
also considered as helpful in a number of subfields of Linguistics such as: Kyrgyz Natural
Language Processing, Kyrgyz Word Sense Disambiguation, Corpus Linguistics,
Semantics and Syntax, Morphology and finally Translation studies, etc.

Materials of the research: In the process of writing the present dissertation work a large
volume of literature sources in the field of Natural language Processing and Artificial
Intelligence, Corpus Linguistics, and Word/Verb Sense Disambiguation research. One
of the most challenging tasks in the discipline of natural language processing research is
WSD. In this area, research was first conducted in the late 1940s when Zipf first put forth
his “Law of Meaning” idea in 1949. According to this theory, the less frequent words and

the more frequent words have a power-law connection. Compared to less frequent words,
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more frequent words have more senses. Later, the British National Corpus received
confirmation of the relationship. Kaplan discovered in 1950 that two words on each side
of an ambiguous word in a context are comparable to the context’s entire sentence.
Masterman first put forth his theory in 1957, explaining how to use the headers of the
categories in Roget’s International Thesaurus to determine the true meaning of a word.
[4] In order to determine the precise meaning of an ambiguous word, Wilks created a
model in 1975 called “preferred semantics,” which combined selectional constraints and
a frame-based lexical semantics. In 1979, Rieger and Small developed the concept of
unique “word experts.” Due to the availability of large-scale lexical resources and corpora
in the 1980s, WSD research underwent a notable progress. As a result, researchers began
combining various automatic knowledge extraction tools along with manual handcrafting
techniques. Later in 1986, Lesk introduced his algorithm based on overlaps between the
glosses (Dictionary definitions) of the words in a sentence. In this algorithm, the preferred
meaning of the ambiguous word is expressed by the maximum number of overlaps. Lesk
used the Oxford Advanced Learner’s Dictionary of Current English (OALD) to obtain
the dictionary definitions. Later, this approach laid the basis for other Dictionary-based
WSD works. In 1991, Guthrie employed the subject codes to disambiguate the exact sense

using the Longman Dictionary of Contemporary English (LDOCE).
The structure of the thesis consists of four chapters:

The first chapter deals with theoretical background of Corpus linguistics, their
classification and divisions, which are based on special categorization. The compilation
and development of Kyrgyz corpus were discussed thoroughly. This chapter also

introduces with a newly-created Kyrgyz Corpus CQP (2019-04-18).

The second chapter comprises theoretical and practical knowledge regarding
Artificial Intelligence and Natural language processing as a basis of Word Sense

Disambiguation.

The third chapter focuses on the ambiguity and its types, classification and what
ambiguity is not. In this chapter, we have defined and investigated the Word/ Verb Sense

Disambiguation Process itself.
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The last fourth chapter deals with the practical resolution process of Verb Sense
Disambiguation in two ways: Kyrgyz Corpus (morphological analysis) and Universal

Dependency (syntactic analysis) methods.
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CHAPTER 1

A THEORETICAL OVERVIEW OF CORPUS LINGUISTICS AND THE
KYRGYZ CORPUS

“You shall know a word by the company it keeps”.
John Rupert Firth, Studies in Linguistic Analysis, 1957

1.1 History of Creation of Linguistic Corpora

Pre-electronic or Digital Age. The history of creation of corpora dates back to the
1940s when the pioneer work in digital world of study, The Index Tomisticus, was
produced. It was an electronic concordance of over 10.6 million words, created by friar
Roberto Busa about the writings of Thomas Aquinas, was the first project where elements
of machine processing of texts were applied (Busa, 1980). This Concordance was created
over the course of 34 years. For the convenience of working with the concordance were
used punch cards which are stiff pieces of paper that contain digital data expressed by the
presence or absence of holes at prescribed positions. And Busa decided to present only
the lemma, or headword, as the key word in the concordance with only the lemma, or
headword, with all its word forms. Consequently, he carried out lemmatization of texts,
which took place in two stages: combining all word forms with inflections under one
lemma and attaching a code with an appropriate part of speech for each lemma and its
word form. The lemmatization was carried out using the dictionary The Lexicon
Electronicum Latinum, which was compiled by Busa and ten priests over a period of two
years. The electronic dictionary was a table of lemma data, on the basis of which the
computer carried out the lemmatization of the texts. This method of working with an
electronic dictionary or list later determined much of the principle of electronic text
processing. In 1973, the first volume of the Index Tomisticus was published, in the 1970s
more than 40 volumes of the Index Tomisticus were published along with alphabetical
indexes, word frequency tables, etc.

The last corpus of before the start of electronic era was the mixed corpus of spoken
and written language by Querke, The Survey of English Usage (SEU), developed at the
University of Durham in England (Quirk, 1972). Svartvik argues that in 1960 the term

“corpus” was hardly ever used, and at the conference scholars argued at length about the



plural form of the word “corpus ”. (corpuses, corpora, or even corpi) (2007, p. 15). This
corpus is considered to be the most well-structured and systematic corpus of the time. In
the corpus, the oral and written forms of speech were represented by texts of various
genres, with both formal and informal communication serving as sources. The corpus
consisted of 200 text fragments, each with a volume of 5,000 word uses. This corpus
symbolized the transition from the pre-electronic to the electronic era.

Consequently, all necessary prerequisites and preparation were done for the transition
to the new electronic or digital age. The first concordances were created, which were
thought to be synonymous with dictionaries and indexes. They were of great importance
for the further development of corpus linguistics. Later in the composition of the article
of the concordance, to indicate the word that searched for, the place of its usage, the
context of use in the recorded language units became obligatory. In addition, a system of
illustrating the context in the concordance “key word in context ” was developed. At that
time there was not any unified principles or rules for creating the corpora and compiling
concordances. The scope and sources of such corpora and concordances also varied
greatly: a corpus could be texts of sacred books (translations of the Bible, works of
theologians) as well as individual works of fiction. From the modern point of view, these
kinds of texts are not corpora, but archives or collections of individual texts. Moreover,

the term “corpus ” itself was also absent.

The Electronic or Digital Age (1960s to present). S. Johansson argues that, despite
the works already published in the 1960s, Busa and the emergence of the first electronic
corpus, scholars started to show active interest in the late 1970s (2008, p. 39). According
to Johansson, real corpus linguistics was born in the 1970s, with the creation of the first
laboratories and centers in which linguists and programmers began to cooperate on
general problems of linguistics. Computational linguistics centers aimed at collecting,
storing, and processing corpus texts were opened in Italy, the United States, England,
Germany, Canada, France, Sweden, and Norway. By the mid-1970s, the first databases
for electronic corpus storage and distribution were established: The Oxford Text Archive
(OTA, 1976) and the International Computer Archive of Modern English (ICAME,
1977).



First-generation corpora. In the early 1960s, electronic enclosures first appeared. The
first electronic corpus was the so-called “Brown corpus”. The Brown corpus, named after
The Brown University, Rhode Island, USA. Its name officially included the term
“corpus”. A group of scientists led by G. Kucera and N. Francis worked on the corpus
from 1961 to 1964 (Francis & Kucera, 1998). R. Quirk, P. O’Connor, and J. Carroll also
participated in the creation of this corpus. Ph. B. Gove, the editor of the third edition of
Webster’s Dictionary, took part in this project as well. The Brown corpus was a corpus
of written American English and contained one million word uses from 500 texts
published in 1961 alone. The corpus contained the following fifteen genres of written
American-English: newspaper articles, scientific works, advertisements, hobby books,
religious literature, biography, essays, fiction (detectives, adventures and westerns,
popular science fiction, love stories, feuilletons). The texts in Brown Corpus were
inscribed on a punch card, which indicated an information about the location of the text,

its title, and the number of lines in the text.

Later, in 1968 Philip Bagley first coined the term “metadata” and used in his book
named “Extension of Programming Concepts” to refer to all textual data in a corpus
(Hoang, 2014, p. 195). From the middle of the 1960s the first concordancer programs
appeared based on KWIC: the COCOA (COunt and COncordance Generation Atlas,
1967), and Collocations (CLOC, CoLOCation, 1978). When they were created, machine
processing of texts was accompanied by manual markup (tagging), i.e., “attaching” a code
(or tag) to each unit of text (word), and a unit with metadata about it (Baker et al, 2006,
p. 154). Automatic text markup first started to be used when B. Green and J. Rubin created
the automated text tagging program called TAGGIT in 1971. This tagset program was
tested on the Brown corpus. TAGGIT marked up the text with 86 tags, highlighting the
parts of speech are commonly divided into open classes (nouns, verbs, adjectives, and
adverbs) and closed classes (pronouns, prepositions, conjunctions, articles/determiners,
and interjections), punctuation marks, and individual morphemes in the text. The only
malfunction of the program was that it did not consider homonymy, and 23% of the words

in the corpus were marked with several tags simultaneously (McEnery & Hardie, 2012).



In 1978, Ellegard manually marked up the Brown corpus in terms of syntactic parsing.
This project was carried out in three stages: clause structures in sentences, constituent
structures of clauses, and word classes of individual words. After several years of
revisions and corrections, Brown corpus’s syntactic parsing was completed in 1979.
Green and Rubin published all the data on the TAGGIT morphological analyzer, thus
other scientists could refine, rework and make improvements to it (Johansson, 2008, p.
46) . Scholars consider the end of the 1970s to be the time of official recognition of the

term “corpus linguistics .

In the 1980s, the TAGGIT program continued to be refined and improved, and in
1983 a group of scientists at Lancaster University, led by grammarian G. Leach and
programmer R. Garside, tested and implemented an updated version of the morphological
analyzer called CLAWS (the Constituent Likelihood Automatic Word-tagging System)
(McEnery & Hardie, 2012).

The Brownian corpus has become the standard and sample for other corpus
compilations, both in its volume and in the range of writing styles and genres represented
in it. With the publication of the Brownian corpus in the mid-1970s, similar corpora began
to appear, first in Britain and then in other countries. For example, in 1976 The Lancaster-
Oslo-Bergen corpus (LOB) (1961-1978) was published as a joint corpus of the
universities of Lancaster, Oslo, and Bergen (Leech, Johansson, Garside, & Hofland,
2008). In the early 1990s, similar corpora with a volume of at least one million words,
consisting of 500 texts of fifteen different genres of writing, began to be created. Each
text that is included had to contain at least 2,000 uses of the word. For example, The
Australian Corpus of English, (ACE, 1986), the Wellington Corpus of New Zealand
English, The Wellington Written English, (WWE, 1986), the Freiburg and Brown
Universities American English Speech Corpus, The Freiburg-Brown Corpus, (FROWN,
1991-1992), The Freiburg London-Oslo (F-LOB, 1991-1992), The Kolhapur corpus of
Indian written English, The Kolhapur corpus Indian English (1978). All these corpora
were collectively called as the corpora of Brown Family. The only difference between

these corpora were that they contained texts of one of the variants of written English:



American, British, Australian, New Zealand, Indian etc. (Baker et al, 2006). All corpora

mentioned above contained only collections of written texts.

Corpora of Spoken Language. The spoken language (oral speech) corpus came much
later than the written corpora that are listed above. The first glances started to be published
in the 1990s. The London-Lund (LLC) corpus was constructed between 1975 and 1990
by Svartvick, Quirk, Greenbaum and Hofland based on two projects: the SEU corpus
(1959-1989) and the Speaking English Corpus (SEC, 1975). The LLC corpus consists of
100 transcribed texts of spoken monologue and dialogues of 5,000 words each.
Recordings dialogic speech is taken from conversations between friends and colleagues,
regular conversations, and telephone conversations. Monological speech is represented
by spontaneous comments, stories, and narratives as well as prepared speech, not read
from the paper (Xiao, 2008, pp. 408-409). In addition to the grammatical tagging, the
texts in the corpus are tagged at the prosodic level, i.e., they contain information about
tone units, the beginning of sound (onset), the core place (word, syntagma), the direction
of nuclear tones (rising, falling, even, rising-down), pitch, pause (short and long), stress
(ordinary and dedicated). Texts from the SEU project has detailed prosodic markings:
indications of different volume and tempo levels (fast, intermittent, mannerly-stretched,
etc.), modifications in voice quality (pitch, rhythm, tension, etc.), additional

characteristics (whisper, wheeze, etc.).

In 1984, Texas Instruments compiled a database of spoken English American speech
TI-DIGITS. This corpus comprises speech that was created and collected at Texas
Instruments, Inc. (T1) for the purpose of developing and testing algorithms for speaker-
independent recognition of linked digit sequences. 326 speakers participated (111 men,
114 women, 50 boys, and 51 girls) who each say 77digit sequences (Leonard &
Doddington, 1982). Each speaker group is divided into two subsets: test and training
(Lamel & Cole, 1997).

In 1990, the TIMIT Acoustic-Phonetic Continuous Speech Corpus was created for
acoustic-phonetic research, development, and evaluation of automatic speech recognition
systems by Massachusetts Institute of Technology (MIT), Stanford Research Institute

(SRI), and Texas Instruments(TI). The corpus contains texts in eight major dialects of



spoken English American speech by 630 speakers (70% male and 30% female), who read
aloud ten sentences each. To test speech recognition systems, the TIMIT corpus includes
three types of texts: dialectal (1,260 sentences), phonetically rich (compact), i.e., covering
the entire phonemic composition and individual combinations of phonemes that present
some recognition difficulty (3,150 sentences), and phonetically diverse tests with
repetition of each phoneme in a different context (1,890 sentences). For the third part of
the TIMIT corpus, the texts were taken from the Brown corpus, for example, the dialogues

of the theatrical productions of the time (Garofolo, et al., 1950).

The Resource Management (RM) corpus (1988) for testing of conjoint speech
recognition systems includes more than 25,000 utterances from over 160 respondents
speaking various regional dialects of American variant English. The corpus includes two
sub-corpora: RM1 and RM2. The RM1 subcorpus consists of three parts. The Speaker
dependent training part consists of 12 speakers, each of whom reads aloud 600 “training”
sentences in two dialects and ten “rapid adaptation” sentences. The total volume of this
subcorpus is 7,344 sentences. The Speaker independent sub-corpus contains 3,360
sentences read aloud by 80 persons in two dialects, and 40 sentences each taken from the
main RM corpus. The RM2 subcorpus is an expanded version of the RM1 Speaker-
dependent selection. The subset contains 10,508 sentences read out by two men and two

women (2,652 sentences each) (Price, Fisher, Bernstein, & Pallett, 1993).

The Air Travel Information Service corpus (ATIS,1990) was designed to study
spontaneous speech and speech synthesis. The corpus is also divided into a training part
and a test part. ATIS contains texts of people talking to an auto-answering machine like
“I would like a ticket to...”, “I want to fly to Boston from New York next week”. This
corpus was later used to create dialogue systems that could answer questions like “Does
Air Canada fly from Chicago to California?”( (Tur & Renato, 2011).

These corpora showed and proved that it is possible to train machines for automatic
speech recognition and gave a rise to new terms: tokenization and lemmatization (dividing
conjoint speech into separate words), segmentation (dividing conjoint speech into

sentences and syntagma), parser (syntactic analyzer), normalization (bringing to the



normal phonetic form words spoken with different individual features of the speaker)
based on the time alignment of the phrase (time alignment) and etc.

Looking through all types of corpora that are mentioned above, Kennedy came to
conclusion that all corpora of particular genres of texts from different historical periods,
texts of speech of particular professional communities, age groups or regional dialects are
examples of first-generation corpora, because their aim is to study the speech as a
particular and distinct form of language, rather than the language as a whole in all its
diversity (Kennedy, 1998). Thus, according to his classification, we can argue that the
first-generation corpora are special corpora as long as they mainly represent individual

genres of oral speech.

In the 1960s and 1990s, corpus requirements and its principle gradually took shape:
The involvement of texts of written speech with a total volume of up to one million uses
of words became mandatory. However, the texts involved were mostly from the most
common genres of written speech and each text fragment (not full text) contained about
2,000 uses of a word. Moreover, corpora of that time did not contain complete texts of
written speech, but fragments with a fixed volume of words. The 1970s and 1980s, were
the years of prosperity of corpus linguistics: centers and laboratories for processing texts
into electronic(machine-readable) form emerged. Electronic processing of texts has
brought to scientists the problem of the accuracy of electronic word processing, and

tagging. After a number of experiments, they realized the value of manual markup.

Several speech corpora (some are mentioned above) were also compiled for military
purposes to develop systems for the recognition and synthesis of live sounding speech.
While tagging words in a spoken corpus the scientists had to pay close attention to
transcription and tagging(markup). During this period, the meanings of such terms as
“corpus,” “corpus linguistics,” “markup,” “meta-markup,” “concordancer,” and
“morphological and syntactic tagging” were defined. Consequently, the terms
“tokenization”, “tokens”, “lemmatization”, “lemma”, “‘segmentation ”,
“normalization”, “time alignment” have appeared and defined in this field of study of

language.



Second-generation corpora, megacorpora. In the early 1980s, a text markup (tagging)
language or meta-language called SGML (Standard Generalized Markup Language) was
developed. It is a set of tags that standardizes the markup of texts (Baker, Andrew, &
McEnery, 2006, p. 149). This format remained the reference format until 2007, when it
was replaced by the simplified XML (eXtensible Markup Language) format with a more
unified and rigorous form of markup to prevent duplication of markup, as was the case
with SGML (McEnery & Hardie, 2012, pp. 76-77).

In the 1990s, scholars at Lancaster University developed a number of programs for
the following levels of markup: anaphoric referential markup (1992), prosodic markup
(1993), semantic markup (1993), (2004), artistic-stylistic markup (1996 and 2004),
pragmatic markup (2003), and speaker error markup (1999, 2003) (McEnery & Hardie,
2012, pp. 78, 83, 29).

T. McEnery and A. Hardie claim that the 1990s were the era of second-generation
concordance programs which became more comfortable and effective. Second-generation
concordancers ran on the IBM platform, so they could be used on personal computers that
supported the IBM operating system. Second-generation concordancers, such as Micro-
OCP (1988), Longman Mini-Concordancer (1989), Kaye concordancer (1990), etc., were
also based on KWIC methodology and performed the following functions: an alphabetical
list of concordances with a right and left contextual word environment, a corpus word
list, elementary descriptive statistics such as word counts, type-token ratio (word-to-word
ratio). However, insufficiency of a unified format, character representation standards, and
markings has had a negative impact on the power and performance of second-generation
concordancers. (McEnery & Hardie, 2012, p. 40).

In 1987, at a conference at VVassar College in Poughkeepsie, New York, the Text-to-
Code Initiative Community was founded. In New York, the Text Encoding Initiative
(TEI) community was founded and raised the problem of developing common standards
for corpus composition, transcription, and markup (Bernard, 2018). The emergence of a
large number of corpora created on the basis of different types of texts led to the need to
create a unified set of rules that would contain all the rules for collecting, transcribing,

and annotating texts of both oral and written forms of a language. In addition, issues of



ethics and copyright also emerged. Thus, if in the 1970s the use of hidden microphones
for recording speech and giving personal names and addresses was considered acceptable,
by the 1990s the use of such methods became unethical (Kennedy, 1998, pp. 76-78)
(McEnery & Hardie, 2012, pp. 60-69). Thus, the TEI documents (Text Encoding
Initiative Principles) became such a set of rules for ethics and copyright (Baker, Andrew,
& McEnery, 2006, p. 157).

In 1991, the nonprofit company “Unicode Consortium” developed the Unicode
character encoding standard for ASCII (American Standard Code for Information
Interchange), designed for all types of written languages of the world, as well as for
encoding non-printing characters (transcriptions, mathematical formulas, etc.). Currently,
UTF-8 is the most common system for coding texts changing them into machine-readable
form (McEnery & Hardie, 2012, pp. 37-38).

After several lively discussions on marking up or tagging of a corpus, in 1993, G.
Leech published maxims for compiling meta-texts, i.e., metatexts, or biographical data
about texts, with complete extra-linguistic information. According to G. Leech, meta-
labeling should meet established requirements and include the following information

about the criteria and sources for text selection and markup (tagging/labelling system):

1) the possibility of access to the original version of the material;

2) separate storage for metatext from the main text;

3) listing all set of used markup principles in a separate document;

4) availability of information about the authors of markup and main
characteristics of markup (manual / automated by software, etc.);

5) understanding markup as an author’s interpretation, its relativity;

6) obligatory presentation of the fullest possible information about the text in
the markup, based on generally accepted linguistic principles;

7) inadmissibility of recognizing any markup as a standard but just a reference
(Leech G. N., 1993).

From the late 1990s to the 2000s, concordancers WordSmith 0.4 (1996), MonoConc
(2000), AntConc (2005) were developed and introduced. The difference of these



programs was the ability to process a large volume of texts of any script, and to perform
complex statistical analysis (McEnery & Hardie, 2012, p. 35). Moreover, these and other
concordance programs are characterized by their high functionality: one program can
quickly compose a list of keywords, concordances, perform frequency analysis and

collocation analysis. Definitely, it was a major breakthrough for this period of time.

In consequence, with the advance of technology, since the early 1990s, technical
capabilities gave a big opportunity to scholars to compile, develop and construct large-
volume corpora. The corpora of that time aimed at covering a wide range of language
forms manifested in both written and oral speech, and representing the full diversity of
the language. It became possible to automatically tag oral corpora at the prosodic,

phonetic, morphological, lexical, syntactic, and discourse levels.

G. Kennedy (1998), Baker, Hardie, McEnery (2012, p. 35) call the corpora developed
since the late 1980s till the end of 1990s megacorpora, because their volume has
approached 100 million word uses. Such corpora traditionally include The Longman
Corpus Network (BCN, 1991), The Bank of English, (BoE, 1993), The British National
Corpus, (BNC, 1994), The American National Corpus, (ANC, 2008).

It is worth to note that one of the most ambitious projects developed in the late 1980s
was the Collins Birmingham University International Language Database, or COBUILD
corpus. The corpus was created by a group of scholars led by Sinclair. The project uses
the so-called Birmingham Collection of Texts, which includes 20-million-word uses of
written and spoken texts. The main corpus contains 7.3 million words, and the so-called
“reserve corpus” contains 13 million words. The corpus contains 75 per cent of the written
texts, and 25 per cent of the spoken texts published from the 1960s to 1982. The written
speech is represented mainly by prose fiction texts. Twenty percent of the corpus is
American English (Sinclair, 1987). According to Johansson, the COBUILD project was
a breakthrough for its time for a number of reasons: 1) the size of the corpus exceeded 20
million words, 2) the sources were full texts, not short extracts, 3) it was the most
representative due to inclusion of texts of oral and written speech of different genres.
COBUILD was the most comprehensive corpus of its time and served as a base for
formation of the Collins COBUILD Dictionary of English (1987).
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After completion of the COBUILD project in 1991, Sinclair began to write about the
enlargement of the volume of corpus (1991). In the 1990s, the scholar announced a project
to expand the COBUILD corpus and compile on its basis a corpus called The Bank of
English (BoE). This new project’s purpose was to create a “dynamic corpus” named The
Bank of English (BoE) which would include several hundred million words, which would
be continuously updated with new texts of English spoken and written language. This
kind of corpus was also called “monitor corpus”, because it was expected to help monitor
the changes that are taking place in the language currently (Baker, Andrew, & McEnery,
2006, p. 47) (McEnery & Hardie, 2012, pp. 65-116). Like COBUILD, the BoE corpus
consists of 75% written texts and 25% spoken texts, with 70% being texts of the British
variant of English, 20% of the American variant, and 10% of other national variants of
English. By 1997 the English Language Bank corpus had 300 million word uses. For the
first time, the truly dynamic corpus was created, the corpus was updated with new texts
being added to the corpus every year. G. Kennedy writes that this kind of corpus presented
scholars with new tasks in textual processing: up to 2.5 million words were added each
month from newspapers (Baker, Andrew, & McEnery, 2006, p. 47). Although the
developers were not yet completely convinced of the advisability of using monitor
corpora, the COBUILD and BoE corpora formed the new standard or new principle in
corpus formation: balance and representativeness. According to P. Baker (2006, p. 18),
balance as a principle of corpus formation can only be realized in large reference corpora
in which both oral and written forms of high, formal, and low registers should be
represented. Claiming about the need for a representative corpus, Biber also writes that
since a language is a system of different genres or styles, a reference corpus should
include all styles and genres of speech, as well as territorial accents and dialects (territorial
and regional dialects, sociolects etc.), formal and informal language. Besides, Biber
argues that a language should be represented from a historical perspective, i.e., include
the texts of all historical epochs too (Biber, Conrad, & Reppen, 1998, p. 12) (Biber, 1993,
pp. 243-257). Meeting all principles and requirements about corpus compilation of this
epoch, Word Banks Online was considered to be the most representative corpus

containing 259.4 million uses of British English (41.4 million uses of spoken language)
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and 189.4 million uses of American English (33.1 million uses of spoken language)
(1997). This corpus almost represented English language all in its diversity and variety.

Another mega corpus, the formation of which was begun in the late 1980s by a group
led by Della Summers, is the Longman Corpus Network. This corpus network is now a
commercial database that consists of five main corpus: 1) The Longman Corpus of
Learners’ English (10 million word uses); 2) The Longman Corpus of Written American
English(100 million word uses); 3) The Longman Spoken American Corpus (5 million
word uses); 4) The Longman / Lancaster English Language Corpus (a joint corpus of
written and spoken English, 30 million word uses) and 5)The Spoken British Corpus (10
million words) (1980). According to G. Kennedy, despite the fact that each of the parts
of the Longman Corpus Network was assembled for a specific purpose, when they are
combined into one the corpus has become a powerful tool, representing a large variety of
texts of different genres of spoken language. Later, the spoken type of the corpus was
used to create dictionaries and textbooks on communicative English grammar.

Afterwards, it also served as a base for the spoken part of the British National Corpus.

The British National Corpus (BNC) was compiled between 1991 to 1995s at Oxford and
Lancaster Universities. The main aim of creating this corpus was to construct a balanced
and representative corpus of spoken and written English for academic, lexicographic, and
commercial purposes. The corpus of 100 million words includes 10% of oral transcripts
and 90% of written texts from the second half of the 20™ century. 75% of written texts
are texts of informative genre: scientific articles and monographs, political, business,
cultural (music, theater) and secular news, religious and philosophical texts, articles from
magazines about sports and housekeeping. 25% of the corpus - works of fiction. The
balanced oral part of the corpus is divided into two: “contextual” and “demographic”
texts. “The contextual” (“the context-governed texts”) of the oral English sub-corpus
contains texts of various genres and styles: Scientific informative style (lectures, news,
classroom discussions, scientific advices and lessons); business (trade shows, meeting
with trade unions, medical, legal and professional advice, interviews); public (sermons,
political speech, council meetings, parliamentary readings, court hearings); leisure (sports

commentary, after-dinner talks, club meetings, radio listener calls). The demographic
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texts of the subcorpus presents speech recordings of regional dialects (southern, central,
and northern) and different accents in the English language. The texts in the corpus were
tagged using the automated tagging program CLAWSS Tagset developed at Lancaster
University. And the markup of the texts have been marked up using the SGML system
according to the TEI ((Lamel L. C., 1997) (Garside & Leech, 1996), (The official website
of the British National Corpus URL: http://www.natcorp.ox.ac.uk ).

Another major corpus was The International Corpus of English (ICE), developed at
University College London under the supervision of S. Greenbaum in 1996. The aim of
the project was to collect texts of regional variants of English. The subcorpora include
oral and written texts of regional English variants of Britain (ICE-GB), East Africa, India,
New Zealand, Singapore, Canada, Hong Kong, Jamaica, the Philippines, the United
States, Cameroon, Fiji, Ireland, Kenya, Malta, Malaysia, Pakistan, Sierra Leone, Sri
Lanka, and Trinidad and Tobago. In total the corpus contained 60% of written texts and
40% of spoken texts. The morphological tagging is done with the help of CLAWS7
Tagset, the semantic one is based on the UCREL Semantic Analysis System (USAS)
(Greenbaum, 1991) (Geenbaum, 2021).

Consequently, second-generation corpora contained at least one hundred million
words, whose aim is to represent the written and spoken language in all its diversity.
Typically, these are corpora available online, assembled and tagged according to TEI
requirements. National corpora became monitor corpora and were compiled based on the
principles of representative selection of texts and according to the rules that belongs to
only second-generation corpora. In the 1990s, the British National Corpus was used as a
new corpus model, and TEl became the standard for corpus compilation, which
recommended the SGML markup language. The period from 1987 to 2004 saw the
development of corpus regulations and rules for corpus collection, meta-tagging, and

automated text markup software were developed.

Third-generation corpora, or gigacorpora. The beginning of the 2010s was marked
by the emergence of great technical capabilities. Technical changes had great impact on
corpus linguistics by providing with tremendous technical possibilities. Thus, a corpus

manager and text analysis softwares, concordancers like BNCweb (2009), CQPweb
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(2012), SketchEngine (2013), Wmatrix (2013) were developed. The creators of these
softwares strived to solve the following problems in corpus linguistics: limited power of
personal computers, incompatibility of personal computer operating systems, and legal
restrictions on the distribution of corpora. To solve the legal issues, tthey simplified the
procedure for obtaining access, the corpora switched to online versions, which increased
the speed of processing requests and expanded the number of users. Direct access became
available through a web browser equipped with an online search engine. The corpora
operated online and allowed for users to make a contrastive analysis of a small private
corpus like BNC corpus or texts from the Internet. M. Davies calls the concordancers that
are developed in this period of time, hybrid corpora, because their interface became a
kind of common field for creating corpora and performing frequency analysis on the

morphemic, lexical syntactic and phrasal levels (2015).

After the 2000s, the trend of increasing the volume of corpora persisted. Mauranen
(2013), Kuebler and Zinsmeister (2015, p. 10) characterize the corpora that are created
in this era by the motto “the bigger the corpus, the better”. And L. Flowerdew is the first
to refer to this period as the age of the gigacorpus generation. (2004). Because at this
time, a number of new corpora (COCA, Google Books Ngram) (see below) arose,
amounting billions of words A huge number of corpora gave the opportunity to
researchers to undertake larger-scale frequency studies, gain a high proportion of

outcomes. and to investigate collocations of three, four, or more words.

Moreover, many linguists started to study collocations consisting of three, four, or
more words easier. The linguists, Biber (2006) and K. Hyland (2008) call collocations
“lexical bundles” in their works. In this type of “lexical bundles” one word can be
variable. For example, in collocations of five words: in the beginning of the, in the end of
the, in the form of the, the third word is variable, we can change with the words like kind,
type or format etc. Subsequently, in the corpus linguistics a new notion called n-grams
showed up, where bigrams are collocations consisting of two words, trigrams are
collocations consisting of three words, and n-grams are collocations consisting of n-words
(2015). Nowadays, to investigate collocations has become feasible thanks to the creation

of large gigacorpora (Google Ngram, Google Books, COCA, etc.).
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In 2008, The Corpus of Contemporary American English (COCA) was published,
with a total volume of approximately 400 million words currently in use. The corpus
includes both spoken and written texts. Written speech is collected from genres as fiction:
short stories and plays from literary magazines, children’s literature, first chapters of
books published since 1990, and film scripts (113 million words); popular magazines
from Time, Cosmopolitan, Men’s Health, Good Housekeeping, Fortune, Christian
Century, Sports (118 million uses); newspaper articles from 10 newspapers all over
America: USA Today, New York Times, Atlanta Journal Constitution, San Francisco
Chronicle (114 million uses); scientific articles from journals in different scientific fields
(112 million uses) (The official website of Corpus of Contemporary American
English(COCA available at URL: https://corpus.byu.edu/coca/). In the COCA corpus, the
volume of spoken texts is 118 million words. This sub-corpus contains transcripts, video
and audio recordings of a wide range of radio and television programs: All Things
Considered (NPR), Newshour (PBS), Good Morning America (ABC), Today Show
(NBC), 60 Minutes (CBS), Hannity and Colmes (Fox). The COCA corpus is dynamic,
adding 20 million words a year. POS-tagging of texts is done with the CLAWS program.
The corpus is accompanied by the WordAndPhrase concordance program’s platform.

Currently, the amount of the corpus reached to 520 million words.

The Google Books Ngram Viewer corpus of digitized texts, which includes the texts of
over one billion e-books written between 1500 and 2008, was released in 2009. The
Google N-gram Corpus surpassed 200 billion words in 2011 (Google Ngram Viewer,
2022). The Google Books Corpus was updated in 2014, containing 155 billion usage of
written American English conversation and 34 billion uses of written British English
discourse. In addition to English texts, the Google Books corpus includes works in six
other languages: Spanish, French, Russian, German, lItalian, and Hebrew, but in

considerably lower quantities.

The next goes the Global Web-based corpus of English (GIoWbE) (2013) containing
1.9 billion words. The corpus aims to represent as many regional variants of English
around the world as possible. This corpus comprises the texts of web pages and websites
of 20 regional variants of English (Davies, 2013).
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The News on the Web (NOW) corpus (2016) currently exceeds 5.7 billion words. The
corpus contains English-language texts from “2012 to yesterday”. Every day the corpus
is updated with texts for 4-5 million words. Every night, from 22:00 to 1:00, the texts are
uploaded to the corpus: the program HTTrack reads the URLs from Google News and
uploads to the corpus 9-10 thousand texts, and then, using the program JusText, the
repeating and template texts are removed. Texts are tagged and lemmatized using
CLAWS 7, and then the tagged-ready texts are added to the main body of the corpus. The
site of the corpus also can, for example, track the most popular word of the day or of the
year (Davies, 2018).

Unfortunately, the emergence of mega- and giga-corpus has shown that large
reference corpora are unsuitable for studying the speech of particular professions or
genres. Large corpora, despite their enormous size, contain mostly texts of the most
common genres of oral and written speech (Laurence, 2013) (Davies, 2015) (Maurenan,
2013) (Sandra Kuebler., 2015) (Flowerdew, 2004). In the late 1990s and early 2000s it
was proved that the principles of representativeness of special corpuses are observed in
case of much smaller volumes, because the frequency of both terms and neutral words

remains stable and unsteady (Sinclair, 2005) (Tognini-Bonelli, 2001).

Nevertheless, this era is distinguished by the fusion of corpus linguistics methods with
the World Wide Web: automatic downloads of texts from the Internet, as in the case of
the NOW and GloWbE corpora, treatment of the World Wide Web as a corpus (the
Google Books corpus), and the incorporation of the tools themselves into the World Wide
Web (Sketch Engine, BNC web). At this point, discussions regarding n-grams have gotten
more significant. Furthermore, it became feasible to follow the evolution of a certain
term’s use on big data sets, such as the change in the form and meaning of the word
through time in written (Google Books) or spoken language (COCA, NOW, GloWbE).
Moreover, the emergence of corpora with large amount of texts has not diminished the
relevance of the question of the need and representativeness of small corpora of

professional speech.

1.2 Formation of Corpus linguistics as a Field of Linguistics
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The terms “corpus” and ‘“corpus linguistics” are not new in the world of scientific
community of the twenty-first century. It is claimed that these two terms are defined as
some of the major components of scientific and technological progress, since corpus
linguistics is closely connected with the technology and is a part of the applied and
computational linguistics as well. The history of corpus linguistics dates back to the
middle of the XX century, or to be more precise, to 1961 when the first Brown American
English Corpus was created at Brown University in the USA. The authors of this corpus,
which consisted of one million words (500 texts of 2,00- words each), were H. Kuc¢era
and W. N. Francis (Zakharov & Bogdanova, 2013, p. 11). It was definitely distinct from
most other linguistic topics, since it was not explicitly concerned with the study of any
definite field of language. Accordingly, this linguistic news drew the attention and deep
interest of the scientific community of the time, and it sparkled a number of lively debates
and discussions in addition to the public response. And there was also a lot of negative
comments from linguists at first. As T. McEnery and E. Wilson (2012, p. 25) point out in
their book called “Corpus Linguistics”, one of such eager critics who rejected the new
trend at the time was Avram Noam Chomsky. Chomsky (Andor, 2004) expressively

opposes the type of research evidence that corpora entail.

However, later on, researchers in linguistics started to use corpus data in their works,
even to the degree that in the twenty-first century. Preliminary to corpus linguistics, much
of the empirical studies into language has been done based on a manual analysis of a few
texts. At that time, linguists had been constrained by a small number of texts that human
could collect, handle, manage, and analyze effectively. Emergence of corpus linguistics,
in the last two decades especially, made a boost, and a significant turn-around to the
empirical study of language. Eventually, it started to play an important role in linguistic
world entirely, and an increasing number of linguists did not imagine their works without
corpus data. Linguists began to judge corpus linguistics not on the basis of a theory or
philosophical argument about it, but rather on the huge amounts of results that corpus had
produced. Adopting such a corpus-based approach, researchers have used the previous
advocacy of empiricist views by British linguist J.R. Firth, who popularized the phrase
“You shall know a word by the company it keeps,”. (1957, p. 11)However, American

structuralists (the “post-Bloomfieldians™), particularly Zellig Harris, exhibit an empiricist
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corpus-based methodology in their work in a way that is probably even more obvious.
For instance, he claims that the corpus-based approach (Harris, 1951) is an attempt to
identify automatic methods for discovering a language’s structure. Moreover, corpora
turned out to be fruitful in a range of areas of linguistics (discourse analysis, language
learning, semantics, pragmatics, sociolinguistics, theoretical linguistics, as a source of
data for language description (lexicography, grammar), providing researchers with huge
and diverse insights about their interest of work. Nowadays, it is hard to find a field of
linguistics where a corpus-based approach has not been implemented fruitfully. Houston
( (2002, p. 1), notes that it is not an exaggeration to state that corpus linguistics has
“revolutionized language study”. Due to corpus linguistics, linguists can now not only
explore texts with millions of words with relative ease, but they are also aware of the
fascinating insights that can be derived from the application of corpus methods to textual

analyses: insights that would have been missed in a human-only analysis.

1.3 What is Corpus Linguistics?

Prior to defining a corpus linguistics, it would be accurate to determine the word
“corpus” itself. The word “corpus” comes from Latin which means “body” and plural
form is corpora. Wikipedia (2022) defines corpus as “large and structured collections of
texts (now usually in electronic form) that are used for statistical analysis and hypothesis
testing, case verification, or justification of language rules for specific domains”. The
most renowned corpus linguists T. McEnery and A. Wilson define a corpus as follows:
“a corpus is a collection of language extracts which are chosen according to specific

linguistic criteria to be used as a language model” (2001, pp. 2-3).

According to Baker ( (2010, p. 93) “corpus linguistics is a growing branch of
linguistics that comprises the investigation of (typically) very large collections of
electronically stored texts with the use of computer software”. As a result, we may infer
that corpus linguistics is a large “body”’ of texts recorded electronically in a computer in
order to do specific inquiry or research about language usage. Another linguist Sinclair
(1991, p. 2) defines it as “a collection of naturally-occurring language text (only authentic
texts), selected to characterize a state of variety of a language”. Corpus linguistics, due to

its authenticity, is regarded to be one of the most reliable sources for researchers that can
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be implemented in a variety range of disciplines starting from language learning and
teaching to a language usage like natural language processing (NLP) in computer science.
McEnery and Hardie ( (2010, p. 1) claim that corpus linguistics deals with “a group of
machine-readable texts that is considered to be appropriate as a foundation for
investigating a specific set of research concerns.”Corpus linguistics is therefore a
methodology or an approach implemented to gain qualitative and quantitative data
analysis. Its primary resource is a corpus(authentic texts in eletronic form and annotated).
In a nutshell, corpus linguistics can be represented as a set of methods, procedures, and

resources dealing with empirical data in linguistics.

Briefly, it is a collection of texts (a body of systematically gathered texts and
transcribed speeches to represent a particular use of a language that is used for linguistic
analysis), which is done first by uploading it onto corpus software, and then we can apply
specific query tools (engines) with the help of computer software like finding frequency
counts or concordance lists etc. and then derive results. It is obvious from the given
definitions above that the development and usage of corpus linguistics has been closely
connected to computers. Moreover, it is crucial to understand that our usage of corpus

data is not restricted as long as technology develops day by day.
1.4 Benefits of Using Corpora in Linguistics

The term “corpus” also includes a textual and linguistic data management system,
most recently referred to as a corpus manager. This is a specialized search system, which
includes software tools for searching data in a corpus, obtaining statistical information

and providing the user with results in a convenient form.

A search in the corpus allows you to build a concordance for any word - a list of all
the uses of a given word in the context with references to the source. The corpora can be
used to obtain a variety of inquiries and statistical data about real language usage and
speech units as well. In particular, on the basis of corpora a researcher can acquire data
about the frequency of word forms, lexemes and grammatical categories, trace the
changes in the frequency and context in different periods of time and dynamics of changes

in a language within a certain period of time, obtain data about the occurrence of lexical
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units, etc. A representative corpus of linguistic data within a set of a certain period allows
us to study the dynamics of the processes of changing the lexical composition of the
language, to analyze the lexical and grammatical characteristics in different genres and

by different authors.

Moreover, the corpus is intended to serve as a source and tool for multidimensional
lexicographic work on a variety of historical and contemporary dictionaries. For instance,
Samuel Johnson’s “A Dictionary of the English Language”, sometimes known as
Johnson’s Dictionary, was published on April 15, 1755. It is one of the most significant
dictionaries in English language history. In June 1746, a group of London booksellers,
who were dissatisfied with the dictionaries of the time, proposed Johnson to prepare a
dictionary. It required seven years to complete the first version of the dictionary. He
accomplished it all by himself, with just clerical aid of James Murray whose job was to
reproduce the illustrative passages that Johnson had highlighted in the books. Throughout
his life, Johnson published multiple updated versions and it took almost a half of century
(Wikipedia contributors, 2022). Nowadays with the help of corpus data, lexicographers
are able to accomplish their task in a short period of time and save a heaps of time. So,

this is one of the advantages of corpus linguistics that can bring to linguistics.

Traditional school grammars and textbooks are often illustrated with artificially
produced or edited examples of language use. In the future, they will be of little help to
students who sooner or later have to deal with real language environment or real
communication in their life. In this respect, corpora as sources of empirical and real
(authentic) data play an important role in linguistic pedagogy. In language teaching,
corpora provide a source for stimulating students’ interest and motivate them to engage
in independent study of authentic language use. An important application of corpus data
is Computer-Assisted Language Learning (CALL) Technology, where corpus-based
software is used to support interactive learning activities performed by students with the
aid of computers (Potapova, 2005, pp. 3-4). Nineteenth-century grammarians illustrated
their statements with examples taken from the works of recognized authors. For example,
H. Paul in his German Grammar used the works of the German “classics” to illustrate

each of his statements - in phonology, morphology, and syntax (Auer & Murray, 2015).

20



Today, grammarians also use a corpus approach, but the corpus now includes not only
the classics, but also other types of texts from different variants, registers (genres), etc.
And consequently, this allows the language to be described more adequately and
sufficiently. In particular, nowadays there is a growing interest in oral grammar of a

language.

In the early studies, the individual researchers were restricted to the small number of
texts that they could acquire, manage, and analyze properly. Throughout the whole
research process, they needed to go to libraries and get card index of a book and find that
book from the shelves according to card index that were given by librarians. After they
had to read a whole book in order to get necessary information and write them down, etc.
Thus, it was time-consuming and by necessity a linguist was constrained to a few numbers
of books. In the last two decades, due to corpus linguistics analysts can now not only
explore texts with millions of words in a short period of time, sometimes even in seconds
relatively easy. Furthermore, they are also aware of the huge number of results that can
be derived from the application of corpus methods to textual analyses: results that would
have been missed in a human-only analysis (Ngula, 2018, pp. 1-2). Nowadays, many
linguists use the corpus as an “example bank,” i.e., trying to find empirical support for
the hypotheses, principles, and rules that they are working on. Examples, of course, can
be retrieved at random, but the corpus linguistic approach provides a representative and
balanced linguistic material, as well as a search tool that usually enables researcher to

obtain a significant outcome from a particular corpus.

Corpus linguistics is sometimes referred to as “a bundle of methods from different
areas of linguistic inquiry” (Liideling & Kyto, 2008). As a method of linguistic analysis,
corpus linguistics is also related to contrastive research, which aims to establish the facts
of similarity and difference between languages, dialects or language variants in the course
of their comparative study, even it is possible to make diachronic research in a set

linguistic interest of study.

The basic but primary philosophical concept underlying behind corpus linguistics can

be considered in the following two ways:
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a) a cognitive urge to understand how people use language in their daily
communication activities;

b) if it is feasible to construct intelligent systems that can efficiently communicate
with humans. With this motivation in mind, computer scientists and linguists have
collaborated to create a language corpus that can be used to design intelligent
systems (e.g., machine translation systems, language processing systems, speech
understanding and recognition systems, text analysis and understanding systems,
computer aided instruction systems, and for the benefit of the language

community as a whole.

Finally, whereas a field of linguistics such as syntax, semantics and sociolinguistics
aim to describe or evaluate one specific language periphery or language use, corpus
linguistics is a broader concept, a methodology that can be applied almost to all aspects

of language.

1.5 Classification of Corpora

Due to that corpus linguistics is a new concept in linguistics, it is not yet developed a
clear understanding of what should include a corpus and how it should be categorized.
Categorization criteria are can be both external and internal according to nature of corpus
linguistics. External factors such as participants, occasion, social situation,
communicative function of a language. Internal criteria are concerned with the language
patterns inside a corpus. Taking all of these factors into account, we suggest the following
classification of corpora according to categories such as text genre, data nature, text type,
design purpose, and application nature (Dash, 2010).

a) Genre of text
e Written Corpus: A written corpus, by virtue of its genre contains only
language data collected from various written, printed, published and electronic
sources.
e Speech Corpus: A speech corpus (e.g., Wellington Corpus of Spoken New
Zealand English) contains all formal and informal discussions, debates,

previously made talks, analysis, casual and normal life talks, dialogues,
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monologues, various types of conversation, on line dictations, instant public
addressing, etc. There is no limitation to media involvement in such texts.

e Spoken corpus (e.g., London-Lund Corpus of Spoken English), a technical
extension of speech corpus, contains texts of spoken language. In such corpus,
speech is represented in written form without change except transcription. It

is annotated using a special form of phonetic annotation/tagging.

b) Nature of Data

General Corpus: A general corpus (for example, the British National Corpus) is
a collection of general texts from various disciplines, genres, subject fields, and
registers. Given the nature of its shape and function, the number of text collections
is limited. That is, the number of text kinds, as well as the quantity of words and
phrases, are restricted. It has the potential to evolve over time and to include new
data as fresh texts become available. It is quite huge in size, rich in diversity,
extensive in representation, and has a very broad range of applications.

Special Corpus: A special corpus (for example, the CHILDES Database) is
created from texts taken from a general corpus for specific variation of language,
dialect, and subject, with an emphasis on unique and specific aspects of the issue
under inquiry. Its size and content vary depending on the purpose. Because it has
a significant number of texts which shows unusual features of language layers,
that does not represent to the description of a language wholly. Its source is
untrustworthy since it collects data from people who are not acting normally.
Special corpus is not balanced (except within the limits of its intended function)
and provides an inaccurate and indirect information of language segments when
applied for other purposes. It differs in principles, because it features and is
limited to one or more types of normal, authentic language variety. Because of
the non-representative nature of the language concerned, corpus of language of
children, non-native speakers, users of dialects, and particular social areas of
communication (e.g., auction, medical discussions, gambling, court process, etc.)
are defined as special corpus. Its key benefit is that the texts are chosen in such a
manner that the phenomena of interest appear more frequently in it than in a

balanced corpus.
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A sublanguage corpus, as the name is suggesting, is one that contains only one
text variant or one stratum of a certain language. Because of homogeneity of its
structure and specialized lexicon, the amount of data required to demonstrate
normal authentic language is not large.

Sample corpus: A sample corpus (Zurich Corpus of English Newspapers) is a type
of special corpus composed of texts chosen with great care and thoroughly
analyzed. Once a sample corpus is created, it is not added to or modified in any
manner (Sinclair, 1991, p. 24) since any modification will disturb its composition
and affect study requirements. Samples are few in number and of constant size in
comparison to texts. As a result, they do not qualify as texts.

Literary corpus: A special category of sample corpus is literary corpus. There are
many kinds of literary subcorpora since the literature is very diverse in nature.
Classification criteria considered for such corpus include author, genre (e.g., odes,
short stories, fictions, etc.), period (e.g., 15" century, 18" century, etc.), group
(e.g., Romantic poets, Augustan prose writers, Victorian novelists, etc.), theme
(e.g., revolutionary writings, family narration, industrialization, etc.) and other
valuable parameters.

Monitor corpus (e.g., Bank of English): A monitor corpus is a growing and
developing due to non-finite collection of texts with the potential for continual
data induction and augmentation to reflect changes in language. The constant
expansion of the corpus reflects changes in language while maintaining the
relative weight of its components as indicated by criteria that are stable. Year after
year, the same composition schema is used. The monitor corpus is built using texts
of spoken or written in a particular year (Sinclair, 1991, p. 21). From monitor
corpus we find new words, track a variation in usage, observe change in meaning,
establish a long-term norm of frequency distribution, and derive a wide range of
lexical information.

Type of Text

Monolingual corpus: It (e.g., ISI Bengali Corpus) contains representative texts of
a single language representing its use in a particular period or in multiple periods.

It contains both written and spoken text samples. A monolingual corpus is the
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d)

most frequent type of corpus. It contains texts in one language only. The corpus
is usually tagged for parts of speech and is used by a wide range of users for
various tasks from highly practical ones, e.g. checking the correct usage of a word
or looking up the most natural word combinations and definitions, scientific use,
e.g. inquiring frequent patterns or new trends in a language.

Bilingual corpus: A bilingual corpus (e.g., TDIL Bengali-Oriya Corpus) is created
by combining corpora from two related or unrelated languages. If these languages
are genetically or typologically similar, they form a parallel corpus (explained
further below), in which texts are aligned according to certain predetermined
characteristics. Size, content, and field may differ between corpora, which is not
permitted in the case of parallel corpora.

Multilingual corpus: Multilingual corpus (e.g., Crater Corpus) contains
representative collections from more than two languages. Generally, here as well
as in bilingual corpus, similar text categories and identical sampling procedures
are followed despite the fact that texts belong to different languages.

Purpose of Design

Unannotated corpus: It (e.g., TDIL Corpus) represents a simple raw state of plain
texts without any additional linguistic or non-linguistic information.

Annotated corpus: It (for example, British National Corpus) comprises tags and
codes attached by designers, linguists and computer programmer to record extra
information (analytical markings, parts-of-speech tagging, grammatical category
information, and so on) into texts. Annotated corpus, as opposed to unannotated
corpus, is better suited for delivering relevant information used in a variety of
language technology activities such as morphological processing, sentence
parsing, information retrieval, word sense disambiguation, machine translation,
and so on.

Nature of Application

Translation Corpora: Translation corpora are collections of original source
language (L1) materials and their translations into target language(L2). These
corpora often maintain the meaning and function of words and phrases across

languages, and so provide a perfect foundation for comparing the equivalents of
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certain meanings in two distinct languages under identical conditions.
Furthermore, they enable the discovery of all cross-linguistic variations, i.e.,
alternate usage of certain meanings and concepts. As a result, translation corpora
provide more fruitful resources for cross-linguistic data analysis, comparison
analysis as well as rule development required for translation.

Aligned corpus: It is (e.g., The Canadian Hansard Corpus) a kind of bilingual
corpus where texts in one language and their translations into other language are
aligned, sentence by sentence, phrase by phrase, or even word by word.

Parallel corpus: A parallel corpus (for example, the Chemnitz German-English
Corpus) comprises texts as well as translations in each of the languages involved,
allowing for the double-checking of translation equivalents. Texts in one language
are matched with their translations in another: sentence by sentence, phrase by
phrase, or even word by word. Reciprocal parallel corpora are sometimes
developed, with corpora comprising actual texts and translations in each of the
languages concerned.

Reference corpus (for example, the Bank of English) is designed to provide
comprehensive and representative information about a language. It is vast enough
to include all significant language variations and characteristic vocabulary,
allowing it to be used for constructing grammars, dictionaries, thesauruses, and
other resources. It is built on important factors agreed upon by the language
community. It comprises both spoken and written language, as well as formal and
informal registers expressing distinct social and situational registers. It is used as
a ‘benchmark’ for lexicons, general tool performance, and language technology
applications. With the expanding importance of internal criteria, reference corpus
is being used to quantify special corpus deviation.

Comparable corpus: A collection of ‘similar’ texts in more than one language or
variety (e.g., Corpus of European Union). It comprises works in many languages
that are not the same in topic, genre, or register. These are used to compare various
languages. It follows the same composition pattern, however there is no consensus

on the nature of resemblance because there are few comparable corpora. It is
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essential for comparing languages and creating bilingual and multilingual
lexicons and dictionaries.

e Opportunistic corpus: An opportunistic corpus is collection of electronic texts that
may be accessed, transformed, and utilized for free or at a low cost; nevertheless,
it is frequently unfinished and incomplete. As a result, consumers are left to fill in
the blanks for themselves. They have a place in circumstances where size and
corpus access are not an issue. The opportunistic corpus is a virtual corpus in the
sense and it is a source of the real corpus (from the opportunistic corpus) which is
created based on the demands of a certain project. Monitor corpus is commonly
referred to as an opportunistic corpus.

e Learner corpora: Learner corpora, which can be broadly defined as electronic
collections of texts produced by language learners, have been used to perform two
distinct but related functions: they can contribute to Second Language Acquisition
theory by providing a better description of interlanguage (i.e. transitional language
produced by second or foreign language learners) and a better understanding of
the factors that influence it; and they can be used as a tool for pedagogic purposes
(Dash, 2010).

There are some other types of corpora exist such as closed corpus, synchronic corpus,
historical corpus (diachronic corpus), dialect corpus, idiolect corpus, and sociolect
corpus, and others. As a result, the categorization criteria described here is not absolute
and final. It is open to re-categorization as well as sub-classification based on several

other characteristics.

1.6 The compilation and development of the Kyrgyz Corpus

According to our prior investigation, we can claim that this is the first corpus,
containing literary Kyrgyz texts with part-of-speech (POS) tagging. The Kyrgyz corpus
was compiled in April 2019 within the framework of the DAAD exchange program as a
result of collaboration of the Universitét des Saarlandes and the Kyrgyz-Turkish “Manas”
University (2019). At the moment the Kyrgyz Corpus comprises 2,493,894 words from
texts of mostly literary genres (epics, novels, stories, fairy-tales, etc. in the poetic form

and prose) and mass media (Newspaper “Erkin-too”). All texts were compiled from the
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website bizdin.kg (texts comprising about 1 243161 words) and from “Erkin-Too”
newspaper (texts including 1 000 000 words) using the special copyright permission from
both entities given for creating Kyrgyz Corpus and processing Kyrgyz language through

computer.

The corpus is annotated with part-of-speech tags and provided extralinguistic and per-
text meta-data, and made available under a free license from CLARIN-D. (Kasieva,
Knappen, Fischer, & Teich, 2019).

The corpus title is: The Kyrgyz Corpus (2019-04-18): powered by CQPweb (Corpus
Query-Processor). Every document contained in the corpus is stored in a plain text format
in the UTF-8 encoding. In the Menu section there is a subsection Corpus Info that

comprises Corpus Metadata.

Menu Kyrgyz corpus 2M words: powered by CQPweb
Corpus queries Metadata for Kyrgyz corpus 2M words

Standard query Corpus title Kyrgyz corpus 2M words
Restricted query CQPweb's short handles for this corpus kyrgyz_2022_03_08 [ KYRGYZ_2022_03_08
Word lookup Total number of texts in corpus 1,019
Frequency lists Total word tokens in all corpus texts 2,493,894
Keywords Word types in the corpus 138,846
Analyse corpus Standardised type:token ratio (1,000-token basis) 0.4826 types per token

Saved query data Non-standardised type:token ratio 0.0557 types per token
Query histary Text metadata and word-level annotation
Saved queries The database stores the following information for each text in the corpus: There is no text-level metadata for this corpus.
Categorised queries The primary classification of texts is based on: A primary dlassification scheme for texts has not been set.
Upload a query lemma

Words in this corpus are annotated with:
Create/edit subcorpora Part of Speech (Apertium (modified))
Frrre tofn The primary word-level annotation scheme is: Part of Speech

Figure 1.1 The home-page of the Kyrgyz Corpus

The Kyrgyz Corpus IS available at https://corpora.clarin-d.uni-

saarland.de/cqpweb/kyrgyz 20190418/index.php?thisO=corpusMetadata&uT=y

The Kyrgyz Corpus has a web-based corpus management system, called CQP-Corpus
Query-Processor (Hardie, 2012) that helps navigate the data and retrieve necessary
information. To solve many different linguistic problems, a necessary condition is that
corpus texts contain linguistic and metalinguistic information - markup or annotation
corresponding to different levels of linguistic description - phonetic, morphological,

syntactic, semantic and others. This kind of annotation become even more complicated
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due to the agglutinative nature of the Kyrgyz language. Turkic Lexicon Apertium
(Washington, Ipasov, & Tyers, 2012) (Washington & Tyers, 2018)(Washington & Tyers,

2018; Washington, 2012), an open-source machine translation platform has been selected

as the most appropriate toolkit for POS tagging and parsing issues of the corpus. (Kasieva
& Kadyrbekova, 2021, 6et. 208-210).

Table 1. 1 The POS tagset description of the Kyrgyz Corpus

# | Description Apertium | LPs
Noun:
1 | noun n sg/pl;
2 | proper np Case: nom/acc/ dat /gen /abl /loc;
Possession: px1sg/px2sg/px3sg;
px1pl/px2pl/px3pl; px3sp
Verb:
3 | standard verb % tv/iv; actv/pasv;
4 modal verb/word vbmod Tense: pres; past; fti; cni (Conditional); fts
5 | auxiliary vaux/cop | (future subjunctive); Mood: imp/ind/itg; neg;
Adjective: pst  (positive)) comp  (comparative)/sup
6 | adjective adj (superlative)
Adverb:
7 adverb adv
Pronoun:
8 pronoun prn Person: p1/p2/p3/impers
9 | personal pronoun | pers
10 | indefinite pronoun | ind
11 | interrogative itg
12 | pronoun
13 | demonstrative dem
14 | pronoun
possessive pronoun | pos
15 | reflexive pronoun | ref

29




16
17

18

19
20

21
22

Auxiliary noun:
postposition

past partciple
Numeral:
cardinal

ordinal
Interjection:
interjection
Conjunction:
coordinating conj.
subordinating conj.
present participle
gerund

post
PP

num

ord

cnjcoo

cnjadv

pprs
ger

The above Table 1 depicts the adaptation of the Kyrgyz parts of speech into Apertium

tagset symbols and offers a detailed explanation of the developed tagset, which

corresponds to Apertium symbols. The table under consideration offers a set of tags

organized into 9 main parts of speech. Each POS tag is also associated with a set of

linguistic features. As a consequence, 22 fundamental tags were created using Apertium

symbols and taking into consideration the nuances of Kyrgyz language. However,

choosing the correct Apertium symbol for various Kyrgyz parts of speech proved to be

challenging.

Table 1.2 Linguistic Property assimilated into the POS tagset design

# Linguistic property Code

1 Number N

2 Possessiveness Px (1,2,3) sg/pl
3 Person P
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4 Case
nom, acc, dat, gen, abl, loc
5 Negation
Neg
6 Tense
pres, past, fti
7 Mood
imp, ind, itg, fts (future subjunctive),
cni (conditional)
8 Voice
Actv /pass

Table 2 contains main linguistic properties defined in the Kyrgyz grammar adapted
for the codes in Apertium: includes necessary details relating to the features and
peculiarities of the Kyrgyz language grammar.

The process of tagging in the Kyrgyz language (“splitting up” or “tokenization” prior
to the POS tagging of each word into a token according to the context) is very complex
due to the fact that not always and not in all cases the use of one tag will be appropriate.
This is also due to the fact that the unification process has not yet been done, so there is
a lot of work to be done both on working out the POS annotation and increasing its levels,
as well as increasing the number of words in the corpus of the Kyrgyz language. Another
problem we encountered during the morphological parsing is the problem of compound
word combinations, verbs and, especially, phraseological phrases (KacueBa &
CatsiOexoBa, 2020, 6et. 3-4).

It is worth noting that the issue of Part-of-Speech tagging of word forms in the Kyrgyz
language earlier was studied in the article by T. Sadykov et.al (2018, 6et. 90-94). Later
Kochkonbaeva (2019)also wrote dissertation paper entitled “Development of
morphological analyzer models and algorithms for Kyrgyz language”. In this paper, a

formal model of the morphological structure of the Kyrgyz language has been developed,
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which allows the implementation of morphological analysis algorithms and word

normalization.

Approximately 4.4 million people around the world speak Kyrgyz, which is the
official language in Kyrgyzstan. It belongs to the Turkic language family and has a rich
agglutinative morphology with word structures formed by productive affixations of
derivational and inflectional suffixes to root words. A simple example of a Kyrgyz word

formation is:

(cuzoep) KaAMCbi30aHObIPbLIZAHOAPOAHCHI30apObl

(kamsyzdandyrylgandardansyzdarby)?
Which can be broken down into morphemes as follows:

Kamcoizoanowvip <v> <caus> + sr1 <V> <pass> + zan <gpr_perf> + nap <pl> + oan <n>

<abl> + cbizoap <p2pl> + b1 <quest>

And in the Kyrgyz language it sounds like: Kamcovi30anovip <am.> <apx.m>+ i1 <om.>

<mywk m.> +ean <amooum.> + aap <xken c.> +cwvizoap <2xyc.kon m.> + 0ot <cyp.m>.

This verb can be translated into English as “Are you from those who have been
insured?”. For more details of the Kyrgyz language’s grammar and word formation
(morphology) one can refer to a number of books (Abduvaliev & Sadykov, 2008)
(Davletov, 1980) (Abduvaliev, 2015).

Kyrgyz is currently a language with limited resources in terms of corpus linguistics;
there are also other available Kyrgyz web corpuses, but without annotations. For this
reason, the current corpus is the first Kyrgyz corpus to contain a morphological annotation
that has been manually annotated beforehand. And the following is the sample search

results for the word “Kyrgyz” in the corpus of the Kyrgyz language:
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Your query “[word="kuiprsi3.*']” returned 2,653 matches in 221 different texts (in 2,493,894 words [1,019 texts]; :1,063.80 il per million
}

words) [0 il e

< << 2> 21 |[Snowrage | [1 Une View Snow i randoen order Choose action v] | 6ot

No. Text Solution 1 to 50  Page 1 / 54
1 ManasO] eseryse afttasrax xeenepdec Lum Conayn CHPKE 3 KeelenyRe VIOTIVIAM Kapyan , Gafispxs ERIPIRIIRN obonayy post momsscai Cesre afzasanpran , « ManacTais » afityyycy ot
2 ManasOl Oyroxxan Gypranaska , GMp 3aMarTa Kofl 00TYEAH MeN AIMKC MOMYHTa all1anTxan , ERIPIRL THIHH Graberes a3aMra 3a wyMIyKTall TaaCHp KATTHPA Aran GHATME Meke)
3 Manas0] pece Gaftuk Soayn , MidOIOTHEIH HKH KyIypeTHEE GallIaEMIEAH YEHEMCHS SHEINKTYY POst HIICHHME KRIPIBI AYPTIVIVTYE MYIOTYT , ¥AYY GAfHIM YTYYTa 3138 KYCOTYN Keares . Teaesu:
4 Manas0l ByT X003 cop_aor_p3_sg , afieLT - anajarsi1ap kas0afl woryaras sxer . Casxdaft Kapataes BRIPIBIZ JTEHE JTTHE KAUKACHHEIAM Ta3HEIMAT dKeRHE ORT9y6ys , Gupox 6y Aoaxy
£ ManasQ] Geprayywy ara-GabanapIsis IMEKATEK G622TYY MYPACHHA 3K TULIYY GePRITCHINK MeHeH MAMILTS XKacan , EhIPIBL ATIMARE KOKYPErYHIe Jainia 3¢ yInyEIadk GHPEMINKTRE GOTYINYE dRCE
6 Manas01 ANTYYy MeHeH YTapMarIapIus AKaparsanra Sex Gaitran , MamacTsin cupayy ayftHecys , [SRTYH) VAYTYHYH KBTS KeYEpres TIpSIXHH | TERICN STKeH OKYLIAPHE , Hpereen
7  Manas01l AINTMPIa , MIPTALIAATAR RATKLITARIS RIS KYIOTVT , S3IPEUTTRIN MERR TAK KATIRIPAII | 3CMARIAR EBIPIBL COIY YA AINMIIRMD , KARPAAIN KIPATR KN KITTH . FPKeX 33 COp_30:
$ Manas01 Aaaft Sepa . VAIraRanIs aftTna , AR APTRIE 23¢ MeR ene qst ... ACMARINR KMpI TACIMPRA SOTTOR CHRATMNAL , MUK IPKURE Typyurryk Gepe anba . Yarsen
9 Manas0]  AIINPMN KATTHPrIN MIKICTRLIAP AKTA KOM INEC . ATIPINM MCLREX IN KOPYNYKTYYCY COp_aor_p3_sg EhIPIRIIMN FAYY MHCANNM - 323%3p Manacumt Casxdait Kapazaes cop_aor_p3_sg ( 1804 -
10 ManasOl stanacun Casxbait Kapanaes cop_aor_p3_sg ( 1894 - 1971 ) . AMMN BIpHAKTH KOHYHIO ERIPIRIAIRIN 9OR ORYMYIITYY ¥y B . M . FORvcanmes @3 yuypyRIa i «
11 Manas01 « Masacal » 33 , HETIIHKCH COP_207_p3_sg , KATMH Ka0ai7 AIMKraK caTT GoKoHYa Galnpys KhIPIbi3 ATHHHE KELIADLIAPIN KELINPHI GACKT OTROE TYPMYII AOTYH , TALIMPHE 1
12 Manas0l AOPTYYAIAPH , AKKIPE! YHIKKBIEMELTHIKTEIE KYPMAHE §0TyImy Mekes Oyrer . Varya TypykTyy cxema KRIPIRIITIPIAH Ganmxa 3TePIUE MOCTOPYHAE 13 COp_aor_p3_sg mod_tru opyH awras . A12
13 Manas0l Byaapams 3 KeraecH Aaxem Arafira afl1aTam Gapein KeH Kaium , KEpK YAIYY KbIPIRIIRIH TYPMYIN IAPTB OROTYT KeTeT , Surpox Aaxun Sazanyy post Soadoltt . Omo:
14 ManasO1 Aaxun Gananyy post Gonfofty . Omoa Yeypaa KMTIAINR KRN ICenxanra cuitaupusiiaps kemem , EMPraTa Magac atTvy Yy Tepener , a1 avan vonodtco Byxmnt coo xoitSolt Typran
15 ManasOl Zeren BILTIOO MeMeR ICenxan Aep KopyTyy Kowuky Gas6anan AeTit AY3 KOTy Menen EMPIMAIARIA AonoTyn , AJKMOTAN Al GLIACKN HITEN TAPINA ATY)Ta apaxerrener Ot
16 Manas01 Bya Aaraitaan xavaas - Aza - Too apraix aepune , Kerem KRIpIbid amme ! (C. K. 1cop_aor_p3_sg . 84)-
17 Manas0] mIeRCHHNE Oamatl YUV Aepae cop_aor_p3_sg . Jewre uener Kogoft Masacts Saflzan xetyysy Keszen ERIPIBIIAPEa w03 cazwmar . Axbarradt, Kaxmn Masacka Soavuryn , KaTyy Karslasumia s

Figure 1. 2 Search results for the word “Kyrgyz” in the Kyrgyz Corpus

https://corpora.clarin-d.uni-saarland.de/cqpweb/kyrgyz 20190418/

At this stage, the issue of part-of-speech tagging is considered incomplete; there are
still several points of controversy due to the linguistic differences between English and
Kyrgyz. To be more precise, this is usually caused by the presence or absence of certain
syntactic categories in Kyrgyz that cannot be found in the structure of English. This
corpus is focused on creating a national corpus of the Kyrgyz language, as well as to
become a starting point for creating an English-Kyrgyz/Kyrgyz-English parallel corpus.
Due to the present trends of the method, it is anticipated that the Kyrgyz corpus
linguistics will develop and become more advanced, provide corpus analysis tools,
increase its volume considerably. And consequently, it will be used in a wider range of
applications, particularly for many other languages. It appears that this multidimensional

method to language study has an even brighter future.

Deduction on Chapter 1

Thus, a corpus is an electronically represented, usually tagged for analysis for
linguistic purposes, provided with a relatively easy-to-use search engine, a representative
array of texts representing as many “variants” of the language as possible. There is no
doubt that corpus linguistics has significantly advanced the field of linguistics. Nearly
every branch of linguistics, including lexis, grammar, discourse, pragmatics,
sociolinguistics, stylistics, register linguistics, and many more, has now confirmed to the

accuracy of this theory. Its results are also accurate, insightful, and objective. In the period
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of the birth of corpus linguistics, there were no issues of computerization in this area, and
“researchers pointed out the possibility of neglecting linguistic variation, i.e., territorial,
social, professional, age, age, gender, individual and similar language differentiation”
(Plungyan, 2006, pp. 76-77). Even theoretical linguists, who in the past would not have
engaged with corpora, now see fascinating ways of this methodology may enhance their
work (McEnery & Hardie, 2012). But today, by ignoring it, we deliberately limit
ourselves to different frameworks when studying texts of a particular language, which
calls into doubt the objectivity of this kind of research. With the advent of electronic
corpora, the variety of forms of language existence has become more visible, and the
possibilities of language data research have expanded. Modern linguistic corpora contain
hundreds of millions of words uses, and the fact that with the help of an electronic corpus
the results of sample word use can be obtained in seconds makes the task of linguists
much easier. The presented typology of corpora, without claiming to be comprehensive,
shows us the existing diversity of corpora of texts and allows us to be oriented in it for

further scientific research.
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CHAPTER 2

ARTIFICIAL INTELLIGENCE AND NATURAL LANGUAGE PROCESSING
(NLP) IN LINGUISTICS AS A FOUNDATION FOR VERB SENSE
DISAMBIGUATION

2.1 The Beginning and Development of Artificial Intelligence (Al)

At some stage therefore we should have to expect the machines to take control.
Alan Turing, Intelligent Machinery, A Heretical Theory, 1951

“You cannot make a machine to think for you”. It is common knowledge that is
typically assumed to be routine. It will be the purpose of this chapter to question it. The
majority of equipment created for industrial use is designed to do a single, particularly
specific task accurately and quickly. It frequently repeats the same set of actions without
ever changing them. Many people see the fact that there is genuine equipment accessible
to be strong evidence in favor of the cliché mentioned above. A mathematical logician
would not accept this argument because it has been demonstrated that there are
theoretically potential computers that could perform tasks that are extremely similar to
thinking. The replication of human intelligence functions by machines, particularly

computer systems, is known as artificial intelligence (Al).

In order to be informed about the history of artificial intelligence, it is necessary to go
back to previous dates in Milat. It is known that numerous ideas for humanoid robots
were implemented throughout the Ancient Greek era. Even there are the myths of
Mechanical men in Ancient Greek and Egyptian Mythology. Daedelus, who is thought to
have governed the mythology of the wind, is one example of someone who attempted to
build artificial humans. The goal of defining philosophers’ systems of human mind has
begun to be observed in history through the development of modern artificial intelligence.
The year 1884 is crucial for artificial intelligence. On this day in history, Charles Babbage
began working on a mechanical device that will display intelligent behavior. These
experiments, however, convinced him that he would not be able to build a computer that
would behave as intelligently as a human being, and he decided to put his work on hold.
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Claude Shannon proposed that computers could play chess in 1950. Until the early 1960s,
artificial intelligence research was carried out slowly (Mijwel, 2015, pp. 2-4).

The emergence of artificial intelligence officially in history dates back to 1956. At
Dartmouth College, artificial intelligence was first discussed in a conference session in
1956. In his book “Stormed Search for Artificial Intelligence,” Marvin Minsky predicted
that “Within a generation, the artificial intelligence modeling issue will be resolved ”
(Minsky, 1956)”. During this time, the first applications of artificial intelligence were
released. In 1950 Claude Shannon’s “Programming a Computer for
Playing Chess” is the first published article on developing a chess-playing computer
program (Press, 2016). The programs that are built at that time took their base on chess
and logic theorems. The fact that the programs written during this time could be separated
from the geometric structures utilized in intelligence tests gave a rise to the theory that
intelligent computers could be built (Specialists, 2004).

The history of Al research has its theoretical foundations in the Turing machine
(Turing, 1937; 1996), an idealized representation of a computing device that is capable
of carrying out any specified set of instruction. The major work on Al was Computing
Machines and Intelligence was published by Alan Turing. Turing, who gained fame
during World War 11 for cracking the Nazi ENIGMA code, proposes this paper to address
the question of “Can machines think? ” and introduces the Imitation Game which later
become known as Turing Test to determine whether a computer can exhibit the same
intelligence (or the outcomes of the same intelligence) as a human. Since then, people
have argued over the Turing test’s usefulness (Turing, 1950). In the beginning of 1951,
Marvin Minsky and Dean Edmunds built the first artificial neural network called SNARC
(Stochastic Neural Analog Reinforcement Calculator) using 3000 vacuum tubes to
simulate a network of 40 neurons. Later researchers (Rosenblatt, 1957; Minsky, 1960)
(Quillian, 1969) tried to create computational models of mental processes based on this
work. In the late 1950s, Isaac Asimov published his Three Law of Robotics. In order to
develop the necessary competence to compete with a world champion, IBM’s Arthur
Samuel created the first game-playing program for checkers (draughts) between 1952 and

1962. The checkers player’s impressive performance was a result of Samuel’s machine
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learning programs. Five years later, namely, in 1956 Allen Newell, Cliff Shaw, and
Herbert Simon’s Logic Theorist provided the original proof for theory of Artificial
Intelligence. The Logic Theorist was a computer program developed by the Research and
Development (RAND) Corporation to imitate human problem-solving abilities. It was
presented at the Dartmouth Summer Research Project on Artificial Intelligence
(DSRPALI), which was organized by John McCarthy and Marvin Minsky. It is widely
regarded as the first artificial intelligence program. McCarthy, who invented the phrase
“artificial intelligence ” at the very conference, brought together leading experts from a
variety of fields for an open-ended discussion on the topic during this historic conference.
This workshop conference, which took place in July and August 1956, is generally
considered as the official birthdate of the new artificial intelligence field. Everyone
whole-heartedly started to collaborate with the sentiment that Al was achievable. The
significance of this event cannot be undermined, because it catalyzed the next twenty
years of Al research. At that time high-level computer languages such as FORTRAN,
LISP, or COBOL were invented (McGuire et al, 2006).

Al flourished between 1957 and 1974. Computers improved in speed, affordability,
and accessibility while being able to store more data. Additionally, machine learning
algorithms developed, and individuals became more skilled at determining which method
to use for a given situation. Early experiments in problem solving and spoken language
interpretation, such as Joseph Weizenbaum’s ELIZA and the General Problem Solver by
Newell and Simon, both looked promising. These accomplishments convinced
governmental organizations like the Defense Advanced Research Projects Agency
(DARPA) to support Al research at a number of institutions, in addition to the advocacy
of top researchers namely the DSRPAI attendees (Dartmouth Summer Research Project
on Artificial Intelligence). The government was particularly interested in a device that
could process enormous volumes of data while also transcribing and translating spoken
language. At this period, Researchers had underestimated the issue of “word-sense
disambiguation (WSD) ”. Identifying which sense of a word was used in a sentence was
an open questionable issue in linguistics. A machine had to have some understanding of
the subject matter of the statement in order to translate it. Expectations were very high,

and optimism was also very strong. “From three to eight years we will have a machine
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which will have the general intellect of an average human being,” said Marvin Minsky
to Life Magazine in 1970. Although there was a fundamental proof of concept, there was
still much work to be done before natural language processing, analytical thinking, and

self-recognition could be accomplished (Rockwell, 2018).

Two factors helped ignite Al in the 1980s: an increase in funding and the growth of
the algorithmic toolbox. The “deep learning” methods first used by John Hopfield and
David Rumelhart allowed computers to learn from experience. On the other hand, Edward
Feigenbaum developed expert systems that imitated a human expert’s decision-making
process. When this was mastered for nearly all situations, the program could teach non-
experts. It would ask an expert in a subject how to react in a certain situation. The
employment of expert systems was widespread. As part of their Fifth Generation
Computer Project (FGCP), the Japanese government significantly supported expert
systems and other Al-related projects from 1982 to 1990.

Ironically, Al prospered in the absence of government support and media hype. Many
of the historic objectives of artificial intelligence have been accomplished by the 1990s
and 2000s. Grandmaster and current global chess champion Gary Kasparov lostto IBM’s
Deep Blue, a chess-playing computer program, in 1997. In this widely reported game, the
current world chess champion lost to a computer for the first time, and it marked a
significant advancement toward the development of artificially intelligent decision-
making programs. The same year, Windows was updated to include Dragon Systems’
speech recognition software. This was yet another excellent step in the right direction for
the project of spoken language interpretation. Kismet, a robot created by Cynthia Breazeal
in 2000 that could understand and show emotions, proved that even human emotion was
fair game. Geoffrey Hinton published “Learning Multiple Layers of Representation” in
2006, which provided an overview of the concepts that led to “multilayer neural networks
that included best connections and training them to generate sensory data rather than to
classify it, ” i.e., the new approaches to deep learning (contributors, 2022) (Nagvi, 2019)
(Kelley, 2022).

A large percentage of the (original) focus of artificial intelligence research focuses

what might be called linguistic intelligence and borrows heavily from an experimental
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approach to psychology. As a result, this field of study was divided into two major
subfields. The first was artificial intelligence, which aimed to create intelligent machines.
The second was computational psychology, which sought to create digital simulations of
human thought (Rescorla, 2019).

2.2 What is Artificial Intelligence

Artificial intelligence (Al) refers to the perception, synthesis, and inference of
information produced by computers in contrast to the intelligence exhibited by humans
and animals (2022). The goal of Al is to simulate human intellect using computers. The
Oxford English Dictionary of Oxford University Press (2022) defines artificial

intelligence as:

“the theory and development of computer systems able to carry out tasks which normally
require humanly intelligence, such as visual perception, speech recognition, decision-
making, and translation among languages”. Taking into account the definitions given
above, we can conclude that Artificial intelligence (Al) is the capacity of a digital
computer or robot operated by a special computer program to carry out actions frequently
performed by intelligent beings, namely, by human or animals. The term artificial
intelligence (Al) was first coined by John McCarthy in 1956 when he held the first
academic conference called Dartmouth Summer Research Project on Artificial
Intelligence (DSRPAI) and he became one of the founders of this field. One of his papers
he defines artificial intelligence as (McCarthy, 2007, p. 2) “the art and science of creating
intelligent devices, particularly clever computer programs. Although it is related to the
job of utilizing computers to comprehend human intellect, Al should not be limited to
techniques that can be observed by biological means”. This term is closely associated
with the effort to create artificial intelligence (Al) systems that possess human-like
cognitive abilities like the capacity for reasoning, meaning-finding, generalization, and
experience-based learning. It has been proven that computers can be programmed to
perform extremely complicated tasks—Ilike, for example, finding proofs for mathematical
theorems or playing chess with remarkable proficiency ever since the development of the
digital computer in the 1940s. Nevertheless, despite ongoing improvements in computer

processing speed and memory space, there are currently no programs that can match
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human adaptability across a larger range of activities or those involving a substantial
amount of background knowledge. On the other hand, certain programs are capable of
doing specialized jobs at levels comparable to those of experts and professionals who are
human in a variety of applications, including voice or handwriting recognition, computer
search engines, and medical diagnosis. (Copeland, 2022). And then what is Intelligence
itself? Intelligence or state of being intelligent, most of the time is ascribed to human
being’s behavior. Even the most complex insect behavior is never interpreted as a sign of
intelligence, while the most basic human behavior is attributed to intelligence. What is
the distinction? Take the digging wasp, Sphex ichneumoneus, as one example. When the
female wasp brings food back to her burrow, she first places it on the threshold, looks
inside for intruders, and only then, if everything is well, brings her food inside. If the food
is moved a few inches from the burrow entrance while the wasp is inside, the true nature
of her innate behavior is revealed: upon her exit, she will repeat the same process every
time the food is moved. Intelligence, which Sphex obviously lacks, is the ability to adapt

to new situations in the environment, must be included to it (Tirri & Nokelainen, 2011).

Psychologists (Sternberg, 2012) typically don’t define human intelligence in terms of
a single characteristic but rather a composite of several different skills. The five
components of intelligence—Ilearning, reasoning, problem solving, perception, and

language use—have received the majority of attention in Al research.

2.3 The Role of Artificial Intelligence in Linguistics

The study of artificial intelligence (Al) has been strongly connected to linguistics
from its beginning. Chomsky’s (1957) theory of universal grammar offered one of the
first gateways for cross-disciplinary Al research. Additionally, the development of a
computer intelligence capable of producing natural speech has been a key emphasis of Al
research and development. It shouldn’t be surprising that mathematicians and computer
scientists dealing with artificial intelligence (Al) have been interested in linguistics from
the very beginning. Initially, the relationship was one-sided. Theoretical or actual uses of
Al were not particularly useful to linguists (Rosenberg, 1975). It is time to reconsider

what this field of study means for linguists and language teachers since that research is
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moving ahead quickly and Al has already seen broad and far-reaching practical
applications in all areas of our life, particularly in linguistics.

Artificial intelligence (Al) lies at the cusp of man and machine. Thus, the ultimate
goal of Al is to imitate human intellect using computers. And it makes use of the machine
intelligence by applying ideas from human intellect to produce the required “human like
intelligence” in machines. Consequently, we can claim that the foundation of artificial
intelligence lies in Natural Language Processing (NLP), a science that combines machine
language and human or natural language into practical, value-adding algorithms. Thus, a
basis for Al testing can be created by having a deep understanding of computer languages,

data, and everyday human languages.

2.4 Natural Language processing (NLP)

ELIZA is an early example of natural language processing computer software
developed by Joseph Weizenbaum at the MIT (Massachusetts Institute of Technology)
Artificial Intelligence Laboratory between 1964 and 1966. Eliza is a mock Rogerian
psychotherapist. “Scripts” written originally in MAD-Slip (is a list processing computer
language invented by Joseph Weizenbaum in 1960s) offered instructions on how to
communicate, allowing ELIZA to process user inputs and engage in dialogue while
adhering to the script’s rules and guidelines. The most renowned script, DOCTOR,
imitated a Rogerian psychotherapist (specifically, Carl Rogers, who was well known
psychotherapist for merely repeating back to patients what they had just said) and
employed scripted rules to answer to user inputs with non-directional questions. As a
result, ELIZA was one of the earliest chatterbots and one of the first programs to take the
Turing Test (The imitation game, introduced by Alan Turing in 1950, measures a
machine’s ability to exhibit intelligent behavior that is similar to or impossible to
differentiate from human behavior) (contributors, 2022). Consequently, Eliza was
developed to demonstrate and to check the effectiveness of human and machine
communication by simulating conversation using a “pattern matching” and replacement
approach. The program’s overall approach is pretty straightforward; the text is read and
examined for the presence of keywords. If such aterm is identified, the phrase is converted

using a keyword-related rule. If not a content-free remark, or specific conditions are
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observed, a prior transformation process is done. The text that has been processed, and
computed is then printed out for further analysis. As Weizenbaum points out (1976, pp.
8-9), this is one of the few dialogue genres in which listeners may pretend they know
nothing about the world. Eliza’s imitation of human dialogue was astonishingly
successful: many individuals who engaged with ELIZA began to feel that it truly
understood them and their issues, and many people remained to believe in ELIZA s skills

even after the program’s function was described to them.

Thus, current conversational agents, chatbots can do much more than entertain; they
can answer questions of clients, book flights, and find restaurants, etc., all of which need
a far more sophisticated comprehension of the user’s purpose. Nonetheless, the basic
pattern-based algorithms used to power ELIZA, other software programs and chatbots

play an important role in natural language processing.

Natural Language processing (NLP) emerged in the 1950s as an intersection of
artificial intelligence (Al) and linguistics. Natural language processing (NLP) (Nadkarni
et al, 2011, pp. 544-545) is a subfield of linguistics, computer science, and artificial
intelligence concerned with computer and human language interactions, specifically how
to train computers to process and evaluate huge volumes of natural language data. As
long as it is a very active area of research and development, there is not a single agreed-
upon definition that would satisfy everyone. Nevertheless, we present the following
definition; “Natural language processing (NLP) is the computational study of linguistic
data, most frequently in the form of textual data like papers or publications.” (Verspoor
& Cohen, 2013). Natural language processing tries to design a representation of the text
that adds structure to unstructured natural language by employing linguistic
understanding and insights of linguistics. This structure might be syntactic in type,
capturing the grammatical links between the text’s parts, or more semantic in nature,
capturing the meaning expressed by the text. The objective is to create a computer that
can “understand” the human language, and contents of papers, including the contextual
complexities of the language contained within them. The system can then extract
information and insights from the papers, as well as categorize and arrange the documents

themselves according to user’s needs.
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2.5 Natural Language Processing (NLP) in Linguistics

We must first consider words as the building blocks of language before discussing
natural language processing (NLP). Moreover, words don’t just emerge. Any specific text
we investigate is made up of one or more words that were created by one or more specific
speakers or writers in a specific dialect of a specific language, at a specific time, in a
specific location, and for a specific purpose. The language is arguably the most significant
aspect of word variety. Additionally, NLP algorithms work best when used in a wide
range of languages. The online Ethnologue database states that there are currently 7157
languages spoken around the world. (Eberhard et al, 2022). These human languages are
incredibly diverse and complex and unique in their own ways. We have countless ways
to express ourselves verbally and in writing. There are many different languages and
dialects and regional accents, and each language has its own collection of terminology,
grammar and syntax rules, and colloquial words. When we write, we frequently misspell,
shorten, sometimes abbreviate words or omit punctuation. But we talk, mumble, stutter,
and use words from other languages. Moreover, a language is dynamic and has a tendency
to use variations depending on social developments(changes) and experiences that it has
been exposed. And NLP contends with the help of an empiricist approach, namely, by
choosing a proper general language model and then applying statistical, pattern
recognition, and machine learning (ML) techniques to a significant quantity of language
use, we can learn the complex and expansive structure of language. As challenging as it
may sound, NLP uses machine learning capabilities to recognize and learn all of the
above-mentioned aspects of human language. Computers can read text, listen to speech,
analyze conversations, assess sentiments, and identify key points thanks to machine
learning’s ability to extract data and this is the integration of Al and deep learning (DL).
Despite the fact that deep learning (DL), supervised learning, and other machine learning
applications are used more frequently to imitate human language, it has been observed
that these technologies struggle to comprehend the semantic structure of human language.
NLP, on the other hand, has shown that it is capable of understanding and analyzing the

deep nature of human language systems (Kassaye, 2022). In general, NLP activities split
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language into smaller, more basic parts, attempt to comprehend links between the parts,

and investigate how the parts combine to form meaning.

Since it may be used for language understanding, translation, and invention, NLP has
practically endless applications. Chatbots, which can understand questions submitted to
them by clients in normal language, are a very real example of this. These chatbots can
determine the purpose and significance of a customer’s request and generate spontaneous
responses based on the available data. Despite the fact that they are now only
implemented as a first line of defense, it shows how deep learning and NLP have
extremely real-world applications. Below are some examples of NLP’s more typical
applications in linguistics (Team, 2022), (Rosenberg, 1975, pp. 380-388), (Donges,
2022), (Paris et al, 1991).

1. Language Translation
It must be obvious saying that translating speech and writing into another
language is a very difficult task. Each language has its own distinct word patterns
and grammatical structures. Word for word translation of writings or speech
frequently fails because it might alter the underlying style and meaning. Natural
language Processing (NLP) allows for the translation of words and phrases into
other languages while maintaining the original meaning. These days, Google
Translate is driven by Google Neural Machine Translation, which uses machine
learning and natural language processing algorithms to recognize various
linguistic patterns. Additionally, for more precise specialized translation, machine
translation systems are trained to comprehend terms relating to a particular field,
such as law, finance, or medical.
2. Grammar Checking
Whenever we use a computer to type something, we occasionally misspell,
mistype, or even forget to include a word in an email or report. We are notified
when we made a mistake by red or blue underlines thanks to one of NLP systems’
components. Errors in spelling and grammar are found and highlighted by
automatic grammar checking. Grammarly, which uses NLP to provide spelling

and grammar checking, is one particularly well-known example of this.
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3. Part-of-Speech tagging
Another important element of NLP is part-of-speech tagging, which labels
each word in a text with the correct part of speech (noun, verb, adjective, or
adverb). It is helpful for identifying correlations between words and particular
linguistic patterns. Given that most words might contain multiple parts of speech,
this task is more difficult than it first appears. For instance, depending on the
context, “rain” can be both a noun and a verb. Here are a few instances of typical
part-of-speech tagging methods:
Rule-Based Method: If a word, like “station” or “worker,” ends in “ion”
or “er,” it must be a noun. If the word ends in “ed ” or “ing, " then it should
be an adjective.
Stochastic Method: It generates POS tags based on how frequent and
frequently a specific tag sequence happened.
Understanding the appropriate grammar structure improves comprehension of
sentence meaning and connotation.
4. Automatic text condensing and summarization
Automatic text condensing and summarizing techniques condense a text’s
size to produce a shorter version. They maintain important details and eliminate
some words or phrases that are either meaningless or do not include details
necessary for comprehension of the text. In order to summarize massive amounts
of digital text and produce summaries and synopses for indexes, research
databases, or busy readers who don’t have time to read the complete text, text
summarizing uses NLP techniques. The finest text summary software uses natural
language generation (NLG) and semantic reasoning to provide summaries
relevant context and conclusions. When making news digests or news bulletins
and coming up with headlines, this use of natural language processing is helpful.
5. Syntactic and Semantic Analysis
The two main methods for interpreting natural language are syntactic
analysis (syntax) and semantic analysis (semantic). Language is a collection of

valid sentences, but what exactly qualifies as a sentence? Semantics or syntax?
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Semantics refers to the meaning being communicated, whereas syntax refers to
the grammatical structure of the text. However, a sentence that is semantically
accurate may not always be syntactically correct. For instance, the sentence “cows
flow supremely ” is grammatically correct (subject — verb — adverb), but it makes
no sense.

Another example of syntactic analysis is parsing. A sentence is parsed when a
computer formally breaks it down into its component parts. This process creates
a parse tree, which may be used to further process and comprehend the syntactic
relationships between the sentence’s constituent parts. The parse tree for the
phrase “The thief robbed the flat ” may be found below. The three separate content

types that the statement conveys are described:

1. Parts of speech Sentence: “The thief robbed the
N=noun apartment”.
V=verb 3. Relationships
Det=determiner &
2. Phrases _,..-a-":“‘-h—\_‘
I 5 e NP VP
Noun Phrases: “the thief”, “the Py e~
apartment’”’; Det N \' NP
" | | | P i
Verb Phrases: ‘“robbed the the th|ef I'Obbed Det N

AL G thle apartlment
Figure 1. 3 Syntactic and Semantic Analysis

Stemming

Stemming is a pre-processing and efficiency method used in natural
language processing that derives from morphology and information retrieval.
Stemming, in its simplest form, is the reduction of words to their word stem. The
part of a word that remains after all affixes have been removed is known as the
“stem”. For instance, “touch” is the root of the word “touched”. Additionally,
“touch " is the root of “touching,” and so forth.
You might be wondering why we even need the stem. The stem is necessary since

we’ll come across different word variations that actually have the same stem and
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signify the same thing. For instance, let’s take a look at the following two
sentences:
a) | was taking a ride in the car.

b) I was riding in the car.
The meaning of the word used in these two statements is the same in both.

Imagine all of the English terms in the lexicon now having each of their many
fixes added to them. It would take a sizable database filled with several terms that,
in reality, have the same meaning to store them all. By concentrating solely on a
word’s stem, this is resolved. The Porter stemming algorithm (Willett, 2006),
developed in 1979, is a widely used stemming algorithm.

7. Text Segmentation
Text segmentation is the process of breaking down text into understandable parts
such as words, phrases, various subjects, the underlying intent, and more in natural
language processing. Most of the time, the text is divided into its individual words,
which, depending on the language, can be a challenging operation. Again, this is
a result of how complicated human language is. For instance, using spaces to
separate words in English often works well—apart from when terms like “icebox
should be combined instead of being separated by a space. The issue is that it is
occasionally misspelled as “ice-box.”

8. Named Entity Recognition
The goal of named entity recognition (NER) is to identify the things in a text that
may be located and put into one of several predefined categories. These categories
might include everything from the names of people, companies, organizations and
places to monetary values and percentages.
For instance:
Before NER: Martin bought 300 shares of SAP in 2016.
After NER: [Martin]Person bought 300 shares of [SAP]Organization in [2016]
Time.

9. Relationship Extraction
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10.

11.

12.

Relationship extraction explores the semantic relationships between the listed
entities in the NER (Named Entity Recognition). This could entail learning who
is married to whom, that a person works for a particular company, and so on. A
machine learning model can be trained for each sort of relationship and this issue
can also be rephrased as a classification problem.

Sentiment Analysis

The goal of sentiment analysis is to automatically identify the sentiment present
in text. Sentiment is an opinion communicated through language, either positively
or negatively. The automatic determination of whether an online review (of a
book, movie, or consumer goods) is favorable or unfavorable to the object being
reviewed is one of the common uses of sentiment analysis. Today, businesses,
marketers, and political analysts frequently use sentiment analysis as a tool in their
toolbox for social media analysis. The study of sentiment analysis derives
information from the context of positive and negative words in texts as well as
from the linguistic structure of the texts.

Corpus Analysis

It is an approach to linguistic analysis that seeks to identify language usage
patterns, such as grammatical or lexical patterns, that are crucial to a particular
genre or type of text, and which can be a valuable resource for dialectology,
sociolinguistics, and other related fields of linguistics. Corpora are collections of
‘real-life’ language samples that have been collected systematically or randomly
and stored electronically. Understanding corpus and document structure through
output statistics is important for activities like selecting samples wisely, getting
data ready for additional models, and planning modeling strategies in research
writing.

Word Sense Disambiguation (WSD)

Word sense disambiguation is the act of choosing a word’s meaning from among
its possible meanings using semantic analysis to discover which word makes the
most sense in the context at hand. Word sense disambiguation, for instance,
clarifies the difference between the meanings of the verbs “make ” and “make the

grade ” (achieve) and “make a bed” (place).
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13.

14.

15.

16.

Speech Recognition

The process of accurately translating voice data into text is known as speech
recognition, commonly referred to as speech-to-text. Any application that
responds to voice commands or questions need to use speech recognition. The
way individuals speak—quickly, slurring words together, with varied emphasis
and intonation, in various dialects, and frequently using improper grammar—
makes speech recognition particularly difficult.

Natural Language Generation (NLG)

Natural language generation is the process of converting structured data into
human language; it is frequently referred to as the opposite of voice recognition
or speech-to-text. NLG, or natural language generation, is an artificial
intelligence-driven software process that creates natural written or spoken
language from both structured and unstructured data. It is beneficial for computers
to communicate with users in human language that they can understand, as
opposed to how a computer might.

Virtual Agents and Chatbots:

Virtual agents like Apple’s Siri and Amazon’s Alexa recognize patterns in voice
input using speech recognition, and they answer with the right action or a helpful
remark using natural language generation. The same magic is worked by chatbots
in response to text input. The greatest of these also capture contextual cues from
human queries over time and employ them to offer even better options or
responses. The next improvement for these apps is question answering, or the
capacity to answer our questions—whether anticipated or not—in their own words
in a way that is pertinent and beneficial.

Spam Detection

One might not think of NLP as a solution for spam detection, yet the most
effective spam detection algorithms search emails for language that frequently
denotes spam or phishing. The overuse of financial phrases, recognizable poor
grammar, aggressive language, improper urgency, misspelled company names,

and other factors are examples of these indications. One of the few NLP issues
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that experts believe to be “largely solved” is spam detection (although you could
disagree that your email experience doesn’t match this).

Deduction on Chapter 2

Despite gaining popularity a decade ago, NLP is not a new field of study. Since the
1950s, it has attracted the interest of numerous scholars. In the upcoming years, it will
have even more opportunities as it has developed into a necessary tool (Mah, Skalna, &
Muzam, 2022, pp. 4-5). Although there are many real-world uses for natural language
processing, teaching machines to understand natural language and produce original text
is a real challenge. The majority of human languages follow a set of rules, but they also
frequently deviate from these rules or make exceptions to them. Additionally, there may
be significance in omission, a secondary context that alters the text’s entire meaning, and
intentional ambiguity. Because of everything said above, teaching machines to
understand natural language directly is extremely challenging and time-consuming
process for humans. Instead, using incredibly big datasets and fast processors, Deep
Learning (DL) gives machines the ability to extract rules and meaning from text on their
own. As a result, Deep Learning (DL), Artificial Intelligence (Al) and Natural Language
Processing (NLP) have a wide range of useful applications, such as chatbots, translation

tools, and text production, etc.
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CHAPTER 3

RESOLUTION OF AMBIGUITY IN NATURAL LANGUAGE PROCESSING
(NLP). VERB SENSE DISAMBIGUATION

“For a large class of cases-though not for all-in which we

employ the word ‘meaning’ it can be defined thus: the meaning
of a word is its use in the language.”
(Wittgenstein, Philosophical Investigations, 1968, 943)

3.1 Ambiguity in a Language. Why NLP is difficult?

With the advance of information revolution, telecommunications and information
systems deal with a huge, constantly increasing massive volume of raw data.
Accordingly, it requires the developed data presentation accompanied by formats that
are available and can be used by a variety of users, along with access to data in a very
natural way. More than ever, corpus research and modern linguistics (such as internet
linguistics, computational linguistics, etc.) are becoming integrated and comprehensive.
With the help of various NLP programs and linguistic databases, it is now feasible to
study languages at all levels. One or more linguistic corpora may be used to research
phonetics, morphology, syntax, semantics, and pragmatics of a particular language, for
instance. Similarly, language transcends purely linguistic boundaries, touching other
disciplines such as sociolinguistics, psycholinguistics, neurolinguistics,
theoretical/applied linguistics, cognitive linguistics, geographical linguistics, and others.
In this respect, language technologies based on Natural Language Processing (NLP)
techniques are essential in this evolution, making them vital to success of information

systems.

NLP systems need a deep understanding of language. A great difficulty in processing
a language causes an ambiguity in natural language that occurs at all of its levels:
phonological, morphological, syntactic, semantic, and pragmatic. These issues are related
to the way how statistical NLP handles semantics. Majority of early researches in
statistical natural language processing has focused on lower levels of grammatical

processing, and some have doubted whether this natural language processing statistical
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approaches can ever deal with meaning. But defining “meaning” is the fundamental
challenge in providing an answer to this issue. Therefore, resolving ambiguity is one of
the key goals while creating any NLP system. It is a universally recognized and
demonstratable fact that many of the phrases in the languages are ambiguous. They can
be interpreted in two or more different ways (Lyons, 1977). As a result, each kind of
uncertainty or ambiguity of words necessitates a unique resolution process (Agirre &
Rigau, 1996). First, let’s consider what is ambiguity at all. A word, term, notation, sign
symbol, phrase, sentence, or any other form used for communication is said to be
ambiguous if it can be understood in more than one way. This is pronounced as
/ eembr gju:ati/. However, ambiguity is context-dependent, meaning of the same word,
phrase, or even a whole sentence may be ambiguous in one context and pretty obvious
(unambiguous) in another (Khamidi, 2009). A Linguist David Crystal (1988, p. 15)
defines the word “ambiguity” in the following way: “A word or sentence that expresses
more than one meaning is referred to as being ambiguous, and this concept is related to
language usage.” Hartmann and Stork offer a different definition of ambiguity, stating
that it is a construction that provides for several interpretations. In the phrase “Patent
medicines are sold by frightening people,” for example, it is unclear whether the meaning
is “Patent medicines are sold by people who are frightening” or “Patent medicines are
sold by people who induce fear into people”. Philosophically, this takes us on the
threshold of Wittgenstein’s (1968) position, which holds that a word’s meaning is
determined by the context in which it is used, (A use theory of MEANING) - see the quote
at the beginning of the chapter. John Rupert Firth (1957) also maintaining the same
opinion proposed his own theory of “context of situation.” He highlights the context-
dependent aspect of meaning, Firth believed that language should not be investigated as
a mental system. Instead, he asserted that language represented a series of events that
speakers uttered—an activity that one acquires via doing things - in the positivist and
behaviorist ways. Any statement made by someone, in his opinion, must be interpreted in
the context of the surrounding circumstance s (situations). He became well-known for
this approach and his theory of “context of situation” became one of the central concepts
in linguistics. Therefore, Firth advises breaking down meaning into a number of

component functions like phonetic, lexical, morphological, syntactic, and situational.
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Thus, semantic study becomes the place where the phonetician, grammarian, and
lexicographer cooperate and integrate their work. Consequently, progress in the study of
meaning is only possible with the amalgamation of phonetics, morphology, and syntax.
Firth stresses how meaning is addressed by descriptive or structural linguistics at all levels
of analysis and throughout the descriptive range. We first accept language occurrences as
integral in experience, whole, repetitive, and interconnected, and then we apply
theoretical schemata and make claims in terms of structures and systems at various levels

of analysis and carry out disambiguation task within a set linguistic inquiry (Firth, 1935).

Ambiguity is typically a quality shared by signs in a language or, more generally, a
system of signs that have various (legitimate) interpretations. The word “legitimate ” is
used to acknowledge the fact that many signs, in theory, can sustain any more than one
interpretation. The term “ambiguity ” is mentioned a lot in common language; frequently,

underspecificity alone qualifies as ambiguity.

However, theorists have realized that it is useful to distinguish the phenomenon of
ambiguity from other phenomena in many fields (e.g., underspecification, vagueness,
context sensitivity). Philosophers are attracted by ambiguity for a variety of reasons, some

of which we will examine here:

a) Ambiguity brings to light some of the distinctions between formal and natural
languages and places demands on the use of the former to represent the latter
(Stokhof, 2007).

b) Due to potential equivocation, ambiguity might negatively affect our capacity

to judge the validity of arguments in natural language.

c) By opposing to easy categorization and interpretation, ambiguity in art can

intentionally (or accidentally) boost the interest in a piece of art.

d) Ambiguity in the statement of the law can undermine their applicability and

our ability to obey them.

e) Finally, the ability to resolve ambiguity (disambiguation) is a key component

of cognitive comprehension and interpretation. We can gain understanding of
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mind and interpretation by researching ambiguity and how we deal with it in
real-world situations (Sennet, 2021).

Philosophers have been interested with ambiguity for a very, very long time. In
Aristotle 's Sophistical Refutations, fallacies were investigated in relation to this topic. At
the end, these variations of fallacies connected to ambiguity and amphiboly! writing are
identified by Aristotle (1984).

These ambiguities and amphibolies are available in three different varieties:
a) When the name or one of the expressions has clearly more than one meaning...
b) When we use them in this way out of habit;

¢) When words that have only one meaning when used alone have multiple
meanings when combined, such as “knowing letters.” For each term,
“knowing” and “letters,” there may be just one meaning; yet, when used
together, they might signify either that the letters themselves possess

knowledge or that someone else does.

Ambiguity also intrigued the Stoics (Atherton, 1993). Chrysippus once asserted that
every phrase in a language is ambiguous; nevertheless, by this he meant that a single
person could interpret a word delivered to him in a variety of different ways. The question
of whether the language in which we think might contain ambiguous terms attracted
attention of philosophers who were interested in the relationship between language and
thought, particularly those who advocated a language of thought. For instance, Ockham
was willing to accept ambiguity in mental sentences of a language of thought but not in
those language’s mental terms (Spade, 1996, p. 101). Later, in a well-known footnote,

Frege discussed the role of a sense in natural language, writing (1948, p. 210):

1 Amphiboly arises when a statement's language allows multiple possible interpretations. For instance:
“The governor says, “Save soap and waste paper.” So, soap is more valuable than paper (Schagrin &
Rescher, 2021).”
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As long as the reference remains the same, such variations in meaning are permitted,
but they must be avoided in the theoretical framework of a demonstrative science and

shouldn’t occur in a perfect language.

Despite his passing, Frege’s disdain for ambiguity continues. In order to clarify
potentially ambiguous sentences, we generally employ formal languages. For instance,
brackets being a paradigm example of a disambiguating device. In the long run, ambiguity
is the ability to have more than one meaning or to be comprehended in more than one
manner. Because natural languages are ambiguous, computers cannot grasp language the
same way that humans can. The field of natural language processing (NLP) focuses on

the creation of computer models for various language tasks.
3.2 What (Linguistic) Ambiguity Is Not?

Language philosophers and linguists use the term ‘“ambiguity” to describe a
phenomenon that is more particular than the existence of numerous acceptable
interpretations. Distinguishing ambiguity from these related phenomena can be a
challenging and confusing process. Below, we’ll discuss testing for ambiguity, but for
now, let’s attempt to distinguish ambiguity by isolating it from other common situations

that ambiguity is frequently conflated with (Sennet, 2021).
3.2.1 Vagueness

Although it is notoriously (and paradoxically) difficult to define vagueness, it appears
to result from a lack of clarity in the meaning or reference of a term or phrase. There are
words that are ambiguous but not (apparently) vague, such as “bat”, (a)he wooden
baseball bat, b) the bird) which is clear that it is an ambiguous not vague. “Is bald” seems
to be vague and requires more information to get the ultimate meaning (who is bald?),
but not ambiguous. In order to adopt linguistic practice guidelines digitally, it is crucial
to eliminate ambiguity and vagueness. Understanding the qualities of ambiguity and
vagueness is necessary for successful resolution, but these concepts have not still been

distinguished, categorized, or described in the context of language.
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It’s interesting to note that certain viewpoints on ambiguous language perceive
ambiguity as at least equivalent to vagueness. While supervaluationism? views
ambiguous phrases as conveying several distinct semantic values, Braun and Sider (2007)
treats ambiguous sentences as expressing numerous distinct ideas. However, the
fundamental idea of numerous expressions seems to differ from paradigmatic ambiguity,
where two meanings of a term or phrase are unquestionably appropriate methods to make
the term more explicit, rather than where several meanings are. One may even argue that

these viewpoints treat ambiguity as a form of polysemy.
3.2.2 Context Sensitivity

Context sensitivity is the (potential) variation in content brought on by changes in the
utterance’s context alone, without changes in the word usage. The meaning of the phrase
“lI am hungry” varies depending on the speaker, because “l” is context-sensitive and
changes its reference depending on who says it. The word “lI” is not particularly
ambiguous, on the other hand; rather, the puzzle around context-sensitive phrases has
been how they might have a single meaning while referring to multiple things. The word
“bank” is ambiguous and not obviously context-sensitive. Of course, contextual
awareness can assist clarify an unclear phrase. However, ambiguity is a quality of the
terms’ meanings and is not characterized by how they interact with (extra-linguistic)

context.
3.2.3 Under-specification and Generality

I have sisters living in Kingston, New York, and Toronto. If | only tell you that I’'m
going to see one of my sisters, you won’t know which one I’ll be seeing. If you’re trying
to figure out where I’m heading, this can be difficult. This, however, is not the result of
the ambiguity in the phrase “one of my sisters”. Its intent is obvious. The sentence is
“sense-general™; it just underspecifies which sister I am going to see. In general,
generality and underdetermination can leave a wide range of choices accessible without
creating any ambiguity. One more terminological point: What we refer to as “sense

generality ” is often treated as vagueness in the cognitive linguistics literature (Dunbar,

2 Supervaluationism is a semantics which deals with irreferential singular terms and vagueness (2022)
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2001) a single lexeme with a single meaning that is nonspecific with respect to certain
properties.

Considering how frequently the extension of a univocal term can split up into two or
more distinct salient categories, it is simple to confuse sense generality for ambiguity.
The sentence ‘I ordered filet mignon’ doesn’t specify whether or not the filet was to be
given to me cooked or raw. If the waiter presents the filet uncooked, you will undoubtedly
be upset and say, “That’s not what | meant,” but not in the butcher shop. It might be
challenging to determine when a difference in extension corresponds to a discrepancy in
the term’s meaning. However, we shouldn’t abandon the distinction because it can be

challenging to discern things apart in some instances.
3.2.4 Sense and Reference Transfer

Transference of sense or reference is one complex phenomenon (Nunberg G. D.,
1978; 1995). You probably manage to refer to the car rather than yourself when you
remark, “I am parked on G St.” The phrase “I am traditionally allowed a final meal ”’ said
by a prisoner also has nothing to do with him or her (there are no traditions regarding
him). The mechanisms of reference transfer are unclear, and there is some debate

regarding how transferred terms interact with the syntax.

Naturally, sentences might possess several of these characteristics at once. “My uncle
asks if 1 am parked where the bank begins” is sense-general, ambiguous, context-
sensitive, vague and it contains reference-transfer. In spite of this, it is essential to
differentiate between these features since the semantic treatment we give each one can
vary greatly, testing for them can necessitate very specialized considerations, and their

sources can vary greatly from phenomenon to phenomenon.
3.3 Types of Ambiguity

There are different sources and types of ambiguities. Linguistic theories have

identified the following main types of ambiguity (Anjali & Babu Anto, 2014, pp. 2-4):

3.3.1 Lexical Ambiguity
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As we have discussed earlier, it has been determined that something is ambiguous
if there are two or more possible interpretations. If a ambiguity is detected in a single
word, it is called as

lexical ambiguity. Lexical ambiguity occurs when the provided context is not enough to
differentiate between two meanings of a single word. There are many instances of lexical
ambiguity (Igiri, 2017, p. 8); in fact, practically every word has many meanings. Consider
the word “ambiguity ” itself. It can indicate uncertainty to what you mean; the desire to
convey several meanings; the probability that one or both of two meanings were intended,;

and the reality that a statement has various definitions.

According to Fromkin (2003, p. 122), lexical ambiguity occurs when at least one
word in a phrase has more than one meaning. “This will make you smart, ” for example.
Due to the term smart’s dual meanings of “intelligent” and “burning feeling, ” it is
confusing. A word can be ambiguous with respect to its syntactic structure. E.g.: The

word “silver” can be used as a noun, an adjective, or a verb.
a. She bagged two silver medals.
b. She made a silver speech.
c. His worries had silvered his hair.

Lexical ambiguity can be resolved by lexical category disambiguation i.e., parts-
of-speech (POS) tagging. As majority of words may belong to more than one lexical
category. Part-of-speech tagging is the process of assigning a part-of-speech or lexical
category such as a noun, verb, pronoun, preposition, adverb, adjective etc. to each word

in a sentence.
3.3.2 Lexical Semantic Ambiguity

The type of lexical ambiguity, which occurs when a single word is associated with
multiple senses. E.g.: bank, pen, fast, bat, cricket etc. For example, take a look at the

following sentences:

The tank (container) was full of water.
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| saw a military tank (vehicle).

Despite the fact that both phrases contain the word tank, which belongs to the
grammatical category noun, their meanings are different. Using Word Sense
Disambiguation (WSD) techniques, lexical semantic ambiguity is resolved. WSD aspires

to automatically assign the meaning of the word in the context in a computational manner.
3.3.3 Syntactic Ambiguity

This form of ambiguity is also called structural or grammatical ambiguity. It occurs
in the sentence because the sentence structure leads to two or more possible meanings.
Loebner (2013) claims that independently of lexical ambiguities, the syntactic structure
of a sentence may be ambiguous. There are two kinds of syntactic ambiguity: Scope

Ambiguity and Attachment Ambiguity.

3.3.2.1 Scope Ambiguity. Scope ambiguity involves operators and quantifiers.

Consider these two examples:
Old men and women were taken to safe locations.

The scope of the adjective (i.e., the amount of text it qualifies) is ambiguous, that is,

whether the structure (old men and women) or ((old men) and women).
The scope of quantifiers is often not clear, and consequently, creates ambiguity.
Every man loves a woman.

The interpretations can be, for every man there is a woman and also it can be there is

one particular woman who is loved by every man.
3.3.2.2 Attachment Ambiguity

If a constituent can fit in more than one position in a parse tree, then the sentence has
attachment ambiguity. Attachment ambiguity emerges uncertainty about which part of a
sentence to attach a phrase or clause to (Jurafsky & Martin, 2019, p. 233). Let’s consider

the following example: | saw the man with the telescope.
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Figure 3. 4 Parse trees for an ambiguous sentence

This sentence is ambiguous, because it is unclear whether the man saw a girl who was
carrying a telescope, or he saw a girl using or with help of his telescope. The meaning is
dependent on whether the preposition ‘with’ is attached to the | or the man.

The first phrase structure tree represents — The speaker used a telescope to see the
man. The key element is the position of the PP directly under the VVP. Though the PP is
under VP, it is not selected by the verb because it is not a complement. The tree selects
an NP only. In the sentence, the PP has an adverbial function and modifies the verb. In
other meaning: “The boy saw a man using (the PP) - with the help of the telescope”. In
the second tree, The PP (with the telescope) occurs under the direct object NP, where it
modifies the noun man, consequently, in this case it means that the speaker saw the man
who was holding or carrying a telescope. The complement of the verb see is the entire NP
- the man with the telescope. The PP in the first structure is generated by the rule: VP V
NP PP. In the second structure the PP is generated by the rule: NP Det N PP.

3.3.3 Semantic Ambiguity

This happens when the words themselves have ambiguous meanings. There are
two ways to read the sentence, even after the syntax and the meanings of the individual

words have been defined. Look at this sentence:

Seema loves her mother and Sriya does too. Here the two interpretations are possible:

Sriya loves Seema’s mother or Sriya likes her own mother.
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When a sentence contains an ambiguous word or phrase, semantic ambiguity occurs.
Semantic ambiguities are caused by the fact that, in general, a computer cannot identify

what is logical from what is not.
3.3.4 Discourse Ambiguity

Discourse level processing of ambiguity requires a common reality or knowledge
base, and interpretation is done in this context. There are two distinctions of this

ambiguity:

3.3.4.1 Anaphoric ambiguity: The entity that have previously been introduced
into the discourse are called anaphora. Anaphora in linguistics is about referring
backwards (or an entity in another context) in a text. Let us see one sentence; “London
had snow yesterday. It fell to a depth of a meter. ” In this sentence, how do we relate the
pronoun “it” with the previous sentence? We have three antecedents namely “London”,
“snow” and “yesterday”. \We can relate the anaphor to either “London”, or “snow”, or
“vesterday”. It would be able to get the correct meaning if we relate the anaphor to the

antecedent “snow”.

Anaphors are words that relate to other words in the same or different phrases but
have little or no meaning on their own. Anaphoric ambiguity refers to a case where an
anaphor has more than one potential reference in the same or another sentence within one

contextual text.

3.3.4.2 Pragmatic Ambiguity: Pragmatic ambiguity describes a scenario in
which a sentence might have several meanings depending on its context. One of the most
challenging NP tasks. Processing user intention, sentiment, belief world, modals, etc.—

all extremely difficult tasks. Consider the example: | love you too.
This can be interpreted as following:
1. 1 love you (just like you love me)
2. | love you (just like someone else does)

3. Ilove you (and I love someone else too)
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4. 1 love you (as well as I like you)

Pragmatic ambiguity emerges when a statement is undefined and the context lacks the
details necessary to make it clear. The absence of information necessitates further

inference.

To conclude, ambiguity appears at all NLP levels. Solving this type of ambiguity is a very
difficult task, especially at the higher levels of NLP. In order to interpret the meaning of
a word, phrase, or sentence, complementary contextual information is necessary. At
higher levels, pragmatic and global knowledge are also required. Making a world model
for activities requiring disambiguation is difficult. The development of disambiguation
techniques requires linguistic resources and lexical tools. When it comes to the use of
these strategies, resourceless languages lag behind resourceful languages. Automatic
resolution of all these ambiguities has a number of long-standing issues, but once more,
we can think positively about the development of comprehensive disambiguation
techniques that address all the ambiguities because they are crucial to the proper operation
of NLP applications like machine translation, information retrieval, and question

answering, among others.

3.4 A Brief History of Research on Word Sense Disambiguation (WSD)

One of the first problems in computational linguistics, namely, in Natural Language
Processing (NLP) Word Sense Disambiguation (WSD) was first formulated as a separate
computer work during the early years of machine translation in the 1940s. The issue was
first presented in a computational setting by Warren Weaver in his renowned 1949
memorandum on translation. Early researchers had a clear understanding of the
importance and complexity of WSD. In fact, Bar-Hillel (1964) utilized the above
instance to support his claim that WSD could not be resolved by an “electronic computer”

due to the requirement to model all available knowledge.

One of the most challenging tasks in the discipline of natural language processing
research is WSD. In this area, research was first conducted (Agirre & Edmonds, 2007) in
the late 1940s when Zipf first put forth his “Law of Meaning” idea in 1949. According to
this theory, the less frequent words and the more frequent words have a power-law
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connection. Compared to less frequent words, more frequent words have more senses.
Later, the British National Corpus received confirmation of the (Agirre & Edmonds,
2007)relationship. Kaplan discovered in 1950 that two words on each side of an
ambiguous word in a context are comparable to the context’s entire sentence. (1955)
Masterman first put forth his theory in 1957, explaining how to use the headers of the
categories in Roget’s International Thesaurus to determine the true meaning of a word
(Masterman, 1957).

WSD systems were generally rule-based and hand-coded in the 1970s when they were
developed as a subtask of semantic interpretation systems in the field of artificial
intelligence, but this made them prone to a knowledge acquisition bottleneck. In order to
determine the precise meaning of an ambiguous word, Wilks created a model in 1975
called “preferred semantics,” which combined selectional constraints and a frame-based
lexical semantics. In 1979, Rieger and Small developed the concept of unique “word
experts.” Due to the availability of large-scale lexical resources and corpora in the 1980s,
WSD research underwent a notable progress. As a result, researchers began combining
various automatic knowledge extraction tools along with manual handcrafting techniques.
Later in 1986, Lesk introduced his algorithm based on overlaps between the glosses
(Dictionary definitions) of the words in a sentence. In this algorithm, the preferred
meaning of the ambiguous word is expressed by the maximum number of overlaps. (Alot
Ranjan & Diganta, 2015) Lesk used the Oxford Advanced Learner’s Dictionary of
Current English (OALD) to obtain the dictionary definitions. Later, this approach laid the

basis for other Dictionary-based WSD works.

When the statistical revolution sailed through computational linguistics in the 1990s,
WSD emerged as a paradigm problem to which supervised machine learning approaches
might be applied. In 1991, Guthrie employed the subject codes to disambiguate the exact
sense using the Longman Dictionary of Contemporary English (LDOCE). Three
significant advancements in the field of NLP research took place in the 1990s: the launch
of Senseval (1998); the availability of the online lexicon WordNet (Seo et al, 2004),
(Canas et al, 2003) and the introduction of statistical approaches. Because information

was both programmatically available and hierarchically arranged into word senses termed
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synsets, WordNet (Miller, 1991) revolutionized this field of study. WordNet is now an
important online sense inventory exploited in WSD research. The sense classification
issues are successfully solved using statistical and machine learning techniques. Modern
approaches to WSD use supervised learning techniques that are trained on corpora that
have been manually sense-tagged. Brown et al. (1991) introduced corpus-based Word
Sense Disambiguation for the first time in 1991.

Since supervised techniques’ accuracy peaked in the 2000s, focus has switched to
coarser-grained senses, domain adaptability, semi-supervised and unsupervised corpus-
based systems, combinations of diverse methods, and the revival of knowledge-based
systems through graph-based techniques. The best performance is still retained for

supervised systems.
3.5 Word Sense Disambiguation (WSD)

There are many terms that indicate meanings in various situations in all of the
major languages used today. A method to determine a word’s precise meaning in a given
situation is called Word Sense Disambiguation (WSD) (Cucerzan et al, 2002; Nameh et
al, 2011; Xiaojie et al, 2009). For instance, the word “bank” in English can mean
numerous things, such as “financial institution,” “riverside,” “reservoir,” etc. These
words with many meanings are referred to as ambiguous words, and the procedure for
determining an ambiguous word’s precise meaning in a given context is known as word
sense disambiguation. Normal people have the innate ability to distinguish between the
various meanings of a word in the given context, but computers only function according
to the instructions. As a result, the system is provided with various rules to carry out a
specific duty. Word sense disambiguation (WSD), a challenge in natural language
processing, is the process of figuring out which “sense” (meaning) of a word is activated
by the use of the word in a certain context. WSD is a natural classification problem which
categorizes an occurrence of the word in context into one or more of its sense classes
given the term and its potential senses, as listed in a dictionary. The characteristics of the
context, such as the words nearby, serve as the basis for classification.
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Here is a famous example, let us determine the sense of pen in the following
passage (Bar-Hillel, 1964):

Little John was looking for his toy box. Finally, he found it. The box was in the pen. John

was very happy.
WordNet lists five senses for the word pen:
1) pen — a writing implement with a point from which ink flows.
2) pen— an enclosure for confining livestock.
3) playpen, pen — a portable enclosure in which babies may be left to play.

4) penitentiary, pen — a correctional institution for those convicted of major

crimes.
5) pen — female swan.

The level of accuracy that WSD systems accomplish across a range of word types and
ambiguities is consistent thanks to the steady advancement of research in this area. There
has been extensive research on a wide range of methodologies, including dictionary-based
approaches that draw on the knowledge stored in lexical resources, supervised machine
learning approaches that train a classifier for each unique word on a corpus of manually
sense-annotated examples, and completely unsupervised approaches that group word
occurrences to infer word senses. The most effective algorithms among these to

emphasize are supervised learning techniques (Edmonds & Agirre, 2008).
3.5.1 Word (Verb) Sense Disambiguation, Approaches and Methods

Verb Sense Disambiguation is a sub-problem of the Word Sense Disambiguation
(WSD) problem that tries to identify in which sense a polysemic verb is used in a given
sentence. In his famous book entitled “ Handbook of Natural Language Processing”
David Yarowsky proposes the following definition for VSD: “the process of examining
verbs in a particular context and identifying precisely which sense of each verb is most
appropriate is known as verb sense disambiguation (VSD)” (Yarowsky, 2000). Up to that

point, VSD did not receive much attention in the WSD research. Most WSD systems use
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largely collocation-based features to disambiguate verbs in the same way as nouns. In this
paper, we will investigate the role of VSD and describe its resolution process in Kyrgyz

language using the newly-created Kyrgyz corpora.
There are two main approaches to WSD — deep approaches and shallow approaches.

Deep approaches imply having access to an extensive body of global knowledge.
These approaches are typically not seen as being very effective in actual practice, mostly
because, outside of extremely specific disciplines, such a body of knowledge does not
exist in a computer-readable version (2022). It can be challenging to distinguish between
knowledge that is linguistic or general knowledge due to the long heritage in
computational linguistics of exploring such techniques in terms of coded information.
Margaret Masterman and her colleagues at the Cambridge Language Research Unit in
England made the initial attempt in the 1950s. This project used a punched-card Roget’s
Thesaurus and its numbered “heads” as data, serving as an indicator of subjects, and it
searched the text for repetitions using a set intersection algorithm. Although it wasn’t
very effective, it had important connections to later work, particularly Yarowsky’s

machine learning optimization of a thesaurus method in the 1990s (contributors, 2022).

Shallow approaches focus more on the words around the text than on the text itself.
Through the use of a training corpus of words with their word senses identified, the
computer may automatically generate these rules. Due to the computer’s limited
understanding of the outside world, this strategy, while theoretically less powerful than

deep approaches, but produces superior outcomes in practice.
There are four conventional methods to WSD:

v Dictionary- and knowledge-based methods: These rely primarily on
dictionaries, thesauri, and lexical knowledge bases, avoid using any corpus

evidence.

v" Supervised methods: These employ sense-annotated corpora as a training

resource.
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v Semi-supervised or Minimally supervised methods: Usage of a secondary
source of information, such as a word-aligned bilingual corpus or a short-

annotated corpus used as seed data in a bootstrapping process.

v Unsupervised methods: These forsake (nearly entirely) external data in favor of
working directly with unannotated raw corpora. Word sense discrimination is

another name for these methods.

Nearly all of these methods operate by selecting a window of n content words
surrounding each word in the corpus that needs to be disambiguated and statistically
evaluating those n words. Naive Bayes classifiers and decision trees are two simple
methods that are used to train and then disambiguate. Support vector machines and other
kernel-based techniques have demonstrated greater performance in supervised learning
in recent studies. The research community has also given graph-based techniques a lot of

attention, and they presently attain performance that is very close to the state of the art.
Deduction on Chapter 3

In a sense, WSD research has come back to the starting point, going back to empirical
techniques and corpus-based analyses that are typical of some of the problem’s initial
attempts to be solved. Researchers in the 1990s have undoubtedly improved on prior
findings with access to significant resources and improved statistical methods, but it
appears that we may have reached the upper bound of what is possible within the current
paradigm. Due to this, it is now more important than ever to evaluate the current state of
WSD and think about potential future research areas. By placing WSD in the context of
the past 50 years of research on the subject, this chapter attempts to give that theoretical
background, at least in part. We have made an effort to cover the main areas of work and
sketch the broad outlines of advancement in the field, even though we are aware that
much more might be added to what is shown here. Moreover, it is relatively new field or
focus of study in Kyrgyz language circumstance. Of course, one of the reasons why WSD
is challenging is that it is inherently difficult to determine or even define word sense, and
this problem is likely to be solved anytime soon. Even yet, it is evident that current WSD

research would profit from taking a deeper look at lexical semantics and theories of
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meaning. The main goal of this chapter is to provide with a substantial basis to number
of researchers working in various branches of computational linguistics, NLP and Al who
want to learn more about WSD. As WSD contributes to numerous applications as we
have listed above and interest in it has grown recently. Although WSD is “an intermediate
problem,” it is challenging and possibly hard to evaluate in general. By incorporating
WSD methods into more extensive applications, we can potentially inform and improve

future work.
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CHAPTER 4

VERB SENSE DISAMBIGUATION IN THE KYRGYZ LANGUAGE (ON THE
BASIS OF THE NEWLY-CREATED KYRGYZ CORPUS)

4.1 Overview on Kyrgyz Language

The Turkic language, Kyrgyz (written “kbiprei3 Taiu”’, pronounced [qirgiz tili], in
English: /'kiorgiz, kor'gi:z/), also known as Kirghiz or “Kirgiz,” is spoken in Kyrgyzstan,
China, Tajikistan, and Uzbekistan. Its categorization within Turkic language family is
still unclear; it seems to alternately belong to the Kypchak (Northwestern) and South
Siberian (Northeastern) branches. The southern dialects of Altay are the Turkic variations
that are phonetically and phonologically closest to Kyrgyz, despite the fact that Kyrgyz
exhibits substantial similarities to Kazakh that these varieties do not seen, particularly in
its Talas dialects. There are numerous similarities among southern Kyrgyz varieties and
Uzbek that other dialects lack. Kyrgyz, Kazakh, and Altay languages bear strong
resemblances between each other. (Washington et al, 2012, pp. 1-2).

Kyrgyz is mostly spoken in Kyrgyzstan, where it is the official national language.
Majority of Kyrgyz speakers live in Kyrgyzstan, where the language is recognized as the
official national tongue. The large number of people in Kyrgyzstan are Kyrgyz speakers
who are also fluent in Russian and/or Uzbek. Outside of Kyrgyzstan, there are additional
major Kyrgyz-speaking communities, most notably in China (where the Kyrgyz are an
officially acknowledged minority-Kizilsu Kyrgyz Autonomous Prefecture in Xinjiang
Province), and Tajikistan (Gorno-Badakhshan Autonomous Region) and in some regions
of Uzbekistan. Afghanistan and Pakistan are home to speakers of the Pamiri Kyrgyz
dialect of the Kyrgyz language. The number of speakers is currently estimated to be more
than 6 million. There is a highly strong correlation between these ethnic groups and their
linguistic proficiency, even though not all ethnic Kyrgyz are proficient speakers of the
language and at the same time not all proficient speakers are ethnic Kyrgyz. Kyrgyz is
also spoken by many ethnic Kyrgyz groups through the former of Soviet Union Regions,

Afghanistan, Turkey, northern Pakistan, and Russia (Kara, 2003).
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Initially, Kyrgyz was written in Goktiirk script (Keiznmacos, 1994), gradually, its
alphabet was replaced by the Perso-Arabic alphabet (in use until 1928 in the USSR, still
in use in China). Between 1928 and 1940 a Latin-script alphabet, the Uniform Turkic
Alphabet, was widely applied. In 1940, Soviet authorities changed the Latin script into
the Cyrillic alphabet for all Turkic countries. When Kyrgyzstan became independent
following the Soviet Union’s collapse in 1991, there were suggestions to adopt the Latin
alphabet and it became popular. Although Latin Alphabet has not been implemented, it

continues to be discussed occasionally (Altynbaev, 2019).
4.2 Verbs in the Kyrgyz Language

Verbs (atumirep) are words that show an action (keiimbLi-apakeT) (szpoa-sing), state of
being (am-abanuer) (6or-to be, become) or mental activity (cyi-love). Verbs answers
questions like What are (you) doing? What did (you) do? What will (you) do? The term
“ymuw” (lit.: “verb”) comes from the word “am-” meaning “work (umime-)”, “do (xvin-
)” or “make (ncaca-)”. It was actively used in ancient times, and but nowadays, in
modern Kyrgyz, it is almost never used independently, and it is only used in the system
of compound verb forms such as “kaéwsrr am-”, “caévip sm-", “ovink sm-", “conk sm-
”. Sometimes it is been used along with the loanwords from other languages in compound

verb structure: “seonumo sm-", “oghopmums 3m-", etc.

Among the parts of speech of the Kyrgyz language, the verb word groups play an
important role and has a special place. There are certain peculiarities of verbs in Kyrgyz

Language in general:

e Comparing to other parts of speech, verbs make up the majority of

vocabulary(lexicon) in the language.

o Kyrgyz verbs rarely transfer to another parts of speech. Consequently, they
form a stable lexical-grammatical category in the language. Cases of
borrowing or adopting verbs from other languages is not common in Kyrgyz

language.
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e The grammatical structure of verbs is complicated. Thus, its grammatical

categories cause various difficulty for analysis.

Verbs vary according to the categories of mood (sineair), voice (mamune),
person/possessiveness (arcax), tense (uax), and number (can), and have forms expressing
positive and negative meanings (oH >xaHa Tepc Maanuiep). The systematic structure of
verbs also is divided into transitive or intransitive with respect to the
subject/object(cyowexm/o6vexm) Of the action in a sentence. (these will be discussed

separately below).

After all, the spatial movement of animate and inanimate substances in nature and
the time frame of that movement are unlimited. Therefore, verbs mean different types of
actions, state of beings, actions that are related to mental processes in our mind.

Moreover, these actions take place or occur in various time units and diverse periods.

We believe that the issue of the infinitive form of verbs not only in the Kyrgyz
language, but also in Turkic languages in general has not been clarified yet. In most
Turkic languages, including Kyrgyz, as the infinitive form, imperative mood stems
representing the second person singular are accepted. For example, words such as éac-
(bas-walk), arce-(je-eat), cyitno-(siiylo-speak), meno-(tolé-pay) are considered as verb
bases (stems). In the modern Kyrgyz language, root verbs and derivative verbs (tyymmy)
always come with the meanings of commanding and demanding. That is why it is used in

the same way in the register of dictionaries.

On the other hand, in a group of Turkic languages, verb forms ending in -max (-mak)
are used as the infinitive form of verbs (for example: Uzb. tuemox (yigmok), smurmox
(yalinmak; Uyg. kaiimmax- (kaytmak); Azerbaijani. mypaanmae (nurlanmag); Turkish.
uasmax (yasmak), ceamex (gelmek)). In Kyrgyz, the participle -max serves as an indicator
of a gerund (xeriimbL1 atooy) like in the following sentence: Ken demex 6ap, kem demex

arcox. (Proverb).

These kind of inconsistencies among Turkic languages which occur due to their
internal agglutinative nature causes controversy among researchers on this field.

Techniques and tools which can be used to solve these issues and serve for modelling or
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unifying Turkic languages remain open in Turkology as a matter of the future (Hakkani-
Tiir, Oflazer et al, 2002).

In this paper, we made a decision to write root form of verbs with hyphen at the end of

each verb (“emyp-” otur-sit) relying on Judahin’s Dictionary of Kyrgyz-Russian

languages (1965) and Junusaliev’s book on Lexicology of Kyrgyz language (1959).

The verbs in the Kyrgyz language word differs from other parts of speech by the

following features:

In terms of meaning, it mainly indicates movement, action and a state of being.

It has its own unique grammatical categories such as mood (wineair), voice
(mamune), person/p0OSSeSSIVENESS (drcax), tense (wax).

It has its own suffixes (kypauabl Myudesiep-ce3 xacoouy myuesep) When added to
root of a word form a new verb. For example:

. Ja: Kamuvlia-, Cyune-, ouno-; -0au: KaapoaH-, apoat-, Kybammau-,

. a: cvlHa-, Kyue-, cana-; -am: asai-, kKeoeoti-, Yoyol-.

Syntactically, it mainly acts as a predicate of a sentence. For instance: bupox anap

©3/I6pYH acMaH/IaH JKepre KyJjan TymkeHaen cesummu (Aitmatov, 1997).

Table 4.3 The Syntactic Role of the Verbs in the Kyrgyz language

Coordinating | Subject Direct object | Adverbial Predicate
conjunction modifier of

manner
bupok anap 0300pyH acmanoan cesumimu

Jecepee  Kyiaan

MywKoHOou

It usually takes place at the end in the order of a sentence. It may also appear at
the beginning of a sentence in some literary genres like poetry etc. when it is used

for stylistic purposes.

4.2.1 Simple and Compound Verbs
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In the Kyrgyz Language, verbs are divided into simple (>xenexeit) and compound

(raTaaxn) verbs according to their structure.

Simple verbs consist of only one word and denote one lexical meaning: 6ac-, myp-,
cyine-, amkap-, yukau-, Omyp-, KoliiMbulL10a-, YUKycypa-, OeKuH-, MblKubl-, OUSOH-,

arconon- etc. Structurally, simple verbs are formed in two ways:

1. Verbs that are made up from root word (yHry ce3neH): uu-, aum-, 6ac-, yx-

etc;

2. Derivative verbs (tyynny stumrep) which are constructed at the result of
adding suffixes (kypauzasl co3 sxacoouy mydesep) to root word: kamusi+ia-,

cyu+ne-, smcup+e-, kaap+oaun-, kam+uwin- etc.
1. Xawu maxyn 6onyn, sxcaw-kapolnbii OAAPLIH YAKLIPObL.

XaH_n_nom MaKyJ ij oonmyn_v_iv_prc_perf, _cm am_quio
KapblHBIH n_gen Sg  OaapeiH_prn_ind px3sp acc  4gakwlpael v _tv_ifi p3 sg

._sent

ROOT

<advcl

-+

<nsubj <10
<amod puncte [ amode: puncte
[ [_ \ h [
(Gonyn|3] 14

[XaH|1] [Maﬂyn|2] x{ﬂul—mpbmunlS] ﬁaapuHIB] [qalup,quli'l

ers)  (FUNGT) FRoN)

Figure 4.1 Dependency parsing of the simple verb “uaxvipowr”

<Xaw>” “<Gomym>"

“xan” NOUN @nsubj #1->3 “oo” VERB @advcl #3->7
“<makymr>" “<,>”

“makyn” ADJ @amod #2->3 “” PUNCT @punct #4->3
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“<yKkalI-KapbIHbIH>" “<yakpIpap>"

“xarr-kapsl” NOUN @obj #5->7 “gakeip” VERB @root #7->0
“<6aapBIH>,, C‘<.>’,
“0aaps” PRON @amod #6->5 “” @punct #8->7

2. Koén scun ocvliivin, kawmun Kymyaywmyn apeacvin uzdeou (The Story by
Aldarkoso).

Koén n nom »scuH n px3sp acc keliibin v tv prc perf , cm kaHtun adv
KyTYJyIUTYH V_tv_ger pres gen apracblH n_px3sp acc uzneau v tv ifi p3 sg

._sent

ROOT

aadvel

[ puncte= \\ [ =1advmod \ [ <ICase \ [ =10bj f punct=

fol) () (il ) el (el) (meal) (F
(Noun| |noun|  [vers|  [PUNCT| (Noun| lnoun|  |vers]  [Punc

Figure 4. 2 Dependency Parsing of the Simple Verb “uznenu”

’,<KOéH>” “<'>”
“koén” NOUN @nsubj #1- “” PUNCT @punct #4->3
>3
“<kaHTHI>"
6‘< >”
cHH “kagturr’”’  ADV  @advmod
“3¢” NOUN @obj #2->3 #5->6
“<SKpIIBIT>" “<KyTyaymryH>"

“xo1ii” VERB @advcl #3->8
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“kyrynym” NOUN @case “<uznenn>"

#6->7
“m3ne” VERB @root #8->0

[13 29
<apraceIH> g

13 bR i ->
apra” NOUN @obj #7->8 «» PUNCT @punct #9-

The simple verbs that are given above “uaksiposi-invited”, “uzoeou-searched” are
root verbs. They are made up from one word which denotes one lexical meaning. And
grammatical category also provided by the same verbs: gaksip-0st, u3ne-ou are affixes of

the past tense and first person singular.

On the other hand, compound verbs consist of more than one word but represent one
lexical meaning: mocyn uwik-, otinon man-, waan mawma-, KOwWmon xcyp-, 6aut 6ax-, Ko

Koll-, andan mati-, mapc 3m-, mapmsoin oapa sxcam- etc.

In a sentence, compound verbs play the same role as simple verbs do, i.e. despite the
fact that they are composed of more than one word serve as one part of a sentence, namely,

predicate. Let us consider the following examples:
1. Keuxe ocyyx Apcen Camanyun uvioan onmypa anvaost. (Aitmatov, 1997).

Keuke n dat xyyk adv  Apcen np ant m nom CamaHyuH np ant m_nom

ypigan_v_tv_prc_perfontypa v iv_prc_impfanbagel v_iv_. _sent
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ROOT

<sadvmod puncte

=nsubj

anmod compounde compounde=
Keuke|1 HYYK|2 [Apceul?.] [CaMqum|4] [omypalﬁl [anﬂanul?] IB
1 1 1 1
ADV (PROPN]  (VERB) (vers]  [vers]  [PuNcT)

Figure 4. 3 Dependency parsing of the compound verb “uvioan onmypa an6aovt”

”<Keuke>" “<yprgam>"
“keq” ADV @nmod #1->2 “gprma” VERB @root #5->0
“<KyyK>” “<onrtypa>”
“xyyk” ADV @advmod #2->5 “ontyp” VERB @compound #6->5
“<Apcen>" “<ambanpr>"
“Apcen” PROPN @nsubj #3->5 “anr” VERB @aux #7->5
“<CamaHuun>" “<>”
“Camanunn” PROPN @compound “” PUNCT @punct #8-

#4->3

2. Caxuaza 4blKKaH akblHOapoOwvl 311 0yy10ama KOl 4aan , Kol3yy KOWmon mypoy.
(Osorov, 2021).

Caxnara n_dat YBIKKaH vV _1v_gpr past subst nom akbIHAapAsl n_pl acc
9J1_n_nom ayyigaTa_ unknown Koy n_nom yaam v _tv_prc_perf, cm kb3yy unknown

komron_unknown typay v_iv_ifi p3 sg. sent
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=0bj

[\ f(

nsubj

kmwmm [wmﬂﬂ uuwuwH

I layaerale] (s

TS

1advmod

nmod
é

ROQT

BELTE
punctes «=advmod au
KoWTOn IE TypaYy
[Punct]

Figure 4. 4 Dependency parsing of the compound verb “xomurromn Typay”

’<CaxHara>"

“caxna” NOUN @case #1->2
“<ypIkKaH>"

“ypik” VERB @amod #2->3
“<axkpIHAAPAB>"

“axpin” NOUN @obj #3->7
“<om>”

“a3m” NOUN @nsubj #4->7
“<myynmata>"

“nyynmgat” ADV @advmod #5->7
“<kor>”

“kor” NOUN @nmod #6->7

(6<qaan>‘),

“gqaan” VERB @advcl #7->10

“g >

“” PUNCT @punct #8->7
“<kpI3yy>"

“kp3yy” ADV @advmod #9->10
“<xomrorn>"

“romro” VERB @root #10->0
“<rypmy>"

“typ” VERB @aux #11->10

G6< >”

“” PUNCT @punct #12->11

Word order of compound verbs in a sentence also the same as simple verbs, they

always come at the end of a sentence and main verb pair (notional verb-aerusru maanu
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6epyyuy »tumn) of a compound verb structure precedes auxiliary verb (>xapaamust 3Tur).
”»

In these compound verb pairs “ustoan onmypa anéaowt”, “xkowmon mypoy”, “uvioan

and “ kowmon” are the main notional verbs, auxiliary verbs are “onmypa arbaowvt” “
mypoy”’.

However, the nature and structure of compound verbs have not yet been fully
investigated in both Kyrgyz linguistics and Turkology. There are different opinions about

this issue among scientists (Xuauposa & Assizosa, 2008).
4.2.2 Main (notional) and Auxiliary Verbs

In compound verbs which consist of more than one pair of verbs and notional meaning
is always attributed to the first pair, i.e. to the main verb (aerusru >Tum). The second pair
denotes no lexical meaning on its own, it just takes a supportive role for main verb in a
sentence, that is why it is called auxiliary verb (>xapmamusl/kemexuy stumr). Auxiliary
(helping) verbs bring clarity and some addition to the meaning of the main verbs, and

help to express various grammatical meanings like tense, number etc.

Thus, we came to definition that a word in the compound verb system that fully
preserves the original/notional meaning is called the main verb, and the word whose verb
meaning is weakened or sometimes completely lost and supports and adds the meaning

to the main verb is called an auxiliary verb.
Turn your attention to the following examples of auxiliary verb annotation:
1. An keimwiz Oen yyuy kyron 6epou (Er Toshtuk, 1996).

An_prn_pers p3 sg nom  KbIMBI3 n_nom  jen v _tv prc perf  yyHy n_acc

Kyton_v_tv_prc perfOepau vaux_ifi p3 sg. sent
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ROOT

<nsubj puncte

<nmod <nmod <10bj auxe
f- -\ [- y -\ 1

lAn. 1] KH"II:IE 2| aen ﬂ'"}‘il Kyton|d [Eep;lm 6| Lﬂ
[PRON|  [NOUN| VER INOUN| VERB |VERB]  [PUNCT]

&) (&

Figure 4.5 Dependency parsing of the main verb “kytorn” and the auxiliary verb “Gepan”

<A “yy” NOUN @obj #4->5
“An” PRON @nsubj #1->5 “<kyrom>"
“<KBIMBI3Z>" “kyii” VERB @root #5->0
“xpiMb3” NOUN @nmod #2- “<Gepnm>"’

>3

“6ep” VERB @aux #6->5

[13 29
<nemn> g S

“1¢” VERB #3->4
ne @nmod #3 «» PUNCT @punct #7->5

(3 ‘<yyHy>’ 2

In this compound verb “kyron depou”, “kyron” is the main verb which denotes main
idea of action. The second verb “6epou” is the auxiliary verb that does not have any
meaning just expressing the main verb’s number and tense categories (third person

singular, past tense).
2. CapblbaiipIH THIIHH OMp cepmen cyypyn canodwvt (CbIHTaH KbUTbIY).

CappibaiinpiH np ant m gen  TUIMH n px3sp acc  Oup num  cepmen adv

cyypyn_unknown cannel_v_tv_ifi p3 sg. sent
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ROOT

<10D) puncte
<case \ [- <nummod \ [- <advmod Z auxu
Y

[CapblﬁﬁHﬂHH|1] [THLUMHlZ] [6up|3] cepmen (4 cyypy J canp,ub‘ 'l
PROPN m NUM VERB |VERB] [VERB] [PUNCT]

‘i

Figure 4.6 Dependency parsing of the main verb “cyypyn”, and the auxiliary verb “canupr”

’<Capbloaiiapia>" “cepme” VERB @advmod #4->5

“Capsi0aii” PROPN @case #1- “<cyypym>"

>2
“cyypy” VERB @root #5->0

“<tumme>"
“<camaer>"

13 99 i ->
i’ NOUN @obj #2->5 “car” VERB @aux #6->5

(13 2
<6I/Ip> €G< >7’

“6up” NUM #3->4
oup” NUM @nummod #3 «» PUNCT @punct #7->5

“<cepmernr>"

In this compound verb pairs “cyypyn canowr”, “cyypyn” is the main verb which

denotes main idea of action. The second verb “canost” is the auxiliary verb that does not

have any meaning just expressing the main verb’s number and tense categories (third

person singular, past tense).

4.2.3 Types of Compound Verbs

Compound verbs, in the Kyrgyz language are classified into three depending on the

nature of the words that they comprise.
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1. Compound verbs with verbal pairs (uaxusin myeotinyy mamaan s>muwmep).
Compound verbs whose constituents are only verbs are called compound verbs
with verbal pairs. The first couplet of such verbs is always in the present tense
and indicates the main action. And the second pair adds to its grammatical

meaning and becomes an auxiliary verb. For instance:
1. AOwu aHBI KOJIy MEHEH KOpCone bepou.

AOun np ant m_nom aHbpl_prn_pers_p3 sg acc Koy n_px3sp_acc-ind

MEHEH_post kepcete v tv_prc impf 6epau vaux ifi p3 sg. sent

ROOT
<insubj
<obj
<obl puncte
ﬁ—comb\ auxe
Eownll) Ewlz) (enld) (enenld) (epsereld) (Gepanle) (7

[PRCIIPN] [PRIDN] [NOIUN] (VErB) (verB] [(PUNCT]

Figure 4.7 Dependency parsing of the compound verbal pairs “kepcere 6epau”

<Aboumr>" “menen” SCONJ @conj #4->3
“Aour” PROPN @nsubj #1->5 “<kepcere>"

“<aHB>" “kepcet” VERB @root #5->0
“an” PRON @obj #2->5 “<Gepam>"

“<komy>" “0ep” VERB @aux #6->5
“kon” NOUN @obl #3->5 “g >”

“<menen>" “” PUNCT @punct #7->

2. Kanvicman bemme - 6em uvlea mywkoH 6J1yM Kbl3bll HCY30YY dHcucummu

ankaapoimoin mawmaost (Kasymbekov, 1998).
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Kaneictan_n_nom 6eTme-0eT n_nom ybira_v_iv_prc_impf
TYIIKOH V_1V_gpr pastesiyM n nom Kb3bUI_adj xKy3AyYy_ N post KUTUTTH n_acc

amkaapeITeil_V_tv_p3 sg tamTaasl v _tv_ifi p3 sg. sent

RoOT

<advmod

<compound

<amod ngubj puncti=

apunct <advmod auxn '\:ldE qamod [—qubj auxr:-—\
m 1wmm|s| rm m|e| |»ww|s| lmmmJ (] Iwwmuulﬂl
o [

Figure 4.8 Dependency parsing of the compound verbal pairs “ankaapvimoin mawmaoer”

[aneras{ 1] eme]?)

»<KamnsicTan>» “exym” NOUN @nsubj #7->11
«Kaneictan»y ADV @advmod #1->5 “<KpI3BLI>"

«<beTMe>» “kpi3pur”’ ADJ @det #8->9
“oerme” NOUN @compound #2->4 “<Ky3ayy>”

‘> “xy3ayy” ADJ @amod #9->10
“- PUNCT @punct #3->4 “<KMruTTI>"

“<oer>" “xururta” NOUN @obj #10->11
“oer” NOUN @advmod #4->5 “<amkaapbIThIT>"

“<yprra>" “ankaapeiTein’” VERB @root #11->0
“gpira” VERB @amod #5->7 “<ramrrager>"

“<rymken>" “ramrans’” VERB @aux #12->11
“rymken” VERB @aux #6->5 “<>”

“<emym>" “” PUNCT @punct #13->11
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Compound verbs with verbal pairs are those whose constituents are only verbs:
‘kopcomo Gepou’”, “ankaapeimein mawmaowt”. Such verbs always have a first couplet
that expresses the mainaction in the present tense as in the “xkepcemeo” and
“anxaapurmoin”. Additionally, the second pair gains grammatical significance (past
tense and first person singular) and changes into an auxiliary verb like “éepou”,

“mawmaocot”.
There are compound verbs which constitute more than three verb pairs.

1. MUbpacum Xatian wamovin mybyne sxcemun, yaidoypon mypean Ouiucux Kapan

mypyn kanowt (Broken Sword).

N6parum _np ant m nom Xaian np ant m nom mamAbIH N_gen

TYOyHe n px3sp datskerun v _tv_prc perf ynOypen adv typran v iv_past p3 sg
OunmuruH_n_acc kapan_v_tv_prc_perf Typyn vaux prc perf kanasl v_iv_ifi p3 sg
._sent

ROOT

nsub] <adve!

[cumpoundb-\ [dcase\[dadvmud [punclb [dadvmud\[damod\[dubj

[Hﬁparuu|1] [Xamn|2] Imau,quu|3| [wﬁvus|4] [xemn|5] Iynﬂvpm|?] IlypraH|B| [6unumu|9] kapan| 10 rypyn 1 xarum 12

e [ [ G2

Figure 4.9 Dependency parsing of the compound three verbal pairs “capan mypyn xanoet”

”<HUo6parum>" “<ryoyHe>"
“M6parum” PROPN @nsubj #1->5 “rym” NOUN @advmod #4->5
“<Xawnair>" “<)KCTI/IH>”
“Xaitan” PROPN @compound #2-
“xxer” VERB @advcl #5->10
>1
66<,>9’
“<mamMpapra>"

“” PUNCT @punct #6->5
“mam” NOUN @case #3->4
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“<ynbyper>" “kapa” VERB @root #10->0

“YJ_I6Yp6” ADV @advad #7- “<Typyn>”

>8
“ryp” VERB @aux #11->10

66<T FaH>,’
yp “<K3J'[)II)I>”

13 bR ->
TYp VERB @amOd #8->9 “xax’ VERB @aux #12-)10

“<ownurug>" g >
“6umnk” NOUN @obj #9->10 “” PUNCT @punct #13->10
“<Kapal_[>”

In this example, grammatical category is shown by the last pair “kazz0ost”. The left
two pairs “xkapan mypyn” are formed with help of derivational suffixes that make up a
verb from verbal root (vaxusit hopmana tysyner). Mostly, in these kinds of pairs like in
this particular case, the first verb (kapan) expresses the main meaning, the second one

(mypyn) shows the continuity of an action.

2. Axcakanoap KonO0OpyH KOKYDOKMOPYHO ANblUbIN, YH KOMOPO CAlam aimblin

Kkanvin scamoiuimul (ColHeaH Kolibly).

Axcakannap n pl nom KongopyH n_pl px3sp acc
KoKypekTepyHe n_pl px3sp dat anbiusm v _tv_coop prc perf , cm yH n nom
keTepe v _tv_prc_impf casiaM_vaux_aor pl sg auTem_v_tv_prc perf

Kajbn_vaux_prc_perfkaTeimtel vaux ifi p3 pl. sent

ROOT

<nsubj <advel

<0bj <advmod
’ ub\b punclb <nmod =nmod
-l
ER

puncte

alxe=

irsnfd]  (sann] 0] framurs]tt] [ ]12)

VERB VERB PUNCT

[Mmawplil [KOMOWHPI [mwperremmlﬂ [anHmH"|4| ll ma

fom ([ 0

NOU

Figure 4.10 Dependency parsing of the compound three verbal pairs “aimwvin xanvin
scamotiumot”’
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”<Axcakannap>"

“Axcakar” NOUN @nsubj #1->4
“<kongopyH>"

“xosr” NOUN @obj #2->4
“<KOKYpOKTOPYHO>"

“kexypex” NOUN @obl #3->2
“<anpIpimr>"

“an” VERB @advcl #4->9

g >

“” PUNCT @punct #5->4

“<YH>”

“<kerepe>"

“xketep” VERB @advmod #7->9
“<camam>"

“calam” NOUN @nmod #8->9
“<aTeinr>"

“aiit” VERB @root #9->0
“<kamplm>"

“kan” VERB @aux #10->9
“<KaTBIMTH>"

“xar” VERB @aux #11->9

C6< >9’

“yu” NOUN @nmod #6->7 “” PUNCT @punct #12->9

In this instance, the final pair of these verbs “scamsiuumer” indicates the
grammatical category (past tense, third person plural, cooperative mood). The
derivational suffixes that build a verb from its verbal root (4axusi1 popmasa Ty3yner) are
used to produce the left two pairs, “caram aiimovin xanvin” The first verb (caram
aiumuwin) typically provides the major meaning in these types of pairs, while the second

verb (kanwin) illustrates the continuity of an activity.

3. Compound Verbs with Nominal Pairs (Admoou myeeinyy mamaan
omuwmep). In these verb pairs, the first pairs are composed of nouns. For
example: awwvix 601-, Kuwiu 601-, KO Koli-, bup Koii-, baw 6ak etc. Compound
verbs with nominal pairs can be divide distributed into 5 groups nouns

depending on the case of the paired nouns.

a) Compound verbs with nouns in nominative case: xkuwu 6ox-, apaua

0o1-, awwlk 601-, K63 can-, OH cal-, bup can-, mui ai-, oauvlp ai-, am
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Koli-, Kapuibl Yblk-, yoaoa oep-, an scem-, Kyy dHcem-, Kasam ac-, batiee

caui- etc.

b) Compound verbs with nouns in dative case: wwuxe can-, karvinka can-,
IHCOH2O Ccail-, ao6ymka can-, Kaeviea caj-, bawka can-, dnKe Kelj-,
yamKa Kaji-, yemke Kak-, do6ym7<a KO-, U3UHe MyU-, HCOONKO mapm-

etc.

c) Compound verbs with nouns in accusative case: auyymy owcas-,
Jrcapnmol  Jkcasz-, oawmol Jicas-, dHcoonmy bep-, cabamcwvizObIKNbl

JHCOT-, IKUHU JHCOU-, Kapbl30bl JHcoli- EtC.

d) Compound verbs with nouns in locative case: 6eiinunoe owcam-,

exymme KaJ- etC.

e) Compound verbs with nouns in ablative case: emocynen uwvik-,

YCMYHOH YblK-, AHMMAH Mati-, MUI0eH Ka-, HcanoaH keu- etc.

1. JXKoropToH ypyKCaTChl3 CHJICPAHW OTKOPYI >KHOCPCEK MHCOOMKO Mapmolibin

kanaowiz (Kyrgyn).

sent_cm KoropToH_adv YpYKCaTChi3_n post cuiepau_n_pl_acc
eTkepyn_v_tv_caus prc perf xubepcek v tv prc cond pl pl xoomko n dat

TapThUIBIN_V_tv_pass_prc_perf kanabei3_vaux aor pl pl! sent

ROOT
<nmod <advcl puncte
<advmod <0b) aUXE <Acase auxe
I)I{oropmu 1] Iypykcarcus|ZI IcunepnulB] Iamepvnltl] |»mﬁepcex|5l l»(oonmlﬁ] ITaptbmhmI?] Ixanaﬁualsl IE

m |NOUN] [PRON] [VERB] [VERB] [NOUN] VERB @ PUNCT

Figure 4.11 Dependency parsing of the nominal verb pairs “srcoonko mapmoinein kaiaowiz”’

»<Xoropron>" “xoropy” ADV @advmod #1->2
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“<ypykcarcoiz>" “<Ko0omKo>"

“ypykcar” NOUN @nmod #2->4 “xoom” NOUN @case #6->7
“<cunepam>" “<TapThUIBIT>"

“cunep” PRON @obj #3->4 “rapt” VERB @root #7->0
“<etkepym>" “<kanabpiz>"

“etkep” VERB @advcl #4->7 “kan” VERB @aux #8->7
“<xubepcex>" “<>”

“xuoep” VERB @aux #5->4 “” PUNCT @punct #9->7

In these nominal verb pairs “arcoonko mapmeinvin kanaoer3”, the first pair is

composed of noun - “»coon” in dative case - “xucoonko”.
2. ApceH munoden kanowt (Toonop Kynaranaa).

Apced_np ant m_nom TmiAeH n_abl kamgel v_iv_ifi p3 sg. sent

ROOT

=nsukby)

puncte —\
i

[ApceH I 1 ] [meEH I 2]

PROPKM MNOUM

Figure 4.12 Dependency parsing of the nominal verb pairs “ruiaen kamms”

“<Apcen>"

“Apcen” PROPN @nsubj #1->3
“<tungen>"

“tror” NOUN @case #2->3
“<kanawpr>"

“kair’” VERB @root #3->0
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6G< >”

“” PUNCT _ @punct #4->3

In these nominal verb pairs “munden kanowr”, the first pair is composed of noun -

“mun” in ablative case - “munoen’.

4. Compound Verbs with Ideophone Pairs. There are also compound verbs with

the first pair of verbs are either ideophones (tyypauasr ce3nep) or figurative

(imaginary) words (s;ecTyy ce3nep): muipn sm-, Kyn 5m-, ypn 9m-=, HcapK 3m-

, 3aHK M=, HCAPK-ICYPK SM-, COJIK IM-, MbIHK D=, MAPC M-, YblpM M-, OOJIK

am-, ap sm-, ovlw dm-, Ovlu Oe-, Kbl Oe-, Yy 0e-, Koul 0e-, Kbll Oe-, KYHK Oe-

, KblIM 3M-, Yy Kou-, Oblp KOU-, HCbLIM KOU-, 46K myui-, Oyk myui- etc.

1. Kecuneen uaumuol kepyn, Axbanrboanovin sxcype2y 60k smmu (Ken-xen).

Kecunren v _tv_pass_gpr past 4adThl n_acc kepyn v _tv_prc perf, cm

AxOGanbaHnplH n_pn_ant sg gen kypery n_px3sp nom 6oik_unknown

otTi_v_iv_ifi_ p3 sg. sent

<advel

ROOT

LU LA [ | X
il ]

[I{ecnnreH|1] [HBHThI|2] [Kep\:n|3]

[Alcﬁanﬁal-l,qul-l|5] )xvperv| 6] [ﬁom( 3TTI.‘I ‘8

@ [NOIUN] \VEr8]  (PuNCT) [PROPN]

[NOUN] [Ideophone] [VERB] [PUNCT]

Figure 4.13 Dependency parsing of the ideophone verb pairs “6onx smmu”

”<Kecunren>"

“Kec” VERB @amod #1->2
“<gautpr>"

“gag” NOUN @obj #2->3
“<kepym>”’

“kep” VERB @advcl #3->7

g >
“” PUNCT @punct #4->3
“<AxOandanapH>"
“Axb6anoan” PROPN @case #5-
>6
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“<)KYperY>” “<3TTI/I>”

“xypex” NOUN @nsubj #6->7 “31” VERB @aux #8->7
“<6OHK>” “<.>”
“oonk” ldeophone @root #7->0 “” PUNCT @punct #9->7

2. DpTeH MEHEH Kapaca, ailJlaHa )Kapk - KYpPK 3TeT (AJIThIH [IaKeK).

OpteH MeHeH adv kapaca v _tv prc cond p3 sg, cm aiinana v_iv_prc_impf xapk_ -

_guio xypk_unknown ateT v iv_aor p3 sg. Sent

ROOT

<advmod <advcl puncte
advclb\ \ /[punctb-; [cﬂnsub\ {auxw

[3pTeH|1] [MeHeH|2] [Kapacal?)] [aunaualS] Ixapnxypllﬁ] [aTeT|7] lE
ADV [CCONJ] [VERB] (PuNCT] [NOUN] [IDEOPHONE] IVERB] [PUNCT]

Figure 4.18 Dependency parsing of the ideophone verb pairs “scapk-scypx smem”

»<Dpren>" “aitmana” NOUN @nsubj #5->6
“Oprer” ADV @advmod #1->3 “<KapK-KypKk>"’

“<menen>" “xapk-xypk” IDEOPHONE @root
“menen” CCONJ @advcl #2->1 #6->0

“<kapaca>" “<ater>”

“kapa” VERB @advcl #3->6 “31” VERB @aux #7->6

65<’>” C6<.>9,

“” PUNCT @punct #4->3 “” PUNCT @punct #8->6
“<aiinmaHa>"

In these cases, the first notional verbs constitute from ideophones like “xcapx-arcypx”,
“ponk”, the rest pairs “amem”, “ammu” are auxiliary verbs which depict the grammatical
categories (present tense, third person singular, in the second, past tense, third person

plural).
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4.3 Notional or Semantic Classification of Verbs

Despite the fact that verbs generally convey action and state of being, they are not
actually the same in terms of general grammatical meaning. Some of them clearly express
actions, movements while others do not. Thus, the verbs in the Kyrgyz language are

internally divided into several notional groups as follows:

1. action verbs (KpIAMBLT STHIITED),

N

state verbs (abax sumTep),

3. modifying verbs or verbs of change of state (e3repym stumrep),

&

verbs of sensation (ce3um >THIITED)

4.3.1 Action Verbs (KpliiMbLI 3THIIITEP)

Action verbs obviously express action. They are further subdivided according to the
relationship between the subject performing the action and the object involved in the

action:

a. Verbs that indicate the subject’s movement/action, direction to something:
acyeyp-, 4ypka-, bac-, scopm-, yan-, yp-, Katm-, 4blK-, KOMOPYi-, KAIKbl-,
cepyynoe- etc. Such verbs cause the subject of the sentence to move, to act, that
is, the doer/subject that performs the action itself moves or does some kind of

action.
1. Kapaan 6epu scyeypoy (ChIHTaH KbUIBIY).

Kapaan n_nom_sg 6epu_adv xyrypay v _iv_ifi p3 sg: sent
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ROOT

=insubj
'\‘ -:Jadﬁ.fmc:-dx [pun-:tn:-\

[KﬂpﬂﬂHh] [EEPH|2] [Ty P 3 Cla)
EEE]]] - ‘U‘EF!B (PUNCT]

Figure 4.19 Dependency Parsing of the action verb “xcyzypoy”

«<Kapaam>»

«Kapaan» NOUN @nsubj #1->3
«<Oepr>»

«6epm» ADV @advmod #2->3
«<KYTYPAY>»

«xyryp» VERB @root #3->0

GG<.>’7
«» PUNCT @punct #4->3

b. Verbs that cause changes in their object: xas-, kypym-, maiina-, camvinoa-,
kemep-, anvin bep-, anvin kei- etc. Such kind of verbs cause change in the object

of a sentence to what it is directed.

Corymika skapaamMayynyryH Oup keiiina kemepoy (CblHTaH KbUTBIY).

Corymka v tv_ger pres dat kapamayylyryH n sg acc oup kbliia_adj advl

ketepay v tv ifi p3 sg. sent
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ROOT

<10bj

=Icase -:lnummcd =1advmod puncte

(Corywra[1]  (xapaamayynyryx |2 Iﬁ"P|3| MI [kerepay|5|
(VERS] F'UNCT]

Figure 4.20 Dependency Parsing of the action verb “xemepoy”

»<Corymxka>" “<kplitna>"
“Coryw” NOUN @case #1->2 “piitna” ADV @advmod #4->5
“<OKapaamayyayrys>" “<keTopmy>"
“xapaamayyinyk” NOUN @obj #2- “xetop” VERB @root #5->0
>5 “<>”
“<Gup>"

“” PUNCT @punct #6->5
“oup” NUM @nummod #3->4

4.3.2 State Verbs (Am-a6an sTuimrep)

This kind of verbs do not apparently express action rather they indicate a state of
being of subject in a sentence: omyp-, oamyp-, scam-, myp-, o6on- etc. To get deep

understanding, let us consider these two sentences:
1. Auzaaoa scanvinoa omypam.

Alzaaga propn_nom_ant sg jxaHbIHAAa n_px3sp loc orypar v_iv_aor p3 sg

._sent
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ROOT

=1nsubj

=1adwvrmod

[ARzaanal1] [xanbingal2)]

Figure 4.21 Dependency Parsing of the state verb “omypam”

“<Anzaanga>"

“Aizaama” PROPN @nsubj #1->3
“<oxaHBIHOA>"

“;xanpiga” ADV @advmod #2->3
“<orypar>”’

“oryp” VERB @root #3->0
65<.>”
“” PUNCT @punct #4->3

2. Yokycynoa mapmeinean mynoyk oxwon kuuunexeu kon scamam (Kasymbekov,

1998).

UYokycynna n_px3sp_loc tapteuiran_adj subst nom TyHayk adj

okmon_v_iv_prc_perf knunHeker adj Kkel_n_nom jkataT v _1v_aor p3 sg. sent

ROOT

=;advmod

=;amod
/- <Jamod-\ [- =nmod -\ ’ [- <amod [- <nsubj puncte=

|1| [TaprmraH|2] |mmvma|3] [0|uu0n|4| ||uﬂu|-|exeu|5] [xan|6]

1
re) (o) D) IPUNCTI

Figure 4.22 Dependency Parsing of the state verb “scamam”
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»<HokycyHaa>» «<KUYUHEKEN>)

«Yoky» ADV @advmod #1->6 «xknumHeke» ADJ @amod #5->6
«<TapTbUIraH>» «<KOII>»

«rapm» VERB @amod #2->3 «xom» NOUN @nsubj #6->7
«<TYHOYKKO>» «<KaraTt>»

«tyaayk» NOUN @nmod #3->4 «kat» VERB @root #7->0
«<OKIIOII>» «<.>»

«okmo» VERB @amod #4->6 «» PUNCT @punct #8->7

»

As we can see from the examples, the verbs “omypam”, “scamam” are indicating
the state of being of the subjects “Aiizaana”, “ken’ rather than an action. We usually infer

a meaning of state verbs from the context (the whole sentence).
State verbs sometimes attain compound form structure:
1.An smu Casx6aii KapanaeB moopayH aityydycy 60ayn Kauobl.

An smu_cnjadv Caskbaii_np ant m nom KapanaeB np cog m nom
JOOPAYH _n_gen ailtyyuycy v _tv_gpr pot subst px3sp nom Gomyn v_iv_prc_perf

kamael v iv_ifi p3 sg. sent

ROOT

<advmod

<nsubj puncte=

qcon‘\/ [[COI’I’IPDUHEID\ [QCESE\ [qobj auxe
.n bonyn|7 xan,qulﬁl IE
CON

[3m||2] [CaaxﬁaulSl [Kapanaesld] [uuopmmlS] [auwyuycylﬁ] ) !
D‘." [PROPN] |NOUN| [NOUN] (VERB]  (VERB] [PUNCT|

Figure 4.23 Dependency Parsing of the compound state verb “6oayn xanovt”

P<Am>” “Anx” CCONJ @conj #1->2
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“<3MI/I>”
“smm” ADV @advmod #2->7
“<Casaxbair>"

“Cask6aii” PROPN @nsubj #3-
>7

“<KapanaeB>"

“Kapanaes” PROPN
@compound #4->3

“<Z[00leyH>”

“noop” NOUN @case #5->6
“<altyyuycy>"

“aiir” NOUN @obj #6->7
“<Gomym>"

“6os” VERB @root #7->0
“<ganaer>"

“kan” VERB @aux #8->7
g S

«» PUNCT @punct #9->7

2. Hemepelr TOKKOH KaJblH KaaH MaHACYBIHBIH KYIYHO KYU KOIIYII, IIEPUKTEI H0JIyn

mypoy! (Karalaev, 2010).

Hemepnen_v_tv_prc_perf  Texken v_iv_past p3 sg  kaibiH_adj jkaaH n_nom

MaHACUYBIHBIH N_gen KydyHe n_ px3sp dat kyd n nom xomymn v tv prc perf , cm

nmiepukTenl_n_nom 6omyn v _iv_prc_perf typay v_iv_ifi p3 sg! sent

ansubj

<amod
ad»modv\ ‘ [

Hamepnan 1 TEKKBH| 2 Kanbiy |3

aCase <liobj
e D mm m
[oun]  [oun] [voun]

ROOT

-<1advel
puncke
ZDb
puncte auxe

foar]d) |menmem|w| Iﬁonr- 11I T EE
ER UNCT

PUNCT

Figure 4.24 Dependency Parsing of the compound sate verb “éosyn mypoy”

”<Hemepnemn>"
“Hemmepne” ADV @advmod #1->2

“<TOKKOH>"

“rex” VERB @amod #2->4
“<KaJ'IBIH>”

“kanieiy” ADJ @amod #3->4
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“<)KaaH>” €6<,>”

“xaar” NOUN @nsubj #4->8 “” PUNCT @punct #9->8
“<MaHaCUbIHbIH>" “<mepukrenr>"

“manac” NOUN @case #5->6 “mepux” NOUN @obj #10->12
“<kyuyne>" “<Gomym>"

“kya” NOUN @iobj #6->7 “o6on” VERB @root #11->0
“<kyr>” “<rypmy>"

“kya” NOUN @obj #7->8 “typ” VERB @aux #12->11
“<xomrym>" “<I>”

“xkom” VERB @advcl #8->12 “I” PUNCT @punct #13->1

9 «

Th ese examples illustrates that the compound state verbs “éoayn mypoy”, “éoayn

99 ¢

kanowt” are indicating the state of being of the subjects “Caskbaii Kapanaes”, ‘“:xaan”
rather than an action. We usually infer a meaning of state verbs from the context (the

whole sentence).
4.3.3 Modifying Verbs or Verbs of Change of State (©3repym 3Tuimrep)

Verbs of change of State or Modifying verbs indicate that the subject or object has
undergone some change in quantity or quality: aeap-, sorccawa-, myneo-, moii-, uanaii-,

Kamnati-, UupKeH-, cemup-, apbikma- etc.
E.Q. Apwix orcypyn cemupoum,
Auka dcypyn moiwonoym,
Kapovinvikman 6aitplovim,
JKanevizovikman keoeudym (Karalaev, 2010).

Apbik_adj xxypyn_v_iv_prc perf cemupaum v iv_ifi pl sg, cm
Auka_adj xypyn_v_iv_prc_perfToronagym v _iv_ifi pl sg, cm
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Kapnpuieiktan n_acc 6aibinpiM_v_1v_ifi pl sg, cm

Kanreasikran n_acc kebeitaym v iv_ifi pl sg. sent

ROaT

*13mod

paraians

s

Figure 4.25 Dependency parsing of the modifying verbs “cemupoum, moiondym, oaiiv1ovim,

Kebouoym”

P<ApbIK>"

“Appik” ADJ @amod #1->2
“<Kypym>”

“xyp” VERB @advmod #2->3
“<cemupaum>"

“cemup” VERB @parataxis #3->13
g 57

“” PUNCT @punct #4->3
“<Augka>”

“Auka” ADJ @amod #5->6
“<oKypyn>"

“xyp” VERB @advmod #6->7

“<roroHaym>"

“toii” VERB @parataxis #7->13
g >

“” PUNCT @punct #8->7
“<IKapnapuibikran>"

“¥Kapasr” NOUN @case #9->10
“<OalpLapIM>"

“0aiier” VERB @parataxis #10->13
g >

“” PUNCT @punct #11->10
“<OKanre3aeikrag>"

“YKanrez” NOUN @case #12->13
“<kebeimym>"

“kebeii” VERB @root #13->0
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“<>” “” PUNCT @punct #14->13

From these examples, action is not very noticeable. As it is seen above, the verbs
“cemMupanM”, “TOIOHAYM”, “OalibIIbIM”, “K606iaYM” d0 Not express the action of the
subject, but they denote rather the qualitative change. We notice the action of qualitative
change gradually. Of course, both quantitative and qualitative changes in matter are the
result of certain kind of action. Therefore, we call such words as verbs of quantitative and

qualitative change.
4.3.4 Verbs of Sense (Ce3um >THIITEP)

Sense verbs do not move cause action in the subject or object of a sentence, but
only convey actions that is going in their mind or mental activity: acme-, mywyn-, otino-
, VK-, mblHwa-, oun-, cyu-, ces-, kep-, awum-, batika-, baamoa- etc. In such verbs, there
Is no action performed or about to be performed, but in the lexical meaning of these
words, there is some inferred action, mental action, although it is not a clear action as we

understand it.
For instance:
1. Kbuliiovl Heme MyHYH KOHYAYH dIMHE OUYN MYPeaHblH 0aamoaobl.

Keiiiasl adj Heme prn nom_ MyHyH prn_dem gen KeHyJyH n_px3sp acc
9MHE cnjcoo eiyn_ v_iv_prc_perf TypranblH_v_iv_ger past px3sp

Gaammanel v iv_ifi p3 sg: sent

ROOT

[ \[ /f “":;V \\ \f

(keigef1)  (meme]2] |ww"|3] [kerynye]4]  [sume]s) Iawnlﬁ] Twmnbml?] lm-na.q.uISI
[PRON] [PRON| INDUN] [scom] VERB VERB VERB

Figure 4.26 Dependency parsing of the sense verb “6aammansr”

»<Kpriiger>" “Keritger” ADJ @amod #1->2
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“<HeMe>” “<OI\/’IYH>”

“aeme” PRON @nsubj #2->8 “eity” VERB @advmod #6->5
“<MyHyH>" “<rypraHsln>"

“oyn” PRON @case #3->4 “typ” VERB @amod #7->6
“<keHyImyH>" “<paampmaaer>"

“rkenysr’”” NOUN @iobj #4->7 “baamna” VERB @root #8->0
“<amue>" <>

“smue” SCONJ @obj #5->8 “” PUNCT @punct #9->8

2. An Hysynmyn ap osrcueumke 6upoen om dtcacyyea OyupyK Kolieaubii ICHIEOU.

An_prn_pers p3_sg nom Hy3ynTyH pn_ant nom_sg acc ap det ind xurutke n_dat
OoupaeH_num_subst abl o n _nom xaryyra v_tv_ger dat Oyiipyk n_nom

KbUITAHBIH_V_tv_ger past px3sp accactenu v tv_ifi p3 sg. sent

ROOT

=nsubj

=Case
<iobj
=det =nummod nmod\\{— /— compﬂundw\[— =
[Anlt)  (Hysimme[2) [ap[3]  (arumee[d] Lre)  (ramyra7) 5y ' (acrean]
PRON]  [NOUN] [Noun] NOUN VERB - E VERB PUNCT

puneie
:1n| [ [11]

Figure 4.27 Dependency parsing of the sense verb “s>cTenn”

P AT “ap” DET @det #3->4
“Air” PRON @nsubj #1->10 o HTHTRES
“<Hysynrys>" “xurut” NOUN @iobj #4->8
“HY3YH” NOUN @Case #2->8 “<6I/IpI[eH>”
“<ap>” “6up” NUM @nummaod #5->6
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“<or>” “<KpUITAaHBIH>"

“or” NOUN @nmod #6->7 “eur” VERB @obj #9->10
“aryyra>” “<scremm>"’
“xax” VERB @Obj #7->8 “scTe” VERB @I’OOt #10->0
66<.>’7
CC<6yI‘-/'IpyK>’7

(T34 _>
“oyipyx” NOUN @compound #8- 7 PUNCT @punct #11->10

>9

The verbs “6aamnanbr”, “actenn” do not involve any action, but both of them

potentially contain only the result of the action in the subject’s mind and mental activity.
Deduction on Chapter 4

The third chapter of the thesis deals with the morphological and syntactic analysis of
verbs in the Kyrgyz language. In this chapter, we attempt to perform resolution process
of Verb Sense Disambiguation. In order to study the Kyrgyz verbs, we applied the Kyrgyz
Corpus and UD annotatrix annotation tool successfully. Examples which have been
elicited form the Kyrgyz literary works that are compiled in the Kyrgyz corpus are
examined, analyzed, disambiguated and then evaluated morphologically and

syntactically.

As a result, we can claim that an important part of the Kyrgyz language’s vocabulary
belongs to verb groups. Due to the fact that most of the verbs in the Kyrgyz language are
ambiguous they directly or indirectly determine the syntactic valency of words in the
category, especially nouns, and consequently they determine what kind of sentence is
about to be structured. So, verbs in the Kyrgyz language form the core of the grammatical

system.
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CONCLUSION

The importance of studying verbs in the Kyrgyz language is caused by the reason that,
on the one hand, they reflect human’s intention or action of what he/she speaks about,
his/her psychological state or just a state of being and emotion and, on the other hand
Kyrgyz verbs cause some difficulty due to their ambiguity. One and the same verb can
have more than one meaning. Thus, this present paper aimed at revealing the nature of
Kyrgyz verbs and solving the Kyrgyz verb’s sense disambiguation and studying their
lexico-grammatical and syntactic features in the framework of the Corpus linguistics and

Universal Dependencies.

The general overview of the thesis embraces three different branches of linguistics,
namely, Corpus linguistics which comprises itself The Newly-Created Kyrgyz Corpus,
Artificial Intelligence and Natural Language Processing as a foundation for Verb Sense

Disambiguation.

The first chapter of the thesis introduces with a general overview of Corpus
Linguistics. This chapter provides with a broad information on Corpus linguistics’
emergence and history, and its establishment as a separate field of linguistics, and
classification according to certain types of criteria. The importance of using corpora in
modern linguistics and its methods are discussed and some suggestions were made
regarding usage of them in scientific works. At this stage, we mention the compilation
and development process of Newly-created Kyrgyz Corpus.

The second chapter of the thesis discusses Artificial Intelligence as a basis of Natural
Language Processing which is in turn a foundation for Word Sense Disambiguation. The
emergence of Artificial Intelligence, the role of Artificial Intelligence in Linguistics was
described in details. Also, Natural Language Processing, and its applications in

linguistics were thoroughly explained.

The third chapter of the thesis deals with the concept of “ambiguity” in a language
which cause difficulties to Natural Language Processing. And other concepts which are
misused or misunderstood with the word “ambiguity” (which is not ambiguity) and its

types was taken under our detail consideration. As our main objective we provided with
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a broad theoretical background of Word Sense Disambiguation and its subfield Verb
Sense Disambiguation, and their history in scientific world and importance in linguistics

along with their methods and approaches.

The last, fourth chapter presents the morphological and syntactic analysis which have
been carried out in the Kyrgyz Corpus and Universal Dependency platform. Results of
analysis of Kyrgyz verbs were given in detail with the figures of syntactic parse trees and
the results have been evaluated. In this section of our whole thesis paper, the practical
resolution process of the Kyrgyz Verbs Sense Disambiguation was performed.

In order to achieve the goals and aims set in this paper, the following tasks have

been carried out:

1. 32 sentences which contained Kyrgyz verbs have been elicited from the Kyrgyz
Corpus Query Processor (CQP) and translated into English language;
2. The retrieved Kyrgyz verbs have been adapted into classification that Abduvaliev

has given in his book:

¢ Morphological and syntactic analysis of simple verbs have been carried
out using Kyrgyz Corpus query processor and UD Annotatrix annotation
tool;

e Morphological and syntactic analysis of compound verbs have been
carried out using Kyrgyz Corpus query processor and UD Annotatrix
annotation tool,

e Morphological and syntactic analysis of main verbs have been made
using Kyrgyz Corpus query processor and UD Annotatrix annotation
tool;

e Morphological and syntactic analysis of auxiliary verbs have been
carried out using Kyrgyz Corpus query processor and UD Annotatrix
annotation tool;

e Morphological and syntactic analysis of types of types of compound
verbs have been made using Kyrgyz Corpus query processor and UD

Annotatrix annotation tool;
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3.

Morphological and syntactic analysis of classification of notional verbs
have been done using Kyrgyz Corpus query processor and UD
Annotatrix annotation tool,

Morphological and syntactic analysis of action verbs have been carried
out using Kyrgyz Corpus query processor and UD Annotatrix annotation
tool;

Morphological and syntactic analysis of state verbs have been
undertaken using Kyrgyz Corpus query processor and UD Annotatrix
annotation tool;

Morphological and syntactic analysis of modifying verbs and verbs of
sense have been made using Kyrgyz Corpus query processor and UD

Annotatrix annotation tool:

In total, 32 sentences have been retrieved and singled out from the Kyrgyz Corpus
from different literary genres. All these verbs have been morphologically tagged
and syntactically analyzed in UD Annotatrix annotation tool. The syntactic tree
parse of each analyzed verb has been given in figure format. Achieved results
have been evaluated, made an analysis of them according to each type of verbs

that have been chosen.

As this study is one of the first works carried out in the scope of Corpus and UD

which are used for resolution of ambiguities in the Kyrgyz verbs, the study suggests

new approaches, i.e. application of corpus-based and Universal Dependency tool for

scientific research on different linguistic issues.
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JAUCCEPTAIMSAHBIH KbICKAYA MAZMYHY

KpIprsi3 kopnycyHaarsl 3STHIITEPANH KOII MAaAHUJIYYJIYTYH K00y axkaHa ajJapabl

IHTEKTO0 Macejiejiepu

MaanpiMaT jKaHa KOMMYHHUKAIMsl TEXHOJIOTUSJIAPBIHBIH OHYIYIIY MEHEH
alapblH cUCTeMajapbl 30ereiicu3 YOH KeJIeMAery YMUKH HIITETUJIE 3JI€K TOKTOOCY3
KeOelyn jKaTKaH MaajblMaT MEHEH HINTelun >karblmaT. Omon MaalbIMaTTapabl ap
TYPAYY aJaMzaap jKaHa ap KaHAal MakcaTTa KOJIIOHO aJIbIIIbl YYYH aj MaajbIMaTTap
TaOUrbIi OUp HEerusze KOOMUYJIYKKa TapTyyJaHbIIIbl KepeK. Y1y OarbITThl K3/16IeH
KOPIIYCTYK TWJI WJIMMH JKaH ara HETru3JeNIreH HW3WIIeelep, OHJIAH JMHIBUCTHKA,
MHTEPHET JMHTBUCTUKA )K.0. YIIYJI CBIIKTYY KOMIIBIOTEPAUK T WIMMJEPU OUpu-Oupu
MEHEH ThIThI3 OaillaHbIbIN, OWpAMKTE WII aubin Oapbimryya. OIIEHTHIT a3bIPKBI
3aMaHOan THJI WIMMHHJE TUIAW ap TYPAYY AEHII3JAEH, OHYTTOH allblll, TAOUTbIM THIIIH
UILTETYY NPOLECCHUHEH OTKepcoeK 00noT. Mucanra ancak, (GoHeTHka, Mop¢osorus,
CUHTAKCUC, CEMaHTHKa, IparMaTHKa >k.0. TWJI WIUMAECPUH OuUp ke OMp Hede TUIIIUK
KOPILYCTY ’KaHa aHbIH KypaJJlapblH KOJJOHYI, TEPEH U3UJIJ166 UILNH KYpry3yyre 00oT.
TaOurelii TUAAM MIITETYYHYH HETH3WHAE KYpYJIyl OKaTKaH IIyJd  CBIAKTYY
9BOJIIOLUSUIAP/KYypasliap MaaJlbIMaTTap/bl Tyypa UIITETHUII, KOJJAOHYy4Yyra TYIIYHYKTYY

KBUIBIIT )KETKAPYYO 30 POJIb OMHOMT.

TaOurelii TWIOUM  MIOTETYY CHUCTEMalapbl KOropyJla Kel  KbUIbIHIaH
TaNIIbIpManapasl TOIYK jKaHa Tyypa aTKapyy YYYH KaAUMKHU O3 KOJJIOHTOH TaOUTbIi
TWIJUH TaOUATHIH TePEH aHIAN-OWINII, TYIIYHYITY KepeK. Ty MINTeTHIl )KaTKaHa
TAOWUTBIA TWIIJIETH KON MaaHWIYYJIYKTOp KBIHBIHYBUIBIKTAPABI TyyaypaT. Tuinge kem
MaaHWIYYJIYKTOp ap TYpAyY MACHrMJAe Ooiynry MYMKYH:  (OHOJIOTHSIIBIK,
MOp(bOJIOI‘I/IHJIBIK, CHUHTAaKCUCTHUK, CEMAaHTHUKaAJIbIK JKaHa ImparMaTuKaJbIK XK.0.
OmoHayKTaH, anrad TWIIETH KON MAaaHUIYYJIYKTOpAy JKOWY TaOWUThId THIIU

UIITETYY/1® 9H MaaHWIYY TalllblpMaaapbiH OUpH.

Byn unumuii v kaHpaiaelp OMp KOHTEKCT apKbUIyy CO3/16pAyH MaaHHCHUH
YEUMEJI00 MEHEH JIEKCHKAJIBIK KOII MaaHWIYYJIYKTY JKOIOY MacelelepuH Kapaut. byn

macene anruc TwiuHae Word Sense Disambiguation (WSD)(ce3mepayH Ko
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MaaHWIYYJIYTYH KOI0Y) JIeTl aTajaT. bU3auH uiuMuil um ce3 TYPKYMAOPYHYH UUMHEH
ATUILTEPIUH KOIII MAaaHWIYYJYTYH KOIOYyra apHairaH. AHTKEHHM, 1YHHO1eTy TUIAEpAUH
KOMUYJIYTYHI® Kol MaaHWIYy ce3fep Ke3zaeuier. Jlereme TaOWUIrbli TUIAM HILTETYY
KypaJJlapblH KbI3MaTKa KUPrU3YY/1e KaHAalIbIp OUp KOHTEKCTKE TastHbII, KOl MaaHWIIYY
CO3IOpAYH CaHbIH a3alTyy/MaaHWIEPUH OOy abjaH MaaHwilyy uil. Byn chIIKTyy

ce3nepayH 6ap Ooynry cucTeMallapIbIH HATBIIDKAIyy HUINTEIINHE TOCKOOJIYK JKaparart.

Bya unuMuii MINTHH aKTyaJayyJayry: Oyl WIUMUN HINTHH aKTyalnyyTyKTapbIHBIH
OMpU KBIPTbI3 THIMHACTH TUIITEPANH KOI MaaHUIYYJIYTYH KOy YUYH XKaHbl TY3YJITOH
KBIPTbI3 TWIMHHUH KOPIYCYHYH HETM3UHJE ap OUp ATHILKE MOP(OIOTUSIBIK SHTEKTEP
Oepuinn, MOp(OJIOTHAIBIK aHATU3ANH KacaJbIIIbIHAA 00yl caHanat. A3BIPKbI KYHIO
aHaJIu3 KbUIyyda KepEeKTelyy4dy MaTepHallIapAblH CAaHbIHIA JKaHa KOJIOMYHIO YEK JXKOK,
AHTKEHU TUJIMK KOpIycTa Oup Heue MUJUTMOHIOTOH aiipbIM yuyplapia MIDIHapaarad
(mucansr, BNC, COCA nen atajnraH aHIVIMC TWJIMHHAH KOPITyCTaphl) CO3/IOPAY 63 UUHHE
KaMTBIUT. Mucanra ajicak, KbIprbl3 THWJIMHUH >KaHbl TY3YJreH YIYyTTYK KOpIyCyHIa 2
MHWJUIMOHAOH AamlibIK CO3 MOp(l)OJIOI‘I/ISIJIbIK ACHID3JIAC OHTCKTCIIUII KHUPIrU3WUJITCH.
Hartbrikana, KOPIMyCTyK BIKMaHbl KOJJIOHYN OKYPTY3YJATO6H HWIMUMHA — HIITEp
SMIIUPUKAIBIK MaanbIMaTTap >aHa Kell eJuYeMJle HaTblibkajap MEHEH OailbIiT.
KOpHyCTYK BIKMaHbI KOJIJOHYTI, 6I/Ip HCUYC CCKYHJ WYHMHIAC KOMIIBIOTCPAWH 0OaCKBIYBIH
OMp JKOJIy YBIKBUINATYY MEHEH CO3IOPIAYH, (pa3anapablH, CYHIOMIOPIYH TaTaal co3
KaHa CYWIeMIepAyH CEMaHTHKAJbIK, CHHTAKCUCTHK, MOP(OIOTUATIBIK, x.0.
JEHTINJIEPIETH SHTEKTEPHH, KBIIITHIKTAPBIH, KE3/IEHIYY THITBI3BITBIH alyyra 00JoT
JKaHa OILIOHY MEHEH Oupre yOaKTBhIHBI3 J1a YHOMIOIOT. Y1yl ceOenTep KOPIMyCTYK THUI

WIMMHH UITHOW3]1e HETH3TH bIKMa KaTaphl TaHIAM allyyra TYPTKY Ooy.

Omonmoii sme, Oyn wiuMuil WTe YHHUBEpCANAyy OarbIHBIHKBUIBIK (QHTIL:
Universal Dependency) non6oopynyH UD Annotatrix annotation tool nem arairan
9HTEKTOO/aHHOTALMIO0 Kypajabl MEHEH TAaaHbIUTHIpaOb3. Byn Kypan stumrepauH
CHUHTaKCHUCTHK MYHO3YH, TY3YJYIIYH jKaHa CYWJIOM HUUHIETH Oalrka ce3aepre OOIToH
KO3 KapaHIyyJyryH 4arbUiblpyy Y4YH Koujonynay. bynm UD Annotatrix annotation

Kypajibl ap TYpAYY TWIAEPAUH TpaMMaTHKachl, €63 TYPKYMIOpY, MOP(OIOTUSIBIK
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MYHO316MOCY JKaHa CHHTAKCUCTUK KO3 KapaHIAbUIbIIbBI KOPCOTYJIIOH, TBIHBIMCBI3

KAHBUIATBUIBIN Typyydy aTaiibiH maTdopma 0oyl caHamiar.

Bya wimmunii nmnrun makcatsi: Co3nepayH (OM3AMH UIITE STUIITEP MEHEH YEKTEJITeH)
Kol MaaHuyyyryH sxoroyayH (WSD) Herusu 60IroH KOpIyCTYK THII HIMMH, )KacaiMma
WHTEJUICKT, TAOWTBIA TWIIW WINTETYY TapMaKTapbl OOIOHYA TEOPHSUIBIK MaaylbIMaT
tontoo; Ce3nepayH (OM3AUH UIITE ATUILTEP MEHEH UYEKTEIIeH) KOl MaaHWIYYJIyTryH
#oyHyH (WSD) TeopusiChIH >XKaHa TapbIXbIH, THJI WIAMHHIETH KOJAOHYIYIIYH
U3U1e0; Oyl WIMMUN UINTHH HETM3TH MaKCaThl KaTapbl KbIPrbI3 TUJIM *KaHa aHAarbl
ATUIITED Tyypanyy 0assHI00; co3A6epAYH (OM3AUH HINTE ITUIITEP MEHEH YEKTEITEH) KO
MaaHWIyyayryH >xoroy (WSD) mpolieccMH HINKE amblpyyaarbl KbIPTbI3 THIWHIETH
ATUIITEPAUH MOPHOIOTUSIIBIK KaHA CUHTAKCUCTUK YHTEKTEIHUIINH KOPCOTYY JKaHa ara
aHANMM3 WIMMHA aHalu3 JKYPry3YyI, JKbIMBIHTBIKTapblHA HIUMUN 0aa Oepyy Y4YH
KOpIycTyK bikManap kana UD Annotatrix aHHOTaus Kypajibl KOJJIOHYY. bys niaumuit
UIITHH KOTopyAa OeNTHJIEHI€H MaKcaTTapblHa )KETYY YUYH TOMOHOTY aJlIblra KOIJTraH

MUJIIETTEP/IN KY36I'6 alllbIpyy KEPEKTEIIET:
1) KsIpreI3 KopmycyHAarsl TEKCTTEPACH STHIITEPIM TaH/AI AIII YBITYY

2) TaOputran stumnTepau AGayBaareB “A3BIPKBI KBIPTbI3 TUIIMHUH MOP(HOIOTHICH”

KUTEOMHIE YKa3raH dTUIITEPIUH Kilaccu(UKaIuscel 6010HYa OOIYIITYPYY

e KBIpreI3 TWIMHHH KOPIyCyHaH AajblHTAH JKOHOKOH JTHUIITEpre

MOP(OJIOTHSIIBIK JKaHa CHHTAKCHCTUK aHAIH3 Kacoo;

e KBIpreI3 TWIMHMH  KOPIYCYHAaH  ajblHFAH  TaTaaJl  JTUINTEpre

MOP(OJIOTHSIIBIK JKaHa CHHTAKCHCTUK aHAIH3 Kacoo;

° KBIpFBB TUJIIMHHUH KOpnnyCyHaH aJIbIHI'aH HCTHU3ru STUIOTCPIe

MOp(bOJIOF HAJBIK JKaHa CHHTaKCHUCTHUK aHaJIM3 XKacCoo,

L4 KprrLI3 TUWIWMHUH KOPIIYCYHAH aJIBIHT'AH 2JKapJAaM4bl OSTHUIOTCPIE

MOp(bOJ'IOFI/IHJ'IBIK JKaHa CMHTAaKCHCTHK aHaJIu3 XacCoo0,
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e KpIprol3 TWIMHUH KOPIYCYHAaH ajblHIaH TaTaal STHUILTUH TYpPJIOpyHe

MOP(}OIOTHSIIBIK KaHa CUHTaKCUCTHK aHAIIU3 Kacoo;

e KpIprel3 TWIMHWH KOPIyCYHAaH aQJbIHTAH  STUIITCPAWH MaaHWIUH
TONTOPYHA/KIACCUPUKAUACEIHA MOP(HOJIOTUSIIBIK KaHa CUHTAKCUCTHK

aHaJIn3 ’Kacoo;

o KBIpFLIS TUJIMHUH KOPIIYCYHAH aJIbIHI'aH KLIfIMBIJ]-apaKCT OTUIOTCPUHC

MOp(bOJ'IOFI/If{J'IBIK JKaHa CMHTAaKCHCTHK aHaJIu3 XacCoo0,

L4 KprFLB TWIMHUH KOPIIYCYHAH  aJIbIHT'aH aJ'I-a6aJ'I,Z[LI 6I/IJ'IJ_'[I/IpFCH

OTHIITCPIC MOp(i)OJ'IOl"I/IHJ'IBIK KaHa CMHTAaKCHCTHK aHaJIn3 KaCoo,

e Kpiprol3 TUIMHMH KOPITyCYHaH ajblHIaH ©3repyM aHa CEe3UM-TYIOM

OTUINTCPHUHE MOpq)OJ'IOI‘I/ISIJ'II)IK JKaHa CHMHTAaKCUCTHK aHaJInu3 Kacoo,

3) Ap Oup KbIprbl3 TWIMHACTH STHINTEPre anapblH MyHe3y OOIOHYAa MaHHICPUH
aHBIKTaN, ap OWpHMH Taijamn, aHaJU3 XKYPry3Yy, aHAIMU3ACPIAN >KbIMBIHTBHIKTAII,

HaThIKalapblHa WINMUN 6aa Oepyy

HN3unneenyH odbexkTucH: KbIprbl3 THIMHAETH 3TUIITEPAUH KOI MAaHWIYYIYT'YH

KOy, ajlapJbIH MOp(bOJ'IOFI/ISIJ'H)IK ’)KaHa CUHTAKCUCTHUK DHTEKTEIIHIINH/ AHHOTaIUACHIH

oepyy.

N3uingee mmuanH npeameru: UD Annotatrix aHHOTAIMsIO0/PHTEKTOO Kypalibl

JKaHa KbIPI'bl3 TUWJIMHUH KOPIIYCY.

HN3unneeHyH MIMMHI KAHBLIBITBI: OyJl TapMaKTa KYPI'Y3YJIreH H3UJIAeeI1epre
TasHBIN,  KBIPrbI3  THWJI  WIMMUHAE  KopmycTyk kaHa  UD  Annotatrix
AQHHOTALUAJIOO/PHTEKTOO  BIKMANAPbIH  KOJJOHYY apKbUlyy OTHIITEPAMH Kol
MaaHWJIYYJYTYH JKOIOY OOIOHYa a3plpblHYa WIMMHUN-UINTEp aTKapbula dJeK.
OwoxykTaH, Oyl MIMMHNA M OyJl @HYTTOH ajlblll KaparaHja airadkbl SMI€K JeceK
KaHBUIBIIINAKObI3. By viliTe 3TUINTEpIUH KONl MaaHWIYYJIYry OOloHYa Teopus MEHEH

61/1pre MPAKTUKAJIBIK HW3WIAO6JIop Oda CYHYWITAaJIAbI. KBIpFBB TUIWHCH aJIbIHT'aH
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STUIITEPANH KOIl MaaHWIYYJYTYH JKOIyra, ajapAbl TEpeHIEeN aHalu3[eere xaHa
MaaHWJICPUH MUTWIMKTYY YeuMeren Oepyyre Janianar KbUIBIHIBL. Byn mnumuil uimre,
nerene Kulproi3 Tii1 wiumuHae UD Annotatrix aHHOTAIMSIIO0/9HTEKTOO KypaslbIHbIH 3H

6I/IpI/IH‘lI/IJ'IepI[eH 60J'Iy1'[ KOJIAOHYJYyITY da 63YHYO 6I/Ip JKaHbUIBIK TapTYyYyJIaIl JKaTarT.

HN3unneeHyH nanMuii MeTOAUKAJIBIK Heruzaepu: OyJl WIMMUNA UIITE TOMOHAOTY

pIKMaJIap KOJIJJOHYJILY:

KbIprel3 THIMHAETH STHIITEPAUMH MOPQOIOTHIIBIK SHTEKTEPH MEHEH Oupre amayy
YUYH KbIPT'bI3 TWJIMHHH KOPITYCY, aTall alTKaHaa, Kopnycmyk HeauzoenzeH vikma (Corpus-

based approach)kongonymnmy.

Kopnycka 6azoeimmanean vikma (Corpus-driven approach ) sTHIITepAHH JKbIIITHITBIH

KOPCOTYY YUYH KOJIOHYJIIIY.

Canovix  (keanmumamueoux) vikma Oyl WINTe KaMThUITAaH JTUINTEp OOrOHYA

CTaTHCTUKAJIBIK MaaJlbIMaTTapAbl O€pYy YUYH KOJIIOHYJIIAY.

Canammuik  (keéanumamuoux) blKMa KbIPTbI3 TUIMHAETH OSTULITEPAUH Kol

MaaHWJTYYJIYTYH aHAIN3/180, ChIATTal 0epyy, )KaHa TYIIYHIYPYY YUYH KOJITOHYJITY.

Konumpacmmpuix vikma (Comparative method) sTHIITEpAN aHTTTUC TUIIMHE KOTOPYYAArbl

K93 OMp ©3reveTyKTeply aHBIKTOOA0 KOJIIOHYJIAY.

Tanoan anyy wvikmacel KbIprbl3 TWIMHHH KOPIYCYHIArsl ap TYPAYY >KaHpHAarsl

anaOusATTapIbIH apachlHaH TUIITEPU TaHJAN ajlyyJa KOJJOHYITY.

Coinammoo wvlkmacsl KbIprbl3 TWIM, >KaHA aHAArbl STUINTEPAHMH, KOPITYCTYK THII
WINMUHMH, 3TUIITEPANH KOl MAaaHWIYYJIYTYH KOy, TaOUTbIM TUIAM HUIITETYY *KaHa

yKacalMa WHTEJJIEKT OOIOHYA TEOPHSUIBIK U3UIIeeJepay OepyYae KOIIOHYIAY.

NimTuH TeopHusJbIK KaHA NPAKTUKAJIBIK 0aanyyuayry: Oyi MIUTUH U3WUJII@OHYH
HETM3UH/IE TONTOJINOH TEOPHSUIBIK MaaJlbIMaTTapbl MallliHAa KOTOPMO, KOPITYCTYK *aHa
KOMBIOTEP/IMK THJI WJIMMJEPH, KBIPIbl3 THJIMHHH KOPIYCYHYH OHYKTYpPYY, ’KacaiaMa

HHTCJIJICKT JKaHa KbIPI'bl3 THJIWH TaOUTBIH THIAWX HIOTCTYY IHIPOLHCCCUHCH OTKOPYY
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KaaTblHAAQ U3WJI/166 HIUTEPHUH >KYPrY3YYAe, alapsl OKyTYyN-yhHpeTyyae 4oH Oup Oa3za
O6omyn Oepe anat. MbIHAAH CHIPTKAapbl CHHTAKCHC >KaHa Mopdosorus cabakTapblH
OKYTKaH MyTaluMepre 1a skapaaMubl 60myn O6epe anat. byra xourymua, Oy umi gerene
TUJIJIETH STUIITEPANH CEMAHTUKACHIH U3WI06/6, 63reue a3blpblHYa TOTYK U3HIIICHHUIT
OyTe 3i1eK, TYPKOJOTUSl WIMMHUHIE Jarbl JIeJe KbI3yy Tajall-TapThIITapAbl jKapaTbhill
KEeJIreH TaTaas dTUILTEePre, alapIblH TyTyMYHa, TY3YJYIIYHO, KIacCCH(PHUKAIUACHIHA )KaHa

JKAIIITBI 71 TAOUSATHIHA aHAIM3 JKacoOT0 Ja KapaaM OepeT IereH YMYTTo0Y3.

AN MU NpakTHKaJIBIK 0aallyyilyry TWIIU UINTETYYHYH ©3rede OMp bIKMachl OOJIOH,
KOMIIBIOTEPIUK H0ereiicu3 4YOH KeJIeMIery MaallbIMaT KaMbIThITAHABITBIHAH YJaM
NPAaKTUKAIBIK MINTEPJE TAaK >KaHa Tyypa MaajblMaT ajlyyra Ke3JleJI'eH KOPIYyCTYK
BIKMAaHbIH KOJIJOHYIyIIy AeceK 00joT. Byn MINTHH aHanu3W, NMpaKTUKAIBIK Oeiyry
KbIpIbI3 THJIMHMH Kopmycy skaHa UD Annotatrix annotation Kypaigapsl KOJJOHYIYIT
UILKE alblpbu1ibl. KOpmycTyk THII MIMMM TUI WIMMHUHIE KEHUPU KOJIOHYJA DJIEK K
nerene maiina 6oyi0 3JeKTe M3WIee WIIMH aTKapyy MpoleccuHe as0ail kem yOakbIT
KOPOTYJIYIL, KOII IMI'€K )KyMIIOOro Tyypa Keady. GU3uKanblk MYMKYHUYYJIYKTOPAOH yaM
a3 raHa KeJlemJ1ery aabustapAbl OKyI U3WIICT YbI'Yyra MYMKYH 3J1€. AJl 9MH a3bIPKbI
yuypAa, KOPIYCTYK THJ MIMMHMHUH HETU3MHJE KOMIBIOTEPIUK (QopMarTarbl 4YOH
KOJOMIery MaaisiMaTTap (THWIIWK KOPIMyCTap MHUIMOHJOTOH CO3J6pAY, alpbiM
KOpIlyCTap MWJUIMApAJaraH Cce3[epAy HWYMHE KaMTHIAT) MEHEH HIUTellyYy Kbliia
xeHuaean. OmoHAyKTaH, Oyl HIITHH KBIMBIHTHITBIHAA KeTUI-UbIKKaH HAThIHKalap bl
TOMOHJIeTy OarbITTap/ia KOJJIOHyyra MYMKYH: KbIPI'bI3 THUIMH TaOUTbIA TN HUIITETYY
IPOLIECCUHEH OTKOPYYAO, KOPIMYCTYK THJI MIMMHH U3UIJI06/6, CEMAHTHKA,CUHTaKCHC,

MOp(bOJ'IOFI/Ifl JKaHa KbIPIrbl3 TUWIMHACTH STUIITCPANH KOII MAaHUJIYYJIYTYH KOKOya.

HN3unneenyn Martepuanaapbl: Oyl WIITH Ka3blll OAlITOONOH MYPYH JKaHa >KasblIl
XKaTkaH yOakTa TaOWTHIH TWIIW WINTETYY, JKCAJIMa WHTEJUICKT >KaHa KOPIMYCTYK THII
WIMMH, >KaHA CO3JMOpAYH (aHBIH MYUHAC ITHIITEPIWH) KON MAaaHUIYYJIYTYH KOKY
OoroHua Oup Heue agabusTTapra ko3 YanThIpAbIK. TaOUrblii TUIAM UIITETYYAO SH KbIHBIH
aTKapbUIBIIIBI KEpeK OOJTrOH jKaHa aTKapbUIbII >KaTKaH TalllblpMaliapAblH Oupu Oy
TUJIICTH CO3OPYH MAAHWIKPUH YEUMENO6 apKbUTYy KOl MaaHWIYYJIYTYH KO0y O0IyT

cananat. byn Garbitta anraukeuapaan 6omyt, 1940-xeuaapeiaeH asreiaaa 3ud (Zipf)
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e3YHYH ‘“‘MaanunuH Mblii3ambl” (“Law of Meaning” ) nereH sMreruH CyHyIITara.
AHBIH TKOpHSCH OOIOHYA, a3bIpaak KOJJIOHYJITaH CO376p MEHEH 3H KO KOJHYJIraH
CO3/IepAYH apachblH/la MAaaHWIMK aibIpMaybUIBIKTap Oap, TakTam aWTKaHIa, a3bIpaak
KOJIZIOHYJITaH CO37epre Kaparanjia KeOypeek KOJIJIOHYJTaH Ce3A6pIAyH MaaHWIEPH Kell
6onot. Kuitnnuepask Oyn maanunuk Oaitnaneimn Teopuschl British National Corpus
tapaObiHaH TacTeikTanrad. An svmu Kamman 1950-kputbl OyTYHIO®H KOHTEKCTTHK
CYWIeMAepIYH MaaHWIEPU MEHEH aHbIH TYTyMYyHJArbl 9KU 3JI€ CO3IYH ap Tapantyy
MaaHWJIEpU MEHEH CaJIbIIUTHIPBIN Kapaca 00J0OpyH CyHymTaraH. AHjnaH coH 1957-
*Kbulbl, MactepmMan PoxerTuH 51 apanblik Te3apycyHaa Ce3yH Tyypa ’KaHa Tak
MAaaHHCUH aHBIKTOO YYYH KaTeropwsiapAarbl Oaml aTaJblITapAbl KaHTHIT KOJIIOHCO
00JI00pYH TYIIYHAYPYII, IMI'EK 5Ka3bIl YblkkaH. Co31epayH Kol MaaHUICpUHUH HINHEH
Tyypa MaaHUHHM aHBIKTOO YYYH TaHJaN ajlyy MEHEH JIeKCHKa-CeMaHTHUKara 4eKTeJreH
BIKMaJIap/abl OUPTeNCITUPHUN KOJIAOHYyyra 00100pyH Oaca Oenrwmiet. 1979-xkpuinapsl
Pumxep xana Cwmon “ce3 amuctepu” ("word experts.") TYIIYHYTYH KHPTH3TEH.
MacmTabnyy KeJaemaery JeKCUKalbIK OyJaKkTapAblH KaHa THIAMK KOPITyCTapbIH
naiina 6omymry MeHeH, 1980-xbu1aaphl CO3YH KOII MaaHMITYYJIYT'YH KO0y TapMarsl YOH
e3repyyre Jayymap Ooiyn, caJMakTyy ajjblra ©HYIYY KaJaMblH TallTaJbl.
JKBIABIHTHITBIH/IA, H3WII00YYII0P aBTOMATTHIK TYP/® MaajabIMaT allyy Kypalgapbl MEHEH
Oupre KoJ apKbUTyy ’Kacajblll aJIbIHYY4Y KypaJiapibl OUpreemTHPHII, MACCAIIBIK TYP/O
KoyiZioHO OamtamThl. Kuitnauepask 1986-xpuibl Jleck ce3nepayH apachIHAATHI KaJIlbl
OKILIONI MaaHwiepre (Ce3ayKTery OepwireH aHbIKTamalap) HEru3/eireH ©3YHYH
QITOPUTMUH MINTEN YbIKKaH. byl anroputMmie kem MaaHWIYY Ce31epaery CesIyH
CYHyIITaJla Typuy MaaHHCH aJl CO3JYH JXKAJIBICBIHAH 3H KON KE3CIIKEH MaaHHUCHHE
(maximum number of overlaps) 6apabap. by nmmnne Jleck ce3nepayH aHbIKTaMaIapblH
anyy yuyH Oxford Advanced Learner’s Dictionary of Current English (OALD)ce3nyryn
KOJIJOHTOH. ByJ anroput™m ce3ayH MaaHUCHH CO3QYKTery aHbIKTamajgapra Heruszern
UINTEN YBITYY BIKMACHIHBIH Maiia 00y, TYnTeylIyHe Heru3 canrad. Ax smu ['ycpu
A3BIpKBI 3aMaHOan aHrauc THIMHEH co3ayryH (Longman Dictionary of Contemporary
English (LDOCE)) xonmonyn, kogaopayH (the subject codes) Herusunae cesznepayH
MaaHWJIEpUH YeuyMesieere Jananar KeliaraH. JKannbicblHaH alTKaHa, CO3OPAYH aHbIH

WYUH/E STUIITEPANH KOI MaaHWIYYJIYTYH KOy OOrOHYa YPYHTTYY KaHa MaaHWIYYy
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Marepuaiaapasl OasHganm ©TTyK. Jlarkl KEHEHUPIIK MaalbiMaT alyy Y4YH Oyn

MarvuCTpUK UIITHH UYKH OanTapblHa KO3 YalThIpcaHbl3 00JIOT.

Byn unumuit MITHH Jars Oup MaHUITYY MaTepHalibl KbIPrbl3 THIMHETH STUILTED
’KaHa ajJap/blH 63reYeIYKTepYH KaMThIraH TEOPHsUIBIK MaasbIMaT 0oJyn caHanat. byn
Tyypallyy MaanbIMaT Oepyy YuyH AOnyBasiveB arailfiblH “A3bIPKbI KbIPI'bI3 THJIMHUHU

MOPGOJIOTHICH aTTyy KUTEOMHE TastHBII, U306 KYPIY3aYK.

3ammapovin  KeitimbLI-apakemuH, Aan-abanvlH, aKblI-0tuoo2y apaKemmepou
ounoupeer ce306poy smuul ce300p den aumadwvlz. Imuus c6300p SMHe KblLIbln dHcamam?
OmHe kvi10vl? OMHe Koliam? NETEH CypOOJIOPTo KOOI OepeT. DTUII JETeH €3 O3y
STUMOJIOTHSICHI OOIOHYA 9m- IETEeH “‘aTkap’’, “WinTe” AETeH MaaHUHHU OWJIIUPTEH CO30H
KEJUI YbIKKaH. by ce3 3CKUpreH co3A6payH KaTapblHa KUPET. A3BIPKbI yUypAa A3IPIIUK
OJIJIOHYYJlaH YbITHIN, K33 OWp ydypiapja TaHa TaTaal STUIITEPAMH TyTYMyHJa raHa

2

KOJZIOHYJIyIl KejeT. Mucansl: “kabbut 31-", “caldbip 31-" %.0. Kdogme Oamka TuiaeH

b

aJbIHTaH Ce3[ep MEHEH Oupre 0o03€Kd KenrTe ‘“3BOHUTH 3T-", “O0pOopMUTH 3T-“ nen

KOJIJIOHYJIYTI KEJIeT.

e Koiprez TunuHmern 0amka ce3 TYPKYMIOPYHOH ailblpMajaHbIN, 3TUII CO3]1Op
YOH POJIbAY OMHOMWT ’aHa ©3re4e MaaHure 33. KbIprel3 TWIMHAETH STUILTEPINH
JKaJIIBICBIHAH TOMOHOI'YI6l e3reuesyKrepy 0ap:

e bamka ce3 TypkyMIepyHe KaparaHjaa STHUINTEp THIAMH CO3 Ka3bIHACBIHBIH
KOMUYJIYTYH OOJIYT'YH 23JIEHT.

e KbIprel3 TUIMHIETH STUIITEPIUH Oalllka ce3 TYPKYMIOpPYHe e3repylly adaaH
celpeK Ke3JelleT )aHa OHOW 3Jie e3repe OepOeWT. Anap TWIAE TYpPYKTYy
JEKCUKAJIBIK TpaMMaTHKaJbIK KaTeropusira 33. bamka TunaepaeH 3TUIL
CO3/16pAYH KBIPIbI3 TUIMH/E KOJIOHYIIYIY YaH/la TaHa yuypiapaa Oaiikanart.

e DTUIITEPIUH IPaMMaTHKAJIBIK KaTeropusachl abJjaH TaTaai npolecc, OHOM MEHEH
TYWYHYN O0s0OHT. OIIOHIYKTaH, 3THII CO3[ep aHAINW3 KblIyyzna Oup Ton

KbIIBIHYBUIBIKTAPABI TYYAYpaT.

DTUmTep bIHral, Yak, caH, MaMuUJe, JKaHa jKaK KaTeropusuiapbl 0OIOHYA ©3TreperT.

O1moH/10 311€ 3TUIITEP OH XKaHa Tepc Gpopmaaa aa 6onymry MyMKyH. Ty3ymnymry 60roH4a
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STUIITEP CYHIOMAYH OOBEKT jkaHa CyOBEKTHCHHE Kapail ©TMe jKaHa ©TIeC ITHUILTEP

6oy OenyHerT.

KbIBIHTBIKTAN alTKaH[a, >KaHAYy JKaHa >KAHChI3 3aTTApJblH MEUKUHIUKTETH
KBIMBLIBI, UM -apakeT OOJIyll 6TKOH ME3THJI aHa YOaKbIT YeHeMJIepH Aa ap TYPAYY
KaHa YyeKcu3. YIIysa ceOenTeH yjiaM, 3TUIITEp Ja KbIMbLI- apaKeTTHH, al-a0aliblH, aH-
Ce3UMJIETH KbIMMBULAAPABIH ap TYPAYYJIYT'YH YarbULABIPbII Typat. JleMeKk KbIprbl3
TWIMHJETH ATUIUTEP Aa TY3YJIYLIYHO Kapall KOHOKeM jkaHa TaTaal, ajl MM TaTaaj
STUIITEP TYTYMYH/JArbl STUILTEP HEru3ru (MaaHu Oepyydy) STUIITEp KaHa >KapAamubl
sTuIITep 0601y 606JYHOT. AJl 3MU TaTaja ATUILTEP 63 Ke3ETUHAE TUIL TYToiyy, aTo0u

TYreilllyy *aHa TyypaH/bl ce3 Tyreinyy 6omyn 3ke OesyHeT.

OTUII ce3[6p Kallbl bl KaparaHjaa, KbIMMBUI apaKeTTUK KaHa ay-a0ajlbIK
MaaHUHU OWJIIUPreHn MEHEH K33 Oup ydypiapaa KbliiMbUI-apakeT Oaiikaica, K3d7e
IopiuK Oalikama OepbOeitt. Ymrynm cebenTeH yiaaM Ja KbIPTbI3 TUIUHACTH STHUIITEP

MaaHUIIUK KarbIHaAH KI)II7IMI)IJ'I, a0aJ1 ’)xaHa Ce3uM OTUIITEP ACTCH TOIITOPTO a}KBIpaﬁT.

VYuryn knaccupuKanusgapAblH HETU3WHAE KBIPTbI3 THJIWMHEH ajblHTaH STHINTEpTe
KYPry3YJIreH CHUHTAKCHCTUK >KaHa MOP(OJIOTHSIIBIK aHAJIM3IEpIUH alpbIMaapbiHa

TOKTOJIYII ©TCOK:

1. Xawu maxyn 6onyn, sxcaw-kapolnbii OAApvIiH YAKLIPOLL.

XaH_n_nom MaKys ij oonmyn_v_iv_prc_perf, _cm Kam_quio
KapbplHBIH_n_gen sg OaapbiH_prn_ind px3sp acc yakbpael v_tv_ifi p3 sg

._sent
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ROOT

=ladvcl
<nsubj =<10bj
<iamod puncte /an1odu= [punctp
XaH1 |Maxyn;2| Etmyn 3 l [mam-mpunuulS] [ﬁaapblHIG] qamp.qbl 7 IE

(PUNCT] [NOUN] [PRON] [VERB] [ ]

Figure 4.14 Dependency parsing of the simple verb “uaxvipovt”

»<Xan>" “<sKarn-KapbIHbIH>"

“xan” NOUN @nsubj #1->3 “xamr-kapsl” NOUN (@obj #5->7
“<makym>" “<OaapblH>"

“makyn” ADJ @amod #2->3 “6aaps” PRON @amod #6->5
“<Gomym>" “<gaKpIpbr>"’

“6on” VERB @advcl #3->7 “gakpip” VERB @root #7->0
‘<> <>V

“” PUNCT @punct #4->3 “”” (@punct #8->7

2.Koén ascumn srcoltivin, kanwmun Kymyaywmyn apeacein uzdeou (The Story by

Aldarkoso).

Ko€H n nom »scuH_n_px3sp acc xeibm_v_tv_prc perf , cm kantun_adv
KyTYJIYIITYH V_tv_ger pres_gen apracklH_n_px3sp acc uzmeau v _tv ifi p3 sg

._sent

113



ROOT

1advel

() oL el L)

foo) Gon) [l (e oo e e
(noun]  [nOuN] [‘J‘ERB] [PUNCT| [HUUN] [rmuu] IvEﬂB] IPUNCT]

<ngubj

Figure 4. 15 Dependency Parsing of the Simple Verb “n3nenn”

»<Koéu>" “kanaturr’  ADV  @advmod
#5->6
“ko€H” NOUN @nsubj #1-
>3 “<KyTyJymTyH>"
“<scur>" “xkyrynym” NOUN @case
#6->7

“5¢” NOUN @obij #2->3

(13 99
“<KBIMBIT>" <apracblH>

“apra” NOUN @obj #7->8
“xs1ii” VERB @advcl #3->8 apra” NOUN @obj

(13 29
e o <uzaeau>>
9

« ” VERB @root #8->0
«» PUNCT @punct #4->3 A @

6‘<.>9’
“<gaHTuUI>"

“” PUNCT @punct #

Koropynarel mucanga OepuireH ‘“uaksipovi-invited”, “uzdedu-searched” >tumrepu
Oup raHa ce3qeH TypyTl, Oup raHa MaaHWHHU OWJIAMPTEHANKTEH )KOHOKOU 3TUIITED 00y

caHanar. ['pamMMaTHKaNbIK KaTeropuschbl OOIOHYa OWp TaH YHTYIOaH TYypYI, MY4ecy
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YaKbIp-0bl, N3]1e-0u OUPUHYH KAKTHIH )KEKEJIUK TYPYH KOpPCOTYI, KbIIMbLI-apakeT 6TKOH

YaKTa UIIKC allIKaHIbII'bIH Oenrumern Typar.

AJ MU TOMOH/I® TaTaall dTUIITEP OCPUIITeH CYHIIOMIOPAYH aHAIN3ICPH:

3. Keuxe ocyyx Apcen Camanuun ustoan onmypa anéaost. (Aitmatov, 1997).

Keuke n dat xyyk adv  Apcen np ant m nom CamaHuuH np ant m nom

gpigan_v_tv_prc perfonrypa v iv_prc impf anbager v_iv_. _sent

<;advmaod

<nsubj

anmod compounde=

[Apceu | 3] [CamquuH | 4]

ROOT

puncte

compounde=

(omypale) [ancana[7) [ Je]

ADV W [PR(I)PN|

[VEIRB] (VERB] [VEIRB] (PUNCT|

Figure 4. 16 Dependency parsing of the compound verb “uvidan onmypa an6aowvt”

7<Keuke>"

“keq” ADV @nmod #1->2
Oy YIS

“xyyk” ADV @advmod #2->5
“<Apcen>"

“Apcen” PROPN @nsubj #3->5
“<CamaHunn>"

“Camanunn” PROPN @compound
#4->3

“<gprgam>"

“gpia” VERB @root #5->0
“<ontypa>”

“ontyp” VERB @compound #6->5
“<anbaaer>"

“an” VERB @aux #7->5

g

“” PUNCT @punct #8-
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4. Caxnaea 4blKKau akblHOApOwvl 91 0YYA0ama KO Yaan , Kvl3yy KOWIHOR mypoy.

(Osorov, 2021).

Caxnara n_dat YBIKKaH V_iv_gpr past subst nom akpIHAapAsl n_pl acc
9J1_n_nom ayyijgaTa_unknown KosI_n_nom yaam Vv_tv_prc_perf, cm kb3yy unknown

komron_unknown typay v_iv_ifi p3 sg. sent

=0bj

[\ [

kmMmH [wmﬂﬂ huwuwM l hmwmh

N (=9 (on

aadvel

i -2advmad S
KoWTon m TypaYy
[Punct]

Figure 4. 17 Dependency parsing of the compound verb “xormrrom Typay”

”<Caxnara>"

“caxna” NOUN @case #1->2
“<ypIKKaH>"

“gpix” VERB @amod #2->3
“<akbIHAApABL>"

“axpin” NOUN (@obj #3->7
>

“am” NOUN @nsubj #4->7
“<myynparta>"

“nyynmat” ADV @advmod #5->7

“<KOH>”

“koa” NOUN @nmod #6->7
“<gaam>”

“gaar” VERB @advcl #7->10

e >

“”” PUNCT @punct #8->7
“<KbIBYYy>"

“kp13yy” ADV @advmod #9->10
“<komrrom>"

“komto” VERB @root #10->0
“<rypay>"

“1typ” VERB @aux #11->10
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‘<> “” PUNCT @punct #12->1

CyiinmeM TH3METMHJIE TaTaajd STHUINTEP Ja TY3YJIYIIYHO KapabacTaH J>KOHOKOM
STUIITEpAEHAIe PYHKIUSAHBI aTkapaT. Taraan 3TUIITEpJe HETW3ry STUII OUPUHYH, al
HMHU KapJaMubl ATUII aH/IaH KUWUH ara )aHalla OpyH anar. “ysidoan oamypa anoaowt’,
“kowmmon mypoy” mamaan muwmepunde “wvioan” and “ xKowrmon” Herusru

ATHUILTEP, aJl IMU KapAaMubl dTUIITED “‘onmypa anvawvt”

mypoy” 607y dcenTeneT.
5. Kapaan 6epu arcyeypoy (CrlHraH KbUIbIY).

Kapaan n_nom_sg 6epu_adv xyrypay v_iv_ifi p3 sg: sent

ROOT
=insubj
[--:Jadvrn-:-cl fpun-:tn:-\
(Kapaau|1] [(Bepu]2] rypay |3 Cla)

(FoneT)

Figure 4.19 Dependency Parsing of the action verb “scyzypoy”

«<Kapaaun>»

«Kapaan» NOUN @nsubj #1->3
«<Oepm>»

«6epu» ADV @advmod #2->3

C<KYTYPAY>»
«kyryp» VERB @root #3->0

‘6<‘>7’
“” PUNCT @punct #4->3

6. Corymka xapaamayyiayryH Oup Kblitia kemepoy (CbIHraH KbUIbIY).
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Corymika v tv_ger pres dat skapaMayyayryH n_sg acc Oup kerita_adj advl

ketepay v tv ifi p3 sg. sent

ROOT

<10bj

<ICase <nummaod <;advmod puncte

[Cor}'mxa|1| |xmpaaum)mmm|2] Gup |3 -E IE
(VERB) (PUNCT)

Figure 4.20 Dependency Parsing of the action verb “xemepoy”

”<Corymka>"

“Corymr” NOUN @case #1->2
“<skapaaMayyJayryH>"
“xapaamayyinyk” NOUN @obj #2->5

“<6I/Ip>”

“oup” NUM @nummod #3->4
“<Kpritna>"
“kpiiina” ADV @advmod #4->5

“<KeTepL[Y>”

“rketep” VERB @root #5->0

6G<.>79
«» PUNCT @punct #6->5

byn mucannapaars! “keTepay jkaHa )KYTYPAY  HACIATEH KW THUII KbIMMBUI ATUIITEPTE
KHPET, AHTKEHH 5K0© TEH KBIMMBUIIBI aTKaphIl J>KaTKaH CYOBEKTHMHHH, KBIMMBLI

OarpITTaNTaH OOBEKTWHUH Ja  ai-adalibIHBIH e3repylIyHe cebenm 0oy, ajapiablH
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KbIIIMbLIra KeJIUIIUH MIapTTan jkaTtar. AJl 5MH Ty3YyJylly OOIOHYA 3Kee TeH >KOHOeKeil

JTUIITEP KaTapblHA KUPET.
ByJ niiMMuH MIUTHH TY3YJQylIy:
Byn wimMuii v Heru3ru mepm 6anmaw Typar:

Bupunyu 6Oanma KOPIMYCTYK TWJI WIUMH, aHBIH TapbIX-Tap)KbIMajbl, aHBIH
KJIaccu(UKanusIChl JKaHa aTalblH OMp KPUTEPUINIEpIUH HETH3UHIAE OONyHYIIy, THII
WIMMHUHJIETH KOpIyCTap, >KaHa OLIOHION 3Ji€ JKaHbl TY3YJII6H KbIPrbl3 THIMHHUH
koprycyHyH ((2019-04-18) Ty3yy ’kaHa ©HYKTYPYY ATanTapbl O0IOHYa KEHEHUPIIK CO3

KBbIJIBIHABI.

Oxunyu 6anma 00JICO CO3AOPAYH KON MAaaHWIYYJYT'YH KOIOYHYH (pyHAaMEHTH
0O0JIrOH ’kacaliMa MHTEIJICKT KaHa TaOUTbIA TUJIN UINTETYY TapMaKTapbl 00I0HYA KEHEH
TEOPHMSUIBIK ~ W3WJIIOOJOPAYH  OKbIMBIHTBIKTApbl,  alapAblH  TWJI  WIMMHUHJAETH

KOJIJIOHYJTYIIYHYH MHUCAJIapbl CYHYIITAJIIbI.

Yuynuy 6Oan xem MaaHWIYYJIYK J€reH SMHE aHa aJaplblH TYpJepyH,
KJIACCU(UKALUACKHIH, JIeTeNIe KO MAaaHWIYYIYKTY KOy MPOILIECCUHUH XYPYIIYH KaHa

BIKMaJIapbIH W3HIACHT.

A SMHU aKbIpKbl mepmynuyy 6anma KbIPTbI3 TUIMHAETH STUIITEPAMH KOII
MaaHWIYYJIYTYH JKOIY TMPOLECCH KU KOI (MOP(ONOTHSNIBIK *KaHa CUHTAKCUCTUK

BHTGKTGG) MCHCH HMIIKC alllThI.

Wnuvuii MINTHH KOPYTYHAYCY: OyJd WIMMHHA MINTE KOIOJTaH MakcaTTapra

KETYY YIYH TOMOHIOTY MUJIJIETTEP aTKAPbLUIIbL:

1. Keipre3 xoprmycyHaH 3THIITEp (CYWJIOM MEHEH OUpre) TaHIAJbI aJIbIHIIbI
YKaHa aJl CYWJIeMIep aHTIUC THIMHE KOTOPYITYIT OCpPIIIIM.;
2. Tampgamein anmeliHTaH 3TUMITEp AOIyBaNIHEeB ©3YHYH KHTEOWMHAE OepreH
knaccudukaius 60roHYa OONYIITYPYIIY:
e Kyrgyz Corpus query processor sxana UD Annotatrix annotation
KypalJapblH KOJJIOHYI, JHCOHOKOU smuwmimepee MOPQPOIOTHSIIBIK

’KaHa CUHTAKCUCTHK TaJ100 XKYPIry3YJIay;
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Kyrgyz Corpus query processor saHa UD Annotatrix annotation
KypaJlapbIH KOJAOHYM, mamaan dmuuimepe MOp(hOoIOTrHsIIbIK KaHa

CUHTAKCUCTHK TaJIZI00 KYPry3YJIAY;

Kyrgyz Corpus query processor »xana UD Annotatrix annotation
KypaJlIapblH KOJIOHYTI, Heauseu smuiimepae MOP(OIOTUSIIBIK jKaHa

CHUHTaKCHUCTHK TaJ100 XKYPry3yiny;

Kyrgyz Corpus query processor »xana UD Annotatrix annotation
KypalJapblH KOJJOHYI, Jcapoamybl dmuuimepee MOPQHOIOTHIIBIK

JKaHa CUHTAKCUCTHUK TaJIHOO XKYPIry3YJay,

Kyrgyz Corpus query processor sxaHa UD Annotatrix annotation
KypajlgapblH  KOJAOHYN, mamaanl >Smumimepour  mypropyHo

MOPQOIIOTHSIIBIK KaHa CHHTAKCHCTHK TaJI00 KYPrY3YIIY;

Kyrgyz Corpus query processor »xana UD Annotatrix annotation
KypalJapblH KOJJOHYI, Maanu Oepyyuy smuuimepee/Maanuiux

monmomdopyna MOp(bOHOFHHHBIK KaHa CHHTAKCHUCTHUK TaJaao00

KYPrysynny,

Kyrgyz Corpus query processor »xana UD Annotatrix annotation
KypalgapblH KOJIIOHYII, KblUMbLI-apaKem SmuwmepuHe

MOP(}OIOTHSIIBIK KaHa CHHTAKCUCTHK TAJIZI00 JKYPry3YIaY;

Kyrgyz Corpus query processor sxaHa UD Annotatrix annotation
KypajlgapblH  KOJNJOHYN, an-aban  Ounoupeen  dmuuimepze
MOP(OTIOTHSIIBIK KaHa CHHTAKCUCTHUK TaJI00 KYPrY3YIaY;

Kyrgyz Corpus query processor »xana UD Annotatrix annotation
KypalJlapbIH KOJIJOHYTI, ce3um-myom smuumepure MOp(hOIOTUsITBIK

JKaHa CMHTAKCUCTHUK TaJIA00 XKXYPIry3yJjiay,
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e Kyrgyz Corpus query processor >kaHa UD Annotatrix annotation
KypaJlgapblH KOJJOHYI, ©320pyM Smuuimepure MOP(OIOTUSIBIK

’KaHa CUHTAKCHCTHUK Taj100 XYPry3yiany;

3. JKanmbicblHAH KbIPrbI3 THJIMHUH KOPIyCYHaH ap TYPAYY JKaHpJarsl
TEeKCTTepeH 32 cCylleM TaHJAaJblll albIHBI, ajapAblH ap Oupu
MOPQOJOTHSIIBIK ~ J)KaHA CHHTAKCHCTHUK OHTEKTOOJIOPY MEHEH KOIIO
KaMTBULIIBL. Ap OUp aHaJIM3/AeIreH STUIITHH CUHTAaKCUCTHK Aapak (popMaThl
CYPOT TYPYHA® WLIIOCTpalMsIaHbl Oepuiaan. Ap Oup TaHAaJbII ajlbIHIaH
JTHUIL ©3YHYH TYPYHO Kapalla aHaJIW3ACIIHII, KCTHIIKEH HAThIIDKAIAp KaHa

KBIUBIHTBITAP/BIH ap OupHHE WINMUIA 6aa Oepuiiau.

By uImTuH KBIMBIHTHITBIHA AAThl JeIe aTKapbuIdy WIITEp KOl SKeHUH Oaca Oenrusner,
STUIUTEPAUH KOl MaaHWIYYJIYTYH JKOIOYJa >K.0. MIUMHMIA TUIAMK U3Wieenepae Oy
UILTE KOJJAOHYJTaH KOPITyCTYK KaHa YHUBEPCAJyy OarbIHbIHKbUIBIK bIKMaJIapbIH Oalika

U3UII1664YJIOpre Ja CyHYIITalOBbI3.
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