MARMARA UNIVERSITESI
FEN BILIMLERI ENSTITUSU

ZAMAN SERISI ONGORUSU ICIN YAPAY
SINIR AGLARINA DAYALI YENI BIR
BULANIK FONKSIYON YAKLASIMI

MEHMET RACI AKTOPRAK

YUKSEK LiSANS TEZi
Istatistik Anabilim Dali
Istatistik Programi

DANISMAN
Dog. Dr. Ozge CAGCAG YOLCU

ISTANBUL, 2023




MARMARA UNIVERSITESI
FEN BILIMLERI ENSTITUSU

ZAMAN SERISIi ONGORUSU ICIN YAPAY
SINIiR AGLARINA DAYALI YENI BIiR
BULANIK FONKSIYON YAKLASIMI

MEHMET RACI AKTOPRAK

521320002

YUKSEK LIiSANS TEZI
Istatistik Anabilim Dal1

Istatistik Programi

DANISMAN
Dog. Dr. Ozge CAGCAG YOLCU

ISTANBUL, 2023




TESEKKUR

Yiiksek Lisans egitimim ve tez ¢alismalarim boyunca beni her konuda destekleyen, emegini
ve sonsuz katkisini benden esirgemeyen saygideger hocam Saym Dog. Dr. Ozge CAGCAG
YOLCU’ ya ve beni bugiinlere getirip hep yanimda duran canim annem Merese
AKTOPRAK, Babam Mehmet Naci AKTOPRAK ile kardeslerim Semanur AKTOPRAK,
Umit AKTOPRAK ve Inci AKTOPRAK a tesekkiirlerimi sunarim.

Bu ¢alisma Marmara Universitesi Bilimsel Arastirma Projeleri Koordinatérliigii tarafindan
Yiiksek Lisans Tez Projeleri (FYL-2022-10538) kapsaminda desteklenmistir, bu anlamda
Marmara Universitesi Bilimsel Arastirma Projeleri Koordinatorliigii’ne de tesekkiirlerimi

sunarim.

Mehmet Raci AKTOPRAK

Eyliil 2023



ICINDEKILER

TESEKKUR ......covtititiitiiitictetitsete sttt sse sttt bbbttt i
OZET ottt iii
ABSTRACT .ttt bbbt v
SEMBOLLER ...ttt %
KISALTMALAR ... Vi
) 21 1 vii
TABLO LISTESIL....citiiiiiiiiieiinseiece it viii
Lo GIRIS oo 1
2. ILISKILI YONTEMLER .......c.cootoiietiiereeecteieeses et e s st en s ss s 6
2.1.  Bulanik C-Ortalamalar ..o 6
2.2. Tip 1 Bulanik Regresyon FOnksiyonlart ..........ccccoceeveeniiiiiciiniiecnc e 7
2.3.  lleri Beslemeli Yapay Sinit ABIArT.......c.cccovcveviieerirecuerieeeississesese e, 9
3. METERYAL VE YONTEM.......cocecsiiieiiniieiieeiseeie et 10
3.1.  Onerilen Bulanik Regresyon Ag Fonksiyonlart (FRNF) .........ccccoevvvvirrinnnn, 10
4. UYGULAMA SONUCLARI VE DEGERLENDIRME ........ccccccocoverririnrrrerens 15
4.1, Veri HaZIrlIZ1...c.oooeiiiei e 15
4.2, Performans OIGHtH.........c.cocveveverieereisessesee ettt ises sttt 16
4.3.  Uygulama SONUGIATT......c.cooiiiiiiiiiicie e 17
43.1.  TAIEX uygulamalar - 2000-2004 yillar: arasindaki giinliik veri setleri.......17
43.2.  TAIEX uygulamalar1 - 2008-2018 yillar: arasindaki giinliik veri sefi............ 20
433, IEX UyZUIAMALALT. ..o 25

5. SONUGLAR ..ottt bbbttt bbbt beene s 27
KAYNAKLAR L.t 29
OZGECMIS ..ottt 38



OZET

ZAMAN SERISi ONGORUSU iCIN YAPAY SiNiR AGLARINA DAYALI YENi
BiR BULANIK FONKSIYON YAKLASIMI

Zaman serisi tahmin problemi, birgok alanda karar vericilerin karsilastig1 bir problemdir.
Igili sektdr veya alanlarda gelecekte neler ile karsilagilabilecegi, belirlenen strateji ve
politikalarin ne gibi sonuglara yol agabilecegi gibi sorulara cevap bulmada 6nemli rol
oynayan tahminleri elde etmek i¢in farkli modeller gelistirilmistir. Geleneksel modeller
birgok alanda yaygin olarak kullanilmakla birlikte, gerektirdikleri kat1 varsayimlarin yol
actig1 dezavantajlar1 asmak i¢in farkli yaklasim ve modeller de ortaya konulmustur.
Zaman serisi problemlerinde bulanik tabanli modeller, belirsizliklere yaklasimlari
sayesinde {stiin performans gosterirken, hesaplama tabanli modeller, dogrusal olmayan

modellere yliksek adaptasyon kabiliyeti sayesinde {istiin performans gostermektedir.

Zaman serileri ¢ok sayida ve kaotik iliskilerden olusabileceginden dogru tahminlere
ulasmak oldukca zor bir istir. Bulanik Regresyon Fonksiyonlar1 (FRF) yaklasimu,
girdilerin bir dizi dogrusal fonksiyonunun bir kombinasyonu olan biitiinsel bir model
olusturur. Ancak, girdi ve ¢ikt1 arasindaki iliski her zaman dogrusal olmayabilir. Bu
yiiksek lisans tezinde yeni bir FRF yaklasimi 6nerilmektedir. Hem hesaplamali hem de
bulanik tabanli modellerin avantajlarina sahip, sinir aglarina dayali dogrusal olmayan
yapida bulanik regresyon fonksiyonlar1 olusturularak literatiirdeki bazi bogluklarin

doldurulmasi amaglanmaktadir.

Onerilen tahmin araci, Bulanik C-Ortalamalar (FCM) kiimeleme algoritmasi araciligyla,
zaman serilerinin reel gozlemlerini bulaniklastirarak tiyelikleri iiretmektedir. Reel degerli
zaman serisinin gecikmeli gozlemlerinden ve bu iyelik degerlerinin bazi
dontisiimlerinden girdiler Uretilir. Bulanik kiime sayisina esit sayida ileri beslemeli sinir
agi, girdilerin dogrusal olmayan fonksiyonu olarak ¢iktilari iiretir. Bu ¢iktilar, ilgili zaman
noktasmnin ilgili bulanik kiimelere ait olma derecesini temsil eden iiyelik degerleri ile
birlestirilerek nihai ¢iktilara déniistiiriiliir. Onerilen model Bulanik Regresyon Ag
Fonksiyonlar1 (FRNF) olarak adlandirilabilinir. Onerilen FRNF'in performansi bazi

kriterler agisindan, farkli ger¢cek hayat zaman serilerine uygulanarak ortaya konmustur.

Anahtar Kelimeler: Yapay sinir aglari; tip-1 bulanik fonksiyonlar; zaman serisi tahmini;

bulanik C-ortalamalar



ABSTRACT

A NEW FUZZY FUNCTION APPROACH BASED ON ARTIFICIAL NEURAL
NETWORKS FOR TIME SERIES FORECASTING

The time series forecasting problem is a problem faced by decision makers in many
fields. Different models have been developed to obtain predictions that play an
important role in finding answers to questions such as what may be encountered in the
future in the relevant sector or fields, what results the determined strategies and policies
may lead to. Although traditional models are widely used in many fields, different
approaches and models have also been put forward to overcome the disadvantages
caused by the strict assumptions they require. In time series problems, fuzzy-based
models show superior performance due to their approach to uncertainty, while
computation-based models show superior performance thanks to their high adaptability

to nonlinear patterns.

It is a challenging task to achieve accurate predictions as time series can consist of a
variety and chaotic relationships. Fuzzy Regression Functions (FRF) approach creates
a holistic model that is a combination of a series of linear function of inputs. However,
the relationship between input and output may not always be just linear. In this study, a
new FRF approach is proposed. It is aimed to fill all these gaps by creating fuzzy
regression functions with nonlinear structure based on neural networks, having the

advantages of both computational and fuzzy based models.

The proposed prediction tool, via Fuzzy C-Means (FCM) clustering algorithm, produces
the memberships by fuzzifying the actual observations of the time series. From a lagged
observations of real time series and some transformation of these membership values,
the inputs are generated. A number of feed-forward neural networks, in equal to the
number of fuzzy sets, produce outputs as nonlinear function of the inputs. These outputs
are converted the final outputs by combining in the direction of membership values
representing the degree to which the relevant time point belongs to the relevant fuzzy
sets. The proposed model can be called as Fuzzy Regression Network Functions
(FRNF). The performance of FRNFs, in terms of some criteria, is put forward by applied

it to different real-world time series.

Key Words: Artificial neural networks; type-1 fuzzy functions; time series forecasting;

fuzzy C-means
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1. GIRIS

Herhangi bir olayin ve/veya olgunun dogru tahmin edilmesi giinliik hayatimizda 6nemli
bir rol oynamaktadir. Ozellikle belirsiz durumlarda, kesin degerleri tahmin etmek oldukca
zor bir istir. Bunun nedeni ise, gergek diinyadaki olaylarin siklikla icerdigi belirsizlik ve
dogrusal olmama durumudur. Zaman serisi verilerinin dogru ve tarafsiz tahmini her
zaman 1yl bilinen dogrusal teknikler kullanilarak elde edilemez. Tatmin edici tahmin
sonuglari elde etmenin yolu, uygun ve yetkin tahmin araglarinin kullanilmasi ile
miimkiindiir. Son yillarda zaman serisi tahmini icin alternatif yontemler kullanilmaya
baslanmistir. Bu modeller genellikle bulanik kiime teorisine veya hesaplama tabanli
yaklagimlara dayanmaktadir. Hesaplama tabanli modeller dogrusal olmayan Oriintiilere
yiiksek adaptasyon kabiliyetleri sayesinde lstiin performans gosterirken belirsizlige
yonelik ise herhangi bir yaklagim icermemektedirler. Bu agidan bakildiginda, bulanik
kiime teorisine dayali, bulanik zaman serisi yontemleri (FTS), zaman serilerinin i¢erdigi
belirsizlige sunduklari etkin yaklasimlart sayesinde istiin tahmin performansi
gosterebilmektedir. Ayrica, geleneksel zaman serisi yontemlerinin aksine, FTS
yontemleri kat1 varsayimlar da gerektirmez. Tiim bu avantajlar FTS yontemleri de dahil
olmak iizere bulanik kiime teorisine dayali yontemlere olan ilgiyi artirmis ve onlart bilgi
teknolojileri, tip, isletme, finans ve farkli miihendislik alanlar1 basta olmak tizere farkl
alanlar igin cazip ve popiiler hale getirmistir. Ilk olarak Song ve Chissom [1] tarafindan
ortaya atilan bulanik zaman serileri, temel olarak Zadeh'in [2] bulanik kiime teorisine
dayanmaktadir. Bulanik zaman serisi tahmin modelleri temel olarak {ic asamadan
olugmaktadir: gozlemlerin bulaniklastirilmasi, bulanik iligkilerin tanimlanmasi ve
berraklastirma. Bulaniklagtirma agamasinda, reel gozlemlere sahip ilgili zaman serisi,
farkli bulaniklagtirma yontemleri kullanilarak bulanik gozlemlere sahip bulanik bir
zaman serisine doniistiiriiliir. Bulanik iligkilerin belirlenmesi asamasinda bulanik zaman
serilerinin gozlemleri arasindaki bulanik iligskiler modellenir. Bulanik iliskilerin
modellenmesi asamasindan elde edilen bulanik tahminler, berraklastirma asamasinda
benimsenen bir yaklasimla gergek tahminlere doniistiiriilerek karar vericiye sunulur.
Bulanik zaman serileri literatiirii incelendiginde, yontemlerin tahmin performansini
iyilestirmek amaciyla analiz siirecinin her {i¢ agsamasi i¢in de farkli yaklagimlarin ortaya
konuldugu goriilmektedir. Ilk caligmalarda ortaya konan yontemler, bulaniklastirma

asamasinda evrensel kiime parcalanmasin1 kullanmaktadir. Bu islem belirlenen aralik
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uzunluklar1 ve araliklara dayali olarak gergeklestirilir. Song ve Chissom [1, 3, 4] ve Chen
[5, 6] aralik uzunluklarini sabit ve 6znel kararlara dayali olarak belirlemislerdir. Huarng
ise aralik uzunluklarini ortalama ve dagilim tabanli bir yaklasimla belirlemis ve 6znel
yargilarin etkisi ortadan kaldirilmustir [7]. Ayrica Egrioglu ve arkadaslart [8, 9]
optimizasyon siireci i¢erisinde sabit aralik uzunluklarinin belirlendigi farkli yaklagimlar
ortaya koymuslardir. Huarng ve Yu, 6zellikle trend igeren zaman serilerinin tahmininde
tahmin performansini artirmak amaciyla evrensel kiime parcalanmasi1 agamasinda degisen
aralik uzunluklar iireten orana dayali bir yaklasim kullanmislardir [10]. Ote yandan,
Yolcu ve arkadaslar1 bu fikri daha da gelistirmis ve oranin optimizasyonunu énermistir
[11]. Panigrahi ve Behera ortalamaya dayali bir model gelistirmistir [12]. Bu yaklagimlara
ek olarak; bulaniklagtirma asamasinda, Cheng ve Chung ile Lee ve arkadaslar [13, 14]
genetik algoritma kullanirken, Kuo ve arkadaslar1 [15, 16], Davari ve arkadaslar1 [17],
Hsu ve arkadaslar1 [18], Aladag [19], Cagcag Yolcu ve Lam [20] bulaniklagtirma iglemini
pargacik siirli optimizasyonu algoritmasi ile gerceklestirmiglerdir. Ayrica, Yolcu ve
arkadaglar1 [21], Cai ve arkadaslar1 [22] ve Jiang ve arkadaslari [23], reel zaman serilerini
bulanik zaman serilerine doniistiirmek i¢in sirasiyla yapay ar1 kolonisi, karinca kolonisi
ve harmoni arama algoritmalarini kullanmiglardir. Ayrica Cheng ve arkadaslari [24], Li
ve arkadaglari [25], Alpaslan ve Cagcag Yolcu [26], Egrioglu ve arkadaslar1 [27], Wei ve
arkadaglar1 [28], Cheng ve arkadaslar1 [29], Sun ve arkadaslar1 [30], Wang ve Liu [31] ve
Cagcag Yolcu ve Alpaslan [32] bulaniklastirma asamasinda evrensel kiime pargcalanmasi

yerine bulanik C-ortalamalar kiimeleme yontemine dayali yaklagimlari tercih etmislerdir.

Bulanik zaman serilerinin i¢ iligkilerinin belirlendigi bulanik iligkilerin belirlenmesi
asamasinda Song ve Chissom [1, 3, 4] matris islemlerine dayali yaklasimlar kullanirken,
Sullivan ve Woodall [33] Markov zincirlerinden olusan donilisim matrislerini
kullanmigtir. Diger yandan, Chen [5, 6], Cheng ve arkadaslar1 [29] ve Kogak [34, 35]
bulanik iligkileri tablolar ile belirlemislerdir. Yapay sinir aglarmin kullaniminin
yayginlagsmasi ile birlikte Huarng ve Yu [36], Aladag ve arkadaslar1 [37], Kogak ve
arkadaglar1 [38], Wei ve arkadaslar1 [28], Wang ve Xiong [31], Chen ve Chen [39], Arslan
ve Cagcag Yolcu [40] farkl1 yapilara sahip yapay sinir ag1 modelleri ile bulanik iligkileri
belirlemislerdir. Yapay Sinir Aglar1 (YSA) kullanimi popiiler bir ara¢ haline gelmesine
ragmen, gizli katman noéron sayisinin fazlaligr ¢oziilmesi gereken bir sorundur. Bu

dogrultuda Cagcag Yolcu [41] tarafindan, gizli tabaka birim sayist belirleme problemi
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olmayan ve PSO ile egitilmis tek carpimli néron modeli YSA ile bulanik iligkiler
belirlenmistir. Tiim bu c¢alismalara ek olarak Yu ve Huarng [42], Alpaslan ve Cagcag
Yolcu [26], Alpaslan ve arkadaslar1 [43] ve Yolcu ve arkadaslari [44] yapay sinir aglar
ile bulanik iligkilerin belirlenmesinde gozlemlerin iiyelik derecelerini dikkate alan tahmin
modelleri 6nermislerdir. Bulanik zaman serisi analiz siirecinin son asamasi i¢in
merkezilestirme (centroid) yontemi yaygin bir sekilde tercih edilmesine ragmen, Cheng
ve arkadaslar1 [45] ve Aladag ve arkadaslari [46] berraklastirma asamasi igin
uyarlanabilir beklenti yontemini (adaptive expectation method) kullanmiglardir. Tiim bu
calismalar gostermektedir ki; bulanik zaman serisi tahmin modellerinin performanslari
modellerin asamalariin her birine oldukg¢a bagimlidir ve bu asamalarda yapilacak bazi
degisimlerle performanslari iyilestirilebilir. Bulanik zaman serisi modellerinin yani sira,
¢iktilarin1 bulanik mantiktan ve bir grup bulanik kurallardan (if-then), tiireten bir tiir
dogrusal olmayan esleme olan ¢ikarim tabanli sistemler de popiiler hale gelmistir.
Bulanik mantik tabanli bir model olan Uyarlamali Ag Tabanli Bulanik Cikarim Sistemi
(ANFIS) algoritmasi zaman serilerinin tahmini igin yaygin olarak kullanilmaktadir.
Literatiirde Sarica ve arkadaslar1 [47], Catalao ve arkadaslari [48], Chang [49], Cheng ve
arkadaglar1 [50, 51], Ho ve Tsai [52] ve Pousinho ve arkadaslar1 [53] tahmin
problemlerinde ANFIS kullanmiglardir.

Ote yandan, bu calismanin temel fikrini olusturan Tip-1 Bulamk Fonksiyonlar
(T1FF'ler), basitligi ve kural gerektirmeyen yapisi nedeniyle bir Bulanik Cikarim Sistemi
(FIS) yaklagimi olarak son zamanlarda daha popiiler hale gelmistir. Tiirksen [54] ilk
olarak regresyon ve smiflama problemlerinin ¢éziimii igin T1FF olarak adlandirilan bir
bulanik fonksiyon yaklasimini tanitmis ve bu yaklasim bir regresyon mantigi
cercevesinde belirlenen bulanik kiime sayisina esit sayidaki regresyon fonksiyonun her
birinin es zamanli kullanimi ile zaman serisi tahmini i¢in de kullanilmistir. Aladag ve
arkadaglar1 [55] daha iyi tahmin performanslar1 elde edebilmek igin zaman serilerinin
gecikmeli degiskenlerini agiklayict degisken olarak dikkate almislardir. Daha sonra
Aladag ve arkadaglar1 [56], T1FF'lerin girdilerinin gecikmeli degiskenlerinin ikili
(binary) parcacik siirlisii optimizasyonu ile belirlendigi baska bir tahmin yontemi

onermistir. Tak ve arkadaslar1 [57] calismalarinda hareketli ortalama (MA) modelini



dikkate alarak T1FF'leri kullanmislardir. Bunlara ek olarak, Goudarzi [58] ve Zarandi

[59] tarafindan T1FF'leri kullanan ¢esitli calismalar da 6nerilmistir.

Literatiir detaylh olarak incelendiginde, yapay zeka ve bulanik mantik temelli tahmin
araclarinin zaman serisi tahminine hizmet etmek i¢in yaygin olarak kullanildigi
goriilmektedir. Ancak zaman serileri ¢ok cesitli ve kaotik iliskilerden olusabildigi i¢in
dogru tahminler elde etmek oldukga zor bir istir. Bulanik regresyon fonksiyonlart (FRF)
yaklasimi, serilerin reel degerlerinin yani sira {iyeliklerin bazi doniisiimlerini de
kullanarak daha fazla bilgi iceren bir model olusturur. Bununla birlikte, FRF'nin
girdilerinin bir dizi dogrusal fonksiyonunun bir kombinasyonu olan biitiinsel bir model
olusturdugu unutulmamalidir. Girdi ve ¢ikt1 arasindaki iligki her zaman basit bir sekilde
dogrusal degildir. Bu durum, bulanik regresyon fonksiyonlari literatiiriinde doldurulmasi
gereken bosluklardan biridir. Ayrica literatiirdeki FRF calismalarinda her bir bulanik
fonksiyon c¢oklu dogrusal regresyon modelinden olusturulmasina ragmen bu modelin
temel varsayimlart incelenmemis ve modelin gegerliligi kontrol edilmemistir. Bu
dogrultuda, sunulan modelin gecerliligi 6nemli bir husustur ve kontrol edilmesi
gerekmektedir. Bu caligmada, ileri beslemeli sinir aglarina dayali dogrusal olmayan
yaptya sahip bulanik regresyon fonksiyonlari olusturularak bu bosluklarin doldurulmasi
amaclanmistir. Bu ¢alismada, yeni bir yaklasim olarak, girdiler ve c¢iktilar arasindaki
dogrusal olmayan iligkileri modelleyebilen Bulanik Regresyon Ag1 Fonksiyonlar
tamtilmistir. Onerilen yaklasimda, her bir bulanik fonksiyon, dogrusal regresyon modeli
yerine Ileri Beslemeli Yapay Sinir Aglart (FFNN) ile olusturulmus ve girdiler ile ¢iktilar
arasinda dogrusal olmayan eglestirme elde edilmistir. Ayrica, Onerilen FRNF
yaklagiminin yapist ve FFNN'nin bulanik bir fonksiyon olarak kullanilmasi nedeniyle,
kat1 varsayimlara ve bu varsayimlarin incelenmesine gerek duyulmaz. Bunun yansira,

onerilen yaklagimin dogrusal olmayan eslestirme saglama kabiliyeti nedeniyle iistiin



tahmin performansina sahip oldugu da bir¢ok ger¢ek zaman serisi lizerinde gosterilmistir.

Onerilen yontemin literature katkisin1 maddeler halinde 6zetlemek gerekirse;

Onerilen FRNF, serilerin gercek degerlerinin yam1 sira iiyeliklerin bazi
doniistimlerini de kullanarak daha gergekgi bir yaklagim sunar ve ayrica daha fazla

bilgi igeren bir model olusturur.

Bulanik c¢ikarim sistemleri genellikle kural tabanlidir ve genellikle uzman
gorisiine ihtiya¢ duyar T1FRF'nin yaklasimi bu sorunu ¢6zmiis olsa da; iiretilen
fonksiyonlar parametreler agisindan dogrusaldir. Ancak buna karsin bir¢ok gercek
hayat problemi ise dogrusal degildir. Bu nedenle, 6nerilen FRNF'ler zaman
serilerinde bulunan dogrusal olmayan iligkileri modellemek i¢in FFNN'leri

kullanir.

Literatiirdeki T1FRF ¢alismalarinda her bir bulanik fonksiyon ¢oklu dogrusal
regresyon modelinden olusmasina ragmen bu modelin temel varsayimlar
gormezden gelinmistir. Ayrica Modelin gecerliligi de kontrol edilmemistir. Bu
acidan bakildiginda, dnerilen FRNF'lerin dogrusal regresyon modelinde var olan

kat1 varsayimlar1 saglamasina ihtiya¢ bulunmamaktadir.

FRNF hem hesaplamali hem de bulanik tabanli modellerin avantajlarin

sunmaktadir.

Ayrica, 6nerilen FRNF'ler, bu tezde kullanilan neredeyse tiim zaman serisi veri
kiimeleri i¢in tahmin dogrulugunu artirarak son derece iyi bir performans

sergilemektedir.

olarak Ozetlenebilinir.

Bu tezin geri kalan kismi su sekilde ilerlemektedir. Ikinci béliimde, Bulanik C-

Ortalamalar, Tip 1 Bulanik Fonksiyonlar ve Ileri Beslemeli Yapay sinir Aglar1 hakkinda

bilgi verilmistir. Ugiincii béliimde, dnerilen yeni yaklasimi da iceren metodoloji detaylt

bir sekilde ozellikleriyle birlikte sunulmaktadir. Dordiincii bélimde, uygulama ve

uygulamanin kapsamli sonuglarina iliskin karsilastirmali yorum ve degerlendirmer ile

inceleme yapilmistir. Elde edilen bulgular ve sonuglar ise besinci bolimde

tartisilmaktadir.



2. ILISKIiLI YONTEMLER
2.1.Bulanik C-Ortalamalar

Bulanik kiimeleme yontemlerinin kullanilmasindaki en temel amag kiime elemanlarinin
kiimelere ne olciide liye olduklarinin belirlenmesi ve bu konuda biiyilk 6nem tagiyan
tiyelik fonksiyonlarinin hesaplanabilmesidir. Bu sayede birbirleriyle uyum iginde olan

kiimelerin belirlenmesine olanak saglanir.

Bulanik kiimeleme yontemlerinin yapi tasini olusturan Bulanik C- Ortalamalar (FCM)
algoritmasi, 6ziinde amag¢ fonksiyonu {iizerine kurulmus birbirleriyle belirli bir kistas
cergevesinde benzer oOzellikler tasiyan verilerin kiimelenmesi i¢in kullanilir. FCM
algoritmasi literatiirde siklikla kullanilan bulanik kiimeleme yonteminden biri olmakla

beraber ¢ogu kiimeleme yonteminin de temelini olusturmaktadir.

FCM algoritmasinda ilk adim olarak her bir veri noktasi i¢in birden ¢ok kiimeye
aidiyetligi olabilen {iyelik degerlerinin bulunmasi hedeflenir. Bulunan bu iiyelik
degerlerinin [0, 1] arasinda degiskenlik gosteren degerlerden olmasi gereklidir. Ayrica bu
tiyelik degerlerinin toplami da 1 olmalidir. Uyelik degerlerinin belirlenmesinde kiime
merkezine yakinlik biiylik 6nem tagimaktadir. Kiime merkezine yakinlik artik¢a iiyelik

derecesinin degeri biiyiirken merkezden uzaklasildiginda bu deger kiigiilmektedir.

Bulanik C-ortalamalar algoritmasi Bezdek [60] tarafindan Onerilen bulanik pargacikli
kiimeleme algoritmalarindan biridir. FCM yaklasimi, her sinif icin bir iiyelik derecesi
atayan bulanik bir tiyelik kullanir. Veri, gruplar i¢in hata kareler toplamini minimize
ederek bulanik kiimelere ayrilir. Bulanik C-ortalamalar algoritmasinin amag
fonksiyonunun hesaplanmasinda iiyelik degeri ve Euclidian uzakligi kullanilir. Minimize

edilmeye ¢alisilan amag fonksiyonunun formu Denklem (2.1) de verilmistir.

c N
InX,V,U) = ZZu‘g d?(x;,v;) (2.1)

i=1j=1

Burada w;; iiyelik degerini, v; kiime merkezlerini N ise gézlem sayisini gostermektedir.

Ote yandan g, elde edilen kiimelerin bulanikligini tanimlayan agirliklandirma iissiidiir (8



> 1) ve d(x;, v;) ise gozlem ile kiime merkezi arasindaki uzaklik dlgiisiidiir. Jz Esitlik

(2.2) de verilen kisitlar altinda minimize edilmeye ¢alisilir.

(2.2)

Jp ¢ min amag fonksiyonunun minimizasyon iglemi tekrarlamali olarak gergeklestirilir. Bu

siirecte u;; ve v; degerleri Denklem (2.3) ve Denklem (2.4) de belirtilen sekliyle

giincellenir.
TL ﬂX
V; (23)
j= 1”6
1
Ujj = d(X;,v;) /(ﬁ " (2.4)
1(d(X’ k))

FCM algoritmasinda ilk adim olarak her bir veri i¢in birden ¢ok kiimeye aidiyetligi
olabilen iiyelik degerlerinin bulunmasi hedeflenir. Bulunan bu iiyelik degerlerinin [0, 1]
arasinda degiskenlik gdsteren degerlerden olmasi gereklidir. Ayrica bu lyelik
degerlerinin toplami da 1 olmalidir. Uyelik degerlerinin belirlenmesinde kiime merkezine
yakinlik biiyiik 6nem tagimaktadir. Kiime merkezine yakinlik artik¢a iiyelik derecesinin

degeri biiylirken merkezden uzaklasildiginda bu deger kiiciilmektedir.

FCM algoritmas: tip, ekonomi, yapay zeka, goriintii isleme vb. sayisiz alanda
arastirmacilara uygulama imkani sunmus ve calismalarin hizli ve verimli bir sekilde
yapilmasini saglamigtir.

2.2.Tip 1 Bulanik Regresyon Fonksiyonlari

Tiirksen [61] tarafindan &nerilen Tip-1 bulanik regresyon fonksiyonlar1 (T1FRF), coklu
dogrusal regresyon modeline ve FCM'ye dayanmaktadir. TIFRF'lerde bulanik kiime

7



sayist kadar fonksiyon kullanilmaktadir. Her bir bulanik kiime i¢in olusturulan regresyon
modellerinde, girdiler, orijinal zaman serisi gozlemlerine ek olarak, ilgili bulanik
kiimenin {iyelik degerleri ve bu tliyeliklerin bazi fonksiyonlarindan olugsmaktadir. Her bir
regresyon denkleminin drettigi ¢iktilar/tahminler, ilgili tyelik degerleri ile
agirliklandirilarak nihai tahminlere dontistiiriilmektedir. “c” bulanik kiime sayisini temsil
etmektedir. Dolayisiyla, her bir bulanik kiime i¢in regresyon fonksiyonu Denklem (2.5)'te

verilmisgtir.

y® = xOp® 4 O i=12-,c (2.5)

Bu durumda, agiklayici (girdiler) ve bagimli (hedefler) degiskenler Denklem (2.6) ve
Denklem (2.7)'de verilmistir.

1-y;
log 4
un  uhy exp(uy) (131) Xy Xy U Xp1
xO = M2 explun) zog(u;) I T PR S (2.6)
Uin uiZN exp(uiN) lo (i_uiN) Xiy  Xay xpN
uin
(2.7)

YO =[y; ¥2 - w]”

Her bir TIFRF'yi tahmin etmek igin OLS (siradan en kiigiik kareler) yontemi kullanilir.
Boylelikle, tahmin edilen fonksiyon Denklem (2.8)'deki gibi olmaktadir.

7O = xOp0 i=12-,c (2.8)

Burada, %) Denklem (2.9) da yer alan matris islemleri kullanilarak OLS yéntemi ile elde

edilir.

pO = (X(i)'X(i))_lx(i)'y(i) , i=12c (2.9)



Her bir veri noktasi igin her bir bulanik fonksiyon tarafindan iiretilen ¢giktilar (tahminler),
karsilik gelen iiyelik degerleriyle agirliklandirilarak Denklem (2.10)'daki gibi nihai
tahminlere doniistiiriliir.

yk — Yi-1 VikUik k = 1,2, ,N (210)

c l
Zi=1 Uik

2.3.Ileri Beslemeli Yapay Sinir Aglari

Ogretmenli algoritmalarin igerisinde yer alan FFNN arastirmacilar tarafindan gesitli
alanlarda siklikla kullanilan Yapay Sinir Aglari (YSA) tiirlerinden biridir. FFNN
kullanim alanlaria 6rnek vermek gerekirse genellikle verilerin analiz edinmesi, verilerin
siiflandirilmasi ve tahmin edilmesini 6rnek olarak sayabiliriz. Ayrica sundugu avantajlar
nedeniyle zaman serisi 6ngoriistinde de siklikla kullanilmaktadir. FFNN’de bilgi giristen
cikisa dogru tek yonlii olarak hep ileriye dogru gerceklesmektedir. Sekil 2.1 de FFNN

modeline ait gorsel yer almaktadir.

nas 1panH
0ag Spp1)

Sekil 2.1. FFNN modeli.

FFNN’ler 6zlinde 3 katmandan olusmaktadir. Bunlar giris, gizli ve ¢ikis katmanlaridir.
Giris katmani verilerin ilk girisinin yapildigi katman olup gizli katman ya da katmanlarda
veriler iglenerek egitim silirecinin tamamlanmasiyla ¢ikis katmaninda yanitlar verilir.
Katmanlarin her birinde noronlar yer almaktadir. Birbirini takip eden néronlar arasinda
kesintisiz kuvvetli bir bag mevcutken katmanlar iginde bu bagdan s6z etmek miimkiin

degildir.



3. METERYAL VE YONTEM
3.1.0nerilen Bulanik Regresyon Ag Fonksiyonlar: (FRNF)

Yapay sinir aglar1 zaman serisi tahmin problemlerinde yaygin olarak kullanilmasina
ragmen, iligkiler belirlenirken veri yapisindaki varligi kaginilmaz olan belirsizlik anlamli
bir gsekilde dikkate alinmamaktadir. Oysa bu belirsizlik hem bulanik iliskilerin varligim
hem de bunlarin modellenmesinin gerekliligini ortaya koymaktadir. Bu noktada
TI1FRF'ler bu anlamda literatiire onemli bir katki saglamis olsa da her bir bulamik
fonksiyon ¢oklu dogrusal regresyon modelinden olustugu icin ¢iktilar1 girdilerin dogrusal
bir fonksiyonu olarak tiretmektedir. Kisacasi, parametreler agisindan dogrusal bir model
icerir. Ancak birgok zaman serisi dogrusal olmayan iligkiler icermektedir. Bu baglamda,
bu tez calismasinda yapay sinir aglarinin veriye iistiin uyum yetenegi ve dogrusal
olmayan iligkileri modelleme yetenegi sayesinde zaman serisi tahmini icin istiin bir
tahmin araci ortaya konulmustur. Tez ¢aligmasinda, tanitilan yeni yaklasimin girdileri
sadece FCM tarafindan {iretilen iiyeliklerden degil, ayn1 zamanda bu {iyeliklerin bazi
fonksiyonlarindan ve reel degerli gecikmeli degiskenlerden olusmaktadir. Bu yaklagimda

her bir regresyon fonksiyonu bir FFNN'den olusmaktadir.

Bu tez calismasinda, iiyelik dontisiimlerinden elde edilen daha fazla bilgiyi girdilere
dontstiirerek FRF'den yararlanan ve FFNN'leri bir ara¢ olarak kullanarak dogrusal

olmayan iligkileri modelleme yetenegine sahip bir tahmin aract onerilmistir.
Bu bilgiler 15181nda 6nerilen yaklagimin algoritmast 8 adimda 6zetlenmistir:

Adim 1 Siirecin tiim gerekli parametreleri belirlenir.

maxitr : Maksimum iterasyon (yineleme) sayist

p : Reel degerli gecikmeli degisken sayisi

K : Gizli katman noron sayisi

ter : Egitim kiimesinin (setinin) uzunlugu

tval : Dogrulama kiimesinin (setinin) uzunlugu
trest : Test kiimesinin (setinin) uzunlugu

c : Bulanik kiime say1s1

B : Bulaniklik indeksi
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Adim 2 Veri kiimesini parcalama iglemi ger¢eklestirilir.

Veri kiimesi (seti) egitim, dogrulama ve test kiimesi (seti) olmak iizere ii¢ boliime
ayrilmistir. Veri kiimesini (setini) boliimlemek i¢in, veriye bagimliligin olmasi nedeniyle
bir blok bélimleme yapisi kullanilmistir. Bu yapi Denklem (3.1), Denklem (3.2),
Denklem (3.3) ve Denklem (3.4) de verilmistir.

X=[x¢li=12,p;t=12,--,T—p (3.1)
Xer =[x, i = 1,2, ,p;t = 1,2, , tyy (3.2)
Xpar = il i=12,,p;t =ty + Lty + 2, ty + by (3.3)
Xtese = [Xie i =12, ,pst =ty + tyu + Lty + by + 2, T (3.4)

Burada T, zaman serisindeki gozlem sayisini temsil etmektedir. Ayrica, X veri setinin
biitiiniint temsil ederken X, X,q V€ Xiest, sirasiyla, egitim, dogrulama ve test veri

setlerini temsil etmektedir.
Adim 3 Verilere bir standardizasyon islemi uygulanir.

Bu adimda, farkli dlgeklerde degerler alan veri kiimelerinin yapisini ortak bir veri
Olgegine doniistiirebilmek icin veri standardizasyonu Denklem (3.5)’deki gibi

gergeklestirilir;

Gergek Goziem —MINIMUMESitim Gercek Gozlemi

6lcekliaézlem = (35)

Maksimumegsitim Gercek Gozlem —MINIMUMESitim Gercek Gozlem

Adim 4 FCM kiimeleme algoritmas: uygulanir.

FCM, bulanik kiime sayis1 olan c'ye bagli olarak egitim seti izerinde uygulanir. FCM i¢in

girdi matrisi Denklem (3.6) ve Denklem (3.7) 'de verilmistir,

Xir = [Xt—ert—Zr"',Xt—p] (3.6)

Bu su anlama geliyor;
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x ) X
|[po1 : x:z ]l (3.7)
| |

xttr—l xttr—z " xtt‘l"_p
Boylece, piyk, t =1,2,-,ty —p; k= 1,2,---,c lyelik  degerleri ve v, kiime
merkezleri elde edilir.

Adim 5 Girdi matrisi olusturulur.

Bu adimda, her bir bulanik regresyon ag1 i¢in bir girdi matrisi olusturulur. Girdi matrisi
gecikmeli degiskenlerden, liyeliklerden ve bu iiyeliklerin bazi doniisiimlerinden olusur.

kth  k =1,2,---,c bulanik regresyon agi i¢in girdi matrisi Denklem (3.8) de verilmistir.

[ k k /11
. M exp(“p,) log(i) Xy Xp-1 .
Ml
(k) (k) (k) (k)llz X X. X
+1
Wy | Th 1 exp("py ) log(—) s o (3.8)
llz ) ) ’ '
’ () -® Ut
k 7
(k)uftr—P (k)ﬂttr -p exp( Httr_p) lOg( - P) Xeer—1 Xeey—2 Xte—p
ter—p

Bu girdilere karsilik gelen hedef degerler Denklem (3.9)'daki gibidir.

Ky _ T (3.9)
Y = [xp+11 Xp+20°") xttr]
Onerilen yaklasimin temel yapist Sekil 3.1'de gorsel olarak verilmistir.

Network
Functions Combined

Inference Tool Outputs Outputs

Final
Outputs

, ~ S —
= e v
L3

Inputs
e

4

Sekil 3.1. Onerilen Bulanik Regresyon Ag1 Fonksiyonlarinin mimarisi.
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Adim 6 Aglarin egitimi gerceklestirilir.

Potansiyel parametre degerlerine bagli olarak, aglar olasi tiim kombinasyonlar igin
egitilir. Sinir aglarinin egitimi Levenberg Marquardt geri yayilim algoritmasi ile
gerceklestirilir. Her kombinasyon igin egitilen ag fonksiyonlarinin sayisi bulanik kiime
sayisina esittir. Her bir bulanik regresyon ag fonksiyonu, girdilerinin dogrusal olmayan
bir kombinasyonu olarak ¢iktilar (tahminler) iiretir. Bu ¢iktilar ilgili gézlem kiimesinin

tiyelik degerleri ile agirliklandirilir ve boylece nihai ¢iktilara doniistiirtiliir.
Adim 7 En iyi parametre kombinasyonu belirlenir.

Dogrulama setlerinin veri noktalari, egitilen aglar i¢in 6rneklem dis1 olarak girdilere
dontistiiriilir. Bu amagla oncelikle dogrulama seti i¢in Denklem (3.10)'daki gibi
gecikmeli degiskenler olusturulur. Dogrulama seti igin ayrica denklem (3.11)'de verilen

hedef degerler vektorii de olusturulur.

Xtrr Xtr—1 " Xterp

| | (3.10)
X = | Xter+1 Xter Xter—p+1 |
val — | . 4 |
thtr"'tval_l xttbr‘"tval_2 y ttr"'tval PJ
k (3.11)
igazy [xttr+1’ Xtgpt+2: """ xttr"'tval]T

Ikinci olarak, iiyelik degerleri FCM tarafindan belirlenen kiime merkezlerine gore
Denklem (3.12)'deki gibi hesaplanir.

1
lutk = 2 ' k= 1121'“)6‘
5 1(—2((’;2:;’;))) /(g-1) (3.12)

Ayrica dogrulama kiimesi i¢in tiyelikler, tiyeliklerin bazi doniistimleri ve gercek degerlere
sahip gecikmeli degiskenler egitilen sinir aglariin girdilerini olusturur. Dogrulama
kiimesi i¢in uygunluk fonksiyonu degerleri, egitilen sinir aglarimin nihai ¢iktilar

tizerinden hesaplanmaktadir. Bu siiregte ugunluk fonksiyonu olarak Ortalama Karesel
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Hata (OKH) kriteri alinmistir. Boylece dogrulama seti i¢in Denklem (3.13)’de verilen en

diisiik MSE degerini veren kombinasyon en iyi parametrer degeri olarak belirlenmistir.

OKH = \/tilZ?;all(Hedeft — Ongorii,)? (3.13)

Adim 8 En iyi parametre kombinasyonu ile test seti i¢in tahminler elde edilir.

Onerilen FRNF'lerin performansini degerlendirmek igin drneklem dis1 veri kiimesi icin
tahminler elde edilir. Dogrulama kiimesine benzer sekilde test kiimesi i¢in de iiyelikler
ve girdi matrisi olusturulabilir. Test setinin tahminleri, parametre degerlerinin en iyi
kombinasyonu kullanilarak FRNF'ler tarafindan iiretilir ve iiyelik dereceleri araciligiyla

nihai tahminlere doniistiiriiliir.
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4, UYGULAMA SONUCLARI VE DEGERLENDIRME
4.1.Veri Hazirhg

Onerilen FRNF'lerin tahmin kapasitesi ve performanslar1 gesitli finansal zaman serisi
uygulamalari ile incelenmistir. Bu zaman serileri Tayvan Borsasi1 Kapitalizasyon Agirlikl
Hisse Senedi Endeksi (TAIEX) ve Istanbul Menkul Kiymetler Borsasi'dir (IEX). Veri

kiimeleri, ilgili uygulama 6zellikleri ile birlikte Tablo 4.1'de 6zetlenmistir.

Tablo 4.1. Uygulama 6zellikleri ve veri setleri.

] Zaman Boyut Boyut
Seri No R 4 Gozlemler . . Dogrulama & Test
Serileri Egitim Seti

Seti
1 2000 271 177 47
2 2001 244 158 43
3 TAIEX 2002 248 162 43
4 2003 249 163 43
5 2004 250 160 45
6 2008 249 163 43
7 2009 247 159 44
8 2010 250 160 45
9 2011 247 159 44
10 2012 246 162 42
11 TAIEX 2013 244 158 43
12 2014 248 162 43
13 2015 244 156 44
14 2016 242 154 44
15 2017 243 157 43
16 2018 245 161 42
17122 2009 103/103 89/73 7/15
18/23 2010 104/ 104 90/ 74 7115
19/24 IEX 2011 106 / 106 92/76 7115
20/25 2012 106 / 106 92/76 7115
21/26 2013 106 / 106 92/76 7115
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Veri setleri egitim, dogrulama ve test seti olmak tizere ii¢ boliime ayrilmistir. Potansiyel

parametre degerlerine bagli olarak, aglar tiim olas1 kombinasyonlar i¢in egitilmistir.

En 1yi parametre kombinasyonu dogrulama setleri iizerinde belirlenmistir. Performans
degerlendirmesi ise test setleri iizerinde ele alinmistir. Dogrulama ve test setlerinin
boyutu tiim uygulamalarda birbirine esit olarak secilmistir. Toplamda 26 farkli veri seti

icin analizler gergeklestirilmistir.

Ayrica, en iyi hiper-parametreleri belirlemek igin grid-search algoritmasi kullanilmustir.
Grid-search’ de arama uzayinin noktalarini iireten temel hiper-parametreler ve bunlarin

potansiyel degerleri Tablo 4.2'de verilmistir.

Tablo 4.2. Hiper-parametrelerin olas1 degerleri.

' Gecikmeli Gizli )
Bulanik ) Modelin
Net Katman Bulaniklik Indeksi )
Kiimeler Hedefi
Degisken Noron
3den7ye 2den5e 2den5e  (1.8,1.9,20,21,22) 1

4.2 Performans Olgiitii

Tanitilan yaklagim olan FRNF'nin tahmin performansi farkli degerlendirme olgtitleri ile
incelenmistir. Bir¢ok ¢aligmada oldugu gibi, performans Olgiitii olarak Hata Kareler
Ortalamas1 Karekokii (HKOK) ve Ortalama Mutlak Yiizdelik Hata (OMYH) kriterleri
kullanilmistir. Tahmin problemlerinde deneysel sonuglart dogrulamak i¢in yaygin olarak
kullanilan artiklarin standart bir 6lgiisii olan HKOK'nin formiilasyonu Denklem (4.14)'te

verilmistir.

HKOK = \/%ZZzl(Hedeft — Ongorii,)? (4.14)

HKOK kriteri modellerin karsilastirilmasinda etkili bir degerlendirme kriteri olarak kabul
edilmekle birlikte, tek basina modelin tirettigi tahminlerin dogruluk derecesi, yani tatmin
edici tahmin sonuglar tiretip tiretmedigi hakkinda net bilgi verememektedir. Bu noktadan
hareketle, bu ¢alismada Onerilen modelin farkli agilardan degerlendirilebilmesi igin

OMYH de secilmistir. OMYH, model performansini anlamak ve karsilastirmak igin
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kullanilabilecek, 6lgekten bagimsiz, bir 6l¢iim iiretmektedir. Ayrica, verilerin boyutundan
bagimsiz olarak bu dogrulugu yilizde olarak hesaplamaktadir. OMYH'nin formiilasyonu
Denklem (4.15)'te verilmistir.

Hedef;—Ongorii,

_1gT
OMYH = TZt:1 Hedef;

x 100% (4.15)

Elde edilen tahmin sonuglarinin gergek gozlemlerle ne kadar uyumlu oldugunu gésteren
bir diger bakis agis1 ise tahminler ile hedefler arasinda kurulacak bir dogrusal regresyon
modeli tasarlamaktir. Bu dogrultuda, onerilen modelin tahmin performansini ortaya
koyabilmek adina bir dogrusal regresyon modelinin bazi 6zellikleri incelenebilir.
Denklem (4.16) ile verilen regresyon modelinin iki temel parametresi (8 ve R?), 6nerilen

modelin performansini 6lgmek i¢in diger Ol¢iitler olarak kullanilmistir.
Y, =BV + ¢ (4.16)

Tiim bu olg¢iitlerin disinda tahmin edilen ve ulasilan degerler arasindaki uyumu ortaya

koyan farkli grafikler de gorsel olgiitler olarak kullanilmstir.

4.3.Uygulama Sonugclari

Onerilen FRNF'lerin performansi, bazi farkli finansal zaman serisi analizlerinden elde

edilen sonugclar tizerinden degerlendirilmistir.

4.3.1. TAIEX uygulamalar - 2000-2004 yillari arasindaki giinliik veri setleri

Ik olarak, 2000-2004 yillar1 arasinda kaydedilen giinliik gézlemlenmis TAIEX veri
setleri 6nerilen FRNF'ler kullanilarak analiz edilmistir. Uretilen tahmin sonuglar;, RMSE
Olciisii cinsinden, karsilagtirmali bir bakis acis1i saglamak amaciyla diger bazi son
teknoloji modellerin sonuglari ile birlikte Tablo 4.3 'te 6zetlenmistir. Tablo4.3’te verilen
bu sonuglar degerlendirildiginde, TAIEX 2000-2004 veri setleri i¢in 6nerilen FRFN'ler
tarafindan {iretilen tahminlerin en yiliksek dogruluga sahip oldugu goriilmektedir.
Onerilen model birgok bulanik zaman serisi yontemine gore iistiin performansa sahiptir.
Ayrica, onerilen FRNF yonteminin 6zellikle hem bazi YSA ((Evrisimli Sinir Aglar
(CNN) ve Uzun Kisa Siireli Bellek (LSTM) [62]) hem de bazi T1FF yaklasimlari ([57,
63, 64]) ile karsilastirildiginda daha tistiin oldugu goriilmektedir. Veri kiimelerine
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biitiinsel bir bakis agisiyla yaklasildiginda, onerilen FRFN'lerin ortalama ve medyan

istatistikleri agisindan da en iyi performansta sahip oldugu goriilmektedir.

Tablo 4.3. TAIEX 2000-2004 veri setleri i¢in kullanilan yontemlerin performanslari.

Zaman Serileri / TAIEX Veri

HKOK’lar
Modeller Setleri
2000 2001 2002 2003 2004 Ortalama Medyan

[1] 293 116 76 77 82 129 82
[5] 225 116 76 77 82 115 82
[7]* 473 359 234 247 384 339 359
[717 473 810 116 308 384 418 384
[36] 133 124 82 62 85 97 85
[18] 152 130 84 56 116 108 116
[65] 154 124 93 66 72 102 93
[42] 131 130 80 58 67 93 80
[37] 168 120 76 58 63 97 76
[66] 129 113 67 54 60 85 67
[67] 124 115 71 58 58 85 71
[68] 131 113 66 52 54 83 66
[8] 255 130 84 56 116 128 116
[44] 227 102 66 51 55 100 66
[69] 126 114 65 54 53 82 65
[39] 125 115 65 53 53 82 65
[22] 132 113 60 52 50 81 60
[70] 140 120 77 60 59 91 77
[29] 126 113 63 51 54 81 63
[71] 180 134 81 77 55 105 81
[72] 129 110 60 51 53 81 60
[73] 127 110 62 53 53 81 62
[57] 128 106 65 52 54 81 65
[74] 137 115 66 57 61 87 66
[75] 124 112 63 52 54 81 63
[47] 123 111 66 52 54 81 66
[63] 120 113 63 49 52 79 63
[76] 122 110 54 51 50 77 54
[77] 122 107 64 52 53 80 64
[62] 105 110 60 51 50 75 60
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LSTM [62] 136 101 89 92 70 98 92
[64] 118 104 64 51 52 78 64
Onerilen FRFNler 100 96 51 44 48 68 51

Tiim veri kiimeleri i¢in, 6nerilen tahmin aracinin {istiin performansinin bir diger kanitt
olarak, Sekil 4.1°deki gorseller FRNF'ler tarafindan iiretilen tahminler ile gdzlemlenen

zaman serisi noktalar1 arasinda giiclii bir tutarlilik oldugunu gostermektedir.
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Sekil 4.1. Tahminler ve gdzlemler arasindaki uyum.

Yine bu sekillerle birlikte verilen ve veri noktalarinin gézlenen ve tahmin edilen degerleri

arasinda kurulan regresyon modellerinin parametre degerleri de ayn1 yondeki sonuglara
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isaret etmektedir. Tiim TAIEX zaman serileri i¢in tahmin edilen regresyon katsayisi (£)
ve determinasyon katsayisi (R?), 1'e ¢ok yakindir. Ayrica, f igin belirlenen 95%
seviyesinde, tiim giliven araliklar1 1'i kapsamaktadir. Bu bulgular, 6nerilen FRFN’ler
yaklasiminin yiiksek kabiliyete sahip bir tahmin aract oldugunun kaniti olarak goriilebilir.
Ayrica performans 0l¢iitii olarak Medyan Mutlak Yizdelik Hata (OrMYH) olgiitii de
Denklem (4.17) verilmistir. TAIEX2000 ve TAIEX2001 veri kiimeleri i¢in elde edilen
tahminler %2'nin altinda OMYH ve OrMYH degerleri ile elde edilmistir. Ayrica, diger 3

TAIEX zaman serisi i¢in bu degerler %1 civarinda hatta %1'in de altinda elde edilmistir.

OrMYH = Medyan (%ﬁgbrm),t =1,T (4.16)
t

Parametreler icin elde edilen en iyi degerler Tablo 4.4'te sunulmustur.

Tablo 4.4. TAIEX 2000-2004 i¢in parametreler igin elde edilen en iyi degerler

Veri Setleri Parametreler
TAIEX p K c By
2000 5 4 3 1.9
2001 4 2 6 1.8
2002 4 2 5 1.8
2003 3 2 3 2.2
2004 3 3 5 1.8

4.3.2. TAIEX uygulamalari - 2008-2018 yillar: arasindaki giinliik veri seti

Ikinci olarak, 2008'den 2018'e kadar giinliik olarak gozlemlenen 11 TAIEX veri seti
analiz edilmistir. Elde edilen sonuglar, diger bazi g¢aligmalarda iiretilen sonuglarla
karsilastirilarak tartisilmistir. HKOK metrigi agisindan sonuglar Tablo 4.5'te verilmistir.
TAIEX veri setinin bu 11 yila ait zaman serileri i¢in dnerilen yontemin de en 1yi tahmin
performanslarini sergiledigi Tablo 4.5 'den agikg¢a goriilmektedir. Ayrica 11 farkli zaman
serisi i¢in elde edilen HKOK degerlerinin ortalamasina bakildiginda yaklasik %7'lik
((74,32-67,87)/74,32) bir ilerleme kaydedildigi goriilmektedir.

Onerilen FRFN yaklasimmin bu TAIEX veri setleri igin ¢cok basarili tahmin sonuglar

tirettigini gosteren bazi gorsel grafikler de olusturulabilir. Bu gorseller, gézlenen ve
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tahmin edilen degerleri ve aralarindaki artiklari gosteren grafiklerdir. Boyle bir gorsel

grubu Sekil 4.2'de ve devaminda verilmistir.
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Sekil 4.2. TAIEX i¢in gbzlenen, tahmin edilen ve artik degerler (2008-2018)
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Sekil 4.2. TAIEX i¢in gdzlenen, tahmin edilen ve artik degerler (2008-2018) (devami)

Sekil 4.2 ve devami detayli olarak incelendiginde, tahmin edilen degerlerin gozlemlenen
veri noktalar ile uyum i¢inde oldugu agikca goriilmektedir. Artik degerleri temsil eden
kirmizi gizgiler, 6zellikle 3 yila ait veri setleri (2011, 2016 ve 2018 yillart) haricinde,
neredeyse tiim veri noktalarinda oldukga kisadir. Bu 3 veri kiimesi (2011, 2016 ve 2018
yillar1) i¢in bile, bazi artiklar nispeten biiylik goriinse de, yine de olduk¢a makul diizeyde

hata seviyelerine isaret etmektedir. Oransal bir hata 6l¢iitii olan OMYH degeri 2011 yil1
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icin yaklasik %1 gibi olaganiistii bir tahmin performansina sahipken, 2016 ve 2018 yillar1
icin ise bu degerler %1'in bile altinda kalmistir. OMYH degerlerinin diger yillarin ¢ogu
icin %1'in bile altinda oldugu diisiiniildiigiinde, onerilen FRNF yaklagiminin iistiin
performansi bir kez daha dikkat cekmektedir.

Parametreler icin elde edilen en iyi degerler Tablo 4.6'da sunulmustur.
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Tablo 4.5. TAIEX i¢in HKOK agisindan mevcut modellerin sonuglari (2008-2018).

Modeler 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Ortalama HKOK
[4] 225.38 204.11 151.42 237.43 81.08 82.3 98.64 176.6 122.71 91.69 173.36 149.52
[5] 186.48 207.42 211.21 215.13 78.37 184.83 308.72 100.75 316.57 902.18 492.89 291.32
[7] 105.10 78.25 103.84 117.78 59.14 49.59 87.52 90.72 80.98 63.20 186.21 92.94
[78] 138.94 71.30 72.92 115.54 62.32 49.53 69.60 78.73 82.22 62.98 102.19 82.39
[79] 142.38 110.88 100.76 180.79 63.30 63.16 71.62 104.4 88.35 89.02 231.35 113.27
[10] 131.18 71.48 74.07 119.34 59.55 50.09 65.72 79.93 82.10 61.67 101.99 81.56
[65] 144.23 72.16 62.23 114.25 59.94 50.97 64.79 79.27 82.29 62.15 107.08 81.76
[42] 129.48 69.91 67.11 123.03 58.37 50.39 69.15 78.22 80.51 64.25 103.74 81.29
[18] 140.49 70.34 93.08 118.89 62.35 49.63 66.55 78.46 82.73 62.21 109.39 84.92
[80] 142.37 112.45 99.83 164.97 63.31 64.76 74.85 94.33 86.59 88.93 161.78 104.92
[81] 114.03 70.91 68.59 117.02 60.50 49.92 70.44 77.67 80.86 62.61 106.75 79.94
[82] 129.29 70.27 75.46 111.45 63.20 50.84 67.67 78.33 84.39 61.09 103.26 81.39
[83] 137.44 71.76 74.52 117.38 61.59 51.37 69.23 79.89 83.53 62.37 103.24 82.94
[841* 108.52 121.46 75.33 128.46 60.43 51.17 79.44 94.92 80.39 78.76 88.23 87.92
[847? 108.57 68.57 52.15 113.38 58.84 48.87 65.90 80.22 82.24 64.31 74.52 74.32
[85] 140.19 73.22 80.37 124.38 62.53 52.39 66.26 82.78 80.14 61.98 99.03 83.93
[86] 126.29 73.77 143.53 122.49 60.73 55.38 66.15 79.47 83.18 65.54 203.72 98.20
[87] 140.48 70.63 67.46 121.27 61.10 50.23 67.08 80.65 81.12 66.34 98.13 82.23
[88] 113.03 72.30 62.82 113.69 60.45 50.17 68.28 78.65 82.43 62.49 104.49 78.98
Onerilen FRFNler 95.81 59.85 51.38 106.07 51.68 46.32 60.04 70.98 69.59 58.00 7431 67.87
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Tablo 4.6. TAIEX 2008-2018 i¢in parametreler i¢in elde edilen en iyi degerler

Veri Setleri Parametreler
TAIEX p K c By
2008 5 3 3 1.9
2009 3 3 6 2.1
2010 4 3 3 1.9
2011 2 5 7 2.2
2012 3 3 5 2.2
2013 2 4 3 1.9
2014 5 5 4 2.1
2015 4 4 6 1.9
2016 2 4 3 2.0
2017 4 3 4 2.0
2018 2 4 7 1.8

4.3.3. 1EX uygulamalar:

Son olarak, onerilen FRNF'lerin 6ngdrii yetenegi 2009-2013 yillar1 arasindaki 5 farkli
yilda gozlemlenen giinliik IEX veri setleri analiz edilerek ortaya konmustur. Her bir IEX
zaman serisi i¢in uzunluklart 7 ve 15 olan iki farkl test seti kullanilarak toplam 10 farkl
analiz gerceklestirilmistir. Elde edilen sonuclar hem geleneksel zaman serisi tahmin
yontemleri hem de bulanik tabanli ve YSA tabanli modeller ile karsilastirmali olarak
degerlendirilmistir. Bu amagla, tiim tahmin modelleri icin HKOK kriter degerleri Tablo
4.7'de verilmistir. Onerilen FRFN'ler, tek bir IEX veri seti hari¢ tiim zaman serileri i¢in
en iyi tahmin performansini sergilemislerdir. Ozellikle test seti uzunluklar1 7 olan 2010,
2011 ve 2013 yillarindaki zaman serilerinde tahmin dogrulugunda 40% 'a yakin ilerleme
saglanmistir. Ayrica, test seti uzunlugunun 15 oldugu 2011 ve 2013 yillarindaki zaman
serilerinde tahmin dogrulugunda %10'un tizerinde ilerleme kaydedilmistir. Ek olarak,
2012 yilinda test kiimesi uzunlugunun 7 oldugu zaman serisinde ilerleme seviyesinin 20%

've yakin oldugu gbézlemlenmistir.

10 veri setinin tamami dikkate alindiginda ortalama 20%'lik bir performans artist
saglandig1 agik¢a goriilmektedir.

25



Tablo 4.7. IEX veri setleri igcin HKOK degerleri agisindan sonuglar

) Y1l / Test Seti Boyuut Ortalama
e 2009/7 2009/15 2010/7 2010/15 2011/7 2011/15 2012/7 2012/15 2013/7 2013/15 HKOK

[89] 345 540 1221 1612 1058 1130 651 621 1362 1269 981
[90] 345 540 1208 1612 1057 1130 651 621 1362 1269 980
[91] 325 525 1077 1603 920 1096 775 783 1315 1233 965
[1] 1402 1754 1128 1742 1396 1360 1292 1047 1450 1931 1450
[70] 267 514 1050 1357 765 917 590 582 786 1208 804
[74] 405 647 1141 2033 1007 1134 634 938 1447 1413 1080
[75] 261 503 1144 1303 960 1009 634 629 1418 1264 913
[47] 240 467 1136 1451 987 999 631 619 1362 1256 915
[54] 446 534 1180 1852 1083 1146 1034 1038 1512 1279 1110
[63] 319 495 1080 1575 915 1028 720 676 1251 1237 930
[64] 240 500 1045 1300 946 1000 662 762 832 1207 849
Onerilen FRFNler 213 466 663 1247 442 806 477 716 477 1084 649
Tlerleme (%) 11.25 0.21  36.56 408 4222 12.10 19.15 NA 39.31 10.19 19.28
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5. SONUCLAR

Bulanik tabanli tahmin modelleri, zaman serilerinin igerdigi belirsizlige esnek bir
yaklagim sunduklari i¢in olduk¢a tatminkar sonuglar iiretebilmektedir. Ayrica, TIFRF
yaklasimi, serilerin gercek degerlerinin yani sira lyeliklerin bazi doniisiimlerini de
kullanarak daha fazla bilgi igeren bir model olusturmaktadir. Ancak, literatiirde bir bosluk
olarak degerlendirilen ve arastirilmaya deger bazi 6nemli sorunlar da bulunmaktadir.
Bunlardan birincisi, TLFRF'nin girdilerin bir dizi dogrusal fonksiyonunun birlesimi olan
biitiinsel bir model olusturmasidir. Ancak girdi ve ¢ikt1 arasindaki iliski her zaman basit
bir sekilde dogrusal degildir. Ikinci eksiklik ise, literatiirdeki FRF calismalarinin dogrusal
regresyon modelinin kat1 varsayimlarini dikkate almamasi ve modelin gegerliliginin
kontrol edilmemesidir. Ayrica, zaman serisi tahminine lizerine yapilan mevcut ¢aligmalar,
veri setlerini ya hesaplama temelli bakis agisiyla ya da bulanik temelli bakis agistyla ele
almaktadir. Dolayisiyla, bu konu mevcut calismalara ait bir bagska bosluk olarak

degerlendirilebilmektedir.

Bu ¢alismada, hem literatiirdeki tiim bu onemli bosluklart doldurmak hem de modelin
tahmin performansini 6nemli Ol¢iide iyilestirmek amaciyla yeni bir tahmin yaklagimi
onerilmistir. Onerilen FRNF'ler, serilerin gercek degerlerinin yam sira iiyeliklerin bazi
doniistimlerini de kullanarak daha fazla bilgi iceren bir model olusturmakta ve bdylece
daha gergekei bir yaklasim sunmaktadir. Onerilen FRNF'ler, 6zellikleri ve yapilari
sayesinde zaman serilerindeki dogrusal olmayan iligkileri modelleme yetenegine sahiptir.
Onerilen FRNF'ler, kullanilan hesaplama tabanli yaklagim sayesinde dogrusal regresyon
modelinde var olan kat1 varsayimlarin karsilanma gereksinimine ihtiya¢ duymamaktadir.
Literatiirdeki mevcut ¢alismalarin eksikliklerinin tamamlanmasinin yani sira, onerilen
yontemin {istiin tahmin performansi farkli ger¢ek hayat zaman serilerinin analizi ile

kanitlanmustir.

Bu sebeple onerilen tahmin aracinin literatiirde mevcutda bulunan sorunlarin {istesinden

gelmesine ek olarak {istiin bir tahmin performansi sunduguda agik¢a ortaya konmustur.

Bu yonleriyle, onerilen FRNF'nin zaman serisi problemi ile ilgilenen bir¢cok alandaki

arastirmact ve uygulayicinin faydalanabilecegi etkin bir tahmin araci olmasi

beklenmektedir. Mevcut yaklasimda, dogrusal olmayan bir bulanik fonksiyon olarak
27



kullanilan FFNN'nin hiper parametrelerini ayarlamakla sinirli kalmaktadir. Bu sorun
dogrulama kiimesi kullanilarak asilmaya ¢alisilmis olsa da arama uzay1 sinirli kalmistir.
Bu nedenle gelecek calismalarda hiperparametre ayarlamasi bir optimizasyon siireci

icerisinde gergeklestirilebilir.
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