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OZET

DOKTORA TEZi
Siikran EBREN KARA

YAPAY ZEKA YONTEMLERI iLE YAZILIMLARIN MALIiYETLERININ
TAHMIN EDILMESI

Istanbul Universitesi-Cerrahpasa
Lisansiistii Egitim Enstitiisii

Bilgisayar Miihendisligi Anabilim Dah

Damsman : Prof. Dr. Riiya SAMLI

Yazilim maliyet tahmini, bir miithendisin yazilim projesini gelistirmeye basladigi esnada
ithtiya¢ duydugu yaklasik siire ve kaynaklarin tahminidir. Yazilim maliyet tahmini, yazilim
projesinin maliyetini belirlemek ve miisteriyi ikna etmek i¢in yazilim gelistirme siirecindeki en
onemli agamalardan birisidir. Gergek maliyete en yakin maliyet tahminini yapmak hem yazilim
gelistiricileri hem de miisteriler i¢in ¢ok biiyiik bir dnem arz etmektedir. Ciinkii yanlis yapilan
yazilim maliyet tahminleri projelerin tamamlanamamasina ya da genis bir zaman dilimine
yayilmasina neden olmaktadir. Bu yiizden yazilim maliyet tahmini i¢in literatiirde ¢ok farkl
yontem gelistirilmistir. Bu tez ¢alismasinda, yazilim projelerinin maliyeti, Yapay Zeka
yontemlerinden olan Makine Ogrenmesi (MO) kullanilarak Pargacik Siirii Optimizasyonu
(PSO) ve Genetik Algoritmalarla (GA) 6znitelik se¢imi yapilarak tahmin edilmeye ¢aligiimstir.
Yazilim projesinin maliyet tahmini, WEKA (Waikato Environment for Knowledge Analaysis
— Bilgi Analizi i¢in Waikato Ortami) veri madenciligi aracinda bulunan algoritmalarin
calistirlmasi sonucu bulunmustur. Algoritmalar 10 kat capraz dogrulama teknigi ile PROMISE
(Predictor Models in Software Engineering — Yazilim Miihendisliginde Tahmin Modelleri) veri
deposundan alinan 9 adet veri setine (COCOMO81, COCOMONASA, COCOMONASAZ2,
China, Albrecht, Finnish, Kemerer, Maxwell, Miyazaki94) uygulanmis ve sonuglar performans
olgiitii korelasyon katsayisi, hata oranlar1t MAE (Mean Absolute Error — Ortalama Mutlak
Hata), RMSE (Root Mean Squared Error — Kok Ortalama Kare Hata), RAE (Relative Absolute
Error — Bagil Mutlak Hata), RRSE (Root Relative Squared Error — Kok Bagil Kare Hata) ve
MAPE (Mean Absolute Percentage Error — Ortalama Mutlak Hata Yiizdesi) baz alinarak
degerlendirilmistir.
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1. GIRIS

Yazilim, insanlarin bir¢ok isini kolaylastirmak {izere farkli programlama dillerinin kullanilmasi
sonucunda bilgisayar ve benzeri makinelerin beklenilen islemleri gergeklestirmesi igin liretilen
kod kiimeleridir. Yazilimlar, makinelerin makinelerle ya da makinelerin insanlarla olan bilgi
aligverigini saglar. Yazilim bir nevi cansiz bir varligin dile gelmesi, bir donanim pargasinin
konusmasi, derdini anlatmasi olarak ifade edilebilir. Bir sistemde donanimsal bir ariza
olustugunda, bunu bir insana ya da kendi gibi bir makineye bildirmesi miimkiin olmadigindan
bu iglemi yazilim ger¢eklestirmelidir. Tirk Dil Kurumu’na (TDK) gore yazilim ise “bir
bilgisayarda donanima hayat veren ve bilgi islemde kullanilan programlar, yordamlar,
programlama dilleri ve belgelemelerin timiidiir” (TDK, 2018). Yazilimlar1 farkli sekillerde
gruplandirmak miimkiindiir, en 6nemli gruplardan biri Sistem yazilimlari/uygulama yazilimlar
olarak ifade edilebilir. Sistem yazilimlari; bilgisayarin, bilgisayar tizerindeki bir donanimin
veya bilgisayar {izerindeki bir yazilimin ¢aligmasi i¢in mutlak gerekli yazilimlardir; uygulama
yazilimlart ise insanlarin kullanmasi i¢in tasarlanan, g¢esitli uygulamalar1 greceklestiren ve

bilgisayar sistemi i¢in mutlak gerekli olmayan yazilimlardir.

Yazilimlar gelistiren kisilere genellikle Yazilim Miihendisi unvani verilmektedir.
Yazilim Miihendisi, yazilimin talep edilmesinden teslim edilmesine hatta teslim edildikten
sonraki siirecler de bile aktif bir sekilde gorev alan kisidir. Yazilim miihendisinin amaci;
isteklere cevap veren, kaliteli, glivenli, kullanigh bir yazilimin en az hata ile ortaya ¢ikmasini
saglamaktir. Sommerville’a (2000) gore Yazilim Mihendisligi, yazilim diretiminin tim
yonleriyle ilgilenen bir mithendislik disiplinidir. Yazilim projelerinde proje yoneticileri igin
yazilim maliyet tahmini olduk¢a miihim bir problemdir. Yazilim projesinin gelistirilmesi
sirasinda gereken kaynaklarin degeri yazilim maliyeti olarak tanimlanmaktadir (Sommerville,
2000). Yazilim projelerinin maliyet tahmini ise yazilimin gergeklestirilmesi siirecinde gereken
biitcenin tahmin edilmesidir. Yazilim maliyetini hesaplamak kolaydir, zor olan maliyet
tahmininde bulunmaktir. Yazilim sistemlerinin olusturulmasi sirasinda gerekli olan eforun
tahmin edilmesi asamasina yazilim projelerinin maliyet tahmini denir (Adailer, 2008).

Insanlarin yazilimlara olan ihtiyaglar1 giin gegtikce artmaktadir. Ihtiyaglara cevap vermek igin



gelistirilen yazilimlar daha biiyiik ve daha karmasik olmaktadir. Bunun sonucunda yazilim

maliyetini hesaplamak i¢in farkli yontemler gelistirilmistir.

Bu tez ¢alismasinda Yapay Zeka yontemleri ile yazilim maliyet tahmini gergeklestirilmistir.
Bu kapsamda MO, GA, PSO ve dznitelik se¢imi kullanilmistir. Bu tez ¢alismasmin amaglar

asagidaki sekilde maddelendirilebilir:

e Yazilim projelerinin maliyet tahminin PROMISE veri deposundan temin edilen
literatiirde siklikla kullanilan farkli veri setleri iizerinde MO algoritmalarinin
kullanilarak yapilmasi,

e Her bir veri seti iizerinde farkli MO algoritmasinin performans analizlerinin
yapilmasi ve sonuglarinin detayli yorumlanmast,

e Yazilim projelerinin maliyet tahmininde Genetik Programlamanin kullanilabilir
olup olmadiginin belirlenmesi,

e Yazilim projelerinin maliyet tahmininde GA ve PSO kullanilarak 6znitelik
se¢iminin etkisinin arastirilmasi,

e Veri setlerinde yer alan hangi 6zniteliklerin bir arada kullanildiginda veya hangi
Ozniteliklerin 6nemli hangi 6zniteliklerin secilen algoritma i¢in 6nemsiz oldugunun
bunun sonucu olarak da hangi algoritmalarin basar1 oranlarimin daha yiiksek
oldugunun belirlenmesi,

e FElde edilen bulgularin literatiirdeki diger ¢alismalar ile karsilastirilmast,

Bu tez calismasi su sekilde organize edilmistir:

e 2. Boliim olan Genel Kisimlar Boliimii’'nde yazilim maliyet tahmini, yazilim maliyet
tahmininin O6nemi, yazilim maliyet tahminin gergeklestirilmesi, yazilim maliyet
tahminin yontemleri, Yapay Zeka kavrami, Yapay Zeka yontemleri, 6znitelik se¢imi ve
tez konusu kapsaminda literatiirde bugiine kadar yapilmis ¢alismalar alt basliklar
halinde sunulmustur.

e 3. Boliim olan Malzeme ve Yontem Boliimii’nde; tez calismast kapsaminda kullanilan

veri setleri, uygulama platformu, MO algoritmalar1 ve olusturulan model sunulmustur.



4. Bolim olan Bulgular Bolimii’'nde yapilan c¢alismalar dort kisimda incelenebilir.
Ilk kisimda literatiirdeki diger calismalarla karsilastirma yapilabilmesi amaciyla
PROMISE veri deposundan temin edilen veri setlerine, WEKA programinda bulunan
MO algoritmas1 uygulanarak yazilim maliyet tahmini gergeklestirilmistir. Veri setlerine
uygulanan algoritmalar 10 kat ¢capraz dogrulama teknigi ile test edilmis ve test sonuglari
Olciit olarak korelasyon katsayisi, hata oranlar1 MAE, RAE, RMSE, RRSE ve MAPE
baz alinarak degerlendirilmistir. Ikinci kistmda ise WEKA programinda bulunan MO
ve Evrimsel Algoritma: Genetik Programlama; Albrecht, Finnish, Kemerer, Maxwell
ve Miyazaki94 veri setleri iizerinde iki sekilde calistirilmustir. Ik olarak veri setleri
lizerinde higbir dznitelik secimi gerceklestirilmeden MO algoritmalar1 calistirilmis ve
yazilim maliyet tahmini yapilmustir. Ikincisinde, her bir veri seti {izerinde ilk 6nce GA
kullanilarak 6znitelik secimi gerceklestirilmistir. Veri setlerine uygulanan 6znitelik
seciminden sonra baz1 6znitelikler veri setlerinden kaldirilmistir. Veri setinde geri kalan
oznitelikler ile MO algoritmalar1 kullamlarak yazilim maliyet tahmini yapilmistir.
Uciincii kistmda Maxwell, China ve COCOMONASA veri setleri iizerinde dznitelik
secim metotlarindan GA ve PSO kullanilarak yazilim maliyet tahmini yapilmistir.
Bu sayede hem 6znitelik se¢im metotlarinin yazilim maliyet tahmini lizerindeki etkileri
incelenmis hemde algoritmalarin performanslar1 hesaplanip karsilagtirilmistir.
Dérdiincii kisimda yazilim maliyet tahmini i¢in yapilan dnceki ¢aligmalar incelenmis ve
bulgular karsilastirilmisgtir.

5. Boliim olan Tartisma ve Sonug Béliimii’nde; her bir veri setinde ger¢eklenen MO

algoritmalarinin performans sonuglarindan bahsedilmistir.



2. GENEL KISIMLAR

Bu béliimde yazilim maliyet tahmini, yazilim maliyet tahmini yontemleri, Yapay Zeka, Yapay
Zeka yontemleri, 0znitelik se¢imi agiklanmis ve konu ile ilgili ayrintili bir literatiir taramast

sunulmustur.
2.1. YAZILIM MALIYET TAHMINi

Yazilim gelistirme projelerinin en mithim kisimlarindan biri, yazilim projelerinin maliyet
tahminidir. Yazilim projesinin gelistirilmesi sirasinda gereken kaynaklarin degeri yazilim
maliyeti olarak tanimlanmaktadir. Sommerville (2000) yazilim maliyet bilesenlerini asagidaki
gibi belirtmistir:
e Ekipman ve yazilim giderleri
e Yolculuk ve egitim giderleri
e s giicii giderleri
v Projeye dahil edilmis miihendislerin 6demeleri
v Sosyal ve sigorta giderleri
v s giicii giderini etkileyen diger faktdrler
e Barinma gideri
o lletisim gideri
o Birlikte kullanim giderleri
Ayyildiz’a (2007) gore ortaya ¢ikarilacak bir {iriiniin veya bir hizmetin bedelinin ne olacagina
sayisal olarak tahmin edilmesi isine maliyet tahmini denir. Yazilim projelerinin maliyet tahmini
ise yazilim sistemlerinin olusturulmasi sirasinda gerekli olan eforun tahmin edilmesi asamasina
denir (Adailer, 2008). Farkli tanimlamalar olmakla beraber tiim tanimlamalarda tahminleme
isinin ortada heniiz bir yazilim yokken yapilmasi gerektigi, bu durumun da oldukc¢a gii¢ bir

durum oldugu fikri ortaktir.

Proje maliyet yonetiminde maliyet tahmini i¢in gerekli girdiler, ¢iktilar, araclar ve teknikler

Tablo 2.1’de belirtilmistir (PMBOK, 2000).



Tablo 2.1: Maliyet tahmini i¢in girdiler, araclar ve teknikler, ¢iktilar.

GIiRDILER ARACLAR VE TEKNIiKLER CIKTILAR

1. s Dagilimi Yapist 1. Benzer Tahmin 1. Maliyet Tahminleri
2. Kaynak Gereksinimleri 2. Parametrik Modelleme 2. Destekleyici Detaylar
3. Kaynak Oranlari 3. Asagidan Yukariya 3. Maliyet Yonetimi Plani
4. Faaliyet Siiresi Tahmin

Tahminleri 4. Bilgisayarli Aletler
5. Tahmin Yayinlar 5. Diger Maliyet Tahmin
6. Tarihi Bilgi Yontemleri
7. Hesap Tablosu
8. Riskler

2.1.1. Yazihm Maliyet Tahmininin Onemi

Yazilim projesinin maliyet tahmininin gerceklestirilmesi, yazilim projesinin onerilmesinde,
onaylanmasinda ve gelistirilmesindeki pek ¢ok karar1 olumlu yonde etkilemektedir. Proje
yoOneticisinin, yazilim maliyetini dogru tahmin etmesi yazilim projesindeki belirsizlikleri
ortadan kaldirir. Aksi durumda ¢ok ciddi maddi sikintilar bas géstermektedir. Maliyet tahmini,
proje dncesinde mevduat miktarinin gergekgi bir sekilde belirlenebilmesi, bazi kararlarin daha
mantikli alinabilmesi, yazilim sirketlerinin teklif fiyatin1 dogru sekilde belirleyebilmesi ve
rekabet edebilir bir fiyat saptayabilmesi gibi sebeplerden dolayr ¢ok 6nemlidir. Yazilim
projelerinin maliyet tahmininin ne kadar 6nemli oldugu asagidaki gibi belirtilmistir (Leung ve
Fan, 2002):

e Genel bir is planina gore gelistirme projelerini gruplandirmaya ve onem sirasina
gore belirtmeye yardim eder.

o Gergeklestirilen degisikliklerin etkisini degerlendirmeyi saglar ve tekrar planlama
imkan1 sunar.

e Kaynaklar gercek ihtiyaclar ile eslestirildiginde projelerin yonetimi ve kontroliinii
kolaylastirir.

e Misterilerin gergek gelistirme maliyetinin, tahmin edilen maliyetle uyumlu

olmasina dair beklentisine cevap verir.
2.1.2. Yazihm Maliyet Tahminin Gerceklestirilmesi

Yazilim sektorii stirekli geliserek kendini yenileyen bir sektordiir. Piyasanin artan talepleri daha

karmasik yazilimlarin gelistirilmesine neden olmaktadir. Yazilim projeleri her zaman bagarili



bir sekilde sonuglanamamaktadir. Bu basarisizligin sebeplerini Sezer (2008) c¢alismasinda;
proje smirlarinin uygun bir sekilde saptanamamasi, gergege yakin maliyet tahmininin
gerceklestirilememesi, doniisen miisteri isteklerinin  karsilanamamasi, personelin teknik
donaniminin eksikligi, miisterinin isteklerini tam olarak belirtememesi, bunlardan en énemlisi
hi¢ kuskusuz yanlis maliyet tahminlemesi olarak siralamistir. Diinya genelinde yazilim
maliyetlerinin yanlis tahminlemesi ve projenin zaman agimindan dolayi, ¢ogu proje yarim
birakilmig ya da ¢okmiistlir. Yazilim projelerinin maliyet tahmini, proje yoneticileri i¢in ¢ok
zor bir siirectir. Bu siirecin uygun bir sekilde islemesi, ciddi bir yazilim maliyet tahmin yontemi
gerektirmektedir. Yazilim maliyet tahmin siirecinin basari1 oraninin artirmak, cok miktarda veri
ile dogru analizlerin yapilmasma baglidir. Barry Boehm’in (Boehm, 1981) ve NASA’nin
(National Aeronautics and Space Administration-Ulusal Havacilik ve Uzay Dairesi) sundugu
iki siire¢ bunlardan bazilaridir (NASA, 2003). Bu siirecler Tablo 2.2 ve 2.3’te belirtilmistir.

Tablo 2.2: Barry Boehm maliyet hesaplama siireci.

1.Adim: Maliyet tahmin adimlar1 belirlenir.
2.Adim: Gerekli veriler ve kaynaklar i¢in proje plani olusturulur.
3. Adim: Yazilim gereksinimleri sabitlenir.

4. Adim: Miimkiin oldugu kadar fazla detay verilir.
5.Adim: Farkli maliyet tahmin teknikleri ve kaynaklar1 kullanilir
6.Adim: Farkli tahminler kargilagtirilir ve yinelenir.
7.Adim: izleme gerceklestirilir.

Tablo 2.3: Nasa’nin maliyet hesaplama siireci.

1.Adim: Yazilimi fonksiyonel ve programli olarak analiz edip bilgi toplanir.
2. Adim: Ts elemanlarini tedarikleri tanimlanir.

3.Adim: Yazilim boyutunu tahmin eder.

4.Adim: Yazilim eforunu tahmin eder.
5.Adim: Harcanacak eforu planlanir.
6.Adim: Risklerin etkisini belirlenir.

7.Adim: Tahminleri modellerle dogrulanir.
8.Adim: Tahminleri, biitceyi ve zamanlamay1 ayarlar.
9.Adim: Tahminleri inceler ve onaylar.
10.Adim: izleme, raporlama ve bakim yapma asamalar gergeklesir.

2.1.3. Yazihm Maliyeti Tahmin Yo6ntemleri

Yazilim maliyeti tahmin modelleri literatiirde farkli sekillerde kategorize edilmistir. Attarzadeh
ve Ow (2010)’un ¢aligmalarinda yazilim projelerinin maliyet tahmin yontemleri, algoritmik

yontemler ve algoritmik olmayan yontemler olarak siniflandirilmistir. Literatiirde yazilim



projelerinin maliyet tahmin modelleri i¢in olduk¢a fazla arastirma yapilmistir. Bu ¢alismada
yazilim maliyeti tahmin yontemleri tiim kategorilerin birlesimi olacak sekilde asagidaki gibi

kategorize edilmistir:

e Algoritmik Yontemler (Regresyon veya Istatistiksel Yontemler)
e Algoritmik Olmayan Yontemler

e Melez Yontemler

Farkli yazilim maliyeti tahmin modelleri olsa da kesinlikle birinin digerinden daha {istiin
oldugunu sdylemek miimkiin degildir. Her modelin basarili oldugu ya da basarili sonuglar
veremedigi durumlar s6z konusudur. Bazen daha dogru sonuglarin elde edilebilmesi i¢in bu
modellerin bir kombinasyonuna bagvurulmasi, her birinin tahminlerinin dikkatlice

karsilastirilmasi ve yinelenmesi énemlidir.
2.1.3.1. Algoritmik Yontemler

Algoritmik yontemler, yazilim maliyet tahmini i¢in matematiksel bir formiil kullanmaktadir
(Kumari ve Pushkar 2013). Parametre olarak proje biiyiikliigii, proje siiresi, yazilim miihendisi
sayis1, kod satir sayist gibi girdiler ile efor ve maliyet tahminini matematiksel denklemler ve
fonksiyonlar yardimi ile bulmaya ¢aligirlar. Putnam Modeli (SLIM), Fonksiyon Noktast Analizi
ve COCOMO (Constructive Costing Model — Yap1 Maliyet Modeli) bazi popiiler algoritmik

modeller arasinda yer almaktadir.
Putnam Modeli:

Putnam modelinde zamana endeksli emek ve maliyet egrileri mevcuttur (Putnam, 1978).
Gergek bir projede adam x ay degeri zaman iginde stabil kalmaz. Bundan dolay1 bazi1 anlardaki
kisi sayisi ihtiyaci, diger anlara gore farklilik gosterir. Putham modelinde emek-zaman egrisine
bakarak kisi sayis1 ayarlanabilir. Ayni1 birim igerisinde farkli projeler arasinda personel degisimi
Putnam egrilerinin bir sonucu olarak yapilabilir (Ayyildiz, 2007). Denklem 2.1°de kod satir

sayis1 verilmistir.

S = Ex(Caba)'/3t,*/3 (2.1)



Burada t;: yazilim teslim siiresi, E: yazilim gelistirme yetenegini yansitan ¢evre faktori,

S: kaynak kodlarini ifade etmektedir. Denklem 2.2°de ¢aba formiilii verilmistir.
Caba = Dxt3 (2.2)

Burada D: yeni bir yazilim ya da yeniden olusturulmus yazilim arasinda degisen insan giiciinii
ifade eden bir parametredir (0 — 8, 8 — 27 arasinda deger almaktadir). Yukaridaki iki denklem

birlestirilerek, yazilim maliyet tahmini i¢in Denklem 2.3 ve Denklem 2.4 elde edilir.
Gaba = (Dy*'7xE~°/7)xS%/7 (2.3)
tqg = (Do 'xE~3/7)xS3/7 (2.4)

Burada E c¢evre faktoriidiir. Bu modelin diger bir avantaji da 6nceden olusturulmus proje

verilerinden boyut, efor ve siire kullanilarak kolay olusturulabilir olmasidir.

Fonksiyon Noktast Analizi:

Fonksiyon Nokta Analizi, kod satir sayisi yaklasimina alternatif olarak gelistirilmistir
(Albrecht, 1979). Satir sayisi tekniginden farkli olarak bir yazilim kurumu igin direk biiyiikliik
tahmininde bulunmanin bir zorlugu yoktur ¢iinkii gereksinimlerin belirlenmesi faaliyetlerinde
bulunan degerlerden yazilimin biyiikliigi bilgisine ulasilabilir (Ayyildiz, 2007; Sezer 2008).
Fonksiyon Nokta Analizi, yazilimdaki fonksiyonlar1 karmagikliklar1 ve yaptiklari islere gore
simiflandirp saymaktadir. Bunu yapmak, yoneticilerin verimliligi takip edebilmelerini ve
yazilim gelistirme maliyetlerini tahmin edebilmelerini saglamaktadir (Keskin, 2016).
Fonksiyon Nokta Analizi modelinde ilk 6nce AFN (Ayarlanmis Fonksiyon Noktasi)
hesaplanmaktadir. AFN degeri Tablo 2.4 yardimi ile hesaplanir. AFN degerini elde ettikten
sonra DAF (Deger Ayarlama Faktori)) degeri hesaplanir. Denklem 2.5°de AFN formiili

verilmistir.

AFN = [|Haricl girdi| x wl] + [|Harici ¢iktt| x w2] + [|Haricl sorgu| x w3]
+ [|Dahili dosya| x w4][|Haricl arayiiz| x w5] (2.5)

Burada w yapilan isi gostermekedir.



Tablo 2.4: Bilesenlerin karmasikliklarina gére siniflandirilmasi.

Diisiik |Orta| Yiiksek

1 | Harici girdi 3 5 6
2 | Harici ¢ikta 4 6 7
3 | Harici sorgu 3 5 6
4 | Dahilidosya| 7 13 15
5 |Harici arayiiz| 5 9 10

AFN degerlerinin ardindan, DAF degerleriyle, son islev puanlari hesaplanabilir. DAF, 0 (en
diisiik) ve 5 (en yiiksek) arasinda seviyeleri arasinda degerlendirilen 14 genel sistem
Ozelliginden olugmaktadir. Bu 14 degerin toplami toplam etki derecesini TDI (Total Degree of
Influence — Toplam Etki Derecesi) vermektedir. Denklem 2.6’da TDI, Denklem 2.7°de DAF ve
Denklem 2.8’de FN (Fonksiyon Noktasi) verilmistir.

TDI = Z Cevap; (2.6)

i=1,2,..,14

Genel sistem Ozellikleri (Ayyildiz, 2007) sekil 2.1°de asagidaki sorularin cevaplari seklinde

tanimlanmaistir.

o  Giivenilir yedekleme ve kurtarma islemi gerekli mi?

o  Veri iletisimi gerekiyor mu?

o Dagitik islem ve siirecler var mi?

o Cabukluk onemli mi?

¢ Sistem meveut ve fazla yiiklii bir ortamda m1 ¢alisacak?

¢  Cevrimigi (on-line) veri girigi gerekecek mi?

¢ Cevrimigi (on-line) girig, fazla ekranli veya fazla iglemli mi?
o Ana kiitiikler ¢evrimigi (on-line) olarak mi giincellenecek?

o Girdi, ¢ikty, sorgulama ve kiitiikler karmagik mi?

o ¢ siirec (intemal process) karmastk m17?

¢ Program yeniden kullamlabilir olarak mi tasarlaniyor?

¢ Daoniistiimme (conversion) ve kurma (installation), tasarimin iginde yer aliyor mu?
¢ Degisik kuruluslarda ¢oklu kurmalar tasarlaniyor mu?

¢  Kullamcimin kolaylig: ve uyarlamasimna gore tasarlamyor mu?

Sekil 2.1: Genel sistem Ozellikleri.
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DAF = 0,65+ (0,01 x TDI) (2.7)
FN = AFN x DAF (2.8)

FN, AFN ile DAF degerlerinin ¢arpimina esittir.
COCOMO:

Barry W. Boehm 1981 yilinda algoritmik yazilim maliyet tahmin modeli olan COCOMO
modelini gelistirmistir. Bu modele COCOMO 81 modeli de denmektedir. Ilk COCOMO,
yazilim gelistirme siireci olarak selale (Waterfall) modelini ve programlama dili olarak
prosediirel diller kullanmistir. Daha sonralari ihtiyaglara binaen COCOMO’nun farkli
stirimleri ¢gikmistir. Bunlar COCOMO 81, COCOMO 11 gibi modellerdir.

COCOMO 81: COCOMO modelinin ilk siiriimiidiir. COCOMO 81 modelinin, hesaplanacak
yazilim maliyet tahminlerinin kapsamlarina gére Basit COCOMO, Orta Diizey COCOMO ve
Detayli COCOMO olarak ii¢ degisik modeli gelistirilmistir. Her modelin kullanacagi probleme
gore organik, yar1 ayrik ve gomiilii modlar mevcuttur. Organik modda kiigiik bir ekip asina
olduklart bir ortamda iyi anlasilmis proje uygulamalari gelistirir. Bu ekip belli bir deneyime
sahip islerini hizli yapan kisilerdir. Yar1 ayrik modda ekipte deneyimli ve deneyimsiz elemanlar
bulunabilir. Bunlar sistemin her asamasini bilmeyebilir ve sistemle ilgili bilgileri yetersiz
olabilir. Gomiilii modda projeleri kati donanim, yazilim, yonetmenlikler ve islem kisitlayicilar
seti igerisinde gelistirilmelidir. Yazilim tlizerinde yapilacak degisiklikler o kadar maliyetlidir ki
degismez olarak kabul edilir. Bu yiizden sonradan ¢ikabilecek degisiklikler ve 6n goriillemeyen

giicliikler tizerinde ciddi calisilmasi gerekir. Projedeki elemanlarin projedeki tiim kisimlara

hakim olmasi olanaksizlagsmuistir.

COCOMO modeli ve problem tiirii belirlendikten sonra ilgili formiiller kullanilarak tahmin
hesaplama yoluna gidilir. Basit COCOMO modelinin hizli ve kolay kullanimindan dolay1
kiigiik ve orta Olgekli yazilim gelistirme projelerine uygulanabilir. Kullanilan formiillerin
temelinde kod satir sayis1 KLOC (Kilo Line OF Code — Kilo Kod Satir Sayisi) vardir. Basit
COCOMO bilesenleri Tablo 2.5’te, formiilii Tablo 2.6’da ve modlara uygulanig1 Tablo 2.7°de
belirtilmistir.



Tablo 2.5: Basit COCOMO bilesenleri.
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Tablo 2.6: Basit COCOMO modelinin formiilii.

problem | a | b | ¢ | d Caba (ayAdam) a x (KLOC)?
Organik |24 |1,05 250,38 Gelistirme Zamani (Ay) ¢ x (Caba)?
Yariayrk |30 [1,12 250,35 Verimlilik KLOC / Caba
Gomiilii 1361 12 |25/ 032 Ortalama istihdam Caba / Gelistirme Zamani
Tablo 2.7: Basit COCOMO modelinin modlara uygulanisi.
Problem Caba Siire
Organik Caba = 2,4 (KLOC)¥%5 Siire = 2,5 (Caba)®38
Yari ayrik Caba = 3 (KLOC)**? Stire = 2,5 (Caba)®3®
Gomiilii Caba = 3,6 (KLOC)+?° Siire = 2,5 (Caba)®32

Burada, KLOC 1000 Kod Satir Sayisi. a, b, ¢, d: Basit COCOMO Modeli Bilesenleri’dir.

Orta Diizey COCOMO’da da basit COCOMO tahmininde oldugu gibi bir ¢aba tahmini
olusturularak formiile yerlestirilir. Caba tahmini olusturulurken basit COCOMO’dan farkli
olarak formiiliin igine EAF (Effort Adjustment Factor — Maliyet Faktorii Carpani) girer. EAF,

her bir 6zniteligin yazilim gelistirme ¢abasi iizerindeki etkisinin ¢arpilmast ile elde edilir.

Oznitelikler, yazilim iiriin znitelikleri, bilgisayar 6znitelikleri, personel 6znitelikleri ve proje

oznitelikleri olarak dort kategoriye ayrilir. Bu 6znitelikler 15 maliyet faktorii icerir. 15 maliyet
faktorii ¢ok az, az, normal, yliksek, cok yiiksek, asir1 yiiksek gibi faktor degerleri alirlar. Orta
Diizey COCOMO’da gerekli zaman hesabr ise Basit COCOMO modelinde oldugu gibi yapilir.
Tablo 2.8’de Orta Diizey COCOMO icin Oznitelikler ve faktorleri, Tablo 2.9°da Orta Diizey

COCOMO bilesenleri, Tablo 2.10’da Orta Diizey COCOMO formiilleri belirtilmistir.
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Tablo 2.8: Orta Diizey COCOMO Modeli’nin maliyet faktorleri.

Kategori Maliyet Aciklama Cok | Az | Normal | Yiiksek Cok Asiri
Faktorii Az Yiiksek | Yiiksek
Oriin Rely Yazilimin giivenirligi 0,75 | 0,88 1,00 1,15 1,40
Ozellikleri Size Veri tabann biiyiikliigii 0,94 | 1,00 1,08 1,16
Cplx Karmagiklik 0,70 | 0,85 1,00 1,15 1,30 1,65
Donanim Time Eletim zamani kisit1 1,00 1,11 1,30 1,66
Ozellikleri Stor Ana bellek kisit: 1,00 1,06 1,21 1,56
Virt Sanal makine oynaklig 0,87 1,00 1,15 1,30
Turn Bilgisayar donme zamant 0,87 1,00 1,07 1,15
Personel Acap Analist deneyimi 1,46 | 1,19 1,00 0,86 0,71
Ozellikleri | Aexp Uygulama deneyimi 1,29 | 1,13 | 1,00 0,91 0,82
Pcap Programeci tecriibesi 1,42 | 1,17 1,00 0,86 0,70
Vexp Sanal makine uzmanhgi 1,21 | 1,10 1,00 0,90
Lexp Dil tecriibesi 1,14 | 1,07 1,00 0,95
. Proje Modp Modern programlama 1,24 | 1,10 1,00 0,91 0,82
Ozellikleri deneyimi
Tool Yazilim gelistirme araglari 1,24 | 1,10 1,00 0,91 0,83
kullanimi
Sched Zamanlama kisitlamalar1 1,23 | 1,08 1,00 1,04 1,10
Tablo 2.9: Orta Diizey COCOMO bilesenleri.
Problem a b c d
Organik 3,2 1,05 2,5 0,38
Yar ayrik 3,0 1,12 2,5 0,35
Gomiilii 2,8 1,2 2,5 0,32
Tablo 2.10: Orta Diizey COCOMO Modelinin formiilii.
EAF (maliyet faktoril x maliyet faktori2 x ...x maliyet faktoril5)
Caba a x (KLOC)? x EAF (problemin tiiriine gore a ve b degerleri belirlenir)

Gelistirme zamam

c x (Caba)?

Ortalama calisan sayisi

Caba/Gelistirme zamant

Burada EAF, Maliyet Faktor Carpani, KLOC, 1000 Kod Satir Sayisi. a, b, c,d, Orta Diizey
COCOMO Modeli Bilesenleri’dir.

Detayli COCOMO modeli basit COCOMO ve orta COCOMO modellerinden farkli olarak iki

ozellik daha barindirir. Birincisi, asama ile ilgili isgiicli ¢carpanlari, ikincisi, yazilim maliyet

kestirimidir. Bu model projenin asamalarina gére zaman iginde olusan farkliliklar1 goz 6niinde
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bulundurarak ara ara yazilim maliyet tahmini gergeklestirir. Detayli COCOMO modelinde
zamana baghilik temel degisikliktir. Yapilacak isin karmasikligi ve ¢aba yogunlugu projenin
farkli asamalarinda degismektedir (Ayyildiz, 2007).

COCOMO II: COCOMO 81 modelinden sonra modelin gelisimi devam etmistir. 2000 yilinda
COCOMO 1I siiriimii yayinlanmigtir (Boehm, 2000). COCOMO II modeli ii¢ seviyeden
olugmustur. Bunlar erken prototip seviyesi, erken tasarim seviyesi ve mimariden sonraki
seviyedir. Erken prototip seviyesinde degerlendirmeler nesne puanlarina gore hesaplanir ve
cabayr degerlendirmek icin basit formiiller kullanilir. Erken prototip seviyesi, prototip
projelerini ve yeniden kullanimi ¢ok sik olan projeleri desteklemektedir. Denklem 2.9°da Caba

formiilii verilmistir.

Nesne noktast sayist x (1 — %yeniden kullanilabilirlik —Oiﬂggl)

Caba =

2.9
verimlilik (29
Erken tasarim seviyesinde degerlendirmeler islev puanlari izerinden yapilmaktadir. Daha sonra
bu LOC’a (Lines of Code — Kod Satir Sayisi) doniistiiriilmektedir. Degerlendirmeler
gereksinimler belirlendikten sonra da yapilabilmektedir. Capa formiilii Denklem 2.10°da ve
Denklem 2.11°de verilmistir. PMm, kod otomatik olusturulursa kullanilan faktordiir.

Dolayisiyla gerekli caba (PMm) Denklem 2.12°de hesaplanir ve ¢abaya eklenir.

Caba = A x Size®? x M + PMm (2.10)
M = PERS x RCPX x RUSE x PDIF x PREX x FCIL x SCED (2.11)
AT
100
PMm = | ASL y—— 2.12
m =\ A0 X o pROD (2.12)

Burada 4, 2,5 baslangig sabiti, Size, 1000 Kod Satir Sayisi, B 1,1 ile 1,24 arasinda degisir ve
projenin yeniligine, gelistirme esnekligine, risk yonetimine, siire¢ olgunluguna baghdir.

Diger kriterlerin aciklamasi ise agsagidaki gibi verilmistir:
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e PERS: Personnel Capability — Personel Yetenegi,

e RCPX: Product Reliability and Complexity — Uriin Dogrulugu ve Karmagiklig1,

e PDIF: Platform Difficulty — Platform Zorlugu,

e PREX: Personal Experience — Personel Deneyimi,

e SCED: Development Schedule Constraint — Gelistirme Takvimi Kisiti,

e FCIL: Facilities — Destek Ara¢ Geregler,

e ASLOC: Source Line Of Code — Kaynak kodun Satir Sayisi,

e ATPROD: Automated Production — Kod tiretiminin iretkenlik seviyesi, (AT/100):

Otomatik olusturulan kodun toplam sistem koduna yiizdesi.

Mimariden sonraki seviyede erken tasarim seviyesindeki ayni formiiller kullanilabilir. Sistemin
mimarisi bitirildiginde, yazilimin boyutu hakkinda isabetli, dogru tahmin yapilabilir. Bu
noktada yapilan tahmin, personelin kabiliyetini, {irin ve proje ozelliklerini yansitan daha
kapsamli ¢arpan kiimesi kullanir. Denklem 2.13°de ESLOC (Effective Source Line Of Code —
Etkili Kaynak Kodun Satirlarinin Sayis1) formiilii verilmistir.

AA +SU + 0,4DM + 0,3CM + 0,3IM

ESLOC = ASL 2.1
SLOC = ASLOC x 50 (2.13)

Burada

e DM: Percentage Of Design Modified — Degistirilen Tasarim Yiizdesi

e CM: Percentage Of Code Modified — Degistirilen Kod Yiizdesi

e IM: Percentage Of The Original Integration Effort Required For Integrating The Reused
Software — Tekrar Kullanilan Yazilimi Biitiinlestirmek I¢in Gereken Baslangig
Biitiinlesme Cabas1 Yiizdesi

e SU: Factor Based On The Cost Of Software Understanding — Yazilimi Anlama
Maliyetini Yansitan Etken

e AA: Factor Which Reflects The Initial Assessment Costs Of Deciding If Software May
Be Reus — Yazilimin Tekrar Kullanilacagin1 Dikkate Almakla Maliyetin Baslangig

Tahmini Yansitan Etken
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Regresyon temelli yazilim maliyet tahmini teknikleri literatiirde oldukga siklikla ele alinan bir
konudur (Adalier, 2008). Bu yontemlerde ¢esitli alanlarda, aralarinda sebep sonug iliskisi
bulunan veriler toplanilir ve tablo sekline getirilerek incelenir. Bu veriler arasindaki iliskiyi
belirlemek ve bu iliskiyi kullanarak tahminleri ya da kestirimleri modelleyen bir fonksiyon
bulunmaya calisilir. Tahminleri ya da kestirimleri en iyi modelleyen bu fonksiyonu bulma
siirecine regresyon ¢oziimlemesi denir (Fatullayev, 2013). Istatistiksel yontemler arasinda
bulunan regresyon ¢6ziimlemesi en ¢ok tercih edilen yontemlerden biridir. Olasi birgok
regresyon yonteminin disinda, genellikle matematiksel hesaplamalardaki kolayligindan dolay1,
En Kiigiik Kareler Teknigi optimal tahmin ydntemi olarak tercih edilmektedir (Alma ve Ozgiil,
2008).

En Kiiciik Kareler Teknigi birbirine bagh olarak degiskenlik gosteren iki fiziksel biiyiikliigiin
arasindaki matematiksel baglantiy1 ger¢ege en yakin bir denklem olarak belirmek icin
kullanilan standart bir regresyon yontemidir. Bu yontem eldeki veri noktalarina en yakin
gececek bir fonksiyon egrisi bulmaya calisir. Gauss’un buldugu bu yontem Cres astroidinin
yoriingesinin hesaplanmasinda kullanilmistir (Fatullayev, 2013). Bu hesaplama Denklem 2.14

ve Denklem 2.15°te verilmistir.

y=fx=mx+b (2.14)
gibi bir dogrusal fonksiyon ya da

y = f(x)=ax*+ bx + ¢ (2.15)

gibi karesel fonksiyonda bulunmasi gereken degerler a, b, c, m’dir.

Burada yi degeri f(xi ) i¢in olas1 deger, f(xi ) = yi, kabul edilince yapilan hata yi — f(xi)
dir ve hedef, bu hatalar minimum olacak sekilde bir f fonksiyonu bulmaktir. yi — f(xi)
farklarmin her birine bir artik denir. En Kii¢iik Kareler Yo6nteminde aranan fonksiyon, ya da
onun parametreleri, tiim artiklarin kareleri toplami olan Denklem 2.16’y1 minimum yapacak

sekilde belirlenir (Fatullayev, 2013).

Z;(yi —f)) = (= F ) + ot O = f) (2.16)
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2.1.3.2. Algoritmik Olmayan Yéntemler

Algoritmik olmayan yontemler maliyet tahmini i¢in bir formiil kullanmaz (Kumari ve Pushkar,
2013). Bu yontemler 1990 yilinda ortaya ¢ikinca yazilim arastirmacilari dikkatlerini MO, GA,
Bulanik Mantik (BM) ve Yapay Sinir Aglar1 (YSA) gibi Yapay Zeka Yontemleri olan soft
computing (esnek hesaplama) denilen yeni yaklasimlara yoneltmistir (Attarzadeh ve Ow,

2010). Algoritmik olmayan yontemlerden bazilar

e Uzmanlik Temelli Yontemler

e Uzman Goriisii
seklindedir.

Uzmanlik temelli yontemler, isminden de anlasildigi {izere uzman goriisiine ya da daha once
yapilmis projelere dayanarak yapilan tahmin yontemleridir. Bu yontemler daha dnce benzeri
goriilmemis projeler i¢in ve daha 6nce yapilmis projelerin somut verileri olmadigir durumlarda
kullanilmaktadir (Hihn ve Habib-agahi, 1991). Yapilan tahminin dogrulugu tahmini yapan
uzmanin tecriibe alanina ne kadar hakim olduguna baghdir. Alanina hakim olmayan, 6znel
goriislerini isin i¢ine katan bir tahmincinin objektifligi bulunmayabilir bu da yanlig tahminlerin

yapilmasina neden olabilir.

Uzman goriisti bir grup uzmanm deneyimlerini kullanarak tahminde bulunma ydntemidir.
Yazilim maliyet tahmini i¢in en kullanish yontemlerden biridir. Genel olarak Delphi teknigi
kullanilir. Delphi Teknigi, bilhasa askeri konulara dair kestirimlerde bulunmak {izere Amerika
Birlesik Devletleri’'nde RAND firmasinda c¢alisan iki arastirmaci tarafindan gelistirilmistir
(Dalkey ve Helmer, 1963). Delphi Teknigi basta tip, yonetim, askeri konular ve egitimin ¢ok
yonlii alanlarinda olmak iizere birgok alanda kapsamli bir sekilde kullanilmaktadir
(Woundenberg, 1991; Sahin, 2001). Yazilim projelerinin maliyet tahmini i¢in kullanilan bu
teknik, konuyla ilgili uzmanlardan olusan bir grubun, rasyonalist bir yaklagimla iki veya daha
fazla turda tahmin yaparak ortak goriislerinin yazili olarak alinmasina dayanmaktadir. Bu
teknikte uzmanlarin birbirlerinden etkilenmemesi ve tartisma ortaminin olugsmamasi ig¢in
uzmanlarin kimlikleri gizlenir, uzman goriislerinden ortak goriisler ¢ikarilir. Delphi Tekniginin

baslica 6zellikleri sunlardir:
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Katilimda Gizlilik: Arastirma boyunca savunulan goriisiin kime ait oldugu gizli tutulur
Sahin (2001).

Grup Tepkisinin Istatistiksel Analizi: Delphi Teknigi ile olusturulan anketler
uygulandiktan sonra her seferinde istatistiksel olarak analiz edilir.

Kontrollii Geri Besleme: Delphi Teknigi’nde ardisik anketler uygulanir. Ankette ¢ikan
goriigler katilimcilara yeni anket ile birlikte iletilir. Katilimcilar farkli bakis agilar ile
goriiglerini yeniden gozden gegirir. Bu sekilde devam eden teknik ortak bir goriis
olusuncaya kadar devam eder.

Analoji Tabanl Yéntemler: Onceden yapilmis gercek proje verilerine dayanilarak yeni
bir projenin bazi Ozelliklerinin tahmin edilmesidir. Tamamlanmis projelerden elde
edilen gercek veriler onerilen projeyi tahmin etmek i¢in kullanilabilir (Boehm, 1981;
Ayyildiz, 2007; Kumari ve Pushkar, 2013). Bu teknigin dogru sonug verebilmesi i¢in
onceki proje verilerinin ve karakteristik 6zelliklerinin saklanmis olmasi1 gerekmektedir.
Kiiciik ve orta 6l¢ekli projelerdeki tahminler biiytik 6l¢ekli projelere kiyasla daha tatmin
edici sonuglar vermektedir (Adalier, 2008).

Yukaridan Asagiya Tahmin Yéntemi: Makro Model olarak da adlandirilir. Bu yontem
kullanilarak, projenin global 6zelliklerinden proje i¢in genel bir maliyet tahmini tiiretilir
ve daha sonra proje cesitli alt diizey mekanizmalara veya bilesenlere boliiniir. Bu
yaklagimi kullanan 6ncii yontem Putnam Modeli’dir. Bu yontem yazilim gelistirmenin
ilk evresinde ayrintili bilgi bulunmadiginda ¢ok yararhdir.

Asagidan Yukariya Tahmin Yéntemi: Bu yontem kullanilarak her bir yazilim
bileseninin maliyeti tahmin edilir ve daha sonra toplam proje maliyet tahminine ulagsmak
i¢cin bu tahmin sonuglar1 birlestirilir. Bu tahmin yontemi, kiigiik yazilim bilesenleri ve
bunlarin etkilesimleri hakkinda biriken bilgilerden bir sistemin maliyet tahminini
olusturmay1 amacglamaktadir. Bu yaklasimi kullanan 6ncii model COCOMO modelidir.
Parkinson Yasalari: Parkinson (1957)’deki “is mevcut hacmi doldurmak i¢in genisler”
ilkesini kullanarak maliyetin objektif bir degerlendirmeye dayanmak yerine mevcut
kaynaklar tarafindan belirlenmesidir. Ornegin yazilim 12 ayda teslim edilmek zorunda
ise ve 5 kisi mevcut ise ¢aba 60 kisi-ay olarak tahmin edilmektedir. Bazen iyi tahminler
vermesine ragmen bu yontem ¢ok gercekei olmayan tahminler de saglayabilecegi igin

pek onerilmez.
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e Kazanmak Icin Fiyat: Yazilim maliyetini, projeyi kazanmak icin gereken en iyi fiyat
olarak tahmin etmektir. Tahmin yazilimin islevselligi yerine miisterinin biit¢esine
baglidir. Ornegin bir proje i¢in makul bir tahmin 100 kisi-ay maliyetini olusturur ancak
miisteri 60 kisi-ay karsilayabilirse tahminin 60 kisi-ay seklinde degistirmesi istenir.
Bu yontem, teslimatin gecikmesi ve ekibin fazla mesai yapma olasiligini yiikselttigi i¢in
1yi bir uygulama degildir (Kumari ve Pushkar, 2013).

o Yapay Zeki Yontemleri Ile Yazilim Maliyet Tahmini: Son zamanlarda Yapay Zeka
alaninda yapilan aragtirmalar ve aragtirmalar sonucunda elde edilen basarilardan dolay1
bu alana bir yonelme olmustur. Bir¢ok bilim alan1 Yapay Zeka yontemleri ile tekrar ele
alinmaya baglanmis ve kayda deger sonuglar elde edilmistir. Bu alanlardan bir tanesi de
yazilim maliyeti tahmin yontemleridir. Yazilim projelerinin maliyet tahmini Yapay
Zeka yontemleri ile tahmin edilmeye baslanmistir. YSA, MO, BM, GA bu

yontemlerden sadece birkag tanesidir.
2.1.3.3. Melez Sistemler

Melez sistemler, birden fazla fakli sistemin (YSA, GA, BM vb.) birlikte kullanilmasi ile
olusturulan sistemlerdir. Yazilim projelerinin maliyet tahmininde melez sistemler, birden fazla
algoritmik yontem, birden fazla algoritmik olmayan yontem ya da algoritmik yontemler ile
algoritmik olmayan yontemlerin bir arada kullanilmasi ile olusturulmaktadir. Neuro-Fuzzy
COCOMO modeli, Huang ve dig. (2003) tarafindan yazilim maliyet tahmini i¢in olusturulmus
melez bir sistemdir. Arastirmacilar, COCOMO modeli ile BM ve YSA’y1 birlestirerek
olusturduklart melez sistemin yazilim maliyet tahmini basta olmak {iizere yazilim
miihendisligindeki bir¢cok probleme ¢dziim saglayacaginm belirtmislerdir. Baska bir calismada
(Molani ve dig., 2014) YSA ve GA birlikte kullanilarak yazilim maliyet tahmini i¢in melez bir
model gelistirilmistir. Arastirmacilar modelin optimalligini kanitlamak i¢in modelin tahmin
¢iktilarint COCOMO 81 modelinin tahmin ¢iktilari ile karsilastirmistir. Gelistirilen modelin
COCOMO 81 modelinden daha biiylik dogruluk oraniyla tahmin yaptig1 gozlemlenmistir.
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2.2. YAPAY ZEKA

Yapay Zeka, zeki bir canlinin taklit edilmesi amaci ile belli hesaplamalar sonucunda elde edilen
zekadir. Cogu zaman akil ve zeka kavramlari karistirilir. Akil somut olarak dlgiilemez ve zaman
icinde gelistirilebilir. EImas (2016) aklin genetik oldugundan ve cevreden etkilenerek
gelisebileceginden sz etmekte ayrica aklin makine, bilgisayar, yazilim gibi farkl1 yollarla taklit
edilemeyecegini zekanin ise gelistirilebilir, 6l¢iilebilir ve taklit edilebilir bir yap1 oldugunu
savunmaktadir. TDK’nin verdigi tanima goére zeka, insanin diisiinme, fikir yiiriitme, nesnel
gercekleri algilama, kavrama, yargilama, sonug ¢ikarma yeteneklerinin tiimiidiir (TDK, 2020).
Nabiyev’e (2016) gore zekd; bireylerin amagli bir bicimde hareket edebilme, mantikli
diisiinebilme ve g¢evresine uyum gosterme yetilerinin tanimidir. Bazen zeka; bir olayr dnce
anlama, iligkileri kavrama yargida bulunma daha sonra ¢ozme yetenegi biciminde de
tanimlanmaktadir. Oleron (1996) zekay: araglarin duruma goére uygun kullanilmasi olarak
tanimlar. Elmas (2016) zekanimn belirli bir konuda calisilarak, 6gretilerek, edinilen bilgi ve
birikimlerle, deneyimlere dayali becerilerle gelistirilebilir oldugunu ifade etmistir. Alan W.
Turing “Makineler diislinebilir mi?” sorusuyla ilk kez insana has bir 6zelligin makinelere
nakledilebilme diisiincesini ortaya atmis ve Turing Testi ve Yapay Zeka gibi kavramlari
literatiire kazandirmistir (Kartal Karatas, 2011; Nabiyev, 2016). 1956 yilinda Yapay Zeka
terimi ilk defa Dartmouth College’de diizenlenen bir konferansta kullanilmistir (Nabiyev,
2016).

Cagimizda bilgisayar sistemleri hem eylemler arasinda baglar1 6grenebilmekte hem de eylemler
hakkinda Kararlar alabilmektedir. Matematiksel olarak formiilasyonu kurulamayan ve
¢ozlilmesi miimkiin olmayan problemler sezgisel yontemlerle bilgisayar sistemleri tarafindan
coziilebilmektedir. Bilgisayarlar sistemlerini bu o6zelliklerle donatan ve bu kabiliyetlerinin
gelismesini saglayan ¢alismalar Yapay Zeka ¢alismalari olarak bilinmektedir (Oztemel, 2016).
Nabiyev (2016)’e gore Yapay Zeka, bir bilgisayarin ya da bilgisayar denetimli bir makinenin,
cogunlukla insana has 6zellikler oldugu kabul edilen fikir yiiritme, mana ¢ikarma, genelleme
ve onceki tecriibelerinden 6grenme gibi yiiksek zihinsel siireclere iliskin gorevleri yerine

getirme kabiliyeti olarak tanimlanmaktadir.
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Yapay Zeka, hem bilissel sistemleri simule etmeyi hem de “akilli” sistemleri yapilandirmay1
amagclayan bilimsel disiplindir (Gorz, 2005). Baska bir tanima gore Yapay Zeka, mevcut verileri
kullanarak dogru sonuglar ¢ikaran, isabetli kararlar verebilen akilli bilgisayar ve tlirevi
makineleri yapma bilimidir. Bu bilimle ugrasanlar, zekdnin dogasim1 anlamaya calisarak
bilgisayarlar1 daha islevsel, daha faydali hale getirmeye ¢alismaktadir. Buradaki amag hep daha
zeki programlar olusturabilmektir (Sonmez, 2020). Yapay Zeka teknolojisinin ¢ok genis bir
calisma alan1 vardir (Allahverdi, 2002). Bunlardan bazilar1 agsagidaki sekildedir (Tuzcuoglu,
2003):

e Insanin beyin islevlerini inceleyip simiilasyonunu ¢ikararak kesfetmek.

e Insanlarm bir problem karsinda gelistirdigi taktik ve tutumu model almak.

e Insanin 6grenme yontemlerini sekilsel duruma getirmek ve bilgi sistemlerine
uygulamak.

e Insanin, bilgisayar etkilesimini ergonomik hale getirerek ona gore kullanici dostu
donanimlar tiretmek

e Uzman kisilerden toplanan verilerden Bilgi Sistemleri ya da Uzman Sistemler
gelistirmek.

o Gelecekte bilgi toplumlarinin olusturulmasina yardimci olacak “Genel Bilgi
Sistemleri” olusturmak.

e Zeki robot timler olusturmak

e Bilimsel buluslarda ve arastirmalarda kullanilmak {izere arastirma yardimecilari
olusturmak.

e Askeri alanda ¢abuk karar verebilen sistemler gelistirmek.

e Tehlike aninda insan yerine kullanilabilecek yardimei eleman olusturmak.

e Optik algilama bazinda nesne ve renk tanimlayacak sistemler gelistirmek.

e Tip alaninda karigik durumlarda karar verebilecek sistemler gelistirmek
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Yapay Zeka teknolojisinde gesitli yontemler mevcuttur. Yapay Zeka yontemlerinden bazilart:

e Tavlama Benzetimi
e Uzman Sistemler

e Bilgisayarli Gérme
e Konusma Tanima
e Robotik

e Kaotik Modelleme
e YSA

e BM

e Melez Sistemler

e GA

e MO

2.2.1. Tavlama Benzetimi

Tavlama Benzetimi optimizasyon problemleriigin tasarlanmis ihtimallere dayali bir
algoritmadir. Amag optimal ¢oziimiin en kisa siirede tiretimini saglamaktir. Bu algoritma
Ozellikle hesaplama alaninda bir deneyin ya da niimerik sonuglarin anlik degerlerini elde etmek
i¢in kullanilir. Tavlama Benzetimi ilk olarak metallerin tavlama islemini simiile etme amaciyla
Onerilmistir ve daha sonra yinelemeli bir optimizasyon yontemi olarak tanitilmigtir. Tavlama
Benzetimi algoritmasi adini, demircilerin demiri sekillendirmek i¢in demiri déverken belirli bir
sicakliga kadar 1s1l islemden gecirmesi olayindan almistir. Tavlama siirecinin olusumu, oldukca
yiiksek bir sicaklik degerine sahip bir ¢6ziimden baslayip sicakligi dereceli olarak diisiirerek 1yi
ve kotii ¢oziimler arasinda gezinip en nihayetinde optimal ¢oziime ulagsmaktir (Ayan, 2009).
Tavlama olayindaki gibi ¢oziilmesi gereken problem ele alinir tavlama derecesi ile 1sitma
asamasindan gecirilir arzu edilen noktaya gelindiginde hedefe varildig: kabul edilir. Tavlama
Benzetimi elektronik devre tasarimi, goriintii isleme, kesme ve paketleme, akis ve is

cizelgeleme gibi problemlerin ¢dziimlerinde kullanilmaktadir.
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2.2.2. Uzman Sistemler

Uzman Sistemler, belirli konularda uzman kisilerin goriis ve Onerileri ile olusturulmus veri
tabanlarini kullanarak karar verme islemlerini modelleyebilen, kendini gelistirebilen yazilim
sistemleridir. Uzman Sistemler, tavsiyelerde bulunabilir, sorunlar1 ¢oziimleyebilir, baglanti
kurabilir, tasarim yapabilir, tanim yapabilir, yorumlayabilir, kestirim yapabilir, yargilayabilir,

denetleyebilir, 6grenebilir ve dgretebilir, yazilimlardir (Civalek, 2003).

Uzman Sistem yaratma islemleri "Bilgi Miihendisligi" olarak adlandirilmakta ve "Uygulamali
Yapay Zeka" olarak kabul edilmektedir. Uzman Sistemler ayn1 zamanda daha genis bir grubu
olusturan "zeki sistemler" ve "bilgiye dayali sistemler” in alt grubunu olusturmaktadir

(Kurbanoglu, 1992). Sekil 2.2’de bir Uzman Sistemin genel yapisi verilmistir.

Bilg1 tabam - Bilg1 kazanma
modiild
I I | UZman
Mantiksal ¢ikarim Yardime: yorumlama o
> modili odilii Bilgilerin

Vert Tabaru . .
glncellenmesi

! l

Veri girisi Sonuclar, éneriler

Sekil 2.2: Bir Uzman Sistemin genel yapisi.

Uzman Sistemlerin avantajlari su sekilde ifade edilebilir:
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e Maliyet Azalmasi: Uzman Sistemler daha kisa siirede daha ¢ok is yapip maliyeti
distirtirler.

e Verimlilik: Uzman Sistemler daha kisa siirede daha ¢ok ¢alisir ve daha az yorulurlar,
verimliligi artirirlar.

o Kalite Artist: Uzman Sistemler tutarli ve uygun hareket ederek hata oranimi diistiriir,
kaliteyi arttirirlar.

o Tutarhihik: Hava durumu, ekonomi, duygusal iligkiler gibi insani durumlar Uzman
Sistemleri etkilemez. Dolayisiyla ayni sartlarda ayni sonucu tiretirler. Bu da tutarliligi
saglar.

e Esneklik: Uzman Sistemlerin veri tabanlari istenildigi zaman giincellenebilir bu da
esnekligi saglar.

o Kapsamhhik: Uzman Sistemler c¢ogunlukla birden fazla uzman bilgisiyle
olusturulmustur dolayisiyla kapsayici sonuglara sahip olurlar.

e Karar Alma Siiresinin Kisalmasi: Uzman Sistemler uzmanlara ve diger bir¢ok yonteme
oranla daha kisa siirede karar alirlar.

e Giivenilirlik: Uzman Sistemler veri tabanindaki bilgilerden yola ¢ikarak sonuglar
tiretirler. Bu sonucu ftiretirken hi¢ sikilmadan ve yorulmadan islemi gergeklestirirler.
Bu da giivenilirligi saglar.

o Tehlikeli Ortamlarda Islem: Uzay kesifleri, savas ortamlari, okyanusun derinlikleri,
zehirli gazlar bulunan yerler, madenler gibi insanlar ve canlilar i¢in risk olusturan birgok
ortamda Uzman Sistemler rahatlikla ¢alisabilirler.

e Eksiksiz ve Mutlak Olmayan Bilgi ile Calisma: Uzman Sistemler siradan
bilgisayarlarin aksine insanlar gibi net olmayan bilgilerden ¢ikarimlar yapabilirler.

e Egitim: Uzman Sistemler egitilebilir ve egitebilirler. Bir Uzman Sistem baska bir
Uzman Sistemi ya da bir insan1 eldeki verileri kullanarak egitebilir.

e Problem Ciozme Kabiliyeti: Uzman Sistemler cok karmasik goriinen problemleri insana

oranla daha kisa siirede ¢ozebilirler.

Gilinlimiizde birgok alanda kullanilan Uzman Sistemler insanin is yiikiinii azaltarak hayati
kolaylastirmaktadir. Uzman Sistemlerin kullanildigi bazi alanlar ve bu alanlardaki bazi 6rnekler

su sekilde ifade edilebilir:
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e Yorumlama: Ses tanima, goriintii analizi, denetim
e Tahmin: Hava tahmini

o Teshis: Tip, elektronik

e Tasarim: Devre ¢izimi

e Planlama: Askeri planlama

e Goriintiileme: Hastaliklarin teshisi ve tedavisi

e Egitim: Danisma, 1slah, tedavi

e Tamir: Otomobil, bilgisayar

e Planlama: Askeri planlama, otomatik programlama
e Kontrol Sistemleri: Hava trafik kontrolii

e Hata Aytklama: Yazilimlar
2.2.3. Bilgisayarh Gorme

Bilgisayarli gorme, 1960’larin sonlarinda Yapay Zeka calismalarina Onciiliik eden
tiniversitelerde baslamistir (Szeliski, 2010). Robotlara akilli davranislar kazandirmayi
amaglayan arastirmacilar insan gibi gérmeyi de bu ¢caligmanin bir basamagi olarak incelemistir.
Bilgisayarli gorme, insanin gorme yetene8inin bilgisayarlara aktarilmas: c¢alismasidir.
Bagska bir ifadeyle bilgisayarlarin, dijital goriintiilerden veya video goriintiilerinden, insan gibi
sonuglar cikararak islemler gergeklestirip elde ettigi sonuca goére karar verebilir agamaya
gelebilmesidir. Bilgisayarlarin bunu yapabilmesi i¢in, dijital goriintiiyli olusturma, isleme,
analiz etme ve anlamli hale getirme islemlerini gergeklestirebilecek yontemleri kullanmasi
gerekmektedir (Autonom, 2019). Bilgisayarli gormenin, goriintii tanima, hareket algilama,
goriintii onarma, indeksleme, hareket izleme gibi alt dallar1 bulunmaktadir. Bilgisayarli gorme
cok c¢esitli alanlarda kullanilmaktadir. Bu alanlardan bazilari; medikal uygulamalar, sanayi

uygulamalari, askeri uygulamalar ve otonom ara¢ uygulamalaridir.
2.2.4. Konusma Tanima

Konugma tanima, insan sesinin bilgisayarlar tarafindan algilanmasidir (Yalgi, 2008).
Bilgisayar sistemleri, ses sinyallerinden olusan konusma verisini alarak veriyi isler, islenmis

veriden yolara ¢ikarak tahminde bulunur ve bir metin ¢iktisi olusturur buna konusma tanima
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denir. Dede (2008) calismasinda YSA’y1r kullanarak bir konusma tanima uygulamasi
gelistirmistir. Calismasinda konusma tanima probleminin esas itibariyle bir Orilintii tanima
problemi oldugunu belirtmistir. Bir szciigiin zamana gore frekans degerlerine yayilmis olan
gosterimi o kelimenin oriintiisli olarak hesaplanir. Ciinkii arastirmaciya gore ses sinyallerinde,
belli sozclikler bagka seslendirme kayitlarinda benzer sinyal sekilleri ortaya koymaktadir.
Arastirmaci kelimelerin oriintiilerinden yola ¢ikarak konusma tanima uygulamasi gelistirmistir.
Ocal (2005) calismasinda, konusma alaninda yapilan en eski ¢alismanin 1936 yilinda
yapildigin1 belirtmistir. En basta olusturulan konusma tanima sistemleri yalnizca sayilari
anlamlandirabilmekteydi. Daha sonraki yillarda bu alan iizerindeki caligsmalar artmistir.
Sovyetler Birligi, ABD, Japonya ve Ingiltere’deki laboratuvarlarda 1950 ve 1960 yillari
arasinda inlii ve {insiiz harfleri taniyan donanim tabanli konusma tanima sistemleri
gelistirilmistir (Yakar, 2016). Dinamik programlama ile baslayan calismalar sakli Markov

modellerinin kullanilmasi ile glinlimiize kadar siirdiiriilmektedir (Giirel ve Aslan, 2008).

Konusma Tanima Modelini olusturan kisimlar asagida belirtilmistir (Yalgin, 2008).

e Sinyal isleme modiili
e Ozellik ¢ikarma modiilii
e Zaman diizenleme ve model karsilastirma

e Bir final kelime dizisi segmek i¢in dil modeli

Sekil 2.3’te konusma tanimanin genel bir modeli verilmistir.
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Konusma sinyali Sinyal isleme

|

Ozellik ¢ikarma

|

Zaman diizenleme ve

On egitim —p model karsilagtirma
Kelime dizileri Dil isleme
—_—

Sekil 2.3: Konugma Tanima Modeli.

Konugma tanima uygulamalar giinliik yasantinin bir¢ok alaninda kullanilmaktadir. Bankacilik
islemleri, akilli ev esyalari, sesli web tarama sistemleri, otomobiller, kamu tesisleri bunlardan
sadece birkagidir. Bunlardan bir digeri havalimanlarinda kurulan farkli dil destegi ile rehberlik
yapan Konugma Tanima sistemleridir. Bu sistemler farkli dilleri konugsan ama ayni cihazi

kullanan yabanci gruplar igin gelistirilmistir.

Otonom araglar, neredeyse bir insan gibi iletisim kurabilmektedir. Tek bir ctimle ile birden fazla
soruyu anlamaya yetenegine sahip bu sistemler yolcular ile sesli iletisim kurabilir, navigasyon

komutlar1 verebilir, yol bilgisi alabilir, internette arama yapabilir, calan miizigi degistirebilir.

Ginliik hayat1 yakindan ilgilendiren giyilebilir teknoloji, miisteri hizmetleri, gorme engelliler
icin Ozel cihazlar ve turizm sektorii konugma anlama teknolojisi ile biiyiikk bir gelisim

gostermesi beklenen alanlar arasindadir (Techinside, 2017).
2.2.5. Robotik

Ikinci Diinya Savasi’ndan sonra yiiksek seviyeli algoritmalarin gelistirilerek akilli oyun
programlarinin yapilmasi, otomat oyuncaklara ilgiyi azaltmigtir. Otomatlarin yerine, disaridan

algiladiklar1 verileri alan ve aldiklar1 verileri kullanip gerekli talimatlar1 yerine getiren
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sibernetik makineler gegmistir. Bu makineler, yakinindaki 1s1, 151k, giiriiltii kaynagini ya da bir
engeli algilamakta ve ona gore hareketlerine yon verebilmektedir. Nobert Wiener, 1948’de
“yonetim” anlamina gelen Sibernetik’i, insanlar ve makineler arasinda iletisim ve diizenleme

bilimi olarak tanimlamistir (Nabiyev, 2016).

Robot kelimesi ilk kez 20. yiizyilin baslarinda bir tiyatro oyununda kullanilmistir. Bilim kurgu
yazarl Isaac Asimov insanlik gelecegini ilgilendiren 3 6nemli robotik yasasi oldugunu iddia

etmistir:

e 1.yasa: Robotlar hi¢bir sekilde insanlara zarar vermemeli ve insanin zarar gorecegi
hi¢ bir durumda pasif kalmamalidir.

e 2. yasa: Robotlar 1. yasaya uymak kaydiyla insanlar tarafindan verilen biitiin
komutlart yerine getirmek zorundadir.

e 3.yasa: 1. ve 2. yasaya uymak kaydiyla robotlar kendilerini korumak zorundadar.

Serit {izerinde hareket eden kusurlu iiriinleri tespit etme, araba parcalarini birlestirme, malzeme
tasima ya da daha kompleks davraniglari yapan robotlar1 ¢agimizda gérmek miimkiindiir.
Bilgisayarlar, yazilimlar aracilig1 ile robotlart kontrol eder ve robotlara isin nasil yapilacagini
ogretir. Bu yazilimlar robota hareketinin zamanini, yoniinii, mesafesini ve benzer konularda ne
yapmast gerektigini komutlar yardimiyla bildiren yazilimlardir. Bazi robotlar bir kere
programlandiktan sonra tekrar tekrar programlanmalarmma gerek yoktur. Rutin islerde
kullanilan, bir kere programlandiktan sonra fazla kontrol edilmeyen bu tiir robotlara seg, al,
yerlestir robotlar1 denilmektedir (Civalek, 2003). Yeni nesil robotlar ise her gecen giin daha
fazla zeka yetenegi ile donatilmaktadir. Bu sayede cevrelerini daha iyi algilamakta ve

hareketlerini planlamaya yonelik gelismektedir (Kocabas, 2013).

Robotik, makine tasarimi, kontrol kurami, bilgisayarli programlama ve elektronik
disiplinlerinin karisimindan olusan ve Mekatronik olarak isimlendirilen miihendislik alanina
girmektedir. Mekatronik biliminin temelleri 1969 yilinda Japonya’da atilmistir. Robotik, Yapay
Zekanin Mekatronikle sinirinda olan bir alandir (Civalek, 2003; Ozan, 2020). Robotlar tg

kategoride incelenmektedir:
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e Birinci nesil robotlar: Kendi kendine ayarlanamaz robotlardir.

e 1kinci nesil robotlar: Disaridan gelen verileri alabilen en az bir alicisi olan
robotlardir.

e Uciincii nesil robotlar: Kendi kendini kontrol edebilen bir Yapay Zeka ile

donatilmis robotlardir.

Robotlarin iistiin 6zellikleri arasinda {iretim artigini saglamasi, liretim maliyetini diigiirmesi,
kalite artisin1 saglamasi, kotii sartlarda galisabilmesi, yonetilmesinin ve kontrol edilmesinin
kolay olmasi, ¢aligma sahasinin genis olmasi, yasam siiresinin uzun olmasi, daha dayanikli ve
uyumsal olmasi onun kullanimini cazip kilmistir. Bu nedenle robotlar, Japonya ve ABD’de
birgok aragtirma ve gelistirme alaninda kullanilmaktadir. Teknolojinin bir¢ok alaninda oldugu
gibi robotlarin da gelisme gostermesinin en bilyiik etkenlerinden birisi askeri alanlarda

kullanilmasidir (Nabiyev, 2016).

Robotik bilimi, tip ve saglik alaninda, endiistride, uzay arastirmalarinda, askeri alanda, eglence
alaninda, ulasimda, tarim ve hayvancilik alaninda, sibernetik alani gibi daha bir¢ok alanda
kullanilmaktadir. Gegmisten giiniimiize farkli alanlarda robotlar tasarlanmistir (Yamanol, 2016;
Ozan, 2020).

2.2.6. Kaotik Modelleme

Fransizca’dan Tiirkge’ye gecen kaos kelimesi, evrenin diizene gegmeden Onceki uyumsuz,
karigik hali ya da karmasiklik, karmasa anlamlarini icermektedir. Kaos, karmasik ve diizensiz
goriiniimlii baglangic kosullarina bagli, deterministik olmayan, zamanla degisen sistemler i¢in
kullanilan bir olgudur (Ablameyko, 2003). Kaos terimi ilk olarak 1900 yillarinda bilim adami
Jules Henri Poincaré tarafindan karar verilemez ve saptanamaz olaylar i¢in kullanilmistir
(Poincarée, 1912).

Kaos kurami, dinamik sistemlerin beklenmedik garip davranislarini arastiran bir bilim dalidir
(Merih, 2016). Kaotik bir sistemde kaotik isaretler elde edildikten sonra verilere uygun bir
matematiksel model ile kaotik isaretler ifade edilebilmektedir. Bu direk olarak lineer olmayan

bir denklem formatinda olabilecegi gibi BM, YSA veya Volterra Serileri gibi farkli modelleme
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teknikleri ile modellenebilmektedir. Buna Kaotik Modelleme denir. Dinamik bir sistemin
kaotik olarak simiflandirilmasi i¢in baslangi¢c kosullarima duyarli olmalidir, topolojik olarak
karistirtlmali ve periyodik yoriingeleri yogun olmalidir. Son yillarda kaos teorisi borsa,

meteoroloji, iletisim tip, kimya, mekanik gibi ¢cok farkli dallarda kullanilmaktadir.
2.2.7. Yapay Sinir Aglarn

Insan sinir hiicresinin model alinarak olusturulmus bilgisayar sistemlerine, 6grenmeyi,
Ogretmeyi, sonu¢ ¢ikarmayi 6greten Yapay Zeka yontemine YSA denir. YSA tasarlanirken
insan sinir sisteminden ilham alinmigtir. Bir YSA’y1 olusturan islem yapilar1 birbirlerine
agirlikli baglantilar ile baglanmis her birinin kendi bellegi olan, dagitik ve paralel yapilardir.
(Elmas, 2016). Baska bir tanima gore Y SA insan beyninin biyolojik sinir sistemini temel alarak
olusturulan bu bilgisayar programlari ve yapilari, algilayicilardan aldigi veri girisleri ile daha
onceden ogrenerek smiflandirmis oldugu bilgileri kullanarak yeni bilgiler iiretmektedir.
Urettigi ve olusturdugu bilgilerden yola ¢ikarak yeni kararlar verebilir duruma gelmektedir

(Keskenler ve Keskenler, 2017).

YSA ile ilgili ilk calismalar 1940’larda bugiin bircok agin 6nemli yap1 tagt olan McCulloch-
Pitts-Neuron olarak bilinen basit bir sinir hiicresi modeli tasarlanmasi seklindedir (Sezen, 2008;
Mijwill, 2017). 1949 yilinda, giiniimiizde bile hala pek ¢ok 6grenme kuralinin 6zlinii olugturan
Hebbian Ogrenme olusturulmustur. 1957°de farkli harfleri okuyup taniyan bir YSA modeli
gelistirilmistir. 1959 senesinde MADALINE ve ADALINE olarak adlandirilan YSA modeli
olusturulmustur. 1960’11 yillarin sonlarinda YSA’nin dogrusal olmayan problemleri
¢ozememesi ve XOR (Exclusive-Or) problemi ile bunun ispatlanmasi bu alandaki ¢alismalari
durma noktasina getirmistir. Geleneksel Gezgin Satict Problemi’nin (Travelling Salesman
Problem — TSP) YSA ile ¢oziilmesi ayn1 zamanlarda tek katmanli algilayicilarin ¢6zemedigi
XOR probleminin ¢ok katmanli algilayicilarin bulunmasi ile ¢oziilmesi bu alanmi tekrar ilgi
odagi haline getirmistir. YSA’daki gelismelere donanim teknolojisindeki yeniliklerin etkisi ¢ok
olmustur. Bilgisayarlarin islem hizlar1 ve bellek kapasiteleri artmis bu da islemlerin daha kisa
siirede gergeklestirilmesini saglamistir. Bu sayede YSA’nin kullanimi kolaylasmistir.
YSA 1990’11 yillardan sonra sadece laboratuvarlarda ugrasilan teorik calismalar olmanin

Otesinde giinliik hayatta kullanilan sistemler olmaya baslamistir bu sayede insanlarin
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hayatlarina pratiklik kazandiran yeni bir siirii uygulama gelistirilmistir. YSA’daki bu gelisim
giiniimiizde hala devam etmektedir (Oztemel, 2016).

Bir biyolojik beyin sinir hiicresi akson, hiicre gévdesi, dendrit ve sinapslardan olusmaktadir.
YSA, biyolojik sinir sisteminin model alinarak olusturulmus halidir. Sinir sistemi
viicudumuzda bulunan milyarlarca sinir hiicresi ve bunlarin baglantilarindan olugmaktadir.
Sinir hiicrelerinin olusturdugu bu baglantilar sinir agimi meydana getirmektedir. Insan
viicudunda merkezi sinir sistemi ve ¢evresel sinir sistemi olarak 2 tane sinir sistemi mevcuttur.
Merkezi sinir sistemini olusturan beynimizde 10! adet sinir hiicresi ve bunlarin da 6x10%3°ten

fazla sayida baglantisinin oldugu ifade edilmektedir (Oztemel, 2016).

YSA giris seti olarak kendisine verilen bilgilere karsilik bazi matematiksel fonksiyonlar
kullanarak net denilen ¢ikisi tiretir. Bunu yapabilmesi i¢in ag mevcut orneklerle 6nceden
egitilmektedir. YSA’nin en temel elemanmna yapay sinir hiicresi (proses, perceptron)
denmektedir. Bu yapay sinir hiicresi alt1 temel elemandan olusmaktadir. Bunlar, girisler,
agirliklar, esik, toplam fonksiyonu, aktivasyon fonksiyonu ve ¢ikis degeridir. Sekil 2.4’°te yapay

sinir hiicresi verilmistir.
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Sekil 2.4: Yapay sinir hiicresi.
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Girisler: Girisler (I, I,,..., I,;) bir sinir hiicresine disaridan, bagka sinir hiicresinden ya da

kendisinden gelen bilgilerdir.

Agwrliklar: Agwrhiklar (W1, Wa,..,Wh) bir yapay sinir hiicresi tarafindan alinan bilginin dnemini
ve hiicre tizerindeki etkisini gosteren katsayidir. Agirliklar pozitif ya da negatif degerler alabilir.
Sekildeki agirhik Wj, girdi I;’in yapay sinir hiicresi iizerindeki etkisini gostermektedir.
Agirlik degerinin bliylik olmasi o girdinin aga giiclii baglandigini, kiiciik olmasi aga zayif

baglandigini ve sifir olmasi o ag i¢in herhangi bir etkisinin olmadigin1 géstermektedir.

Egsik: Sinir hiicresinin ya da agin ¢iktisinin sifir olmasini engellemek i¢in kullanilir.

Toplama Fonksiyonu: Yapay sinir hiicresine giren net bilgiyi degisik fonksiyonlart kullanarak
hesaplayan bir fonksiyondur. En yaygin kullanilan fonksiyon agirlikli toplama fonksiyonudur.

Bu toplama fonksiyonu her gelen girdi degerinin kendi agirligiyla ¢arpilarak toplanmasidir.

Aktivasyon Fonksiyonu: Bu fonksiyon, hiicreye gelen net girdiye karsilik bir ¢ikis hesaplar.
Cikist belirlemek i¢in degisik fonksiyonlar kullanilir. Bu fonksiyonlardan bazilari; Dogrusal
Fonksiyon, Step Fonksiyon, Siniis Fonksiyonu, Esik Deger Fonksiyonu, Hiperbolik Tanjant

Fonksiyonu’dur.

Cikig: Aktivasyon fonksiyonunda net girdinin islenmesi sonucunda elde edilen ¢ikis degeridir.
Elde edilen ¢ikis baska bir hiicreye ya da ayni hiicreye giris olarak verilebilir. Bir hiicrenin
birden fazla girisi olabiliyorken sadece tek bir ¢ikis1 vardir. Sekil 2.5°te insan sinir sistemine ait

gercek sinir hiicresi ve YSA’ya ait sinir hiicresi sekli bir arada verilmistir.
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Sekil 2.5: Biyolojik sinir hiicresi ve yapay sinir hiicresi.

Y SA yapisinin avantajlari asagidaki gibi ifade edilebilir:

e Geleneksel yontemlerle ¢oziilemeyen bir¢ok problemi ¢ozebilir.

e Tam ve normal olmayan, belirsiz ve eksik bilgileri isleyebilen ¢ok gii¢lii problem
¢bzme yetenegine sahiptir.

e Dogrusal olmayan iliskileri de kolaylikla modelleyebilir.

e Ornekleri kullanarak 6grenebilir ve goriilmemis drnekler hakkinda bilgi iiretebilir.

e Bilgiyi agin baglantilarinda saklamaktadir. Bilgiler oteki yazilimlar gibi veri
tabaninda veya programin igerisinde degildir.

e Eksik bilgi ile ¢alisabilmektedir.

e Hata toleransi agin bir boliimii yanlis olusturuldugunda veya ag zarar gordiigiinde

bile diizgiin ¢aligmaya devam etmesini saglamaktadir.



33

YSA yapisinin dezavantajlar1 asagidaki gibi ifade edilebilir:

e Ag topolojinin belirlenmesi kesin kurallara dayanmadigindan ag deneme yanilma
yoluyla belirlenmektedir.

e Agin parametre sayisinin olusturulmasinda kesin kurallar yoktur.

e Orneklerin tasariminda ve belirlenmesinde bir kural yoktur ve sadece numerik
bilgiler ile calismaktadir.

e Donanima bagimli ¢alismaktadir.

e Agn egitim siirecinin ne kadar silirecegi ve ne zaman bitirilecegine karar verecek bir
yontem yoktur. Bu durumda egitim siireci uzun siirebilmektedir.

e Ag davranisi agiklanamaz.
2.2.8. Bulanik Mantik

Diinya sadece siyah ve beyaz renklerinden olusmamaktadir. Siyah renginden beyaz renge
geciste cok fazla ara renk tonu mevcuttur. Benzer sekilde bilgisayar biliminde de her sey sadece
1 ve 0 ya da var ve yok degildir. 1 ve 0 arasinda ara degerler mevcuttur. Bilgisayar biliminde
1 ve 0 arasindaki ara degerleri, komsuluk derecelik kavramlarma bagli olarak degerler
olusturulmasini saglayan bilime BM denir. BM kurami bilgisayar ve tiirevi makinelere
insanlara has 0Ozel verilerini isleyebilme ve onlarin tecriibelerinden ve Ongoriilerinden
yararlanarak c¢alisabilme kabiliyeti kazandirir. Bu kabiliyeti verirken dijital ifadeler yerine
simgesel ifadeler kullanir. Iste bu simgesel ifadelerin makinelere aktarilmasi matematiksel bir
temele dayanir. Bu matematiksel temel BM Kiimeler Kurami ve buna dayanan BM’dir (Elmas,

2016).

Giinliik hayatta kullandigimiz birgok kavram bulaniklik igerir. Ornegin az, ¢ok az, biraz, fazla,
cok fazla, giinesli, bulutlu, 1lik, soguk, sicak, kisa, uzun, geng, yash gibi daha bircok dilsel
terimler vardir. Bu terimler bulanik degiskenler olarak isimlendirilmektedir. BM kesin olmayan
bilgilerin var oldugu durumlarda kullanilmaktadir. Mevcut Sistemin kompleks oldugu ve
bilinen klasik yontemlerle ¢oziimiin elde edilemedigi, bilgilerin belirsiz oldugu veya bilgilerin

kesin olmadig1 mevcut durumlarda daha ¢ok tercih edilmektedir.
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Diinya Saglik Orgiitii'niin (World Health Organization — WHO) acikladi81 yas dilimlerine gore
0-17 arasindaki yaslar ergen, 18-65 arasindaki yaslar geng, 66-79 arasindaki yaslar orta yasl
ve 80-99 arasindaki yaglar yash sayilmaktadir. Bu durumda 18 yasindaki biri ve 65 yasindaki
biri geng sayiliyorken 66 yasindaki biri orta yash sayilmaktadir. Ancak 18 yasindaki biri ile 50
yasindaki birinin genglik oranlar1 ayni olmamasina ragmen klasik yontemlerde ikisi de ayni
kategoriye alinacaktir. Bu gibi durumlarda BM tanimlarin kullanilmasi ¢ok daha uygun
olmaktadir. Geng, ¢ok gen¢ ya da yasli, ¢ok yaslt gibi bulanik tanimlar durumun daha iyi
anlasilmasin1 saglamaktadir. Gergek diinya hayati bu gibi pek ¢ok Ornegi igermektedir.
Bunlar gibi 6zellikleri dogru belirlenemeyen, tam tespit edilemeyen, apagik gériinmeyen, kesin
olmayan seklinde tanimlanan bulaniklik, dereceli iiyelik kavrami yardimi ile teknik bilim
diinyasina tasinmistir. Bu kavram 1965 senesinde ilk defa kullanilmistir  (Zadeh, 1965).
Zadeh tarafindan BM ilkeleri Sekil 2.6°daki gibi belirlenmistir (Elmas, 2007);

¢ Bulanik Mantik da kesin belli olan diisiinme yerine yaklasik diisiinme kullanilir.

¢ Bulamk Mantik icin bilgi az, ¢ok, kiiciik, biiyiik seklinde dilsel ifadeler ile
tanumlanir.

¢ Bulanik Mantikta her sey [0-1] araliginda bir iiyvelik derecesi ile gésterilir.

¢ Her mantiksal sistem bulanik halde ifadeye déniistiiriilebilir.

¢ Matematiksel modeli cok karmasik ve zor olan sistemler icin Bulanik Mantik uygun
bir yéntemdir.

¢ Bulanik ¢ikarim islemi dilsel ifadeler arasinda tamimlanan kurallar ile yapilir.

Sekil 2.6: Bulanik Mantik genel ilkeleri.

Lotfi Zadeh 1965 tarihli makalesinde, belirsizlik iceren sistemlerin yeniden gézden gegcirilmesi
gerektigi fikrini ortaya attiktan sonra bulanik kiime kavrami 1970’li yillarda kullanilmaya

baslanmistir (Altas, 1999). BM kavramlar1 asagida aciklanmistir.

Uyelik Fonksiyonlari: Klasik kiime taniminda evrensel kiimedeki bir eleman kiimeye ait ise
1, degil ise 0 degerini alir. Bu deger kiimeye {iye olmay1 ya da olmamay: ifade etmektedir.
BM’de dereceli iiyelik s6z konusudur. Bir eleman A kiimesine iiye iken ayni zamanda

B kiimesinin de {iyesi olabilmektedir. Buna dereceli iiyelik denir. Elemanin kiime igerisindeki
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iiyelik derecesini veren fonksiyonlara iiyelik fonksiyonlari denir. Uyelik fonksiyonlarmi
olusturmak igin birgok yontem mevcuttur. Bunlardan en gelismis olanlar1 asagida Sekil 2.7°de

belirtildigi lizere liggen, yamuk ve parabolik fonksiyonlaridir.

b AlD AlD

Gauss UF

0a b ¢

a) Uggen Fonksiyonu b) Yamuk Fonksiyonu ¢) Parabolik Fonksiyon

Sekil 2.7: Uyelik fonksiyonlar.

Bulanik Kiimeler: Klasik kiimelerde bir deger o kiimenin ya elemanidir ya da degildir.
Hicbir durumda kismi iiyelik s6z konusu degildir. BM’de kismi tiyelikten bahsedilebilir.
Asagidaki Sekil 2.8)a) incelendiginde eger sicaklik 20°C’nin altinda ise sicak degildir.
Klasik mantiga gore 19,5°C soguk iken 20°C sicaktir. Oysaki giinliik hayatta suyun sicakligini
ifade ederken cok soguk, soguk, sicak ve ¢ok sicak gibi dereceli ifadeler kullanilmaktadir.
Bulanik kiimelerde iiyelik dereceleri [0,1] araliginda sonsuz sayida degisebilmektedir. Klasik
kiimedeki soguk-sicak ifadesi, BM’de az soguk, az sicak gibi esnek ifadelerle gercek diinyaya
benzetilmektedir. Sekil 2.8)b)’deki bulamik kiime incelendiginde tam iiyelik 20°C’de
baslamaktadir ve iiyelik derecesi 1°dir. 20°C’den 40°C’ye kadar iiyelik derecesi 1’dir. 20°C ile
10°C arasinda iiyelik derecesi 0 ile 1 arasindadir ve 10°C’de iiyelik derecesi 0 olmaktadir. Yani

20°C sicak ise 19°C biraz sicaktir.
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Sekil 2.8: Sicaklik i¢in kiime 6rnekleri.
Sekil 2.8)a)’da iiyelik dereceleri incelendiginde 15°C’de 0,5 noktasinin hem sicak hem de soguk
bulanik kiimesine iiyeligi mevcuttur. 10°C ile 20°C arasindaki degerler hem sicak bulanik

kiimesine hem de soguk bulanik kiimesine iiyedir. Sekil 2.9’da kiimelerin Ortiisiimii olarak

isimlendirilen tarali bolge bulanik kiimelerin kesisim bolgesidir (EImas, 2016).

Sicak

25 30 35 40 50 " Sicaklik (°C)

Sekil 2.9: Bulanik kiimelerde kesisim.
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BM yaklasiminin kontrol sistemlerine uygulandig1 ilk ¢alisma, 1974 senesinde bir buhar
makinesinin bulanik kontroliiniin yapilmasi ile gergeklestirilmistir. 1980°li yillarda Japonlar
tirtinlerinde BM kullanmaya baslamistir. Uygulandigi alanlarda performansinin oldukga ytiksek
olmast BM olan ilgiyi artirmistir. Bu gelismeler 1s181inda, 1989 yilinda Degisim Bulanik
Miihendislik Laboratuvar1 (Laboratory for Interchange Fuzzy Engineering — LIFE) isimli
laboratuvarlar kurulmustur. Bu laboratuvarlarin kurulumunda Hitachi, Toshiba, Omron ve IBM
gibi diinya devlerinin de aralarinda bulundugu 51 firma yer almistir (Ertung, 2012).
BM uygulanan iiriinler Japonya’da 1990 yilinda tiiketicilere sunulmustur. BM, Kklasik
yontemlerle ¢oziilmesi zor olan karmasik sistemlere getirdigi kolay ve kullanigh ¢oziimler
sayesinde ¢ok genis bir uygulama alanina yayilmistir. Kullanim alan1 genis olan BM, Yapay
Zeka uygulamalarinda, Robotik ¢alismalarinda, saglik, miihendislik, sosyolojik ve psikolojik
uygulamalarin gelistirilmesinde, kavsak ve ulastirma sorunlarinin ¢6ziimiinde ve bunlara
benzer bir¢cok uygulamada verimli bir sekilde uygulanmaktadir. Altas (1999) yaptig1 calismada
Bulanik Mantigin uygulama alanlarini; En iyileme problemleri, Goriintii Tanima, Otomatik
Kontrol ve Bilgi Sistemleri olarak dort kategoride incelemistir. Uygulama alanlarindan bazilari,
bircok elektronik ev esyalarinda (¢amasir makineleri, elektrik siipiirgeleri, klimalar,
buzdolaplari) tasima araglarinda (tasit siispansiyonlarinin kontrolii, metrolar, asansorler) ingaat
sektorlinde kullanilan makinelerin kontroliinde, bilgisayar donanim pargalarinin kontroliinde,
sembolleri, objeleri ve el yazisini tanimada, trafik lambalarinda, kameralarin goriintii sabitleme
ayarlarinda ve buna benzer bir¢ok alanda BM kullanilmaktadir (Ertung, 2012). BM ii¢
asamadan olusur: bulaniklastirma, bulanik ¢ikarim ve durulastirma. En ¢ok kullanilan BM
sistemlerinden birisi, Mamdani ¢ikarim sistemidir. Mamdani yontemi, Ebrahim Mamdani
tarafindan 6nerilmis olup, ¢ikarim sistemi, Lotfi Zadeh’in dnerdigi BM ilkelerini temel alarak

gelistirilmistir (Sen, 2004). Bulanik Sistemin ¢alismast sekil 2.10°da gdsterildigi gibidir.
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Sekil 2.10: Bulanik Sistemin genel yapist.

Bulaniklagtirma: Sisteme girilen verilerin keskin degerlerini bulanik degerlere doniistiirme
adimidir. Keskin degerlerden bulanik degerlere doniistiirme islemi belirli islemlerin yapilmasi
ile gerceklestirilir.

Kural Tabani: BM ile gelistirilen bir sistemin ikinci adimi kural tabaninin olusturulmasidir.

Kural tabani olusturulurken giris ve ¢ikislar arasindaki iliskiler belirlenir.

Bulanik Cikarim: Bulanik sistemde, sistem i¢in gerekli olan ¢ikarimin elde edildigi bolimdiir.
Cikarimin gergeklestirilmesi asamasinda sisteme giris parametreleri verilir buna bagl olarak
cikis parametreleri olusturulur. Olusturulan ¢ikis parametrelerine gére sonug degerleri elde

edilir.
2.2.9. Melez Sistemler

Melez Sistemler, bir problemin ¢6ziimiinde tek bir Yapay Zeka yonteminin yerine birden fazla
Yapay Zeka yonteminin bir arada kullanilmasi ile olusturulan sistemlere denilmektedir.
Ortaya atilan problemin zorluk derecesine gére GA, MO, BM, YSA, Uzman Sistemler gibi
Yapay Zeka yontemlerinin her birinin digerine goére daha iistiin Ozellikleri mevcuttur.
Ortaya atilan problemin ¢6ziimiinde Yapay Zeka yontemlerinin iistiin niteliklerinden en iist
seviyeden faydalanmak adma bu yontemlerin bir kisminin veya hepsinin birlestirilmesi ile
Melez Sistemler gelistirilmistir. insanin karar verme siireci incelendiginde onun da melez bir
sistem gibi ¢alistig1 sdylenebilir. Soyle ki; insan bir konu hakkinda karar verdiginde ilk 6nce

bes duyu organi ile aldig1 bilgileri inceler daha sonra 6nceden edindigi uzman bilgileri ile bu
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bilgiyi harmanlar kendi genlerindeki beceri yeteneklerine gore yogurur ve bir sonuca ulasir.
Insanin karar verme siireci taklit edildiginde sinir aglarindan Bulanik Mantika, uzman
bilgisinden genetik yapiya birgok yontemi kullandigi goriilmektedir. Bu melez sistemler
makinelere uyarlandiginda makinelerin daha az hata pay1 ile sonuglar iiretecegi kagmilmaz
olacaktir. Literatiirde melez sistemler ile ilgili ¢ok fazla ¢alisma mevcuttur. Huang ve dig.
(2003) BM ile YSA’y1 birlestirerek Bulanik Sinir Aglarin1 6nermistir. Molani ve dig., (2014)
YSA ile GA bir arada kullanarak yeni bir model olusturmustur. Melez sistemler optimal
¢oziimler iiretmek icin ¢ok uygun sistemlerdir. Cagimiz problem ¢oziimleri i¢in artik melez
sistemlere dogru ge¢is yapilmaktadir. Bilinen klasik yontemler bir¢ok problemin ¢ézlimii i¢in
yetersiz kalmaktadir. Melez sistemler giinlimiizde kullandigimiz bir ¢ok teknolojiye entegre
edilmistir. Bunlardan bir tanesi Nikko Securities sirketinin BM ve Y SAnin kombinasyonundan
olusan hisse senetlerinin durumu ile ilgili kestirimde bulunmasi i¢in kullandig sinirsel-bulanik
ve bir digeri Mitsubishi firmasinin sinirsel-bulanik ¢amasir makinesi gelistirmesidir (Sahin,

2019).
2.2.10. Genetik Algoritmalar

Charles Darwin’in ilkelerine dayanan ve evrimsel programlamanin bir alt dali olan GA, dogada
bulunan canlilarin yasadigi siireci 6rnek almaktadir. Buna gére en iyi nesiller kendi yagamlarini
korurken, kotii nesiller yok olmaktadir. 1960’11 yillarda I. Rechenberg, “Evrim stratejileri”
ismindeki ¢aligmasi ile evrimsel programlamay1 giindeme tagimistir. GA, evrimlesme stratejisi
ve Genetik Programlama evrimsel programlama ad1 altinda toplanmistir. Genetik Programlama,
GA’larin kodlanip programlanmasina denmektedir. GA, dogal se¢im kurallarina gore en iyi
sonucu ya da en iyiye yakin sonucu elde etmeyi amaglayan giiclii bir arama ve optimizasyon
teknigidir (Nabiyev, 2016). GA, John Holland tarafindan ilk defa 1975 yilinda suan ki hali ile
kullanilmistir. Holland optimizasyon problemleri ile ilgili ¢alismalarim1i GA kullanarak
¢oziimlemeyi basarmistir. Bu calismalarim1 “Adaptation in Natural and Artificial Systems”
isimli kitabinda yayimlamas: neticesinde GA, Yapay Zeka ve MO konularinda bir alt alan
olarak kullanilmaya baglanmistir. GA’larin gelistirilmesi ve bilgisayar ortamina tasinmasi, John
Holland, onun calisma arkadaslar1 ve Ogrencileri sayesinde gergeklesmistir (Kubat, 2014;
Moghaddam, 2014). GA’larin en ¢ok kullanildigi alanlar, matematiksel formiilasyonu

bulunamayan, geleneksel metotlarla ¢oziimii imkansiz olan ya da ¢dzlim siireci sorunun
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bliyiikligl ile orantili olarak artan alanlardir. Bu alanlar farkli bilim dallarindaki optimizasyon
problemleri olabilmektedir (Kubat, 2014). GA ele aldig1 sorunlara birden fazla ayri ¢éziimden
olusan bir ¢oziim kiimesi olusturmaktadir. Bunun sayesinde arama uzayinda ayni anda bir¢ok
nokta incelenmekte ve sonugta biitiinsel ¢oziimii elde etme olasilig1 yiikselmektedir (Ebren
Kara ve Samli, 2021). Her biri ¢ok boyutlu uzay iizerinde bir vektor olan ¢6ziim kiimesindeki
¢ozlimler birbirinden tamamen bagimsizdir (Beasley, 1993). GA islemleri (Nabiyev, 2016) su
sekildedir:

e Olasi ¢oztimlerin kodlandig1 rastgele bir popiilasyon olusturulur.

e Toplumdaki biitiin kromozomlarin uygunluk degerleri hesaplanir.

e Secilen kromozomlar ¢iftlestirilerek tekrar klonlama ve doniistiirme operatorleri
yiiritiilir.

e Belli biiyiikliikteki bir toplumu olusturmak i¢in mevcut kromozomlar ¢ikarilir yeni
kromozomlar eklenir.

e Yeni toplumun basarisinin bulunmasi i¢in her bir kromozomun uygunluk degerleri
bastan hesaplanir.

e Belirlenmis bir siirede en iyi nesillerin olusturulmasi i¢in bu islemler tekrarlanir.

e Enuygun ¢ézlimiin elde edilmesi toplumun hesaplanmasi esnasinda en iyi bireylerin

bulunmasiyla gerceklesir.

Sekil 2.11°de GA’nin evrimlesme dongiisii verilmistir.
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Sekil 2.11: Genetik Algoritmalarda evrimlesme dongiisii.

GA, optimizasyon problemlerinde, ag yerlesim problemlerinde, rota bulma problemlerinde,
kontrol ve Kkarar sistemlerinde, Yapay Zeka’'nin bircok alaninda, Uzman Sistemelerin

olusturulmasinda, MO, Robotik gibi daha bir ¢ok alanda kullanilmaktadur.
2.2.11. Makine Ogrenmesi

MO, bilgisayarlara ve bilgisayar tiirevi makinelere insanlara benzer sekilde 6grenmesini ve
insanlara benzer sekilde hareket etmesini veriler ve algoritmalar sayesinde Ogretmektedir
(Kaluza, 2016). Bilgisayar ve tiirevi makinelere apagik programlanmadan dgrenme yetenegi
sunan algoritmalar1 incelemek, tasarlamak ve gelistirmek ile ilgili olan MO kavrami 1959
yilinda yayginlastirilmistir (Prowmes, 2019). MO 6ziinde, makinelerin tek baslarina dogru

kararlar verebilme diisiincesi yatmaktadir. Bilgi giictiir prensibine dayanan MO, bir makine ne
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kadar fazla egitilirse o kadar fazla bilgilenir ne kadar fazla bilgilenirse o kadar dogru kararlar
iiretebilir (Ebren Kara ve Samli, 2021). Torkul ve dig., (2017) galismasinda MO; gozlemler ve
Olgtimler yapilarak sahip olunan verileri deneyim olarak alan makinelerin, bu deneyimlerden
aritmetiksel algoritmalar yardimiyla mantikli baglantilar kurabilmesi asamasidir. Sekil 2.12°de

baz1 MO algoritmalar1 (PyCon, 2014) verilmistir.

Makine Ogrenmesi Algoritmalari

Egiticisiz Esgiticili
= | ®* Kiimeleme & Boyut Indirgeme Regresyon
% o Tekil Deger Ayrisimi o Lineer Regresyon
= o Temel Bilesen Analizi o Polinomal Regresyon
@ o K-Ortalamalar ¢ Karar Agaci
¢ Rastgele Orman
¢ Birliktelik Analizi ¢ Smiflandirma
% o Apriori o K-en yakin komsuluk
S o FB-Growth o Agaclar
% o Sakh Markow Modeli o Lojistik Regresyon
L= o Naive-Bayes
o Destek Vektér Makineleri

Sekil 2.12: Makine Ogrenmesi Algoritmalari.

MO’te temelde ii¢ ¢esit 5grenme yontemi vardir:

e Egiticili Ogrenme
e Egiticisiz Ogrenme

e Pekistirici, Yar1 Egiticili Ogrenme
Egiticili Ogrenme:

Egiticili Ogrenme, sonug degerleri bilinen (etiketli) girdi degerlerini ele alip girdilere bagh
olarak olusan sonuglar1 inceleyerek aradaki iliskiyi ¢ozebilecek fonksiyonu olusturmaya calisir.
Egiticili Ogrenmede amag yeni giris verilerine karsilik gelecek sonug degerlerini en dogru
sekilde tahmin etmektir (Torkul ve dig., 2017). Egiticili Ogrenmede, sisteme verilen girdi

degerleri islenir sonugta olusacak ¢ikti degerlerinin ne olacagi Ongoriilmeye veya sistem
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tarafindan 6grenilmeye calisilir. Bu isleme baslangicta ¢ikt1 degerleri bilinen veriler tizerinde
bir siniflandirma yapilarak baglanilir daha sonra ¢ikt1 degeri bilinmeyen veriler iizerinde tahmin
yapilir ve uygun sinifa yerlestirilir (Aydm ve Ozkul, 2015). Goriintii tanima, spam olan
e-postalar1 siizme, banka karti sahtekarliklarini belirleme gibi birgok MO islemlerinin

temelindeki sistem Egiticili Ogrenme yontemidir.
Egiticisiz Ogrenme:

Egiticisiz Ogrenme, sonuglar1 bilinmeyen (etiketsiz) verilerden dgrenmeye calisma, veriler
arasindaki sakli yapiy1 bulma islemidir. Bu 6grenme yonteminde sisteme disaridan herhangi bir
miidahale yapilmaz. Sistemin 6grenme algoritmasini kullanarak veriler arasinda var olan ama
goriilmeyen iliskiyi ortaya ¢ikarmasi beklenmektedir (Alpaydin, 2011; Aydim ve Ozkul, 2015).
Sistem ne kadar ¢ok veri incelerse yani sistem yeni verilerle egitildik¢e karar verme becerisi

gelismekte ve daha dogru tahminlerde bulunmaktadir.
Yar Egiticili Ogrenme:

Sisteme verilen veriler arasinda etiketli veri sayisi etiketsiz veri sayisindan daha az ise Egiticili
Ogrenme de Egiticisiz Ogrenme de islevini dogru bir sekilde yapamayabilir. Boyle bir durumda
Yar Egiticili Ogrenme yontemi ¢ok daha islevsel olur. Yar1 Egiticili Ogrenme yontemi, diisiik
miktardaki etiketlenmis veriden yiiksek miktardaki etiketlenmemis veriyi tahmin etmek ve
siniflandirmaktir. Bu yontem sisteme tecriibeyi ve yanilmayr Ogretmektedir. Sistem eski
tecriibelerinden 6grenir ve olabilecek en 1yi sonucu bulmak i¢in mevcut verilere gore cevabini
uyarlayarak olusturmaya cahisir (Kizilkaya ve Oguzlar, 2018). MO’de, bir modelin egitilmesi
ve daha iyi 6grenmesi icin ¢ok miktarda veri toplanmaktadir. Toplanan biiyiik miktardaki
verilerin bir kism1 model egitimi icin gereksiz olabilmektedir. Modelin egitiminde kullanilan
gereksiz veriler modelin yavaslamasina ve dogru olmayan sonuglar iiretmesine sebebiyet
vermektedir. Oznitelik se¢imi, verilerin &n islemden gecirildigi sirada modelin dogrulugunu ve
performansini artirmak amaciyla ilgisiz ve gereksiz Ozniteliklerin atilmasi ve verilerin
giiriiltiiden temizlenmesi islemidir. Siniflandirma sistemlerinde verimli ve etkin bir bigimde
kullanilan 6znitelik se¢imi modelin basarisini artirmaktadir (Ebren Kara ve Samli, 2021). Veri
setine Oznitelik secimi uygulandiktan sonra veriler siniflandirildiginda veri seti iizerindeki is

yiikii azalmakta, gereksiz ve alakasiz 6znitelikler veri setinden atildigi i¢in siniflandirmanin
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dogruluk orani artmaktadir. Sistem daha az egitilmekte, Ol¢lim sayis1 ve kullanilan bellek
miktar1 azalmaktadir. Bunun sayesinde veriler basit, hizli ve dogruluk orani yiiksek bir sekilde
siiflandirilmig olmaktadir (Abe ve dig., 1998; Huang ve Chow, 2005). Sekil 2.13’te 6znitelik
akis semasi gosterilmistir. Akis semasinda goriildiigii gibi ham veri setinden Oznitelik alt
kiimeleri olusturulmaktadir. Elde edilen alt kiimelerden hangilerinin kullanilacag farkli
formiiller kullanilarak degerlendirilmektedir. Degerlendirmeler sonucunda bazi 6znitelikler alt
kiimeye dahil edilmeyerek elenmekte, elenmeyen 6znitelikler segilerek alt kiimeye eklenmekte
ve Oznitelik belirleme iglemi kullanilan algoritmanin Olgiitleri yerine getirilene kadar devam

etmektedir.

Ham veri seti

|

Alt kiime iiretimi

|

Alt kiime
degerlendirme
Durdurma Sonuc
Kriteri — dogrulama
Haywr Evet

Sekil 2.13: Oznitelik secimi akis semast.
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Oznitelik Secimi Yontemleri: Oznitelik seciminde kullanilan farkl algoritmalar vardir. Bular;:
Filtreleme, sarmalama ve gomiilii yontemler olarak {i¢ temel sinifa ayrilmaktadir (Moghaddam,
2014). Filtreleme yontemi, veri madenciliginde kullanilan en eski 6znitelik se¢im yontemi
olarak bilinmektedir. Sadece istatistiksel kriterlere dayali fonksiyonlar yardimiyla 6znitelik
se¢imi yapan bir yontemdir. Sarmalama yontemi, Oznitelikler {izerinde arama islemi
gerceklestiren bir yontemdir. Gomiilii yontem, i¢inde hem siniflandirma algoritmasinit hem de
Oznitelik se¢im algoritmasini barindirdigindan, siniflandirma ve 6znitelik se¢im asamalarini
eszamanli olarak gerceklestirebilen bir yontemdir (Budak, 2018). Sekil 2.14’°te 6znitelik se¢im

yontemlerinin bir kism1 gosterilmistir.

Oznitelik Secimi

Denetimli Yontemler Denetimsiz Yontemler

Gomulid Yontemler

Filtreleme Yontemleri . .
Sarmalama Yontemleri

\ ¥ ¥

Fisher Skor Ardisik ileri yonde secim Kararagaglant
t-Skor Ardigik geni ;é—nde gecim D_EStEk "FEI.{F_DI“ "4"“”“31&“‘.
Welch t-Istatistigi 1 Ekle - R Cikar yinelemeli dzellik elemesi
Ki-Kare testi Ardigik 1ler1 yonde kayan segim

Bilgi kazanci Ardigik ger1 yonde kayan secim

Kazang oram Genetik Algoritma

Simetrik belirsizlik katsayist

Korelasyon tabanh 6zellik se¢imi
Relief
One-R

Sekil 2.14: Oznitelik secimi yontemleri.



46

2.3. LITERATUR TARAMASI

Bu tez cgalismasi gergevesinde, yazilim projelerinin maliyet tahmini ile ilgili ge¢misten

giiniimiize yayinlanmis Yapay Zeka yontemleri konularini igeren ¢esitli yayinlar incelenmistir.

Witting ve Finnie, (1997) YSA modelini kullanarak yazilim maliyet tahminlemesi yapmuistir.
Arastirmacilar Avusturya Yazilim Olgiit Birliginin (Australian Software Metrics Association —
ASMA) verilerini kullanarak YSA’nin geri-yayilim yapisini se¢mis ve 136 tane drnek proje
tizerinde ¢alismis ve %17 hata orani ile tahminler elde ederek tahmin oraninin iyilestirilmesi
icin tahmine etki edecek parametre sayisinin artirilmasi gerektigini savunmustur. Finnie ve dig.
(1997) galismasinda, ii¢ tane kestirim yontemi karsilastirilmistir. Karsilastirma fonksiyon
noktalar1 Kullanilarak yapilmistir. Calismada karsilastiran yontemler; Regresyon, YSA ve
durum bazli ¢ikarim yontemleri olmustur. 299 projenin veri seti {izerinde yapilan ¢alismada
regresyon yonteminin basarist zayif bulunmustur fakat YSA ve durum bazli ¢ikarim
yontemlerinden olumlu sonuglar alinmustir. Idri ve dig. (2002), YSA yazilim maliyet
tahmininde kolayca yorumlanabilir mi diye bir soru ile YSA’nin yazilim maliyet tahminindeki
basarisini arastirmistir. Arastirmacilarin kullandiklar1 YSA, 17 giris, 1 ¢ikis ve 1 ara katmandan

olusup veri kiimesi olarak COCOMO&]1 veri setini almistir.

Shan ve dig. (2002) ¢alismalarinda, bir kisim arastirmacinin, standart veri setlerinin ¢ok fazla
parametreye sahip oldugunu one siirdiiklerini ve bu parametre sayilarin1 azaltmak igin gesitli
yontemler denediklerini belirtmiglerdir. Bu arastirmada en uygun olgiit kiimelerinin
belirlenmesi ve yazilim projelerinin maliyetinin tahmin dogrulugunun artirilmasi igin eski proje
veri kiimelerine evrimsel bir yaklagim olan GGGP (Grammar Guided Genetic Programming —

Dilbilgisi Glidiimlii Genetik Programlama) basarili bir sekilde uygulanmistir.

Ayyildiz (2007) ¢aligmasinda yazilim maliyet tahmininde 6l¢iit kiimesinin ¢ok etkili oldugunu
vurgulamis ve yaptig1 arastirmalar sonucunda kendi yazilim 6lgiit kiimesini olusturmustur.
Olusturdugu 6l¢iit kiimesini temel alarak sahip oldugu verileri kullanan bir YSA tabanli yazilim
maliyet tahmin modeli gelistirmistir. Calisma sonucunda gelistirilen model ile yapilan tahmin

sonuglari, mevcut dlgiitler kullanilarak yapilan 6nceki tahmin sonuglar ile karsilastirilmigtir.
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Karsilastirmada iki tiir veri seti kullanilmistir. Birinci tiir veriseti COCOMOS]1 veri kiimesi,
ikinci tiir veriseti ise yeni olusturulan 6l¢iit kiimesine uygun belirli firmalardan toplanan veriler
olmustur. Karsilastirma sonucunda yeni olusturulan 6lgiit kiimesinin COCOMO’ya nazaran

daha bagarili oldugunu gozlemlemistir.

Baskeles ve dig. (2007) yaptiklari ¢aligmalada yazilim projelerinin maliyetini tahmin etmek
icin MO algoritmalarini ¢alistiran bir model sunmuslardir. S6z konusu modeli kamuya agik veri
depolarindaki (NASA, USC) veri setleri ve Tiirkiye'deki yazilim sirketlerinden elde edilen
veriler (SDR — SoftLab Data Repository) iizerinde denemislerdir. Denemeler sonucunda
herhangi bir veri kiimesi i¢in en iyi yontemin degisebilecegi ve sadece bir modelin
kullanilmasinin her zaman en iyi sonuglari iiretemeyecegi gergegini 1spatlamislardir. Yazilim
maliyet tahmin modeli olarak YSA kullanan bir diger calismada (Sezer, 2008), ¢cok katmanl
ileri beslemeli, egitim algoritmas: Delta Algoritmast olan bir YSA olusturulmustur. YSA
mevcut veri seti ile egitilmis egitilen aga test verileri sunulmus ve hedeflenen c¢ikti elde
edilmeye c¢alisilmistir. YSA tabanli yazilim maliyet tahmin modeli ile yapilan tahmin sonuglari

COCOMO 2000 verileri ile karsilastirilmistir.

Adailer (2008) calismasinda, literatiirdeki MO ve Yapay Zeka tabanli yazilim tahminleme
teknikleri karsilagtirilmistir. Yazilim maliyetinin tahminini gergeklestirmek iizere regresyon
temelli ve YSA temelli iki tahminleme modeli kullanilmistir. Her iki yontem de istatistiksel
O0grenme teorisi lizerine kurulmustur. YSA’nin egitilmesinde ve test asamasinda ISBSG
(International Software Benchmarking Standards Group — Uluslararasi — Yazilim Kiyaslama
Standartlar1 Grubu) veri seti siiriim 9 kullanilmistir. Bu veriler istatistik ve MO kapsamindaki
regresyon yonteminde katsayilarin bulunmasinda da kullanilmigtir. ISBSG veri setinde
projelerin, hangi yazilim gelistirme ortamlar1 kullanilarak gerceklestirildiginden, personel
sayilarina, siirelerinden, kullanilan veri tabani ve isletim sistemlerine, kaynak kod satir
sayilarindan, harcanan ¢abaya kadar bir¢ok 6zellik yer almaktadir. YSA olarak ¢ok katmanli
algilayict YSA modeli tercih edilmistir. Ayrica regresyon tabanli yeni ve basarili bir yazilim
tahminleme modeli gelistirilmistir. Sonug olarak, regresyon ve ¢ok katmanli algilayict YSA
modellerinin gerceklestirimini yaparak bazi sonuglar elde edilmis ve bu sonuglara dayanarak

bu yontemler degerlendirilmistir.
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Kulter ve dig. (2009) ¢alismasinda, yazilim maliyet tahmininde kullanilmak iizere MO tabanli
bir model gelistirilmistir. Gelistirilen modelde YSA ve iliskisel bellek birlestirilerek bir arada
kullanilmistir. Model i¢in kullanilan YSA’da birden fazla MLP (Multilayer Perceptrons — Cok
Katmanli Algilayici) bir araya getirilmistir. Model yazilim maliyet tahmini yaptiginda her bir
MLP kendi tahmin sonucunu tiretmis ve tahmin sonuclar1 birlestirilmistir. Kullanilan modelde

hem iligkisel bellek hem de birlestirme yapilarak yeni bir model olusturulmustur.

Kartal Karatas (2011) ¢alismasinda, yazilim projelerinin maliyet tahmini igin bir YSA modeli
anlatilmistir. Calisma igin oncelikle yazilim maliyet hesaplama yontemleri arastirilmistir.
Ardindan YSA ile gergeklestirilen yazilim maliyet tahmin ¢alismalari incelenmistir.
XOR probleminin ¢6ziim yolundan faydalanilarak maliyet tahmini igin bir YSA
olusturulmustur. YSA’nin egitiminde ve test edilmesinde COCOMO veri kiimesi kullaniimistir.
Elde edinilen tahminler; olusturulan modelin kabul edilebilir tahminler ortaya koydugunu
gostermistir. Tasarlanan agm yazilim sirketleri tarafindan kullanilabilmesi igin, agin da igine
entegre edildigi bir web sayfasi olusturulmustur. Bu web sayfasi, yazilim sirketlerine maliyet
tahmini sagladigi gibi YSA ile ilgili dokiimanlar1 icermis ve yazilim sirketlerinin proje

bilgilerini tutabilecegi bir veri bankasi gorevi tistlenmistir.

Singh ve Misra (2012) optimizasyon yontemlerinden ikili genetik algoritma kullanarak
COCOMO modelinin bilesenlerini yeniden ayarlayan ayrmtili bir ¢alisma sunmuslardir. Bu
calismada daha iyi bir yazilim maliyet tahmini yapabilecek sekilde degistirilmis COCOMO
bilesenleri ile yeni bir model &nerilmistir. Onerilen modelin performanst NASA veri seti
tizerinde test edilmis ve Onceki modellerle karsilastirilarak genetik algoritma tekniginin

saglamlig1 dogrulanmaya calisilmistir.

Tran ve dig., (2015) calismasinda ¢ok boyutlu veriler iizerinde 6znitelik insas1 ve Oznitelik
secimi i¢cin Genetik Programlamanin kullanimi arastirilmistir. Calismada yedi veri seti tizerinde
dort farkli siniflandirma algoritmast kullanilmistir. Amag¢ ¢ok boyutlu veri setleri iizerinde
siiflandirma yapmak i¢in 6znitelik olusturma ve 6znitelik seciminde Genetik Programlamanin
performansini aragtirmak olmustur. Genetik Programlama tarafindan olusturulan veya segilen

Ozniteliklerin, ¢ok daha kii¢iik bir Oznitelik kiimesiyle siniflandirma algoritmalarinin
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performansini iyilestirebilecegi gozlemlenmistir. Sonuglar, Genetik Programlamanin daha iyi
ayirt etme yetenegine sahip Ozellikleri secme ve olusturma potansiyeline sahip oldugunu
gostermistir. Diger bir ¢calismada (Keskin ve Alptekin, 2016), ‘E—Bursum’ yazilimmin maliyet
tahmini, ilk once Islev puani analizi yontemi ile gergeklestirilmistir. Daha sonra ayni1 maliyet
tahmini, YSA kullanilarak tekrarlanmistir. Tahmini  degerler gercek degerlerle
karsilastirildiginda, tahmindeki dogruluk orami %90’in iizerinde ¢ikmustir. Islev puam
analizinin gercege yaklasimi %74 — %97 araliginda bulunurken, YSA ile elde edilen sonuglar
%92 — %98 araliginda olmustur.

Basar (2017), calismasinda, algoritmik ve algoritmik olmayan sezgisel yontemlerin birlikte
kullanildig1 yeni bir yaklasim gelistirilmistir. Gelistirilen yaklasima “Sezgisel Bulanik ikili
Karsilagtirma Teknigi” adi verilmistir. Kullanilan teknikte yazilim projelerinin maliyet
tahmininin yapilmast i¢in en uygun Olgiitler uzman goriisii ile belirlenmis daha sonra
Klasik Ikili Karsilastirma ydntemi ile dlgiitlerin etki dereceleri elde edilmistir. Bilhassa énceki
kesinlesmis Olgekler kullanilarak elde edilen degerlendirmelerde, oOlgiitler goreli dneminin
Olcekte var olan degerler ile tam olarak karsilanamamasi, bulanik degerler ile karar vermenin
onemini arttirmistir. Bu yiizden, uzman goriisii yardimiyla belirlenen dlgiitlerin dneminin
tespiti icin calismada ayrica Sezgisel Bulanik Ikili Karsilastirma sunulmustur. Sunulan teknigin
tahmin dogrulugunun belirlenmesi i¢in yazilim alaninda ¢alismalar yapan bir sirketten yazilim
projelerinin verileri temin edilmis ve bu gercek veriler lizerinden yazilim maliyet tahmini
gerceklestirilmistir. Elde edilen tahmin sonuglar1 klasik yontemlerle elde edilen tahmin
sonuglar1 ile karsilagtirildiginda sunulan teknigin daha yiiksek dogruluk oramiyla tahmin

yapabildigi belirlenmistir.

Baska bir ¢alismada (Giiltekin, 2019) farkli metodolojiler kullanilarak hazirlanan yazilim
projeleri i¢in farkli yazilim maliyet tahmin yontemi sunulmustur. Arastirmactya gore yazilimin
gelistirildigi metodoloji yazilim maliyet tahmininde 6nemli bir etkendir bu ylizden yazilim
projelerinin  gelistirildigi metodoloji gdz Oniinde bulundurularak tahmin yOntemi
gelistirildiginde maliyet tahmininin dogruluk orani artmaktadir. Bu baglamda yazilim maliyet
tahmini i¢in 3 model sunulmustur. ilk sunulan model 6 farkli regresyon teknigi kullanilarak

olusturulan modeldir. Bu modellerde COCOMO veri setleri kullanilmistir. ikinci sunulan
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model YSA temelli bir tahmin modelidir. Bu modelde kullanilan COCOMO veri setleri
ozelliklerine gore guruplandirilarak kullanilmistir. Sunulan son modelde Scrum metodolojisi
ile hazirlanan yazilim projelerinin maliyet tahmini i¢in gelistirilmistir. Gelistirilen modelde

regresyon tabanli MO algoritmalar1 kullanilmustir.

Diger bir ¢alimada (Marepelli, 2019) WEKA programinda bulunan MO algoritmalart
kullanilarak COCOMO veri setleri lizerinde yazilim maliyet tahmini yapilmistir. Yapilan
maliyet tahmininde kullanilan iki tane MO algoritmasinin tahmin degerlerinin hata oranlar1 ve

korelasyon sonuglar1 incelenmistir.
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3. MALZEME VE YONTEM

Bu bolimde tez galismasinda kullanilan veri setleri, degerlendirme olgiitleri, uygulama

platformu ve yontemler alt bagliklar halinde agiklanmistir.
3.1. VERI SETLERI

Bu bolimde PROMISE veri deposundan temin edilen COCOMO81, COCOMONASA,
COCOMONASAZ2, China, Albrecht, Finnish, Kemerer, Maxwell ve Miyazaki94 veri setleri

incelenmistir. Tablo 3.1°de kullanilan veri setlerinin bilgileri verilmistir.

Tablo 3.1: Veri setleri bilgileri.

Veri Seti Kayit Sayis1 | Oznitelik Sayis1 | Boyut (6l¢ii birimi) | Maliyet (6l¢ii birimi)
COCOMO81 63 17 LOC Adam - Ay
COCOMONASA 60 17 LOC Adam - Ay
COCOMONASAZ? 93 24 LOC Adam - Ay
China 499 19 Fonksiyon Noktasi Adam - Saat
Albrecht 24 8 Fonksiyon Noktasi Adam - Saat
Finnish 38 9 Fonksiyon Noktasi Adam - Saat
Kemerer 15 8 KSLOC Adam - Ay
Maxwell 62 27 Fonksiyon Noktasi Adam - Saat
Miyazaki94 48 9 KSLOC Adam - Ay

Veri deposundan temin edilen veri setlerinde gergek yazilim projelerinin verileri tutulmaktadir.
Her biri farkli sayida proje verisi barindiran veri setlerinde bagli ve bagimsiz 6znitelikler
bulunmaktadir. Bu 0Oznitelikler maliyet tahminin gerceklestirilmesinde kullanilmaktadir.
Eger bir 6znitelik ger¢ek maliyet degerini veriyorsa bagl 6znitelik; maliyetle alakali degerleri
veriyorsa bagimsiz 6znitelik olarak adlandirilir. Veri setlerinde bulunan bagimsiz 6znitelikler,
bagli 6zniteligin degerini belirlemektedir. Veri setlerinde bulunan bazi bagimsiz 6zniteliklerin
yazilim maliyet tahminine fazla etkisi bulunmamaktadir. USC (University of South California
— Giiney Kalforniya Unviersitesi) Sistem ve Yazilim Miihendisligi Merkezine mensup olan
COCOMO, USC veri seti olarak kabul edilmektedir (Kiiltiir, 2006).

COCOMO81: COCOMOB81 veri seti 1981 yilinda onerilmistir. Veri setinde 63 yazilim
projesinin kayd: ile 17 6znitelik bulunmaktadir. Bu 6znitelikler; projenin kod satir sayisi,

projenin gergek gelistirme maliyeti ve 15 adet maliyet ¢arpanidir.
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COCOMONASA: COCOMONASA veri setinde 1980’ler ve 1990’larda farkli merkezlerden
toplanmis 60 NASA projesine ait kayit ve 17 6znitelik bulunmaktadir.

COCOMONASA2: COCOMONASAZ? veri seti bazi kayitlarda NASA93 veri seti olarak
ge¢mektedir (Bosu ve MacDonell, 2019). NASA93 veri seti NASA tarafindan 1971 ile 1987
yillar1 arasinda iiretilen 93 proje verisinin bes farkli gelistirme merkezinden toplanmasiyla
olusturulmustur. Veri seti 93 NASA projesine ait kayit ve 24 oOznitelikten olugmaktadir.
Bu 24 Oznitelikten 7 tanesinin yazilim maliyetine etkisi bulunmadigindan ¢ikarilmistir.
Bu Oznitelikler; recordnumber (benzersiz bir numara), projectname (proje ismi), cat2
(uygulama kategorisi), forg (ugus mu yer sistemi mi?), center (hangi NASA merkezi?), year
(gelistirme y1l1) ve mode (gelistirme modu) 6znitelikleridir. Bunlarin disinda 17 6znitelikten
15’1 COCOMO maliyet tahmininde kullanilan maliyet 6l¢iisii, kod satir sayisin1 belirten loc ve
gercek maliyeti belirten act_effort 6znitelikleridir. Tablo 3.2°de maliyet tahmininde kullanilan

15 dznitelik gosterilmistir.

Tablo 3.2: COCOMO maliyet faktorleri.

rely | Required software reliability Gerekli yazilim giivenligi
Uriin Ozellikleri data | Database size Veritabani biiyiikliigii
cplx | Software product complexity Uriin karmasiklig1
time | Execution time constraint Caligma siiresi kisiti
Donanim stor | Main storage constraint Temel depolama kisiti
Ozellikleri virt | Virtual machine volatility Sanal makine geciciligi
turn | Computer turn around time Bilgisayar yanit siiresi
acap | Analist capability Calisan analistin kapasitesi
Personel aexp | Application experience Proje takiminin uygulama tecriibesi
. pcap | Programmer capability Programci1 kapasitesi
Ozellikleri wexp | Virtual machine experience Takimuin Sanal makine tecriibesi
lexp | Language experience Takimin programlama dili tecriibesi
Proje modp :)Jriecgiglgodern programming Modern programlama uygulamalar1
Ozellikleri tools | Use of software tools Kullanilan yazilim araglari
sced | Development schedule constraint is takvimi kisitt

Promise veri deposundan alinan her biri farkli sayida proje verisi barindiran COCOMO&I,

COCOMONASA, COCOMONASA2 veri setlerinde bagli ve bagimsiz Oznitelikler
bulunmaktadir. Eger bir 6znitelik gercek maliyet degerini veriyorsa bagli 6znitelik; act_effort
(yazilim gelistirme ¢abas1), maliyetle alakali degerleri veriyorsa; rely, data, cplx, time, stor, virt,

turn, acap, aexp, pcap, vexp, lexp, modp, tool, sced, loc (kod satir sayis1) bagimsiz 6znitelik
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olarak adlandirilmaktadir. Tablo 3.3’de veri setlerinde bulunan 6zniteliklerin alabildigi en

biiyiik ve en kiigiik deger araliklar1 incelenmistir.

Tablo 3.3: COCOMO maliyet faktorlerinin standart sayisal degerleri.

Smitelik D(i;i;’ili‘k Diisiik | Normal | Yiiksek Ygl‘{’slzk Eﬁtsrei Verimlilik
acap 1,46 1,19 1,00 0,86 0,71 2,06
pcap 1,42 1,17 1,00 0,86 0,70 1,67
aexp 1,29 1,13 1,00 0,91 0,82 1,57
modp 1,24 1,10 1,00 0,91 0,82 1,34
tool 1,24 1,10 1,00 0,91 0,83 1,49
vexp 1,21 1,10 1,00 0,90 1,34
lexp 1,14 1,07 1,00 0,95 1,20
sced 1,23 1,08 1,00 1,04 1,10 e
stor 1,00 1,06 1,21 1,56 -1,21
data 0,94 1,00 1,08 1,16 -1,23
time 1,00 1,11 1,30 1,66 -1,30
turn 0,87 1,00 1,07 1,15 -1,32
virt 0,87 1,00 1,15 1,30 -1,49
cplx 0,70 0,85 1,00 1,15 1,30 1,65 -1,86
rely 0,75 0,88 1,00 1,15 1,40 -1,87

Albrecht: Albrecht veri seti, IBM veri isleme hizmetlerinde gergeklestirilen projelerden
toplanan 24 kayittan olusur. Projeler COBOL, PL/I ve DMS programlama dilleri kullanilarak
gelistirilmistir. Projelerin boyutu ve karmasikligi, Albrecht tarafindan Onerilen fonksiyon

noktas1 yaklagimi kullanilarak 6l¢iilmiistiir (Albrecht ve Gaffney, 1983).

Tablo 3.4: Albrecht veri seti istatistikleri.

Sno Oznitelik Tanmmlama EnKiiciik | EnBiiyiik | Ortalama
1 Input No of inputs — Giris sayist 7 193 40,25
2 Output No of outputs — Cikig sayisi 12 150 47,25
3 Inquiry No of inqueries — Sorgu sayisi 0 75 16,88
4 File No of master files — Ana dosya sayisi 3 60 17,38
5 FPAdj Function points adjustment — Fonksiyon 0,75 1,2 0,99

noktalar1 ayar1
6 | RawFPcounts Count of raw function points — Ham 189,52 1902 638,54
fonksiyonlarinin sayisi
7 AdjFP Adjusted function points — Ayarlanmig 199 1902 647,63
fonksiyon noktalari
8 Effort Person hours — Adam saat 0,5 105,2 21,88

Finnish: Finnish veri seti, TIEKE organizasyonu tarafindan Finlandiya'daki dokuz firmadan

toplanan 40 proje verisinden olusmaktadir. Projelerin boyutu ve karmasikligi fonksiyon noktasi
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yaklasimi kullanilarak o6l¢iilmiistiir (Kitchenham ve Kansala, 1993). Tablo 3.5’te Finnish veri

seti istatistikleri verilmistir.

Tablo 3.5: Finnish veri seti istatistikleri.

Sno | Oznitelik Tanimlama EnKii¢iik | EnBiiyiik | Ortalama
1 ID Project no — Proje numarasi 1 38 19,05
2 | dev,eff,hrs | Development effort hours — Gelistirme gabasi saati 460 26670 7678,29
3 hw Hardware type — Donanim tipi 1 3 1,26
4 at Application type — Uygulama tipi 1 5 2,24
5 FP Function point data — Fonksiyon noktasi verileri 65 1814 763,54
6 co Application area — Uygulama alani 2 10 6,26
7 prod Project duration (calender months) — proje siiresi 1,47 29,47 10,07

(takvim aylar1)
8 Insize System requirements size in raw Albrecht function 4,17 75 6,36
points — Ham Albrecht fonksiyon noktalarinda
sistem gereksinimleri boyutu
9 Ineff Effort provided by application user — Uygulama 6,13 10,19 8,40
kullanicisi tarafindan saglanan ¢aba

China: China veri seti, 2010 yilinda PROMISE deposuna eklenmis diger veri setlerine gore

daha yeni bir veri setidir, 499 kayittan olusmaktadir (Bosu ve MacDonell, 2019). China veri

seti 18’1 bagimsiz degisken ve 1 tanesi bagimli degisken olmak iizere 19 0Oznitelikten

olusmaktadir. Tablo 3.6’da China veri seti istatistikleri verilmistir.

Tablo 3.6: China veri seti istatistikleri.

Sno | Oznitelik | EnKiiciik | EnBiiyiik | Ortalama

1 ID 1 499 250
2 AFP 9 17518 487
3 Input 0 9404 167
4 Output 0 2455 114
5 Enquiry 0 952 62
6 File 0 2955 91
7 Interface 0 1572 24
8 Added 0 13580 360
9 Changed 0 5193 85
10 Deleted 0 2657 12
11 PDR_AFP 0.3 83.8 12
12 | PDR_UFP 0.3 96.6 12
13 | NPDR_AFP 0.4 101 13
14 | NPDU_UFP 0.4 108 14
15 Resource 1 4 1
16 Dev.Type 0 0 0
17 Duration 1 84 9
18 N_effort 31 54620 4278
19 Effort 26 54620 3921
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Kemerer: Kemerer veri seti (Kemerer, 1987), veri isleme yazilimi gelistiren bir Amerikan

firmasindan toplanmistir. Bu veri seti sekiz Oznitelige sahip 15 projeden olusmaktadir.

Veri setindeki en eski proje 1981°de baslamis olup projelerin ¢ogu 1983°te baslamistir.

Veri setindeki proje verileri 1985°te toplanmistir. Tablo 3.7°de Kemerer veri seti istatistikleri

verilmistir.
Tablo 3.7: Kemerer veri seti istatistikleri.
Sno | Oznitelik Tanimlama EnKiiciik | EnBiiyiik | Ortalama

1 ID Project ID — Proje kimligi 1 15 8

2 | Language | Software used — Kullanilan yazilim 1 3 1,2

3 Hardware Hardware used — Kullanilan donanim 1 6 2,33
4 Duration Duration — Siire 5 31 14,27
5 KSLOC Number of source lines code in thousands — Bin 39 450 186,57

olarak kaynak kod satir sayisi
6 AdjFP Adjusted function points — Ayarlanmig fonksiyon 99,9 2306,8 999,14
noktalar1

7 RAWFP Raw function points — Ham fonksiyon noktalari 97 2284 993,87
8 EffortMM Effort Man Months — Adam ay ¢aba 23,2 1107,31 219,25

Miyazaki94: Miyazaki94 veri seti, Bliyiikk Sistem Kullanicilari Grubu tarafindan toplanmistir

(Miyazaki ve dig., 1994). Veriler, 20 farkli kurulusta ve bu kuruluslardaki birden fazla béliimde

gelistirilen 48 COBOL projesinden elde edilmistir. Her proje i¢in 9 6znitelik vardir. Tablo

3.8’de Miyazaki94 veri seti istatistikleri verilmistir.

Tablo 3.8: Miyazaki94 veri seti istatistikleri.

Sno | Oznitelik Tanimlama EnKii¢iik | EnBiiyiik | Ortalama
1 ID Project ID — Proje kimligi
2 KLOC Number of COBOL source lines in thousands — 6,9 417,6 70,79
Binlerce COBOL kaynak satir1 sayisi
3 SCRN Number of different input or output screens — Farkli 0 281 33,69
giris veya ¢ikis ekranlarinin sayisi
4 FORM Number of different (report) forms — Farkli (rapor) 0 91 22,37
form sayisi
5 FILE Number of different record formats — Farkli kayit 2 370 34,81
bicimlerinin sayis1
6 ESCRN Total number of data elements in all the screens — 0 3000 525,60
Tiim ekranlardaki toplam veri 6Zesi sayis1
7 EFORM Total number of data elements in all the forms — 0 1566 460,67
Tiim formlardaki toplam veri 6gesi sayisi
8 EFILE | Total number of data elements in all the files — Tiim 57 45000 1854,58
dosyalardaki toplam veri 6gesi sayis1
9 MM Effort measured in man-months - Adam-ay olarak 5,6 1586 87,47
Olciilen ¢aba
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Maxwell: Maxwell veri seti bir Fin ticari bankasindan toplanmuistir. 27 nitelik ile temsil edilen
62 projeden olugmaktadir (Maxwell, 2002). Projelerin baglangi¢ yillar1 1985 ile 1993 yillari

arasindadir. Tablo 3.9°da Maxwell veri seti istatistikleri verilmistir.

Tablo 3.9: Maxwell veri seti istatistikleri.

Sno | Oznitelik Tammlama EnKiiciik | EnBiiyiik | Ortalama
1 Syear Year — Gelistirme y1lt 85 93 89,58
2 App Application type — Uygulama ¢esidi 1 5 2,35
3 Har Hardware platform — Donanim platformu 1 5 2,61
4 Dba Database — Veritabani 0 4 1,03
5 Ifc User interface — Kullanici arayiizii 1 2 1,93
6 Source Where developed — Nerede gelistirildi 1 2 1,87
7 Telonuse Telon use — Telon kullanimi 0 1 0,24
8 Nlan # of development languages — Gelistirme dili 1 4 2,55
9 TO1 Customer participation — Miisteri katilimi 1 5 3,05
10 T02 Development Env, adequacy — Gelistirme ortamu, 1 5 3,05

yeterlilik
11 TO03 Staff availability — Personel durumu 2 5 3,03
12 TO4 Standards use — Standartlar kullanimi 2 5 3,19
13 TO5 Methods use — Yontem kullanimi 1 5 3,05
14 TO6 Tools use — Araglar 1 4 2,90
15 TO7 Software logical complexity — Yazilim mantiksal 1 5 3,24
karmagiklig1
16 TO8 Requirements volatility — Gereksinim oynaklig1 2 5 3,81
17 T09 Quality requirements — Kalite gereksinimleri 2 5 4,06
18 T10 Efficiency requirements — Verimlilik gereksinimleri 2 5 3,61
19 T11 Installation requirements — Kurulum gereksinimleri 2 5 3,42
20 T12 Staff analysis skills — Personel becerisi analizi 2 5 3,82
21 T13 Staff application knowledge — Personel uygulama 1 5 3,06
becerisi
22 T14 Staff tool skills — Personel arag becerisi 1 5 3,26
23 T15 Staff team skills — Personel takim becerileri 1 5 3,34
24 | Duration Duration — Siire 4 54 17,21
25 Size Function points — Fonksiyon noktalari 48 3643 673,30
26 Time Time — Zaman 1 9 5,58
27 Effort Work hours Effort — Calisma saati ¢abasi 583 63694 8223,21

3.2. DEGERLENDIRME KRIiTERLERI

Bu tezde degerlendirme kriterleri olarak korelasyon katsayist MAE, MAPE, RMSE, RAE, ve
RRSE kullanilmastir.
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3.2.1. Korelasyon Katsayisi

Korelasyon katsayisi, iki farkli degisken arasindaki bagin giiciinii ve yOniinii belirtir.
Korelasyon, degiskenler arasindaki iligkiyi korelasyon katsayisi ise iligkinin durumunu
belirtmektedir. Korelasyon katsayisi iligkinin durumuna gore —1 ile 1 arasinda bir say1 degeri
alabilmektedir. Say1 degerinin negatif bir deger olmas1 degiskenler arasinda ters bir iligkinin
oldugunu gostermektedir. Yani degiskenlerden biri artarken digeri azalmaktadir.
Say1 degerinin pozitif bir deger olmasi degiskenler arasinda dogrusal bir iliskinin oldugunu
gostermektedir yani degiskenlerden biri artarken digeri de artmaktadir. Korelasyon katsayisinin
gosteren say1 degerinin sifir olmasi iki degisken arasinda herhangi bir iligkinin olmadigi
anlamma gelmektedir. Korelasyon katsayis1 1°e yaklastikca degiskenler arasindaki iliskinin

arttig1 0’a yaklagtik¢a aradaki iliskinin azaldig1 anlagilmaktadir.
3.2.2. RMSE

RMSE (Root Mean Squared Error — Kok Ortalama Kare Hatasi), ger¢ek degerden tahmini deger
cikarilarak karesi alinir, bulunan sonuglar toplanarak ortalamalarinin karekokii alinir yani
RMSE karesel hatalarin ortalamasinin karekokiidiir. Biiyiik hatalarin RMSE {izerinde orantisiz
olarak biiyiik bir etkisi vardir bu da RMSE’nin aykir1 degerlere kars1 hassas oldugunu gosterir.
Bundan dolay1 RMSE en fazla biiyiik hatalarin istenmedigi durumlarda kullanilir. Formiilii

Denklem 3.1°de verilmistir.

RMSE = \/iz;;l(n — G,)? (3.1)

Burada T; = tahmini deger, G;= gergek deger, n = drnek sayisidir.
3.2.3. MAE

MAE (Mean Absulate Error — Ortalama Mutlak Hata), gercek degerlerin tahmin edilen degerle
olan farklarinin toplaminin ortalamasini veren hata oranidir. Formiili Denklem 3.2°de

verilmistir.
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n
1
MAE = HZ IT, — G| (3.2)
i=1

Burada T; = tahmini deger, G; = gergek deger, n = 6rnek sayist’dir
3.2.4. RAE

RAE (Relative Absulate Error — Bagil Mutlak Hata), gercek deger ve tahmini deger arasindaki
farkin toplamini bulup bunu gercek degerlerin ortalamsindan ger¢ek degerlerin ¢ikarilmasina
bolmektir. Formiilii Denklem 3.3’te verilmistir.

i=1|Ti — Gil

RAE = 3.3
T (G — Gl 3:3)

Burada T; = tahmini deger, G; = gergek deger, G,,= gergek degerlerin ortalamasi, n = drnek

sayisidir.

3.2.5. RRSE

RRSE (Root Relative Squared Error — Kok Ortalama Kare Hata), tahmin edilen her deger ile
gergek degerin farkinin karesinin; gergek degerlerin ortalamasindan her bir gergcek degerin
farkinin alinmasiyla karesinin alindiktan sonra bodliinmesinin ve sonucun karekokiiniin
alinmasidir. Kareleri alinmig hatalar bdliinerek normallestirilir. Goreceli kare hatasinin
karekokii alinarak, hata tahmin edilen miktarda ayn1 boyuta indirilir. Denklem 3.4’te RRSE

formiilii verilmistir.

i=1(Ti = G; 2
RRSE = \/ Z?:l ((G = Gi))z (3.4)

Burada T; = tahmini deger, G; = ger¢ek deger, G,,= gercek degerlerin ortalamasi, n = drnek

sayisidir.
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3.2.6. MMRE

MMRE (Mean Magnitude Of Relative Error — Goreceli Hatanin Ortalama Biiyiikliigii), ¢oklu
tahminlerin dogrulugu degerlendirilirken bir toplama yontemi gerekmektedir. Aritmetik
ortalamasi da alinan degerlendirmeye MMRE denmektedir. Bir tahmin dogrulugu 6lgiiliirken,
goreceli hatanin biiyiikliigii (MRE-Magnitute Relative Error) siklikla kullanilir. Hatanin gergek
gbzlemlenen degere oraninin mutlak degeri olarak tanimlanir: |(gercek — tahmin edilen)/
gercek|. Bu 100 ile ¢arpildiginda mutlak yiizde hatay1 (APE-Absolute Percentage Error) verir.
MMRE, kullanilan modellerin basaris1 hakkinda fikir vermektedir. Formiilii Denklem 3.5°te

verilmigtir.

1§
MMRE = —
n

i=1

T; — G;
= l| (3.5)

G;

Burada T; = tahmini deger, G;= gergek deger, G,,= gergek degerlerin ortalamasi, n = 6rnek

sayisidir.

3.2.7. MAPE

Bazi disiplinlerde MAPE (Mean Absolute Percentage Error — Ortalama Mutlak Hata Yiizdesi),
MMRE olarak bilinmektedir (Tofallis, 2015). MAPE tahmin degerlendirmelerinde en sik
kullanilan 6l¢iidiir. MAPE ¢ogu ¢alismada %MMRE olarak kullanilmistir. Formiilii Denklem

3.6°da verilmistir.

n
MAPE = |T"_G"| 100 3.6
- n Gi X ( ’ )

i=1

Burada T; = tahmini deger, G;= gergek deger, G,,= gercek degerlerin ortalamasi, n = 6rnek

sayisidir.



60

3.3. UYGULAMA PLATFORMLARI

Tez c¢aligmasinda WEKA ortami kullanilmistir. WEKA ortami Yeni Zelanda’da bulunan
Waikato Universitesindeki bir doktora ogrencisi tarafindan Java dilinde gelistirilmis,
GPL (General Public Licence — Genel Kamu Lisansi) lisansina sahip a¢ik kaynakli ve {icretsiz
bir uygulamadir. WEKA programi ticari programlara karsilik daha ¢ok bilimsel ¢alismalarda
ham verileri siniflandirma, kiimeleme, gorsellestirme, boliitleme, tahminleme, veriler arasinda
iliski kurma, oznitelik segimi, veri 6n isleme gibi MO ve Veri Madenciligi islemlerini
gerceklestirebilecek algoritmalari barindirmaktadir (Witten ve dig., 2011; Ebren Kara ve Samli,
2021). Bu tezde, Genetik Programlamanin mevcut oldugu WEKA 3.4.12 (WekaGP, 2007) ve
WEKA 3.9 (WEKA, 2018) siirtimleri kullanilmigtir. WEKA kurulumu sirasinda weka.jar
dosyast da gelmektedir. Bu jar dosyasinda WEKA kiitliphaneleri bulunmaktadir. Bu sayede
baska bir platformdan (Java, C# gibi) WEKA siniflarina erisilerek projeler gelistirilmektedir.
WEKA’da veri setleri arff (Attribute Relationship File Format) formatinda hazirlanmaktadir.
Veri setlerinde bulunan degiskenler sayisal (decimal) ve kategorik (nominal) degerlerden

olusmaktadir.

WEKA programinda kullanilan veri setinin tahmin edilen siitun degerinin nominal ya da say1sal
olmasina gore farkli hata formiilleri kullanilmaktadir. Veri seti dosyanin tahmin edilen class

adli siitunu sayisal ise hata 6l¢iim degerleri Sekil 3.1°deki gibi olmaktadir.

Time taken to build model: 0.01 seconds

=== Crggs-validation ===

=== SUMmary ===

Correlation coefficient 0.5938%
Mean absolute percentage £rror 0.2253
Mean absolute error 362.939
Boot mean squared error 9g2.6255
Belative absclute error 9.809 %
Boot relative agquared error 14.59185 %
Total Humber of Instances 45945

Sekil 3.1: Sayisal sonug tahmininde hata 6lglimleri.
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Sekil 3.1 incelendiginde hata Ol¢tim degerleri olarak korelasyon katsayisi MAE, MAPE,
RMSE, RAE, ve RRSE degerlendirildigi goriilmiistiir.

Veri seti dosyasinin tahmin edilen siitunu nominal diger adiyla kategorik ise hata 6l¢lim
degerleri farkli olmaktadir. Sekil 3.2°de nominal bir degerin tahmin edilmesinde hata
Olclimlerinin nasil yapildig1 goriilmektedir. Nominal degerlere sahip veri setlerinde veriler
tizerinde siiflandirma islemi gerceklestirilirken amag kag tanesinin dogru sinifa kactanesinin
yanlig sinifa yerlestirildigini tahmin etmektir. Sekil 3.2 incelendiginde hata 6l¢iim degerleri
olarak Sekil 3.1°de agiklanan Olgiimlerin yaninda, dogru yerlestirme basarist (correctly
classified instance), kappa istatistigi (kappa statistic) ve karisiklik matrisi (confusion matrix)

degerlendirilmistir.

Time taken to build model: 0.02 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 1a T1.4286 %
Kappa statistic 0.3171

Mean absolute error 0.4359%

Root mean squared error 0.4543

Relative absclute error 92.3774 %

Root relative squared error 100.199%8 %

Total Number of Instances 14

=== Detailed Rccuracy By Class ===

IF Rate FP Rate FPrecision Recall F-Measure MCC ROC Area FPRC Area Class

0,839 0,600 0,727 0,339 0,300 0,337 0,533 0,736 ves

0,400 0,111 0,667 0,400 0,500 0,337 0,533 0,464 no
Weighted RAwg. 0,714 0,425 0,708 0,714 0,693 0,337 0,533 0,639

=== Confusion Matrix =—=

ab <-- classified as
51| a=yes
32| b=no

Sekil 3.2: Nominal sonug tahmininde hata 6l¢iimleri.

Sekil 3.1 ve Sekil 3.2 incelendiginde kategorik deger tahminlerinde sayisal deger tahminlerine
gore daha fazla hata dl¢lim degerleri gosterildigi goriilmiistiir. Bu hata 6l¢iim degerleri tahmin

yapmada kullanilan modelin bagarisini izlemeyi saglamaktadir.

WEKA, arff formatli dosyalar disinda metin tabanli csv, dat, libsvm, json ve xrff gibi formatlar
da desteklemektedir. WEKA programi ilk agildiginda Sekil 3.3’deki gibi kullanici ara yiizii

acilmaktadir.
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& Weka GUI Chooser — d e
Program Visualization Tools Help
Applications
Explorer

The University
of Waikato

Experimenter

KnowledgeFlow

Workbench
Waikate Envircnment for Knowledge Analysis
Version 3.9.3
(c) 1993 - 2018 Simple CLI

The University of Waikato
Hamilton, Mew Zealand

Sekil 3.3: WEKA GUI kullanici ara yiizii.

WEKA kullanic1 ara yiiziinde c¢alisma alanina gore 5 fakli se¢cim alani bulunmaktadir.

Bunlar Sekil 3.3’te goriildiigii tizere Explorer, Experimenter, KnowledgeFlow, Workbench,

Simple CLI alanlaridir.

Explorer diigmesi ile veri seti yiikleme, siniflandirma, kiimeleme, 6n isleme, 6znitelik
secimi gibi islemler gergeklestirilmektedir.

Experimenter diigmesi ile smiflandirma ve regresyon yontemlerinde en uygun
metotlarin ve en uygun parametre degerlerinin hangisi olduguna karar verilir.
KnowledgeFlow diigmesi ile biiyiikk boyuttaki verilerin islemleri gerceklestirilir.
Diigmeye tiklandiginda agilan ekran, 6grenme algoritmalarim1 ve veri kaynaklarini
temsil eden kutulan siirliklemeye ve istenilen ayarlar ile birlestirerek bir islem akisi
olusturmaya yarar bdylece veriler asamali olarak yiiklenir ve islenir.

Workbench diigmesi, diger ti¢ diigmenin birlesimini ve kullanicinin yiikledigi eklentileri
tek bir ekranda sunan bir ana akran saglar. Kullanici tarafindan hangi ayarlarin ve
eklentilerin goriinecegini belirlemeye olanak taniyacak sekilde yapilandirilabilen, veri
madenciligi i¢in veri 6n isleme, siniflandirma, kiimeleme, regresyon gibi islemleri

gergeklestiren ve islemler arasinda gegisi saglayan bir ekrandir.
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o Simple CLI diigmesine tiklandiginda console ekrani agilir. Console ekrani ile WEKA’da

gerceklestirilen tiim islemler metin komutlar: ile ham formda gergeklestirilir (Witten,

2011; Etkin, 2017; Aydemir, 2019).

Sekil 3.3’teki ana ekrandan Explorer diigmesine tiklandiginda Sekil 3.4°teki ekran agilir.

Biitlin mentilerin aktif olmas1 i¢in Open File diigmesinden ilgili veri setinin WEKA programina

yiiklenmesi gerekir. Open file diigmesine tiklandiginda Sekil 3.4’teki gibi Open penceresi agilir

buradan tizerinde islem yapilacak veri seti segilir.

L]
Preprocess
‘ l Open file.. J [ Open URL... | L OpenDB.. | L Generate...
Filter
Choose |None
Current relation Selected attribute
Relation: None Q Open > Type: None
Instances: None Unigue: None
Attributes | Lookn: (& weka_data v &) & =] B
| | _cocomoMASAZ.arf | | Cinsiyetverisetiarff | Invoke options dialog
| | airline arff | | Cinsiyetveriseti_test arff
|| albrecht.arff | | cocomo_SDR arff Note
L] breast-cancer.arlt L] cocomog1.arft Some file formats offer additional
|| china.arft || cocomoNASA arft options which can be customized
when invoking the options dialog
<X J -
File Name: albrecht arff | = Visualize All |
Files of Typs: | Arf data files (~.arf) v
Open Cancel |
Status
Welcome to the Weka Explorer Log ‘ 'W x0

Sekil 3.4: WEKA Explorer penceresi.

Veri seti iizerinde MO algoritmalarmin calistirilmas: igin Sekil 3.5’teki pencereden ilgili

algoritma segilir ve Start diigmesine tiklanir. Varsayilan ayarlar ile veri seti iizerinde secilen

algoritma calistirilir ve ¢iktist Sekil 3.6’daki gibi goriiniir.
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© Weka Explorer

[ Preprocess [ classity | Cluster | Associate | select atrioutes | visuaiize |

Iclassiﬁer

¥ (& weka

» (5 1azy

[

@

= s
FEEEREEEE

2

O

¥ (& dassifiers
Te » [EF bayes
» [§F functions

v (53 meta

lterativeClassifierOptimizer

AdditiveRegression
AttributeSelectedClassifier
Bagging

CVParameterSelection
FilteredClassifier

| Mutischeme

3 RandomCommitiee
3 RandomizableFilteredClassifier
3 RandomSubSpace

3 RegressionByDiscretization
3 Stacking

[ vote

A

Iput

1cesHandlerWrapper v

Close |

Status
p-

oK

Sekil 3.5: WEKA smiflandirma penceresi.

& Weka Explorer - [} *
[ Preprocess TCJassm‘T Cluster T Asszociate T Select aftributes T Visualize ]
Classifier
r .
{ Choose ”Randnmcummittee—s 1-nurm-slots 1 -1 10 - weka.classifiers.trees. RandomTree — -K 0 -M 1.0V 0.001 -8 1
Test options Classifier output
r 1 r .
() Use training set T T T T T TERUY I.15 T L8.3 (L/7Uf F
. I 1 1 1 | FPAd] >= 1.13 =
(U Supplied test set Set... I I I 1 | | RawFPcounts < §75.21 : 21.1 (1/0)
®c e | I 1 1 I | | RawFPcounts >= §75.21 : 19 (1/0)
DI AELT [ |1 1 | TInput »= 43.5 : 12.35 (2/0.3)
() Percentage split % 66 | RawFPcounts »= 932.13
|| Imput < $8.5 : 38.1 (1/0)
l Mare options... J || TInput »= 58.5 : 61.2 (1/0)
| || Inguiry >= 48.5
| output < 124 : 105.2 (1/0)
[ (Mum) Effort r} | outpur >= 124 : 102.4 (1/0)
Start Stop Size of the tres : 37
(right-click for options)
1domCommitiee Time taken to build model: 0.03 seconds
Cross-validation ===
Summary ===
Correlation coefficient 0.5611
Mean absolute error 5.8819
Root mean squared error 8.1181
Relative absolute error 28.847 %
Root relative squared error 27.2798 %
Total Number of Instances 24
b
= ¥

Status
s

OK

| Log w x0

Sekil 3.6: WEKA’da caligtirilan algoritma ¢iktisi.
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WEKA programi kullanilarak veri setleri lizerinde 6znitelik se¢imini saglayan Select attributes
meniisiidiir. Select attributes meniisiine tiklandiginda Sekil 3.7’deki Select attributes penceresi
acilir. Select attributes penceresinden 6znitelik se¢im yontemi ve arama yontemi segilir. Bu tez
calismasinda 6znitelik se¢im yontemi olarak CfsSubsetEval (Corelation-based Feature Subset
Selection Evaluation — Korelasyon Tabanli Ozellik Se¢im Degerlendirici) ve arama yontemi

olarak GeneticSearch ve PSOSearch arama algoritmalar1 segilmistir.

& Weka Explorer - m] X

[ Preprocess T Classify | Cluster | Associate TSelem attributes T Visualize 1

Attribute Evaluator
Choose |CrsSubsetEval -F 1 -E 1
Search Method

Choose |GeneticSearch-Z 20-G 20-C 0.6-M0.033-R 20-51

Attribute Selection Mode Attribute selection output
(®) Usa full fraining sat 0.94998 0 2456 F
() Cross-validation 0.95068 0.21397 123456 r
0.954 1.23748 23¢
0.954 1.23748 23
0.95399 1.2349 235
— 0.954 1.23748 23
‘ (Num) Effort r 0.9511 0.34309 26
0.95399 1.2349 2356
Start | 0.95295 0.91547 36
0.954 1.23748 236
Result list (right-click for options) 0.95296 0.91657 2314
0.95399 1.2349 2356
21:05:43 - GeneticSearch + CfsSubsetEy| 0.95285 0.91427 2345¢
0.94999 0.0021 246
Attribute Subset Evaluator (supervised, Class (numeric): § Effort):
CFS Subset Evaluator
Including locally predictive attributes

Selected attributes: 2,3,6 @ 3
Output
Inquiry
RawFPCOUNTS

1N

Status

oK Log | g 0

Sekil 3.7: WEKA 6znitelik se¢imi penceresi.

WEKA programi indirildiginde uygulamanin iginde biitiin eklentiler mevcut degildir. Kurulum
esnasinda gelmeyen gerekli eklentilerin ayrica WEKA programina yiiklenmesi gerekmektedir.
Yiikleme islemi i¢in Sekil 3.8’de oldugu gibi kullanici ara yiiziinden Tools meniisiiniin altindan
Package manager segenegi secilir. Sekil 3.9°da goriilen pencereden gerekli eklenti secilir ve
load diigesine tiklanir. Bu tez calismasinda kullanilmak tizere GeneticSearch ve PSOSearch
arama algoritmalart WEKA 3.9 siiriimiine eklenmistir. GeneticSeach ve PSOSearch arama

algoritmalar yiiklendikten sonra veri setleri lizerinde 6znitelik se¢imi yapilmustir.
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&4 Weka GUI Chooser — O X
Program Visualization SELIEN Help
Package manager rﬁwﬁ‘»&tlo"-'i
Arffviewer
SqlViewer Explorer
Bayes net editor \ J
The University Experimenter
of Waikato - /
kKnowledgeFlow
Workbench
Waikate Envircnment for Knowledge Analysis L |
Version 3.9.3 ( \
{e)1999-2018 Simple CLI
The University of Waikato
Hamilton, Mew Zealand | :
Sekil 3.8: WEKA araglar meniisii.
& Package Manager O X
Official Install/UninstalliRefresh progress Unofficial
[ Refresh repository cache H Install J[ Uninstall “ Toggle load ] [ ! FilefURL
O Installed () Available @ Al (] 1gnorg dependenciesicontiicis Cache refiesh completed
Package Category Installed version Repository version Loaded
'ekaODF Converter 104 3
WekaPyScript Classification 06.0
iSARD Classification 101
Means Clustering 1.06
alternatingDecisionTrees Classification 107
alternatingModelTrees Regression 101
{larAnonymizer Preprocessing —
associationRulesVisualizer Visualization 103
attribute SelectionSearchiethods Aftribute selection 107 107 Yes
bayesianLagisticRegression Text dlassification 105
bestFirstTree Classification 104
calibrationCurve Visualization 1.00 M

4 £} Package search Clear

attril i ds: Four search methods for attribute selection: ExhaustiveSearch, GeneticSearch, RandomSearch and RankSearch.
URL: http://weka.sourceforge.net/doc.dev/weka/attributeSelection

Author: Mark Hall

Maintainer: Weka team <wekalist{[at]}list.scms.waikato.ac.nz>

This package provides four search methods for attribute selection: ExhaustiveSearch, GeneticSearch, RandomSearch and RankSearch. See:

David E. Goldberg (1989). Genetic algorithms in search, optimization and machine learning. Addison-Wesley.

Mark Hall, Geoffrey Holmes (2003). Benchmarking attribute selection techniques for discrete class data mining. IEEE Transactions on Knowledge and Data Engineering. 15(6):1437-1447.

All available versions:
Latest
1.07

Sekil 3.9: WEKA paket yoneticisi.
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3.4. YONTEMLER

Bu boliimde tez ¢aligmasinda kullanilan algoritmalarin ve kullanilan yontemlerin agiklamalari

sunulmustur.

WEKA programinin smiflandirma (classify) sekmesinde se¢ (choose) diigmesine tiklanarak
MO algoritmas1 secilir. Segilen algoritmanin parametre degerlerinde degisiklik yapilmak
istendiginde algoritmanin isminin goriindigli satira tiklanmasi ve agilan ekranda gerekli

degisiklilerin yapilmas1 gerekmektedir. WEKA’da bulunan MO algoritmalari;

e Fonksiyonlar (Functions)

e Tembel Siniflandiricilar (Lazy)
e Meta

e (esitli Kategoriler (Misc)

e Kaurallar (Rules)

e Agag (Tree)
olarak gruplandirilmistir.
3.4.1. Fonksiyonlar (Functions)
Bu kategori altinda asagidaki yontemler yer almaktadir:

e QGauss Siirecleri (Gaussian Process)

e Dogrusal Regresyon (Linear Regression)

e Basit Dogrusal Regresyon (Simple Linear Regression)

e Ardistk Minimum Optimizasyon Regresyon (Sequential Minimal Optimisation
Regression — SMOreg)

e Cok Katmanli Algilayici (Multilayer Perceptron)

e Genetik Programlama (Genetic Programming)

e Parcgacik Siirii Optimizasyonu (Particle Swarm Optimization — PSO)
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3.4.1.1. Gauss Siirecleri

Gauss Siirecleri, regresyon tabanli problemlerin ¢éziimiinde kullanilmaktadir. Bir Gauss
Siirecini modellemek i¢in, dnceden c¢ok degiskenli bir Gauss dagilimi gerekmektedir.
Gauss Siireci modeli fazla parametreli dagitilmis rastgele parametrelerin  kisith  bir
koleksiyonunu edinmis parametrik olmayan ¢ekirdek temelli olasilik modelleridir.

Her dogrusal baglant1 ayn1 dagilmistir (Yergok ve Aci, 2019).
3.4.1.2. Dogrusal Regresyon

Birden fazla degisken arasindaki nicel baglantiy1 gozlemleyerek degiskenlerden birinin
degerini diger bir degiskenin degerine gore tahmin etmek i¢in kullanilan ¢6ziimleme teknigine
Regresyon Analizi denir. Degeri tahmin edilen degisken bagimli degisken, bagimli degiskenin
degerini tahmin etmek i¢in kullanilan degiskene de bagimsiz degisken denmektedir. Bu analiz
yonteminde amag, degiskenler arasindaki baglantiy1 islevsel bir sekilde yorumlamak ve bu
baglantiy1 bir model ile tanimlamaktir. Regresyon analizinde bagimli ve bagimsiz iki degisken
varsa Basit Dogrusal Regresyon, bir tane bagimli deg§iskene karsi birden fazla bagimsiz

degisken varsa buna da Coklu Dogrusal Regresyon denir (Ebren Kara ve Samli, 2021).
3.4.1.3. Basit Dogrusal Regresyon

Tek bir agiklayict degiskene dayanan dogrusal bir regresyon modelidir. Bir bagimsiz degisken
ve bir bagimli degisken olan iki boyutlu 6rnek noktalarla ilgilidir. Bagimli degisken degerlerini
bagimsiz degiskenin bir fonksiyonu olarak tahmin eder ve en kiiciik karesel hatay1 veren 6geyi

secer. Nominal niteliklerle calismaz.
3.4.1.4. Ardistk Minimum Optimizasyon Regresyon

Regresyon i¢in SMOreg algoritmasi, regresyon i¢in Destek Vektor Makinesi’ne (Support
Vector Machine — SVM) dayali SMO algoritmasinin gelistirilmis bir uzantisidir. SMOreg,
dogrusal olmayan tahmin i¢in etkin bir sekilde kullanilmaktadir. SMO'da verimsizlik sorununa
neden olan tek bir esik vardir. SMOreg verimsizlik sorununun {istesinden gelmek i¢in iki esik

kullanir (Singh ve Agrawal, 2013).
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3.4.1.5. Cok Katmanl Algilayici

Belirli problemleri ¢ozmek i¢in birlikte ¢alisan, birbirine bagli islem elemanlarindan (néronlar
veya diigiimler) olusan bir hesaplama sistemdir (Caudill, 1987). Insan beyninin nasil
calistigindan ilham alan, sinir sistemini modelleyerek olusturulan bir algoritmadir.
Cok Katmanl Algilayici, giris ve ¢ikis katmani arasinda bir veya daha fazla katman iceren ileri
beslemeli bir sinir agidir. Temel olarak {i¢ katman vardir: giris katmani, gizli katman ve ¢ikis
katmani. Gizli katman birden fazla olabilir. Her katmandaki her ndron (diiglim), bitisik
katmanlardaki her nérona (diiglim) baghdir. Egitim veya test vektorleri giris katmanindan
verilir; gizli katmanda islenir ve ¢ikis katmanindan ¢ikis alinir (Gupta, 2015; Ebren Kara ve
Samli, 2021).

3.4.1.6. Genetik Programlama

GA’nin kodlanmast ile olusturulan programlara Genetik Programlama denir. Genetik
Programlama smiflandirma igin bilyiik bir potansiyel sunan; zor problemlerin ¢oziimiinde
kullanilan evrimsel bir 6grenme teknigidir. Genetik Programlama temsil bi¢imi olarak agag
yapisint kullanir. Agac¢ yapisinda i¢ diigiimler, islevler ve operatorleri temsil ederken ug

birimler degiskenleri ve sabitleri temsil ederler (Gupta, 2015; Ebren Kara ve Samli, 2021).
3.4.1.7. Pargacik Siirii Optimizasyonu

PSO algoritmas1 ilk kez 1995 yilinda gelistirilmistir. Dogrusal olmayan ve ¢ok boyutlu
problemi optimize edebilen PSO, popiilasyon tabanli meta sezgisel ve evrimsel bir
optimizasyon algoritmasidir. Algoritma, kus ve balik siiriilerinin barinma, beslenme ve
giivenlik icin toplu hareketlerinden ilham alinarak gelistirilmistir. Optimum yer aramak i¢in
cok boyutlu uzayda birlikte hareket eden siiriisiiniin hareketleri ve mesafeleri ayarlanarak
davraniglar1 simiile edilmistir. PSO, GA benzer bir evrimsel hesaplama yontemidir. Her bireye
parcacik (particle), parcaciklardan olusan topluluga da siirii (swarm) denmektedir.
Siiriiler rastgele baglatilir. Stirtideki her bir parcacigin baslangicta rastgele olusturulan konum
ve hiz bilgisi bulunmaktadir. Bu bilgiler her bir tekrarda kazang degerlerine gore
giincellenmektedir. Optimum kazang degerine sahip olan pargaciklar sonraki kusaklara

devredilmektedir. Pargaciklardan her biri sahip oldugu konumunu daha 6nceki tecriibesinden
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yararlanarak siiriideki en iyi konuma gore hesaplamaktadir (Kennedy ve Eberhart, 1995).
Siiriideki her pargacik, tiim pargaciklar arasinda yerel en iyi konum olarak bilinen pbest
(personal best) ve kiiresel en iyi konum olarak bilinen gbest (global best) konumlarini
korumalidir. Pargacigin konumunu ve hizini giincellemek i¢in kullanilan formiil Denklem 3.7

ve Denklem 3.8’de verilmistir.

Vit = v+ Crf(pbestf — X[F) + Corf(gbesth — XF) (3.7)
Xk = xF + vkt (3.8)
Burada X: iterasyon sayisi, V/*: K’inci iterasyondaki i’inci parcacigm hizi, X¥: K’inci

iterasyondaki i’inci par¢acigin konumu, Ci1, Cz: hizlandirma katsayilari, r1, r2: [0,1) araliginda
rastgele iiretilen sayilar, pbest¥: k’inci iterasyondaki i’inci parcacigin yerelde en iyi degeri,
gbest®: K’inci iterasyondaki siiriiniin en iyi degeridir. Sekil 3.10’da PSO akis semasi

goriinmektedir.
3.4.2. Tembel Stmflandiricilar (Lazy Classifier)
Bu kategoride asagidaki yontemler yer almaktadir.

e K-En Yakin Komsu Smiflandiric1 (K-Nearest Neighbours Classifier)
o Kyildiz (Kstar—K*)
e Yerel Agirlikli Ogrenme (LWL-Locally Weighted Learning)

3.4.2.1. K-En Yakin Komgsu Siniflandirict

Bu algoritma, smiflandirilacak olan veriyi mevcut verilere olan yakinlik baglantisina gore
siniflandirmaktadir. Hem smiflandirma hem de regresyon problemlerinin ¢dziimiinde
kullanilan Egiticili Ogrenme algoritmalarindandir. K sayida yakinlik komsuluguna bakilarak
mevecut veri setine eklenecek olan yeni verinin, eldeki verilere bakilarak uzakliginin

hesaplanmasidir.
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Baglangi¢ stiriistini rastgele
olustur.

l

Her bir par¢acifin uygunluk
degerlerini hesapla.

L4

Parcaciklardan en 1y1 pbest
hesapla.

Parcaciklardan en 1y1 pbest’1
stirideki gbest olarak ata

Stridek: her bir parcacigin iz ve
pozisyon degerlerim giincelle.

Kriterler saglandi mi?

Sekil 3.10: PSO akis semasi.
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3.4.2.2. Kylldiz

Entropi tabanli mesafe algoritmasi kullanan, verileri temel alan bir siniflandiricidir. Kyildiz
Algoritmasinin amaci test verisinde bulunan 6znitelik bilgisi olmayan bir 6rnegin, egitim
verisinde eskiden siniflandirilmis ama ortaya ¢ikmamis 6rnekler ile karsilastirilmasi esasina

gore siniflandirma gergeklestirmektir (Aha ve dig., 1991).
3.4.2.3. Yerel Agwrlikli Ogrenme

LWL algoritmasi parametrik bir yontem degildir ve tahmin, verilerin sadece bir alt kiimesini
kullanan yerel fonskiyonlar tarafindan yapilir. LWL, tiim fonksiyon alani i¢in global bir model
olusturmak yerine, her bir ilgi noktasi i¢in, sorgu noktasinin komsu verilerine dayanarak yerel
bir model olusturur. Bu amagla, her veri noktasi, tahmin i¢in veri noktasinin etkisini ifade eden
bir agirlik faktorii haline gelir. Genel olarak, mevcut sorgu noktasina yakin komsuluktaki veri

noktalari, uzaktaki veri noktalarindan daha fazla agirlik almaktadir (Englert, 2012).

3.4.3. Meta
Bu kategoride asagidaki yontemler yer almaktadir.

e Toplamsal Regresyon (Additive Regression)

e Oznitelik Secici Siniflandirict (Attribute Selected Classifier)

e Torbalama (Bagging)

e (Capraz Dogrulama Parametre Se¢imi (CVParameterSelection)

e (Coklu Sema (Multi Scheme)

¢ Rastgele Komite (Random Committee)

¢ Randomize Edilebilir Filtreli Siniflandirict (Randomizable Filtered Classifier)
e Rastgele Alt Bosluk (Random Sub Space)

e Ayriklastirma ile Regresyon (Regression By Discretization)

e Istifleme (Stacking)

e Oylama (Vote)

e Agirlikli Ornek Isleyici Sarmalayici (Weighted Instances Handler Wrappler)
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3.4.3.1. Toplamsal Regresyon

Regresyon 6grenmesinin performansini artirir. Cogunlukla dogrusal olmayan ger¢ek yasam
etkilerinde Dogrusal Regresyon basarili olmayan ¢iktilar olusturabilmektedir. Toplamsal

Regresyon dogrusal olmayan regresyon etkilerini nitelendirmek i¢in kullanilmaktadir.
3.4.3.2. Oznitelik Secici Siniflandirict

Oznitelik segici smiflandirict iki adimimn bir birlesimidir. Birincisi egitim ve test verilerinin

boyutunu nitelik se¢imi yoluyla azaltma, ikincisi siniflandirmadir.
3.4.3.3. Torbalama

Temel 6grenme secimine bagli olarak istatistiksel siniflandirma ve regresyonda kullanilan MO
algoritmalarmin kararlihgimi ve dogrulugunu gelistirmek icin tasarlanmis MO toplulugu meta
algoritmasidir. Varyans azaltmaya gore siniflandirma yapar. Algoritma, karar agact yontemleri

basta olmak tizere her tiirlii yontemle kullanilabilir.
3.4.3.4. Capraz Dogrulama Parametre Secimi

Her hangi bir smiflandiriciya gore parametre se¢iminde ¢apraz dogrulamayi kullanarak
performansi en iyi duruma getirir. Her parametreye, alt ve {ist sinirlarini ve istenen artis sayisini

iceren bir dize verilir.
3.4.3.5. Coklu Sema

Yeniden yer degistirme hatasini kullanarak bir siniflandirict seger. Performans yiizdesel

dogruluk ve regresyon icin hata karelerinin ortalamasi kullanilarak 6l¢iiliir.
3.4.3.6. Rastgele Komite

Temel bir siniflandiricilar toplulugunu rastgele olacak sekilde olusturur ve tahminlerini
degerlendirir. Her bir siniflandirict ayni verileri kullanirken farkli rastgele say1 ¢ekirdegi

kullanir. Kestirim sonucu her bir temel siiflandiricinin yaptigi kestirim sonuglarinin
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ortalamasidir. Bu durum yalnizca temel siniflandirici rastgele secilmigse anlamlidir; yoksa tiim

siiflandiricilar ayn1 olur.
3.4.3.7. Randomize Edilebilir Filtreli Siniflandiric

Rastgele bir filtre ile baslica siniflandirici olarak 1Bk ile baslayan Filtrelenmis Siniflandiricinin
basit bir ¢esididir. Ayrica iki baslica sekilden an az birinin rastgele ara yiiziiniin uygulandigini

denetleyerek rastgeleleri de uygulayan Filtreli Siiflandirici ile ayn1 fonksiyonlart uygular.
3.4.3.8. Rastgele Alt Bosluk

Smiflama yapan toplulugu meydana getirmek adina her bir giris Ozniteliklerinin rastgele
secilmis bir alt kiimesini kullanan, karar agaci tabanl bir siniflandiricidir. Algoritma 6znitelik
vektoriiniin alt kiimelerinin boyutunu kontrol etmek i¢in bir parametre iiretmesinin yaninda bir

de tekrar sayisini ve kullanilacak rastgele adim sayisini saglar (Ebren Kara ve Samli, 2021).
3.4.3.9. Ayriklastirma Ile Regresyon

Ayriklastirma sayisal verilerin kategorik karsiliklarina dontistiiriilmesi islemine verilen addir.
Sicaklik degiskeninin degerlerini 0-19, 20-39 ve 40-59 gibi araliklara gruplamak 6rnek olarak
verilebilir. Sinif 6zniteligini esit genislikli ayriklagtirma kullanarak sonlu sayida gruba ayiran
ve sonra bir siniflandirict kullanan bir regresyon semasidir. Tahminler, her bir ayrik aralik i¢in
ortalama smif degerinin agirlikli ortalamasi olup, araliklar i¢in 6ngdriilen olasiliklara dayanan
agirliklardir. Bu yontem aykir1 gézlemlerin, gecersiz veya eksik numerik degerlerin tespitini

kolaylastirir (Aydemir, 2019).
3.4.3.10. Istifleme

Birka¢ siniflandirictyr  birlestirir.  Simiflandirma  veya regresyon yapabilir. Temel

siniflandiricilar, meta 6grenme ve capraz dogrulama katlamalarinin sayisi belirtilebilir.
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3.4.3.11. Oylama

Siniflandirmalart birlestirmek i¢in farkli olasilik tahmin yontemleri mevcuttur. Kabul edilen
sema, siniflandirma ve regresyon i¢in olasilik tahminlerinin veya sayisal tahminlerinin

ortalamasidir.
3.4.3.12. Agwrhkh Ornek Isleyici Sarmalayict

Bu yontem, test verilerinin dogrulugunu kontrol etmek i¢in egitim verilerini kullanan egiticili
O0grenme algoritmasidir. Bu yoOntemin en biiylik avantaji, agirlikli egitim oOrnekleri igin
sarmalayic1 yaklagimini kullanmasidir. Temel siniflandirict ara yiizli uygulanmadiginda ve
ornek agirliklar1 oldugunda, bu algoritma agirliklarla yeniden 6rnekleme uygular. Bir segenek
olarak, temel smniflandirict agirliklart calistirabiliyorsa egitim verilerini kullanir, ancak

agirliklarla birlikte yeniden 6rnekleme yaklasimlarini da uygulayabilir (Kargar ve dig., 2021).
3.4.4. Cesitli Kategoriler

Bu siniflandirma algoritmasi, bir siniflandiriciy: sarmalar ve kullanilan test verilerinde mevcut
olan nitelikler ile modeli egittiginde belirlenen nitelikler arasinda bir eslesme gergeklestirir.
Egitim verilerinde mevcut olmayan fakat test verilerinde mevcut olan nitelikler dahil edilmez.
Test verilerinde olmayan fakat egitim verilerinde bulunan 6zellikler eksik degerlere sahip olur.
Bununla birlikte, egitim verilerinde bulunmayan yeni sayisal degerler i¢in eksik degerler

kullanir (Aydemir, 2019).
3.4.5. Kurallar
Bu kategoride asagidaki yontemler yer almaktadir:

e Karar Tablosu (Decision Table)
e MS Kurallar1 (M5 Rules)
e ZeroR
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3.4.5.1. Karar Tablosu

Bu siniflandirma algoritmasi, ¢cogunluk siiflandiricist olugturmak icin basit bir karar tablosu
olusturur ve kullanir. Karar tablolar1 tahmin ic¢in kullanilan siiflandirma algoritmalaridir.
Bir karar tablosu, daha yiiksek seviyeli bir tablodaki her girisin, bagka bir tablo olusturmak i¢in
bir ¢ift ek Ozniteligin degerlerine boliindiigii, hiyerarsik bir tablodan olusur (Ebren Kara ve
Samli, 2021).

3.4.5.2. M5 Kurallar

M5 Kurallari, regresyon problemleri i¢in karar listeleri olusturmak iizere bol ve yonet
yontemini kullanan bir algoritmadir. Karar listeleri hem siirekli hem de sayisal degiskenlerle
caligabilir. M5 Kurallari, bir model agaci olusturmak i¢in M5 algoritmasint kullanir: en iyi
yapraktan bir kural yapar daha sonra mevcut kurala bagli olarak veri kiimesinde bulunan &teki

ornekler iizerinde ¢alisir (Omran ve dig., 2016).
3.4.5.3. ZeroR

ZeroR, hedefe bagli olan ve tiim tahmin edicileri yok sayan en basit siniflandirma yontemidir.
ZeroR, basitce cogunluk siifini tahmin eder. ZeroR'da 6ngoriilebilirlik yetenegi olmamasina
ragmen, diger siniflandirma yontemlerinde temel performansi belirlemek icin bir kriter olarak

¢ok kullaniglhidir (Nookala ve dig., 2013).
3.4.6. Agac
Bu kategoride asagidaki yontemler yer almaktadir:

e Karar Kiittigii (Decision Stump)
e M5P

e Rep Agaci

e Rastgele Aga¢ (Random Tree)

e Rastgele Orman (Random Forest)
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3.4.6.1. Karar Kiitiigii

Bir karar kiitiigii, yalnizca ug diigiimlere (yapraklar) dogrudan bagli bir i¢ diigiime (kok) sahip
tek seviyeli bir karar agacindan olusan bir siiflandiricidir. Bir karar kiitigi, tek bir girdinin

degerine dayal1 bir tahminde bulunabilir ve buna tek kural denir (Chen ve dig., 2017).
3.4.6.2. M5P

M5 6grenme algoritmasinin yeniden yapilandirilmasi olan MSP agac algoritmasi regresyon
tabanli problemlerinin ¢éziimiinde kullanilan GA tiiridiir (Mohammed ve dig., 2020). MS5P

agac algoritmasi temel olarak iki adim igerir: agac¢ biiyiitme adimi1 ve aga¢ budama adima.
3.4.6.3. Rep Agaci

Rep Agaci, bilgi kazancini, bolme kriteri olarak kullanip bir regresyon agact olusturan ve bunu
azaltilmis hata budamasi kullanarak budayan hizli bir karar agaci tiriidiir. Niimerik
Ozniteliklerin degerlerini sadece bir kez siralar. Eksik degerleri, C4.5'in kesirli ornekleri

kullanma yontemini kullanarak inceler (WEKA, 2021).
3.4.6.4. Rastgele Agag

Rastgele Agac siniflandirma algoritmasi, bir agag¢ olusturmak i¢in her diiglimde belirli sayidaki
gelisigilizel segilen 6zellikleri dikkate alir. Budamay1 gerceklestirmez. Burada rastgele demek:
agac kiimesindeki her agacin esit 6rnekleme sansina sahip oldugu anlamina gelir. Rastgele
agaclar verimli bir sekilde olusturulabilir ve biiyilk Rastgele Aga¢ kiimelerinin birlesimi
genellikle dogru modeller olusturur. Rastgele aga¢ modelleri, son yillarda MO alaninda

kapsamli bir sekilde gelistirilmistir (Zhao ve Zhang, 2008).
3.4.6.5. Rastgele Orman

Rastgele Orman, rastgele birden ¢ok tekli siniflandirma agaci iireterek orman insa etmek iizere
kullanilan bir siniflandirma algoritmasidir. Bir giristen yeni bir nesneyi siniflandirmak i¢in girig
vektorii ormandaki her bir agaca yerlestirilir. Her bir agac¢ kendi sonucunu iiretir. Tahmin,
toplulugun tahminlerinin toplanmasiyla yapilir. Rastgele Orman genellikle 6nemli bir

performans sergilemektedir (Zhao ve Zhang, 2008).
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4. BULGULAR

Bu tez ¢aligmasinda performans analizleri PROMISE veri deposundan temin edilen veri setleri
(COCOMO81, COCOMONASA, COCOMONASA2, China, Albrecht, Finnish, Kemerer,
Maxwell ve Miyazaki94) iizerinde performans oOlgiitii olarak korelasyon katsayisi; hata
oranlarini degerlendirme 6l¢iitii olarak MAPE, MAE, RMSE, RAE ve RRSE; uygulama

platformu olarak da Weka 3.9 ve Weka 3.4.12 siirtimleri kullanilmustir.
Performans analizleri asagidaki 6zelliklere sahip bilgisayarda gergeklestirilmistir.

¢ Intel (R) Core (TM) i7-6700HQ CPU @ 2.60GHz
e 16 GBRAM

e 120 GB SSD ve 1.80 TB Harddisk

e 64 bit isletim sistemi, x64 tabanli islemci

e Windows 10 Home Single Language
4.1. WEKA SIMULASYON SONUCLARI

Tez ¢aligmasinin bu kisminda yazilim maliyet tahmini icin COCOMO81, COCOMONASA,
COCOMONASAZ? veri setleri kullanilmistir. Veri setleri 10 kat capraz dogrulama teknigi
kullanilarak rastgele egitim ve test verilerine boliinmiistiir. Olusturulan model korelasyon
katsayisi, hata oram1 MAE, RMSE, RAE ve RRSE’ye gore degerlendirilmistir.
WEKA ortaminda bulunan MO algoritmalari kullanilarak yazilim projelerinin maliyet tahmini
iki bolimde gerceklestirilmistir. Ilk boéliimde; WEKA ortami algoritmalarinin varsayilan
ayarlar1 tercih edilmistir. Meta grubunda bulunan algoritmalarin, LWL ve Input Mapped
Classifier algoritmalarmin 6zellikler penceresinden temel siniflandirict olarak Random Forest
algoritmas1 secilmistir. Ikinci boliimde; WEKA programinda bulunan bazi algoritmalar (Meta
grubunda bulunan algoritmalar, LWL ve Input Mapped Classifier algoritmalari) mevcut
parametrelerine ek olarak temel bir siniflandirici ve onun parametrelerini alan algoritmalardir.
S6z konusu algoritmalar i¢in temel siniflandirici belirlerken olabilecek biitiin algoritmalar tek

tek denenmistir ve denemeler biitiin veri setleri igin tekrar edilmistir.
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Tablo 4.1°de, Yazilim maliyet tahmini icin COCOMO81’e uygulanan MO algoritmalarinin
performans Olglimleri  verilmistir. Tablo 4.2’de, Yazilim maliyet tahmini ig¢in
COCOMONASA’ya uygulanan MO algoritmalarinin performans &lgiimleri verilmistir.
Tablo 4.3’te Yazilm maliyet tahmini icin COCOMONASA2’ye uygulanan MO

algoritmalarinin performans 6lglimleri verilmistir.

Tablo 4.1: COCOMOS81’de tahmin algoritmalarinin performans 6l¢iimleri.

COCOMO81 Veri Seti

ALGORITMALAR Olciitler

Korelasyon RAE RRSE
FONKSIYONLAR katsayisi MAE RMSE (%) (%)
Gaussian Processes 0,5401 790,6207 | 1529,4219 | 87,1334 83,3127
Linear Regression 0,6102 874,477 | 1480,8087 | 96,3751 80,6645
Multilayer Perceptron 0,6739 662,3573 | 1651,8813 | 72,9976 89,9834
Simple Linear Regression 0,5803 610,8756 | 1556,9319 | 67,3239 84,8112
SMOreg 0,6598 481,4058 | 1414,1265 | 53,0552 77,0321
LAZY
IBK (K-nearest neighbor ) 0,6391 597,2745 | 1495,836 | 65,8249 81,4831
KStar 0,5621 527,3596 | 1707,526 | 58,1197 93,0146
LWL 0,7852 513,1837 | 1320,6153 | 56,5574 71,9383
META
Additive Regression 0,8095 471,6203 | 1169,6529 | 51,9767 63,7149
Attribute Selected Classifier 0,7766 480,6095 | 1266,5644 | 52,9674 68,994
Bagging 0,6842 615,7212 | 1427,0346 | 67,8579 77,7353
CVParameter Selection 0,7624 547,2516 | 1288,8028 | 60,312 70,2054
Multi Schema 0,759 527,6654 | 1317,3837 | 58,1534 71,7622
Random Comittee 0,7722 529,8123 | 1303,0491 58,39 70,9814
Randomizable Fitered Classifer 0,541 570,3308 | 1525,4542 | 62,8555 83,0965
Random SubSpace 0,6095 649,4035 | 1470,7424 71,57 80,1162
Regresiyon By Discretization 0,7482 555,2121 | 1348,4807 | 61,1893 73,4562
Weighted Instances  Handler 0,7624 547,2516 | 1288,8028 | 60,312 | 70,2054
Wrapper
MISC
Input Maped Classifier 0,7624 547,2516 | 1288,8028 | 60,312 70,2054
RULES
Decision Table 0,3947 616,2634 | 1785,8066 | 67,9177 97,2788
M5 Rules 0,7657 603,709 | 1289,9993 | 66,5341 70,2705
TREE
Desicion Stump 0,4596 717,5814 | 1673,7058 | 79,0838 91,1723
M5P 0,6843 517,3589 | 1334,687 | 57,0175 72,7048
Random Forest 0,7624 547,2516 | 1288,8028 | 60,312 70,2054
Random Tree 0,37 688,7117 | 1840,2042 | 75,9021 100,242
REP Tree 0,0902 787,8688 | 1904,8964 | 86,8301 103,766

Tablo 4.1 incelendiginde, 471,6203 MAE, 1169,6529 RMSE, %51,9767 RAE, %63,7149

RRSE hata oranlar1 ve 0,8095 korelasyon katsayisi ile en iyi tahmin sonucunu Additive
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Regression algoritmasi1 gerceklestirmistir. REP Tree tahmin algoritmasi 0,0902 korelasyon
katsayist ve 787,8688 MAE, 1904,8964 RMSE, %86,8301 RAE, %103 RRSE, hata pay1 ile en

kotii performansi sergilemistir.

Tablo 4.2: COCOMONASA’da tahmin algoritmalarinin performans dl¢iimleri.

COCOMONASA Veri Seti
ALGORITMALAR Olciitler

Korelasyon RAE RRSE
FONKSIiYONLAR Kkatsayisi MAE RMSE (%) (%)
Gaussian Processes 0,6387 269,4976 | 513,356 62,5047 77,0828
Linear Regression 0,7994 247,0464 | 431,768 | 57,2976 64,832
Multilayer Perceptron 0,8931 179,4526 | 310,3657 | 41,6205 | 46,6029
SMOreg 0,719 248,4012 | 462,9543 | 57,6118 | 69,5148
LAZY
IBK (K-nearest neighbor ) 0,5768 295,4267 | 590,2186 | 68,5184 | 88,6241
KStar 0,6772 220,4516 | 501,335 | 51,1294 | 75,2778
LWL 0,7779 210,3535 | 420,0186 | 48,7874 | 63,0678
META
Additive Regression 0,8317 200,551 | 367,676 | 46,5139 | 55,2083
Attribute Selected Classifier 0,8251 202,3599 | 392,3317 | 46,9334 | 58,9105
Bagging 0,7871 2227612 | 425,0947 | 51,6651 63,83
CVParameter Selection 0,8196 211,6876 | 403,4439 | 49,0968 60,579
Multi Schema 0,7818 217,0315 | 416,7733 | 50,3362 | 62,5805
Random Comittee 0,7813 217,802 | 422,6492 | 50,5149 | 63,4628
Randomizable Fitered Classifer 0,8825 148,6937 | 313,6628 | 34,4866 47,0979
Random SubSpace 0,6964 255,7131 | 474,6142 | 59,3076 | 71,2655
Regresiyon By Discretization 0,704 251,3443 | 470,4945 | 58,2944 70,647
Weighted Instances  Handler 0,8196 211,6876 | 403,4439 | 49,0968 | 60,579
Wrapper
MISC
Input Maped Classifier 0,8196 211,6876 | 403,4439 | 49,0968 60,579
RULES
Decision Table 0,4577 261,1296 | 609,2296 | 60,5639 | 91,4787
M5 Rules 0,9152 157,1147 | 263,9787 | 36,4397 | 39,6376
TREE
Desicion Stump 0,6981 303,2187 | 497,9172 | 70,3256 | 74,7646
M5P 0,922 150,9841 | 252,8864 | 35,0178 | 37,9721
Random Forest 0,8196 211,6876 | 403,4439 | 49,0968 60,579
Random Tree 0,7029 254,4593 | 519,1927 | 59,0168 | 59,0168
REP Tree 0,594 289,226 | 544,7618 | 67,0803 | 81,7985

Tablo 4.2 incelendiginde, 150,9841 MAE, 252,8864 RMSE, %35,0178 RAE, %37,9721 RRSE
hata oranlar1 ve 0,922 korelasyon katsayisi ile en i1yi tahmin sonucunu M5P algoritmasi
gergeklestirmistir. Decision Table algoritmasi 0,4577 korelasyon katsayis1 ve 261,1296 MAE,
609,2296 RMSE, %60,5639 RAE, %91,4787 RRSE hata pay1 ile en kotii performansi

sergilemistir.
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Tablo 4.3: COCOMONASA2’de tahmin algoritmalarinin performans dl¢timleri.

COCOMONASAZ? Veri Seti

ALGORITMALAR Olgiitler

Korelasyon RAE RRSE
FONKSIiYONLAR Kkatsayisi MAE RMSE (%) (%)
Gaussian Processes 0,5966 535,8033 | 1003,274 | 82,9528 87,8166
Linear Regression 0,7294 430,7269 | 826,1252 | 66,6849 72,3107
Multilayer Perceptron 0,6147 653,0797 | 1313,2285 | 101,1095 | 114,9468
SMOreg 0,425 737,3497 | 1368,5567 | 114,1562 | 119,7897
LAZY
IBK (K-nearest neighbor ) 0,659 445,7796 | 924,0382 | 69,0154 80,881
KStar 0,7091 376,3781 | 821,2064 | 58,2707 71,8801
LWL 0,8183 332,7218 | 652,8788 | 51,5118 57,1464
META
Additive Regression 0,7974 334,6625 | 682,1185 | 51,8123 59,7058
Attribute Selected Classifier 0,7168 379,1302 | 788,339 58,6968 69,0033
Bagging 0,7298 365,3964 | 778,686 56,5705 68,1583
CVParameter Selection 0,7415 365,1982 | 759,6982 | 56,5398 66,4963
Multi Schema 0,7392 370,4636 | 761,003 57,355 66,6105
Random Comittee 0,7595 358,2204 | 739,3583 | 55,4595 64,716
Randomizable Fitered Classifer 0,7158 371,1652 | 789,8391 | 57,4636 69,1346
Random SubSpace 0,6729 407,627 | 835,7404 | 63,1086 73,1523
Regresiyon By Discretization 0,7069 424,2558 | 799,3404 | 65,6831 69,9662
Weighted Instances Handler Wrapper 0,7415 365,1982 | 759,6982 | 56,5398 66,4963
MISC
Input Maped Classifier 0,7415 365,1982 | 759,6982 | 56,5398 66,4963
RULES
Decision Table 0,2525 564,7407 | 1186,1157 | 87,4329 | 103,8206
M5 Rules 0,7042 360,4728 | 805,1669 | 55,8082 70,4762
TREE
Desicion Stump 0,4183 567,6411 | 1063,2781 | 87,8819 93,0687
M5P 0,7171 348,3774 | 788,2642 | 53,9356 68,9967
Random Forest 0,7415 365,1982 | 759,6982 | 56,5398 66,4963
Random Tree 0,4882 459,4538 | 1016,6788 | 71,1324 88,9898
REP Tree 0,3464 540,5725 | 1094,5921 | 83,6912 95,8096

Tablo 4.3 incelendiginde, 332,7218 MAE, 652,8788 RMSE, %51,5118 RAE, %57,1464 RRSE
hata oranlar1 ve 0,8183 korelasyon katsayisi ile en iyi tahmin sonucunu LWL algoritmasi
gerceklestirmistir. Decision Table algoritmasi 0,2525 korelasyon katsayisi ve 564,7407 MAE,
1186,1157 RMSE, 87,4329 RAE, 103,8206 RRSE hata pay1 ile en kotii performansi
sergilemistir. WEKA programinda, Meta grubundaki biitlin algoritmalar, Lazy grubundaki
LWL algoritmas1 ve Rules grubundaki Input Mapped Classifier algoritmasi parametre olarak
bir smiflandirma algoritmas: almaktadir. Bu algoritmalarin  6zellikler penceresinden

smiflandirma 6zelligi degistirilerek daha iyi tahmin sonuglari elde edilebilmektedir. Yazilim

projelerinin maliyet tahmini igin kullamlan MO algoritmalarinin parametre degerleri
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degistirilerek olabilecek biitiin olasiliklar denenmistir. COCOMO81, COCOMONASA ve
COCOMONASA? veri setleri iizerinde gerceklestirilen testlerin en iyi tahmin sonuglari
korelasyon katsayisi ve RAE hata payi ile Tablo 4.4, Tablo 4.5 ve Tablo 4.6’da belirtilmistir.

Tablo 4.4: COCOMOS81‘de algoritmalarin en iyi tahmin sonuglari.

COCOMO81 veri seti

ALGORITMA Parametre olgrak verilen Korelasyon RAE

algoritma katsayisi (%)
LWL Random Comittee 0,8331 54,4355
Additive Regression Random Comittee 0,8282 49,6681
Attribute Selected Classifier Random Comittee 0,8656 50,3006
Bagging Random Comittee 0,7235 63,8393
CVParameter Selection Random Comittee 0,8764 48,5789
Multi Schema Random Comittee 0,8529 52,0718
Random Comittee Random Comittee 0,8764 48,5789
Randomizable Fitered Classifer IBK (K-nearest neighbor) 0,7722 57,5024
Random SubSpace Random Comittee 0,7109 63,5379
Regresiyon By Discretization Multilayer Perceptron 0,8547 56,89
Weighted Instances bggicr Random Comittee 0,8227 51,606
Wrapper
Input Maped Classifier Random Comittee 0,8764 48,5789

Tablo 4.4 incelendiginde tahmin algoritmasina smiflandirma parametresi olarak Random
Committee algoritmasinin verilmesi ile en 1yi tahmin sonucunun elde edildigi goriilmiistiir.
Random Committee, CVParemeter Selection ve Input Maped Classifier algoritmalar1 0,8764
korelasyon katsayisit ve %48,5789 RAE hata pay: ile en iyi tahmin sonucunu vermistir.
Bu durum su sekilde elde edilmistir: yazilim maliyet tahmini i¢in secilen algoritmanin 6zellikler
penceresinden classifier 06zelligi i¢in olabilecek biitiin algoritmalar parametre olarak
denenmistir. COCOMOS8I veri seti lizerinde en 1yi tahmin sonucunun tahmin algoritmasi olarak
Random Committee, classifier 6zelliginin de Random Committee secilmesi ile elde edildigi

belirlenmistir.
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COCOMONASA

. Parametre olarak verilen Korelasyon RAE
ALGORITMA algoritma katsayisi (%)
LWL Linear Regression 0,8945 43,6739
Additive Regression M5P 0,9371 31,7645
Attribute Selected Classifier Multilayer Perceptron 0,8963 36,8339
Bagging M5P 0,9175 29,0556
CVParameter Selection M5P 0,922 35,0178
Multi Schema M5P 0,922 35,0178
Random Comittee Randomizable Fitered Classifer 0,924 34,0002
Randomizable Fitered Classifer SMOreg 0,9161 30,4218
Random SubSpace Regresiyon By Discretization 0,817 64,1904
Regresiyon By Discretization Randomizable Fitered Classifer 0,8309 60,419
Weighted Instances Handler M5P 0,022 35,0178
Wrapper
Input Maped Classifier M5P 0,922 35,0178

Tablo 4.5 incelendiginde tahmin algoritmasina smiflandirma parametresi olarak MS5P

algoritmasinin verilmesi ile en 1yi tahmin sonucunun elde edildigi goriilmiistiir. Additive

Regression algoritmasi 0,9371 korelasyon katsayist ve %31,7645 RAE hata payi ile en iyi

tahmin sonucunu vermistir. En iyi tahmin sonucunun elde edilebilmesi i¢in se¢ilen algoritmanin

ozellikler penceresinden classifier dzelligi i¢in olabilecek biitiin algoritmalar parametre olarak

denenmistir. COCOMONASA veri seti lizerinde en 1yl tahmin sonucunun tahmin algoritmasi

olarak Additive Regression, classifier 6zelliginin de MS5P segilmesi ile elde edildigi

belirlenmistir.

Tablo 4.6: COCOMONASA?2 ‘de algoritmalarin en iyi tahmin sonuglari.

COCOMONASA?2

Parametre olarak verilen Korelasyon RAE
ALGORITMA algoritma Katsayisi (%)
LWL Random Comittee 0,8309 50,4804
Additive Regression Random Forest 0,7974 51,8123
Attribute Selected Classifier Random Comittee 0,774 56,0921
Bagging Random Tree 0,7605 53,6467
CVParameter Selection Random Comittee 0,783 54,5614
Multi Schema Random Comittee 0,7923 55,2471
Random Comittee Random Tree 0,783 54,5614
Randomizable Fitered Classifer Random Comittee 0,8043 53,5075
Random SubSpace Random Forest 0,6729 63,1086
Regresiyon By Discretization Random Comittee 0,7793 64,1228
Weighted Instances Handler Random Comittee 0,7881 54,7878
Wrapper
Input Maped Classifier Random Comittee 0,783 54,5614
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Tablo 4.6 incelendiginde tahmin algoritmasina siniflandirma parametresi olarak Random
Committee algoritmasinin verilmesi ile en iyi tahmin sonucunun elde edildigi goriilmiistiir.
LWL algoritmast 0,8309 korelasyon katsayist ve %50,4804 RAE hata payi ile en iyi tahmin
sonucunu vermistir. En 1yl tahmin sonucunun elde edilebilmesi i¢in secilen algoritmanin
Ozellikler penceresinden classifier 6zelligi i¢in olabilecek biitiin algoritmalar parametre olarak
denenmistir. COCOMONASA? veri seti lizerinde en iyi tahmin sonucunun tahmin algoritmasi
olarak LWL, classifier o6zelliginin de Random Committee segilmesi ile elde edildigi

belirlenmistir.

4.2. WEKA OZNITELIK SECIM ALGORITMALARI ILE PERFORMANS
DEGERLENDIRMESI

Calismanin bu kisminda PROMISE veri deposundan alinan, Albrecht, Finnish, Kemerer,
Maxwell, China, COCOMONASA ve Miyazaki94 veri setleri {lizerinde oznitelik segimi
yapilarak yazilim maliyet tahmini yapilmistir. Oznitelik secimi, verilerin 6n islemden
gecirildigi sirada siniflandiricinin dogrulugunu ve performansini artirmak amaciyla ilgisiz ve
gereksiz Ozniteliklerin atilmas1 ve verilerin giiriiltiiden temizlenmesi islemidir. Oznitelik
secimi, mevcut Ozniteliklerin bir alt kiimesini olustururken veriler iizerinde herhangi bir
dontisiim gergeklestirmez (Giliven Aydin, 2021). Literatiirde Oznitelik se¢imi i¢in farkl
yontemler gelistirilmistir. Bu yontemlerin bazilari tezin 6nceki boliimlerinde agiklanmistir. Bu
calismada Oznitelik se¢im yontemi olarak WEKA programi igerisinde bulunan CfsSubsetEval,
arama metodu olarak GeneticSearch ve PSOSearch tercih edilmistir. Olusturulan bu modelde
amag, yazilim maliyet tahmini yapilirken kullanilan hazir veri setleri iizerinde Oznitelik

se¢iminin maliyet tahminine olan etkisinin arastirilmasidir.
4.2.1. CfsSubsetEval Oznitelik Secim Algoritmasi

En etkili 6zniteliklerden olusan 6znitelik alt kiimelerinin olusturulmasi igin WEKA ortaminda
bulunan CfsSubsetEval kullanilmistir. CfsSubsetEval, 6znitelik alt kiimelerini korelasyona
dayali sezgisel degerlendirme islevine gore siralayan basit bir filtre algoritmasidir. En iyi
Oznitelik alt kiimesini korelasyon yardimi ile bulur. Bu algoritma sinifla yiiksek diizeyde iliskili
olan ve birbirleriyle iligkisiz 6znitelikler iceren alt kiimeleri degerlendirir. Alakasiz olan

Oznitelikler siifla diisiik korelasyona sahip olacagindan goz ardi edilir. Algoritma sinifla
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yiiksek korelasyonlu, kendi aralarinda diisiik korelasyonlu 6znitelikleri secer. Bunu da arama
algoritmalarina gonderdigi metrik ile yapar. CfsSubsetEval bir arama yontemi degildir, bunun
yerine arama algoritmalarina 6znitelik alt kiimesinin etkinligini degerlendirmek i¢in bir metrik
Onerir. Algoritmanin temelinde ¢ikt1 sinifiyla yiiksek oranda iliskili ancak birbiriyle iligkisiz
Ozelliklere sahip iyi bir 6znitelik alt kiimesi olusturmak yatmaktadir (Hall, 1999; Ebren Kara
ve Samli, 2021). CfsSubsetEval, herhangi bir aggdzlii veya meta-sezgisel arama yaklasimiyla
kullanilabilir. Bu ¢alismada CfsSubsetEval, GeneticSearch ve PSOSearch algoritmalar ile

kullanilmustir.

4.2.2. Albrecht, Finnish, Kemerer, Maxwell ve Miyazaki94 Veri Setleri Simiilasyon

Sonuclan

Burada WEKA ortaminda, PROMISE veri deposundan temin edilen Albrecht, Finnish,
Kemerer, Maxwell ve Miyazaki94 veri setleri kullanilmistir. Veri setlerine WEKA’da bulunan
baz1 algoritmalar ve Genetik Programlama uygulanmistir,. WEKA’ nin en son siiriimlerinde
Genetik Programlama mevcut olmadigindan Genetik Programlama’nin dahil edilebilmesi i¢in
WEKA’nin 3.4.12 siiriimi kullanilmistir. WEKA ortaminda bulunan algoritmalar varsayilan
ayarlar ile veri setleri lizerinde iki sekilde ¢alistirilmistir. Ilkinde, herhangi bir 6znitelik secimi
yapilmadan ham veri seti iizerinden algoritmalar 10 kat ¢apraz dogrulama ile ¢alistirilmistir.
Ikincisinde, her veri seti iizerinde ilk 6nce GA kullanilarak dznitelik se¢imi gergeklestirilmistir.
Veri setlerine uygulanan 6znitelik se¢iminden sonra bazi 6znitelikler (bulgular boliimiinde
secilen Oznitelikler verilmistir.) veri setlerinden kaldirilmistir. Genetik Programlama her
calistirlldiginda farkli bir sonu¢ vermektedir bu yiizden algoritmanin performans degerleri
incelenirken farkli bir yontem uygulanmistir. GA olasiliksal, stokastik, kiiresel arama
algoritmasidir; bu nedenle her popiilasyonun her bireyinin, her yiiriitme sirasinda arama alani
boyunca farkli bir yoriinge gerceklestirmesi ve popiilasyonun ¢oklu (alt) optimal ¢éziimlere
yaklasmas1 beklenmektedir. Bir GA’y1 tekrar tekrar yliriiterek bir dizi optimal ¢oziim
toplanabilir. Algoritmanin performans degerlendirmesinde ortalama degeri hesaplamak
yanlistir ¢linkii benzer uygunluk degerine sahip iki alt optimal ¢6ziim tamamen farkli bir yapiya
sahip olabilir, boylece ortalama deger arama uzayinin uygun olmayan bir bolgesine karsilik
gelebilir (Ebren Kara ve Samli, 2021). Bundan dolayr Genetik Programlama 15 defa

calistirilarak uygunluk degerine gore en uygun sonug secilmistir. Albrecht veri setine
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WEKA’nin select attributes meniisii altindaki CfsSubsetEval ve GeneticSearch uygulanarak
Oznitelik sayis1 8'den 3'e diistiriilmistiir. GA uygulanarak Output, Inquiry, RawFPcounts
Oznitelikleri secilmistir. Bagimli 6znitelik olan Effort da eklenerek 6znitelik sayis1 4 olarak
belirlenmistir. Algoritmalar veri seti lizerinde 6znitelik se¢cimi yapilmadan ve se¢im yapildiktan

sonra calistirilmistir ve performans degerleri Tablo 4.7°de gosterilmistir.

Tablo 4.7: Albrecht veri setinde 6znitelik segimi.

Albrecht veri seti

GA ile 6znitelik se¢imi
ALGORITMALAR Oznitelik secimi yapilmadan énce (6znitelik sayis1 8’den 3’e
diisiiriildiigiinde)
FONKSIYONLAR Korelasyon MAE RAE (26) | forelasyon |\, ¢ RAE (%)
katsayisi katsayisi
Gaussian Processes 0,6529 15,8737 77,8508 0,8847 21,7193 106,52
Linear Regression 0,9062 8,9952 44,116 0,9286 8,2725 40,5716
Multilayer Perceptron 0,7543 12,0558 59,1265 0,9351 7,2164 35,3922
Simple Linear Regression 0,8598 9,9098 48,6014 0,8598 9,9098 48,6014
SMOreg 0,8139 11,7115 57,4375 0,8986 10,2052 50,0501
LAZY
IBK 0,9406 6,1917 30,3663 0,9429 6,5333 32,042
KStar 0,8518 8,5702 42,0317 0,934 6,9165 33,9211
LWL 0,8741 9,5116 46,6483 0,9003 8,0443 39,4522
META
Additive Regression 0,8653 9,8845 48,4775 0,9162 7,1197 34,9177
Bagging 0,8263 13,2655 65,0593 0,9082 11,1858 54,8594
Random Committee 0,9611 5,8819 28,847 0,9474 5,9019 28,9454
Randomizable Fitered 0,9416 6,5083 31,9194 0,9495 6,525 32,0011
Classifer
RandomSubSpace 0,4334 14,3141 70,2019 0,6672 12,7241 62,4039
RegresiyonByDiscretization 0,4337 16,1353 79,1337 0,8325 10,7695 52,818
RULES
Decision Table 0,6937 9,9449 48,7735 0,6894 9,9155 48,6296
M5Rules 0,8921 8,0587 39,5231 0,8751 8,3984 41,189
TREE
Desicion Stump 0,5145 13,785 67,6072 0,8877 8,9221 43,7575
M5P 0,8325 8,4905 41,6406 0,9422 7,0326 34,4907
Random Forest 0,9406 7,6828 37,6795 0,9585 6,3113 30,953
Random Tree 0,471 13,4589 66,0076 0,8631 9,2799 45,512
REP Tree 0,5834 14,9504 73,3225 0,5425 14,7469 72,3244
Genetic Programming 0,8595 11,378 15,7919 0,9035 15,277 74,927

En iyi performansi, 6znitelik se¢cimi yapilmadan 6nce Random Committee, se¢im yapildiktan
sonra Random Forest gdstermistir. Oznitelik secimi yapilmadan &nce en kétii performansi
RegresiyonByDiscretization gosterirken 6znitelik se¢imi yapildiktan sonra en kotii performansi
REP Tree algoritmast gostermistir. Genel olarak algoritmalarin performans degerleri

incelendiginde 6znitelik se¢ciminin yapilmasi biitiin algoritmalarda olumlu bir etki yaratmigtir.
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Tablo 4.8: Finnish veri setinde 6znitelik se¢imi.

Finnish veri seti

GA ile oznitelik se¢imi

ALGORITMALAR Oznitelik secimi yapilmadan once (0znitelik sayis1 9°dan 4’e
diisiiriildiigiinde)
FONKSIYONLAR Korelasyon MAE RAE (26) | forelasyon |y, ¢ RAE (%)
katsayisi katsayisi
Gaussian Processes 0,8597 0,5691 55,6165 0,8443 0,5886 57,5203
Linear Regression 0,9607 0,254 24,8268 0,9607 0,254 24,8268
Multilayer Perceptron 0,9575 0,2297 22,4464 0,9853 0,1376 13,4468
Simple Linear Regression 0,8811 0,4586 44,8219 0,8811 0,4586 44,8219
SMOreg 0,962 0,2341 22,8759 0,9702 0,2213 21,6292
LAZY
IBK 0,7697 0,539 52,6711 0,934 0,3142 30,7074
KStar 0,9889 0,1344 13,1344 0,9923 0,1127 11,0156
LWL 0,8808 0,4707 46,0022 0,8934 0,4379 42,7989
META
Additive Regression 0,9467 0,3197 31,2479 0,9507 0,3009 29,4097
Bagging 0,9801 0,1747 17,074 0,9857 0,1532 14,967
Random Committee 0,9797 0,1743 17,0383 0,9922 0,1072 10,4756
Rendomizable Fitered 0,8736 0,4171 40,7633 0,9396 0,311 30,3062
RandomSubSpace 0,9239 0,3752 36,6703 0,9457 0,2945 28,7796
RegresiyonByDiscretization 0,9748 0,216 21,1073 0,985 0,1899 18,5577
RULES
Decision Table 0,8788 0,3802 37,1524 0,8788 0,3802 37,1524
M5Rules 0,9876 0,1414 13,8139 0,9833 0,1475 14,4124
TREE
Desicion Stump 0,8618 0,513 50,1362 0,8618 0,513 50,1362
M5P 0,9692 0,2146 20,9732 0,9715 0,2158 21,0941
Random Forest 0,9818 0,1649 16,1147 0,9942 0,0976 9,5354
Random Tree 0,9029 0,3654 35,7136 0,9922 0,1072 10,4756
REP Tree 0,9752 0,195 19,0542 0,9829 0,1779 17,3849
Genetic Programming 0,2286 1,5542 151,8817 0,3959 1,322 129,1927

Finnish veri setine, WEKA’nin select attributes meniisii altindaki CfsSubsetEval ve
GeneticSearch uygulandiginda veri setinde bulunan 9 6znitelikten 4 tanesi secilmistir. Bunlar
dev.effhrs, FP, prod, Insize dznitelikleridir. Oznitelik alt kiimesine, bagimli 6znitelik olan Ineff
Ozniteligi de eklendiginde Oznitelik sayist 5’e¢ c¢ikmistir. WEKA ortaminda bulunan
algoritmalar, Finnish veri setine 6znitelik se¢imi uygulanmadan once ve Oznitelik se¢imi
uygulandiktan sonra ¢alistirilmistir. Algoritmalarin buldugu tahmin sonuglar1 Tablo 4.8’de
belirtilmistir. Tablo 4.8 incelendiginde, 6znitelik se¢iminden Once yapilan en iyi tahmin
sonucunu KStar algoritmast bulurken 6znitelik se¢iminden sonra en iyi tahmin sonucunu
Random Forest algoritmasi bulmustur. Veri setine uygulanan algoritmalar arasindan Genetic

Programming algoritmasi kotii bir performans sergilemistir.
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Tablo 4.9: Kemerer veri setinde dznitelik se¢imi.

Kemerer veri seti

GA ile 6znitelik se¢imi

ALGORITMALAR Oznitelik secimi yapilmadan once (0znitelik sayis1 8’den 4’e
diisiiriildiigiinde)
FONKSIYONLAR Korelasyon MAE RAE (26) | forelasyon |y, ¢ RAE (%)
katsayisi katsayisi
Gaussian Processes 0,2401 173,4761 107,7937 0,2705 161,1668 100,145
Linear Regression 0,3692 173,2407 107,6474 0,3425 190,2161 118,1955
Multilayer Perceptron 0,3511 129,4589 80,4425 0,3277 150,4623 93,4935
Simple Linear Regression 0,3516 173,231 107,6414 0,3516 173,231 107,6414
SMOreg 0,5737 114,3301 71,0419 0,6946 96,4073 59,9051
LAZY
IBK 0,4665 142,054 88,2688 0,336 160,028 99,4374
KStar 0,5589 134,6747 83,6835 0,6219 124,3199 77,2492
LWL 0,6673 131,4466 81,6776 0,2476 170,0038 105,6361
META
Additive Regression 0,4744 146,6895 91,1492 0,4048 139,608 86,7489
Bagging 0,1277 185,4463 115,2317 0,117 180,8072 112,3491
Random Committee 0,3253 142,7104 88,6767 0,1869 169,0092 105,0181
Rendomizable Fitered 0,689 1211073 | 752531 04886 | 1384607 | 86,036
RandomSubSpace 0,0247 144,782 89,9639 -0,0377 148,1961 92,0854
RegresiyonByDiscretization 0,2989 177,4283 110,2495 0,2962 177,4659 110,2729
RULES
Decision Table 0,102 144,9955 90,0966 0,3026 176,223 109,5005
M5Rules 0,3244 182,0525 113,1229 0,3385 188,2263 116,9591
TREE
Desicion Stump 0,7835 138,6838 86,1746 0,2151 177,1265 110,062
M5P 0,3291 176,3236 109,5631 0,3385 188,2263 116,9591
Random Forest 0,3532 129,0567 80,1926 0,2925 143,9352 89,4377
Random Tree -0,0271 250,9131 155,9111 0,329 163,9313 101,8628
REP Tree -0,3027 195,5944 121,5375 -0,3027 195,5944 121,5375
Genetic Programming 0,5299 207,0738 128,6705 0,6505 140,4516 87,2731

Kemerer veri setine, WEKA’nin select attributes meniisii altindaki CfsSubsetEval ve
GeneticSearch uygulandiginda veri setinde bulunan 8 6znitelikten 4 tanesi secilmistir. Bunlar
ID, Language, KSLOC, AdjFP 6znitelikleridir. Oznitelik alt kiimesine, bagimli 6znitelik olan
EffortMM o6zniteligi de eklendiginde 6znitelik sayisi 5’e ¢cikmistir. WEKA ortaminda bulunan
algoritmalar, Kemerer veri setine Oznitelik se¢imi uygulanmadan ve Oznitelik secimi
uygulandiktan sonra ¢alistirilmistir. Algoritmalarin buldugu tahmin sonuglar1 Tablo 4.9°da
belirtilmistir. Tablo 4.9 incelendiginde, 6znitelik se¢ciminden Once en iyi tahmin sonucunu
0,7835 korelasyon katsayisi ve %86,1746 RAE hata pay1 ile Desicion Stump algoritmasi
bulmustur. Oznitelik seciminden sonra en iyi tahmin sonucunu SMOreg algoritmas: bulmustur.

Veri setine uygulanan algoritmalar arasindan Random Tree algoritmasi Oznitelik se¢imi
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yapilmadan 6nce en kotii tahmin sonucunu bulurken 6znitelik se¢cimi yapildiktan sonra en kotii

tahmin sonucunu REP Tree algoritmasi bulmustur.

Tablo 4.10: Maxwell veri setinde dznitelik segimi.

Maxwell veri seti

GA ile oznitelik se¢cimi
ALGORITMALAR Oznitelik secimi yapilmadan énce (6znitelik sayis1 27°den 19’a
diisiiriildiigiinde)
FONKSIYONLAR Korelasyon MAE RAE (%) | orelasyon |y, p RAE (%)
katsayisi katsayisi
Gaussian Processes 0,783 3925,0493 62,4734 0,787 3933,8702 62,6138
Linear Regression 0,8085 4157,5897 66,1746 0,8544 3395,0666 54,0379
Multilayer Perceptron 0,7641 4764,3788 75,8327 0,816 4146,3094 65,9951
Simple Linear Regression 0,8023 3952,8465 62,9158 0,8023 3952,8465 62,9158
SMOreg 0,8191 3812,9653 60,6894 0,818 3522,3771 56,0642
LAZY
IBK 0,463 5517,129 87,8139 0,7593 44946774 71,5399
KStar 0,7336 4618,2302 73,5065 0,8596 4078,3244 64,913
LWL 0,6089 5340,3849 85,0007 0,5866 5163,7796 82,1897
META
Additive Regression 0,6875 5233,4509 83,2987 0,6882 5212,0729 82,9584
Bagging 0,7711 3949,1671 62,8573 0,7704 3898,5336 62,0514
Random Committee 0,7875 3991,4994 63,531 0,6924 4238,3461 67,46
Efgsi?f’:r'zab'e Fiteiey 0,7402 4411,4194 | 70,2147 08235 | 4289,5323 | 68,2747
RandomSubSpace 0,6696 4734,9648 75,3645 0,6474 4700,8192 74,821
RegresiyonByDiscretization 0,5893 5419,5948 86,2615 0,6092 5217,0333 83,0374
RULES
Decision Table 0,3139 5355,5581 85,2422 0,417 5060,9465 80,553
M5Rules 0,7497 3853,4535 61,3338 0,6528 4334,3177 68,9875
TREE
Desicion Stump 0,5893 5211,5585 82,9502 0,5893 5211,5585 82,9502
M5P 0,8175 3718,2692 59,1822 0,8092 3685,2814 58,6571
Random Forest 0,7612 3998,2174 63,638 0,7621 3827,5684 60,9218
Random Tree 0,569 5686,9672 90,5171 0,4398 5223,2222 83,1359
REP Tree 0,5801 4801,8161 76,4285 0,5781 4857,6179 77,3167
Genetic Programming 0,618 7700,821 122,5708 0,4508 8906,4934 141,761
Maxwell veri setine WEKA’nmin select attributes meniisii altindaki CfsSubsetEval ve

GeneticSearch uygulandiginda veri setinde bulunan 27 6znitelikten 19 tanesi se¢ilmistir. Bunlar
Syear, App, Har, Dba, Source, TO1, T02, T04, T06, TO7, TO8, T09, T10, T11, T13, T14,
Duration, Size, Time Oznitelikleridir. Oznitelik alt kiimesine, bagimli 6znitelik olan Effort
Ozniteligi de eklendiginde Oznitelik sayis1 20’ye c¢ikmistir. WEKA ortaminda bulunan
algoritmalar, Maxwell veri setine Oznitelik se¢cimi uygulanmadan once ve Oznitelik se¢imi
uygulandiktan sonra caligtirllmigtir. Algoritmalarin buldugu tahmin sonuglar1 Tablo 4.10°da
belirtilmistir. Tablo 4.10 incelendiginde, 6znitelik seciminden once yapilan en iyi tahmin

sonucunu SMOreg algoritmasi bulurken, 6znitelik segiminden sonra en iyi tahmin sonucunu



90

KStar algoritmasi bulmustur. Veri setine uygulanan algoritmalar arasindan Decision Table

algoritmasi en kotii performansi sergilemistir.

Tablo 4.11: Miyazaki94 veri setinde 6znitelik segimi.

Miyazaki94 veri seti

GA ile oznitelik se¢cimi

ALGORITMALAR Oznitelik secimi yapilmadan énce (0znitelik sayis1 9°dan 3’e
diisiiriildiigiinde)
FONKSIYONLAR Korelasyon MAE RAE (%) | orelasyon |y, p RAE (%)
katsayisi katsayisi
Gaussian Processes 0,5236 40,6054 107,9636 0,6259 40,1338 106,7099
Linear Regression 0,2921 35,3558 94,0057 0,7525 25,0961 66,7267
Multilayer Perceptron 0,7047 23,1496 61,5513 0,5197 39,5961 105,2801
SMOreg 0,6797 24,5578 65,2955 0,7918 21,5708 57,3536
LAZY
IBK 0,4348 31,7511 84,4213 0,7265 29,6426 78,8151
KStar 0,4618 30,737 81,7252 0,709 26,4487 70,3232
LWL 0,5493 25,8851 68,8246 0,7979 23,9224 63,6062
META
Additive Regression 0,6603 24,1608 64,24 0,7883 24,1991 64,3417
Bagging -0,3738 37,3717 99,3657 0,8862 24,33 64,6898
Random Committee 0,6058 28,5917 76,0211 0,7023 26,8618 71,4216
Féf‘;s‘i?fr:r'zab'e Fitered 0,3044 40,934 108,8375 0,6627 31,617 84,0649
RandomSubSpace 0,4785 32,9529 87,6169 0,7174 25,3419 67,3804
RegresiyonByDiscretization 0,5501 29,3266 77,9749 0,7638 26,075 69,3296
RULES
Decision Table 0,1314 36,1975 96,2438 0,1318 35,0326 93,1465
M5Rules -0,3381 36,6399 97,4199 0,6715 28,6709 76,2317
TREE
Desicion Stump 0,5295 26,1019 69,4011 0,7643 25,1587 66,8931
M5P -0,3381 36,6399 97,4199 0,7243 26,4012 70,1969
Random Forest 0,6743 29,9249 79,5658 0,7833 21,9777 58,4354
Random Tree 0,1814 40,9315 108,8307 0,6129 32,005 85,0966
REP Tree -0,4942 37,6102 100 0,4737 26,5315 70,5432
Genetic Programming 0,7579 38,001 101,039 0,6298 46,7985 124,4302

Miyazaki94 veri setine WEKA’nin select attributes meniisii altindaki CfsSubsetEval ve
GeneticSearch uygulandiginda veri setinde bulunan 9 6znitelikten 3 tanesi secilmistir. Bunlar
KLOC, FORM, FILE oznitelikleridir. Oznitelik alt kiimesine, bagimli 6znitelik olan MM
Ozniteligi de eklendiginde Oznitelik sayis1 4’e c¢ikmistir. WEKA ortaminda bulunan
algoritmalar, Miyazaki94 veri setine Oznitelik se¢imi uygulanmadan 6nce ve 6znitelik se¢imi
uygulandiktan sonra calistirilmistir. Algoritmalarin buldugu tahmin sonuglari Tablo 4.11°de
belirtilmistir. Tablo 4.11 incelendiginde, 6znitelik se¢ciminden 6nce yapilan en iyi tahmin
sonucunu Genetic Programming algoritmasi bulurken 6znitelik se¢iminden sonra en iyi tahmin

sonucunu Bagging algoritmast bulmustur. Veri setine uygulanan algoritmalar arasindan REP
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Tree algoritmasi Oznitelik se¢iminden Once en kotii tahmin sonucunu bulurken Oznitelik

seciminden sonra en kotii performanst Decision Table algoritmast gostermistir.
4.2.3. Maxwell, China ve COCOMONASA Veri Setleri Simiilasyon Sonuclari

Tez ¢alismasinin bu kisminda, 6znitelik se¢cim olarak GA ile PSO algoritmasinin kullanilmasi
sonucunda yazilim projelerinin maliyet tahmin sonuglar1 karsilastirilmistir. GeneticSearch ve
PSOSearch evrimsel meta sezgisel arama algoritmalaridir. Tez ¢aligmasi kapsaminda kullanilan
biitlin veri setlerine CfsSubsetEval altinda GeneticSearch ve PSOSearch algoritmalari 6znitelik
secim yontemi olarak uygulanmistir. Amag¢ GA ve PSO algoritmalari sayesinde yazilim maliyet
tahminini yapacak en etkili Oznitelikleri belirlemektir. Veri setlerinden Albrecht, Finnish,
Kemerer, Miyazaki94, COCOMO81 ve COCOMONASA?2 &znitelk se¢imi sonucunda ayni alt
kiimleri vermistir. Bu veri setleri ¢alismanin bu kismina dahil edilmemistir. Maxwell, China ve
COCOMONASA veri setlerine Oznitelik secim ydntemi olarak GA ile PSO algoritmasi
uygulandiginda farkl alt kiimeler olusturmustur. Bu veri setlerine MO algoritmalar1 3 farkli
sekilde uygulanmistir. Ilk énce ham veri setleri iizerinde herhangi bir 6znitelik se¢imi
yapilmadan, algoritmalar 10 kat ¢apraz dogrulama ile calistirilmistir, ikincisinde 6znitelik
se¢imi olarak GA kullanilarak elde edilen 6zniteliklerle, {igiinciisiinde 6znitelik se¢imi olarak
PSO algoritmasi uygulanarak elde edilen ozniteliklerle uygulanmigtir. Uygulamalar WEKA
programinda varsayilan ayarlar ile yapilmistir. Elde edilen bulgular Tablo 4.12, Tablo 4.13 ve
Tablo 4.14’te belirtilmistir.
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Tablo 4.12: Maxwell veri setine farkli 6znitelik yontemlerinin uygulanmasi.

Maxwell veri seti

Oznitelik secimi yapilmadan

GA ile oznitelik se¢imi

PSO ile oznitelik se¢imi

ALGORITMALAR . (0znitelik sayis1 27°den 19’a (6znitelik sayis1 27°den 15’e
once diisiiriildiigiinde) diisiiriildiigiinde)
FONKSIYONLAR Korelasyon | MAPE | RAE Korelasyon | MAPE | RAE Korelasyon | MAPE RAE
katsayisi (%) katsayisi (%) katsayisi (%)

Gaussian Processes 0,783 1,0681 | 62,4734 0,787 1,0681 | 62,6138 | 0,8034 | 1,0562 | 60,6559
Linear Regression 0,085 | 1,0848 | 66,1746 | 0,8544 0,735 | 54,0379 0,335 0,8264 | 56,5101
Multilayer Perceptron 0,7641 | 1,2569 | 75,8327 0,316 1,2322 | 65,9951 0,712 1,4635 | 82,3826
Simple Linear Regression 0,8023 | 0,6863 | 62,9158 | 0,8023 | 0,6863 | 62,9158 | 0,8023 | 0,6863 | 62,9158
SMOreg 08191 | 0,9379 | 60,6894 0,818 0,6903 | 56,0642 | 0,8361 | 0,5424 | 50,7562
LAZY
IBK 0,463 1,0379 | 87,8139 | 0,7593 0,987 | 71,5399 | 0,7432 | 0,9711 | 77,1675
KStar 07336 | 0,8179 | 73,5065 | 0,8596 | 0,7644 | 64,913 0,85 0,5755 | 64,3137
LWL 0,6089 | 1,3038 | 85,0007 | 0,5866 1,26 | 82,1897 | 06293 | 1,2116 | 77,2602
META
Additive Regression 0,6875 | 0,8649 | 83,2087 | 10,6882 | 0,8577 | 82,9584 | 10,6948 | 0,7775 | 79,4345
Bagging 0,7711 | 0,9636 | 62,8573 | 10,7704 | 0,9397 | 62,0514 | 0,7738 | 0,0119 | 61,1296
Random Committee 0,7875 | 0,8509 | 63,531 06924 | 0,8024 | 67,46 0,749 0,7249 | 61,4333
E?:s‘iffg‘r'zab'e Fitered 07402 | 0,7931 | 702147 | 0,8235 | 0,9866 | 68,2747 | 0,7588 | 0,9414 | 75,6192
RandomSubSpace 0,6696 | 1,3822 | 75,3645 | 0,6474 | 1,2193 | 74,821 0,7885 | 1,2611 | 68,5983
RegresiyonByDiscretization | 0,5893 | 1,1059 | 86,2615 | 0,6092 | 1,1146 | 83,0374 | 0,4559 | 0,9882 | 92,8163
RULES
Decision Table 03139 | 1,1923 | 85,2422 0,417 0,8807 | 80,553 02688 | 1,1403 | 86,5602
M5Rules 0,7497 | 0,9477 | 61,3338 | 0,6528 | 0,7843 | 68,9875 | 0,7265 | 0,8311 | 63,0235
TREE
Desicion Stump 0,5893 | 1,4398 | 82,9502 | 10,5803 | 1,4398 | 82,0502 | 05893 | 1,4398 | 82,9502
M5P 08175 | 0,9478 | 59,1822 | 10,8092 | 0,7365 | 58,6571 0,834 0,8132 | 58,1623
Random Forest 07612 | 1,0024 | 63,638 07621 | 0,8315 | 60,9218 | 0,7916 | 0,7674 | 58,1876
Random Tree 0,569 1,0298 | 90,5171 | 0,4398 | 0,7481 | 83,1359 0,613 0,8036 | 81,9882
REP Tree 0,5801 | 0,9835 | 76,4285 | 05781 | 1,0380 | 77,3167 | 05809 | 0,9821 | 76,2101

Tablo 4.12 incelendiginde Maxwell veri setine WEKA nin select attributes meniisii altindaki

CfsSubsetEval ve GeneticSearch uygulandiginda veri setinde bulunan 27 6znitelikten 19 tanesi
secilmistir. Secilen 6znitelikler Syear, App, Har, Dba, Source, TO1, T02, T04, T06, TO7, TOS,
T09,T10,T11, T13, T14, Duration, Size, Time olmustur. Maxwell veri setine WEKA 'nin select

attributes mentisii altindaki CfsSubsetEval ve PSOSearch uygulandiginda veri setinde bulunan

27 oznitelikten 15 tanesi secilmistir. Secilen 6znitelikler Syear, Har, Dba, T02, T03, T07, TOS,
T09, T10, T11, T13, T14, Duration, Size, Time olmustur. Tablo 4.12 incelendiginde veri seti

tizerinde 6znitelik se¢iminin yapilmasi algoritmalarin ¢ogunda hata oranlarini diisiiriirken ¢ok

azinda ayni kalmistir. PSO algoritmasi uygulanarak elde edilen 6zniteliklerle yapilan tahmin

sonuglart GA’ya gore cogunlukla hata oranlar1 daha diisiik korelasyon katsayilar1 daha yiiksek

cikmustir.
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Tablo 4.13: China veri setine farkli znitelik yontemlerinin uygulanmasi.

China veri seti

Oznitelik secimi yapilmadan

GA ile oznitelik se¢imi

PSO ile 6znitelik se¢cimi

ALGORITMALAR e (6znitelik sayis1 19°dan 9’a (6znitelik sayis1 19’dan 8’e
once e es_ssd yes e es e _eeq Fes s ee
diisiiriildiigiinde) diisiiriildiigiinde)
FONKSIYONLAR | OTelasyon |\ oe | pag(or) | KOPElasYON | ape | RAE(96) | KOTEIBSYON | \1apE | RAE(96)
katsayisi katsayisi katsayisi
Gaussian Processes 0,9532 2,0857 | 43,9852 0,9534 2,1105 | 44,6892 0,9516 2,1247 | 45,5934
Linear Regression 0,9889 02253 | 9,809 0,9859 0,241 | 11,1281 0,986 0,2023 | 10,6966
Multilayer 0,9733 0274 | 12,4698 09746 | 02834 | 13,4426 09767 | 0,3436 | 13,8993
Perceptron
gggfggs'i-c:ﬂear 09833 | 0,1447 | 11,1943 09833 | 0,1447 | 11,1943 09833 | 0,1447 | 11,1943
SMOreg 0,9897 0,0967 | 7,3095 0,9847 0,1318 | 9,6896 0,9853 0,1366 | 9,7544
LAZY
IBK 0,8918 0,6125 | 42,4638 0,9076 0,6515 | 39,0501 0,9081 0,7697 | 40,5442
KStar 0,9646 0,1902 | 16,9892 0,9726 0,1733 | 14,6867 0,9717 0,1931 | 14,2883
LWL 0,8351 2,1625 | 59,5587 0,848 2,109 | 57,5662 0,8484 2,1304 | 57,7314
META
Additive Regression 0,9336 0,7246 | 31,5019 0,9426 0,6305 | 28,5508 0,9426 0,6305 | 28,5508
Bagging 0,9605 0,192 | 13,8374 0,9596 0,1924 | 14,0416 0,9597 0,1923 | 14,035
Random Comittee 09474 | 0,2595 | 18,3457 0,9555 0,2485 | 16,3949 0,96 0,2726 | 17,5369
Randomizable 0,9669 0,2735 | 17,9285 0,9516 0,3073 | 21,2019 0,9293 0,4459 | 27,1662
Fitered Classifer
Random SubSpace 0,9383 0,4835 | 22,9068 0,9395 0,6165 | 255068 0,9023 0,9952 | 37,729
Regresiyon By 0,9519 1,5141 | 36,5418 0,9423 1,5147 | 37,3399 0,9426 1,5142 | 37,2662
Discretization
RULES
Decision Table 0,9292 1,4551 | 36,0382 0,9292 1,4551 | 36,0382 0,9292 1,4551 | 36,0382
M5 Rules 0,977 0,1237 | 11,1973 0,9762 0,1457 | 11,2756 0,9763 0,1257 | 10,9405
TREE
Desicion Stump 0,8155 2,3497 | 62,2355 0,8155 2,3497 | 62,2355 0,8155 2,3497 | 62,2355
M5P 0,9842 0,1239 | 10,6158 0,984 0,1452 | 10,8488 0,9832 0,1243 | 10,5864
Random Forest 0,9591 0,2522 | 15,0747 0,9584 0,2557 | 15,6308 0,9602 0,2943 | 15,7784
Random Tree 0,9283 0,3468 | 254871 0,8726 0,3424 | 28,5588 0,9155 0,3184 | 235675
REP Tree 0,9597 0,2108 | 15,0204 0,9595 02112 | 15,1243 0,9595 02112 | 15,1243

Tablo 4.13 incelendiginde China veri setine WEKA’nin select attributes meniisii altindaki

CfsSubsetEval ve GeneticSearch uygulandiginda veri setinde bulunan 19 6znitelikten 9 tanesi

secilmistir.

Secilen Oznitelikler ID, Input, Output, Enquiry, File, PDR_UFP, Resource,

Duration, N_effort olmustur. China veri setine WEKA nin select attributes meniisii altindaki

CfsSubsetEval ve PSOSearch uygulandiginda veri setinde bulunan 19 6znitelikten 8 tanesi

secilmistir. Segilen 6znitelikler S ID, Input, Output, Enquiry, File, Resource, Duration, N_effort

olmustur. Tablo 4.13 incelendiginde veri seti iizerinde Oznitelik seciminin yapilmasi

algoritmalarin ¢cogunda hata oranlarini yiikseltmistir cok azinda diisiirmiistiir. GA uygulanarak

elde edilen 6zniteliklerle yapilan tahmin sonuglari PSO’ya gore cogunlukla hata oranlar1 daha

diisiik korelasyon katsayilar1 daha yiiksek ¢ikmigtir.
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Tablo 4.14: COCOMONASA veri setine farkli 6znitelik yontemlerinin uygulanmasi.

COCOMONASA veri seti

Oznitelik secimi yapilmadan

GA ile 0znitelik secimi yapilmis

PSO ile 6znitelik secimi yapilmis

ALGORITMALAR T (6znitelik sayis1 17°den 9’a (0znitelik sayis1 17°den 11°e
once ve ee eed oo e se _sey yes o es
diisiiriildiigiinde) diisiiriildiigiinde)

. Korelasyon RAE Korelasyon RAE Korelasyon RAE
FONKSIYONLAR katsayisi MAPE (%) katsayisi MAPE (%) katsayisi MAPE (%)
Gaussian Processes 0,6387 1,56 62,5047 0,6944 1,48 57,7443 0,6713 1,5587 | 60,4186
Linear Regression 0,7994 | 1,6558 | 57,2976 0,7648 1,7583 | 64,4223 0,7396 1,6606 | 78,7732
E’Lﬂ(’gﬁi’g; 08931 | 0,8211 | 41,6205 0,8879 0,7268 | 39,8792 0,8956 0,8134 | 37,607
SMOreg 0,719 1,091 | 57,6118 0,7508 0,9574 | 55,5536 0,6767 1,0759 | 66,3008
LAZY
IBK 0,5768 | 0,8978 | 68,5184 0,555 0,9121 | 68,4662 0,5504 0,9553 | 69,8675
KStar 0,6772 | 0,4592 | 51,1294 0,7759 0,3837 | 47,6889 0,7592 0,388 | 45,8587
LWL 05768 | 0,8978 | 68,5184 0,7535 1,9057 | 58,8065 0,748 1,8329 | 62,0653
META
Additive Regression 0,8255 | 0,7546 | 46,4632 0,7874 0,7885 | 52,1701 0,7843 0,8284 | 53,4854
Bagging 0,8083 | 0,8773 | 42,921 0,8154 0,8181 | 42,4936 0,8103 0,8849 | 43,4221
Random Comittee 0,8059 | 0,8793 | 51,5926 0,8707 0,5988 | 41,9377 0,8573 0,6216 | 43,9109
Randomizable 0,8059 | 0,8793 | 51,5926 0,8274 0,3668 | 43,3872 0,7833 0,4755 | 49,2079
Fitered Classifer
Random SubSpace 08617 | 2,3585 | 59,786 0,7872 2,049 | 58,2429 0,7274 2,3334 | 58,8354
Regresiyon By 08179 | 1,0923 | 48,1966 0,7511 1,1789 | 56,6852 0,7514 1,1809 | 56,6425
Discretization
RULES
Decision Table 04577 | 0,7835 | 60,5639 0,5317 0,83 | 59,0642 0,5455 0,7426 | 55,4483
M5 Rules 09152 | 0,9188 | 36,4397 0,9064 1,0434 | 40,1402 0,9042 1,0982 | 41,5366
TREE
Desicion Stump 0,6981 | 2,4527 | 70,3256 0,6981 2,4527 | 70,3256 0,6981 2,4527 | 70,3256
M5P 0,922 0,9282 | 35,0178 0,9118 1,0348 | 38,9148 0,9021 1,0907 | 40,8145
Random Forest 0,8196 | 0,8406 | 49,0968 0,8441 0,7052 | 45,5941 0,7992 0,7495 | 47172
Random Tree 0,7029 | 1,0006 | 59,0168 0,7659 0521 | 46,3355 0,674 1,0309 | 59,8381
REP Tree 0,594 1,4896 | 67,0803 0,5991 1,4835 | 66,3495 0,5938 1,49 | 67,0666

Tablo 4.14 incelendiginde COCOMONASA veri setine WEKA’ nin select attributes meniisii

altindaki CfsSubsetEval ve GeneticSearch uygulandiginda veri setinde bulunan 17 6znitelikten
9 tanesi se¢ilmistir. Sec¢ilen Oznitelikler RELY, DATA, TIME, STOR, VIRT, TURN, LEXP,
TOOL, LOC olmustur. COCOMONASA veri setine WEKA’nin select attributes mentisii

altindaki CfsSubsetEval ve PSOSearch uygulandiginda veri setinde bulunan 17 6znitelikten 11
tanesi secilmistir. Secilen 6znitelikler RELY, DATA, TIME, STOR, VIRT, TURN, VEXP,
LEXP, MODP, TOOL, LOC olmustur. Tablo 4.13 incelendiginde veri seti iizerinde GA

uygulanarak Oznitelik se¢iminin yapilmasi algoritmalarin ¢ogunda korelasyon katsayisini

yiikseltmis ve hata oranlarini digiirmiistiir. GA uygulanarak elde edilen 6zniteliklerle yapilan

tahmin sonuglar1 PSO’ya gore cogunlukla hata oranlar1 daha diislik korelasyon katsayilar1 daha

yiiksek ¢ikmuistir.
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4.3. BULGULARIN KARSILASTIRILMASI

Bu boliimde, Yapay Zeka tabanli yazilim maliyet tahmini yapan ¢aligmalarin genis bir literatiir
taramasi yapilmistir. Arastirilan ¢alismalarin incelenmesi sonucunda elde edilen analizler Tablo
4.15’te sunulmustur. Mevcut ¢alismalar, yazilim maliyet tahmin yontemine, kullandiklar1 veri
setlerine, Oznitelik se¢imi yapip yapmadiklarina ve degerlendirme Olglitlerine gore
karsilagtirilmistir. Yapay Zeka tabanli yazilim maliyet tahmini yapan ¢aligmalarda ¢ogunlukla
performans degerlendirme oSlgiitii olarak; korelasyon katsayisi, MMRE, MAPE, MAE, RAE,
RMSE, PRED’i kullandiklar tespit edilmistir.

Bu boliimiin temel amaci, arastirmacilara yazilim maliyet tahmininde hangi Yapay Zeka
yonteminin umut verici dogruluk tahmini yaptigini1 6grenmesine yardimei olmaktir. Dolayistyla
litaratiir taramasi sonucunda elde edilen bu analiz tablosu arastirmacilara 6nemli bir kaynak

olusturacaktir.

Tablo 4.15 incelendiginde, Yapay Zeka tabanli yazilim maliyet tahmini ¢alismalarinin ¢ok
eskilere dayandig1 goriilmektedir. Ozellikle YSA alaninda yapilan ¢alismalar literatiirde genis
bir yer almaktadir. Regresyon tabanli tahmin yontemleri de yazilim maliyet tahmininde sik
kullanilan yontemler arasindadir. Yazilim maliyet tahmininde kullanilan veri setleri tahmin
dogrulunu etkilemektedir. Yapilan ¢aligmalarin ¢ogu yazilim maliyet tahmin ydntemini test
etmek igin hazir veri setlerini kullanmaktadir. Daha eski calismalar incelendiginde yazilim
maliyet tahmini yapildiginda 6znitelik secimine ¢ok dnem verilmedigi goriilmektedir. Bu tez
caligmasinda yazilim maliyet tahmininde kullanilan hazir veri setleri iizerinde Oznitelik

seciminin yapilmasi tahmin dogrulugunu olumlu yonde etkiledigi tespit edilmistir.
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Tablo 4.15: Yapay Zeka tabanli yazilim maliyet tahmini yapan ¢alismalarin analizi.

Referans Yontem Veri seti 0S | MMRE | MAE RAE (%) | Korelasyon
Deng ve dig., 2011 KNN Desharnais v | 0,36
- - YSA ASMA projeleri X 0,29
Wittig and Finnie, 1997 YSA Desharnais X 0.17
Ccocomo81 X 874,477 96,3751 0,6102
Marapelli, 2019 Dogrusal Regresyon COCOMONASA X 247,0465 | 57,2976 0,7994
COCOMONASA?2 | X 430,7269 | 66,6849 0,7294
CcocomMo081 X 782,5524 | 86,2442 0,0768
Marapelli, 2019 KNN COCOMONASA | X 295,4267 | 68,5184 0,5768
COCOMONASA2 | X 4457796 | 69,0154 0,659
.. . YSA 299 proje verisi X 0,352
Finnie ve dig., 1997 Dogrusal Regresyon 299 Sro}e Verisi X | 0,623
Oliveira. 2005 YSA NASA18 X 10,187
' Destek Vektor Regresyon | NASA18 X 0,179
Stamelosa ve dig., 2003 Dogrusal Regresyon ISBSG siiriim 6 X 0,23
Sentas ve dig., 2005 Basit Dogrusal Regresyon | ISBSG siiriim 7 X 0,3598
Karatag, 2011 YSA COCOMO81 X 0,41
Idri ve dig., 2002 YSA COoCcoMO081 X 10,8435
Ayyildiz, 2007 YSA YEEM X 0,09
Sandhu ve dig., 2008 Bulanik Model NASA18 X 10,11943
. Dogrusal Regresyon ISBSG siiriim 9 X 0,023
Adailer, 2008 YSA ISBSGsirim9 | X_ | 0,047
Dogrusal Regresyon China N4 0,1797 1981,48 54,16 0,79
SVM China v | 0,2563 | 1774,36 48,49 0,81
Malhotra ve Jain, 2011 YSA China v | 1,4379 | 2561,00 71,50 0,75
Karar Agaci China v | 01706 | 1173,43 32,02 0,93
Torbalama China v | 0,7423 | 1668,03 45,79 0,83
Dogrusal Regresyon Desharnais v 2013,7987 0,7673
Singh ve Kumar, 2020 Multilayer Perceptron Desharnais v 2742,0907 0,6843
RastgeleAgac Desharnais v 2148,8052 0,6496
Cok Katmanli Perseptron | COCOMO81 v 0,9173
Bagkeles ve dig., 2007 Destek Vektor Regresyon | COCOMOS81 N 0,3328
Karar Agaci COCoMO081 v | 03312
Attarzadeh ve OW, 2010 | Bulanik Model COCOMO081 X | 0,366
EKK Regresyon Finnish veri seti X 0,469 0,846
Lefley ve Shepperd, 2003 | Genetik Programlama Finnish veri seti X 10,376 0,937
YSA Finnish veri seti X 0,688 0,806

OS: Oznitelik Se¢imi, gdsterim v': evet, X: hayur.

Bu tez ¢aligmasi kapsaminda her bir veri setine uygulanan MO algoritmalarinin buldugu en iyi

yazilim maliyet tahmin sonucu, literatiiredeki ¢alismalar ile karsilastirilmasi i¢in, Tablo 4.16’da

verilmistir. Bunlarin diginda daha koétii tahmin sonuglari da mevcuttur.
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Tablo 4.16: Her bir veri seti lizerinde yapilan en iyi tahmin sonucu.

Veri Seti Yontem MAPE MAE RAE(%0) | Korelasyon
Albrecht Random Committee | 0,8487 | 5,8819 28,847 0,9611
China SMOReg 0,0967 | 270,4561 | 7,3095 0,9897
COCOoMO081 Additive Regression | 3,1646 | 471,6203 | 51,9767 | 0,8095
COCOMONASA | M5P 0,9282 | 150,9841 | 35,0178 | 0,922
COCOMONASA2 | LWL 0,9994 | 332,7218 | 51,5118 | 0,8183
Finnish Random Forest 0,0124 | 0,0976 9,5354 0,9942
Kemerer SMOreg 0,4229 | 96,4073 59,9051 | 0,6946
Maxwell SMOreg 0,5424 | 3188,8894 | 50,7562 | 0,8361
Miyazaki94 Bagging 0,7269 | 24,33 64,6898 | 0,8862

Bu tez calismasinda 9 farkli veri seti lizerinde calisilmistir. Bu say1 diger caligmalarda
kullanilan veri setleri sayisindan daha fazladir. Literatiirdeki ¢alismalar incelendiginde ¢ogu
calismada kullanilan veri setleri tizerinde 6znitelik se¢ciminin dikkate alinmadigi goriilmektedir.
Bu c¢alismada 6znitelik se¢iminin hazir veri setleri tizerindeki 6nemi vurgulanmis ve yazilim
maliyet tahmini ger¢eklestirilmeden dnce veri setleri izerinde 6znitelik se¢imi yapilmistir. Veri
setleri iizerinde dznitelik secimi yapilmadan dnce ve dznitelik secimi yapildiktan sonra 25 MO
algoritmasi farkli senaryolarda ¢alistirilmistir. Bu say1 literatiirdeki diger ¢alismalardan daha
fazladir. Bu durum, bu alanda calisacak arastirmacilara genis bir bakis acis1 saglamaktadir.
Yazilim maliyet tahmini gerceklestirildiginde hata oranlarimin literatiirdeki ¢alismalar ile
karsilastirilmasi i¢in birgok degerlendirme 6lgiitii ele alinmistir. Bunlar Korelasyon katsayisi,
MAE, RMSE, RAE, RRSE ve MAPE olmustur. Diger ¢alismalarda bu kadar degerlendirme

Olciitii ele alinmamastir.

Bu caligmanin amaci1 Yapay Zekad alaninda yazilim maliyet tahmini gerceklestirmek
oldugundan iyi ve koti tahmin sonuclar1 elde etmek ve bunlari degerlendirmek olasi bir
sonuctur. Bu durum arastirmacilara karsilasgtirma yapmalar1 acisindan kapsamli bir kaynak

olusturacaktir.
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5. TARTISMA VE SONUC

Yazilim maliyet tahmini, yazilim gelistirme projelerinin en miithim asamalarindan biridir.
Yazilimin soyut olmasi ve bircok bilinmeyeni igermesi yazilim gelistirme siirecini hem
zorlastirmakta hem de siire¢ zaman almaktadir. Gilinlimiizde gelisen teknoloji ile paralel olarak
yazilimlar daha ¢ok 6nem kazanmakta ve ihtiyaglara cevap verebilmesi i¢in daha karmasik
yazilimlar gelistirilmektedir. Yanlis yapilan yazilim maliyeti ve zaman tahminleri yazilim
projelerinin basarisizlikla sonuglanmasina sebep olmaktadir. Bu yiizden yazilim maliyet
tahmininin dogrulugunu artirmak i¢in bir¢ok yazilim maliyet tahmin yontemi gelistirilmistir.

Bu tahmin yontemlerinden biri de Yapay Zeka yontemleridir.

Bu tez ¢alismasinda yazilim projelerinin maliyet tahmini i¢in, Yapay Zeka yontemlerinden,
MO algoritmalar1 kullanilarak ii¢ farkli model gelistirilmistir. Gelistirilen her bir model farkli
veri setleri lizerinde uygulanmistir. Yazilim maliyet tahmininde kullanilan veri setlerinin
Oznitelikleri, tahmin dogrulugunu o©nemli Olglide etkilemektedir. Yazilim maliyetini
tahminleme siirecinde 6znitelik se¢iminin goz ardi edilmesi tahmin sonucunu olumsuz yonde
etkiledigi tespit edilmistir. Tez ¢alismasinda yazilim maliyet tahmini i¢in 6znitelik se¢imi
CfsSubsetEval ile birlikte GeneticSearch ve PSOSearch arama algoritmalari kullanilarak
yapilmistir. Bu sayede Oznitelik se¢iminin yazilim maliyet tahmin dogrulugunu nasil

tyilestirdigi gorilmiistiir.

Ik gelistirilen model COCOMOS81, COCOMONASA ve COCOMONASA2 veri setleri
iizerinde WEKA programinda bulunan MO algoritmalar1 kullanilarak iki farkli sekilde
gerceklestirilmistir. Birinci boliimde; WEKA programinda bulunan algoritmalarin varsayilan
ayarlar1 tercih edilmis sekilde yapilan simiilasyonlarda COCOMO@L1 veri setinde en iyi tahmini
Additive Regression algoritmasi, en kotii tahmini REP Tree algoritmasi; COCOMONASA veri
setinde en iyi tahmini M5P algoritmasi, en kotii tahmini Decision Table algoritmasi;
COCOMONASAZ2 veri setinde en iyi tahmini LWL algoritmasi, en kotii tahmini Decision
Table algoritmas: sunmustur. ikinci boliim; Kendi parametrelerine ek olarak baska bir
siiflandiric1 ve onun paremetrelerini alan algoritmalar i¢in farkli parametreler girilerek biitiin

olasiliklar denenmistir. COCOMOS81 veri setinde en iyi tahmini Random Committee



99

algoritmasi, en kotii tahmini Random SubSpace algoritmasi; COCOMONASA veri setinde en
iyi tahmini M5P algoritmasinin parametre olarak verilmesi ile Additive Regression algoritmasi,
en kotli tahmini Random SubSpace algoritmasi; COCOMONASAZ veri setinde en iyi tahmini
LWL algoritmasina parametre olarak verilen Random Committee algoritmasi, en kotii tahmini
Random SubSpace algoritmasi sunmustur. Gelistirilen ikinci modelde Albrecht, Finnish,
Kemerer, Maxwell ve Miyazaki94 veri setleri kullanilmistir. Veri setleri lizerinde WEKA
programinda bulunan MO algoritmalar1 iki sekilde calistirilmustir. ilkinde ham veri seti
tizerinde calistirilan algoritmalar, daha sonra veri setlerine 6znitelik se¢imi yapilarak tekrar
calistinlmistir. Sonuglar incelendiginde GA kullanilarak veri setleri iizerinde Oznitelik
seciminin yapilmasi yazilim maliyet tahminini olumlu yonde etkiledigi goriilmiistiir.
Bu ¢alismada ayrica WEKA’nin eski siiriimiinde bulunan Genetik Programlama da yazilim
maliyet tahmini igin kullanilmistir. Analiz sonuglar1 incelendiginde Genetik Programlamanin
yazilim maliyet tahmininde bagarili bir sekilde kullanilabildigi gozlemlenmistir. Ugiincii
gelistirilen modelde Maxwell, China ve COCOMONASA?2 veri setleri tizerinde yazilim maliyet
tahmini gerceklestirilmistir. Veri setleri iizerinde WEKA ortaminda bulunan MO algoritmalari
lic sekilde calistirilmustir. Ilkinde algoritmalar ham veri setleri iizerinde varsayilan ayarlarla
calistirilmustir. Tkincisinde veri setleri iizerinde CfsSubsetEval ile birlikte GeneticSearch arama
algoritmasiyla 6znitelik se¢imi yapilmistir. Elde edilen 6znitelik alt kiimesiyle yazilim maliyet
tahmini yapilmistir. Uglinsiinde veri setleri iizerinde CfsSubsetEval ile birlikte PSOSearch
arama algoritmasiyla 6znitelik se¢imi yapilmistir. Elde edilen 6znitelik alt kiimesiyle yazilim
maliyet tahmini yapilmistir. China veri seti lizerinde yapilan yazilim maliyet tahmini test
sonuglari incelendeginde ham veri seti lizerinde yapilan tahmin sonucunun hem GA hem de
PSO algoritmasi ile elde edilen 6znitelik alt kiimesiyle yapilan tahmin sonuglar1 arasinda ¢ok
biiylik bir fark olmadigi goriilmiistiir. Maxwell ve COCOMONASA veri setleri iizerinde
Oznitelik se¢iminin yapilmasi yazilim maliyet tahminindeki hata oranlarini diistirmistiir.
Maxwell veri setinde GA ile elde edilen 6znitelik alt kiimesiyle yapilan tahmin sonuglarinin
hata oranlar1 daha diislik ¢ikmigtir. COCOMONASA veri seti tlizerinde PSO algoritmasi ile
elde edilen Oznitelk alt kiimesiyle yapilan tahmin sonuglarinin hata oranlari daha diisiik

cikmustir.
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Bu calismada WEKA programi ile MO algoritmalarinin PROMISE veri deposunda bulunan
China, COCOMO81, COCOMONASA, COCOMONASA2, Albrecht, Finnish, Kemerer,
Maxwell ve Miyazaki94 veri setleri kullanilarak yazilim maliyet tahmininde gosterdikleri
performanslar incelenmistir. Tahmin sonuglar1 incelendiginde, algoritmalarin hata oranlarinin
ve korelasyon katsayilariin uygulandiklar1 veri setlerine gore degiskenlik gosterdigi
belirlenmistir. Bir algoritmanin her zaman en iyi sonucu liretmedigi, baz1 algoritmalarin bazi
veri setlerinde ¢ok iyi sonuglar iiretirken farkli parametrelerle ve farkli veri setlerinde kotii
sonuglar verebilecegi gézlemlenmistir. Ayrica veri setlerindeki ozniteliklerin, 6znitelikleri
belirlemek i¢in kullanilan 6znitelik se¢im yonteminin tahmin sonucunu ¢ok etkiledigi fark
edilmistir. Performans degerleri incelendiginde yazilim maliyet tahmini i¢in kullanilan veri
setleri {izerinde oznitelik se¢iminin yapilmasi, genel olarak MO algoritmalarinda iyilestirici
sonuclarin elde edilmesini sagladigi goriilmiistiir. Yazilim projelerinin maliyet tahmini i¢in
kullanilan hazir veri setleri kullanilmadan 6nce veri setlerinde 6znitelik se¢ciminin yapilmasi

maliyet tahmininin dogruluk oranini artiracagi sonucuna varilmstir.

Bu calismada, literatiirde ilk kez bu kadar ¢ok sayida MO algoritmasiyla yazilim maliyet
tahmini gerceklestirilmistir. MO evrimsel tabanl algoritmalarla dznitelik secimi yapilmis ve
yazilim maliyet tahmini i¢in Genetik Programlama kullanilmistir. Bu ¢alisma sayesinde yazilim
maliyet tahmini igin hangi MO algoritmasmin kullanilabilecegi, bu algoritmalarin ilgili veri
setlerine uygulandiginda tahmin sonuglarinin neler olabilecegi ve en iyi ¢alisan algoritmalarin

hangileri oldugu bilgisine ulagilmistir.

Bu alanda galismak isteyen arastirmacilar; farkli metodolojide hazirlanmis yazilim projelerinin
veri setleri ilizerinde Oznitelik se¢cim yontemlerini uygulayarak yazilim maliyet tahmini
gerceklestirebilir. GA ve BM gibi Yapay Zeka’'nin diger yontemlerinden melez sistemler

olusturarak yazilim projelerinin maliyet tahmini i¢in farkli modeller gelistirebilir.
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EK 1. SOZLUK

Additive Regression
Artificial Neural Networks
Associate

Attribute Selected Classifier
Australian Software Metrics Association
Automated Production
Bagging

Bottom — Up
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Classification

Clustering

Computer and Thought
Computer Vision

Confusion Matrix

Correctly Classified Instance
Correlation Coefficient
Cross Validation Parameter Selection
Desicion Stump
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Development Schedule Constraint
Expert Systems

Facilities

Forecasting
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Future Selection

Fuzzy Logic

Gaussian Process

General Public Licence
Genetic Algorithms

Genetic Programming
Genetic Search

Global Best

Heuristic

Hybrid Systems

Input Mapped Classifier

International  Software  Benchmarking
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K-Nearest Neighbours Classifier

Kstar

Laboratory For Interchange Fuzzy

Engineering

: Toplamsal Regresyon

: Yapay Sinir Aglar

: Iliski Kurma

: Oznitelik Segici Smiflandirict
. Avustralya Yazilim Metrikleri Birligi
: Otomatik Kod Uretimi

: Torbalama

: Asagidan Yukariya

. Sec

> Smiflandirma

: Kiimeleme

> Bilgisayar ve Diisiince

- Bilgisayarl1 Gérme

: Kanisiklik Matrisi

: Dogru Yerlestirme Basarisi

- Korelasyon Katsayisi

: Capraz Dogrulama Parametre Se¢imi
: Karar Kutugu

: Karar Agaci

. Gelistirme Takvimi Kisiti

: Uzman Sistemler

. Arag Geregler

: Tahminleme

: Fonksiyonlar

: Oznitelik Se¢imi

: Bulanik Mantik

. Gauss Siirecleri

> Genel Kamu Lisansi

: Genetik Algoritmalar

: Genetik Programlama

: Genetik Arama

: Kiiresel En lyi
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: Melez Sistemler

. Giris Eslemeli Smiflandirict

. Uluslararas1 Yazilim Kiyaslama standart
Grubu

K-En Yakin Komsu Siniflandirici
Kyildiz
Degisim

Bulanik Miihendislik

Laboratuvari
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Locally Weighted Learning
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Mean Absolute Error

Mean Absolute Percentage Error
Mean Magnitude Of Relative Error
Multilayer Perceptron
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Particle Swarm Optimization
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Platform Difficulty

Prediction Accuracy
Pre-Processing

Price — To—Win

Product Reliability and Complexity
Randomizable Filtered Classifier

Random Tree

Random Sub Space

Random Committee
Random Forest

Rep Tree

Regression By Discretization
Reinforcement Learning
Relative Absulate Error
Robotics

Root Mean Squared Error
Root Relative Squared Error
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Simple Linear Regression
Simulated Annealing

Soft Computing

Speech Recognition

Stacking

Supervised Learning

Top — Down

Travelling Salesman Problem
Tree

University of South California
Unsupervised Learning
Visualize

Vote
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: Dogrusal Regresyon

- Yerel Agirhikli Ogrenme
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: Ortalama Mutlak Hata

: Ortalama Mutlak Hata Yiizdesi

: Goreceli Hatanin Ortalama Biytikligii
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Weighted Instances Handler Wrappler : Agirlikli Ornek Isleyici Sarmalayici
World Health Organization : Diinya Saglik Orgiitii





