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OZET

TWITTER VERILERI KULLANILARAK KORONAVIRUS ASILARI
HAKKINDAKI KAMU ALGISININ ZAMAN iCINDEKI DEGISIMININ
YAPAY ZEKA DESTEKLI DUYGU ANALIZi iLE INCELENMESI

ERTOY, Ugur
Yiiksek Lisans Tezi, Bilgisayar Miihendisligi Anabilim Dah
Tez Damsmani: Dr. Ogr. Uyesi Muammer AKCAY
Mayis, 2022, 86 Sayfa

Sosyal medya verileri artik giiniimiizde organik olarak gergekg¢i duygu analizleri
yapmak i¢in bir ¢ok imkan saglamaktadir. Bunlardan bir tanesi de insanlarin bir konu
hakkinda nasil hissettiklerini kesfetmek i¢in sayisiz Twitter mesajindan anlamli duygu
ayrimlar1 yapmaktir. Kovid19 tam olarak anlasilamayan bilimsel ve tibbi olarak yeni bir
hastaliktir. Bu hastaliga kars1 gelistirilen asilar hakkinda insanlar fikir ayriligina diismiis

durumdadar.

Bu calismada Twitter kullamicilari tarafindan Ingilizce dilinde yayilanan

Kovid19 asilarina iliskin mesajlara gore kamu algisi analiz edilmistir.

Twitter mesajlar1 genelde kisa uzunlukta olmakta, emojiler, ironiler ya da ¢esitli
imla hatalar1 igerebilmektedir. Bu nedenle yapilan analizlerden dogru sonuglar alabilmek
icin analiz Oncesi verilerin iglenmesi gerekmektedir. Dogal dil isleme algoritmalar1 ve
Python yazilim dili kullanilarak Colab ortaminda bir model gelistirilmistir. Bu model
yardimiyla veriler analize uygun hale getirilmistir. Daha sonra bu veriler Uzerinde
VADER duygu analizi, zaman serisi analizi ve BERT makine 6grenmesi analizi
uygulanmistir. Ayni kosullar altinda ulasilan sonuglar ve bu sonuglara ait ¢iktilar

sunulmustur.

Anahtar Kelimeler: Koronaviris, Kovid-19, Asi, Salgin, Biiyiik Veri,

Denetimli Ogrenme, Duygu Analizi, Twitter, BERT, VADER.
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ABSTRACT

INVESTIGATION OF TREND CHANGE IN PUBLIC PERCEPTION OF
CORONAVIRUS VACCINES OVER TIME USING TWITTER DATA WITH
ARTIFICIAL INTELLIGENCE-ASSISTED SENTIMENT ANALYSIS

ERTOY, Ugur
M.S.Thesis, Department of Computer Engineering, 2020 Thesis
Supervisor: Asst. Prof. Muammer AKCAY
May, 2022, 86 Pages

As of today, social media data provides great opportunities and supports us to
study on realistic sentiment analysis with real life data. One of the sentiment analysis is
to put forward meaningful sentiment distinctions from many Tweets to explore how
people feel about an issue or a topic. Covid-19 is a new disease that is not yet fully

understood. People are divided about vaccination developed against this disease.

In this study, an analysis was conducted on the trend of public perception over

time by using Twitter messages published in English regarding Covid-19 vaccines.

Tweets are generally short in length and may contain emoticons, ironies,
allusions or various spelling mistakes in written messages. From this perspective, it is
hardly requirement to process the data before the analysis in order to get accurate results
from the data analysis. A model was developed in the Google Colab environment using
natural language processing algorithms and Python software language. The data were
maintained for the analysis with the help of this model. Later on, VADER sentiment
analysis, time series analysis and BERT machine learning analysis were applied on these
data. The results obtained under the same conditions totally and the outputs of the results

are presented.

Keywords: Coronavirus, Covid-19, Vaccine, Pandemic, Big Data, Al,

Supervised Learning, Sentiment Analysis, Twitter, BERT, VADER.
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ONSOZ
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bu c¢alismanin hazirlik siiresince bilimsel katkisini, destegini ve yardimlarini
esirgemeyen, her tlrlii bilgi birikimini ve tecriibelerini paylasan, ailesiyle gecirdigi
zamanlarda dahi zamanini vakfeden kiymetli danisman hocam Dr. Ogr. Uyesi Muammer

AKCAY a siikranlarim1 sunarim.

Bu ¢alisma slresince yanimda olan, maddi ve manevi olarak her tiirlii destegi
sunan ve yardimci olan esime, babama, anneme, kardesime ve arkadaglarima da

miitesekkir oldugumu belirtmek isterim.
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GIRIS
Koronaviriis, Ocak 2020’den bu yana Twitter’da hareketli glindem
maddelerinden biri ve bugiine kadar incelenmeye devam etmektedir. 31 Aralik 2019°da
Wuhan sehrinde karsilasilan ilk vaka ile giindeme gelmistir ve ilerleyen giinlerde Dunya
Saglk Orgiitii tarafindan Yeni Tip Koronaviriis (Novel Coronavirus(COVID-19)) olarak
adlandirilmistir. Diinya Saglik Orgiitii, Mart 2020°de koronaviriisiin yiiz on dort Glkede
yuz on sekiz binden fazla vaka sayisi ortaya ¢ikinca bir pandemi olarak ilan etmistir

(www.who.int, 2021) .

26 Eylil 2021'e kadar 4.75 milyon onaylanmis o6lim ve 232.28 milyon
onaylanmis Kovid19 vakast ve Diinya niifusunun %44,3’ti  as1  olmustur
(ourworldindata.org, 2021). Kovid19 asis1 yayginlagsmaya basladigindan beri durum
diizelmeye baslamistir. Asinin bulagsma iizerindeki olumlu etkilerine dair daha fazla kanit
elde ettikge, halkin giivenini gili¢lendirmeye yardimci olacaktir. Bunu g6z oniinde
bulundurarak, kamuoyunu veya duyarliligini analiz etmek, insanlar1 Kovid19'a kars1 as1

olmaya motive etmek icin ¢cok énemlidir.

11 Aralik 2020 tarihinde ABD Ila¢ ve Gida Dairesi (FDA) tarafindan Pfizer-
Biontech’in gelistirdigi asinin acil kullanim onay1 almasinin ardindan diinya ¢apinda
heyecan ve rahatlama dalgalar1 olusmustur. Bununla birlikte Kovid19 as1 tartismalar1 ve
halk arasindaki kutuplasmalar baglamistir. Diinya Saglik Orgiitii (DSO) raporlari, bazi
insanlarm Kovid19 asilarini yaptirma konusunda tereddiit ettigini gosteriyor. DSO, 2019
yilinda kiiresel sagliga yonelik en bilylik tehditlerden birinin as1 tereddiidii oldugunu
belirtmistir.

Bu nedenle, Kovid19 asilar1 hakkindaki bilgilere erismek ve toplumlarin duygu
durumlarinin, as1 hakkindaki diisiincelerinin ne oldugunun ve toplumdaki kutuplagma
diizeyinin anlasilarak buna yonelik uygulamalarin gelistirilmesi devletler i¢in 6nem arz
etmektedir. Gunimuzde sosyal medyanin yaygin kullanimi nedeniyle sokaklarda anket
yapmak yerine her konuda ¢esitli sosyal medya ortamlar1 araciligiyla bircok bilgiye

erisilebilmektedir.

Gilinlimiizde sosyal medya kullanicilarinin sayis1 hizla artmistir ve goriis igerikli
metinlerin elde edilmesi olduk¢a kolay hale gelmistir. Facebook, Twitter, Youtube,
Linkedin onceki yillara gore ciddi artislar gordiiler. Facebook, giinliik 1,9 milyar aktif

kullaniciya sahiptir (Www.statista.com, 2021). Twitter sosyal medya platformu ise giinlik
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yaklagik 206 milyon aktif kullanicili bir trafige sahiptir (www.statista.com, 2021). Twitter
hizli bir gelisme gostermekte ve dinyanmn tiim bdlgelerinde glnden gune Un
kazanmaktadir. Eskiden anket yaparak kamuoyu yoklamasi yapmak gibi zorluklarla
halktan veri toplamaya calisilirken, giiniimiiz diinyasinda online sosyal iletisim
platformlar1 sayesinde daha biiyiik 6rnek biiytikliiklerine sahip daha ¢esitli ve nispeten
daha saglikli dagilimlar gosteren veriler elde edilmektedir. Sosyal medyada yedi gun
yirmi dort saat boyunca diinyanin her bir kdsesindeki insanlar tarafindan ¢ok miktarda
mesaj paylasilmaktadir. Bu noktada sosyal medya Uzerinden toplanan verilerden
insanlarin goriislerinin anlasilmasi ve analiz edilmesi biitiin alanlarda, belirli kullanicilar
tarafindan farkli bakis agilarima yardimci olmak igin, Ornegin, siyasi misyonlar ve
amaclanan bilgileri yayma gibi konularda ciddi bir kullanim1 s6z konusudur. Twitter ise
ayni zamanda belirli karakter siiriyla sadece mesaj igerikli bir platform oldugundan
duygu analizi i¢in de en uygun ortamlardan birisidir. Twitter, duygu analizi icin gereken
veri setlerini olusturmak i¢in her kullaniciya bu imkan1 sunmamaktadir ve bu verisetlerini

olusturabilmek i¢in 6ncelikle Twitter Gelistirici hesab1 edinmek gerekmektedir.

Makine o6grenmesi son yillara kadar hayal bile edilemeyecek teknolojik
basarilarin ve araglarin yolunu acan veri bilimindeki en yeni yontemdir. Yz tanima,
parmak izi tanima, hareketli nesne tanima, hareket tiirii algilama, duygu analizi, nesne
tanima, sicaklik algilama, {irlin Onerileri, oltalama algilama, sosyal medya ozellikleri,
trafik yogunlugu vb. hayatimizin hemen her alaninda kullanmakta oldugumuz
uygulamalardan bazilaridir. Makineler yazilimlardaki algoritmalar sayesinde insan
davraniglarini 6grenerek insanlar taklit etmektedir ya da anlayarak tepki vermektedir.
Duygu analizi, hayata dair tiim goriislerin analizi ile ilgilenen Dogal Dil Isleme alanina

dahil olup, goriislere ait siniflandirmalara, kutuplagmalara odaklanmaktadir.

Duygu ve diisiince analizi arastirmalar1 alaninda basvurulabilecek birden fazla
farkli yontem s6z konusu olmakla birlikte, arastirmalarin temelinde veri madenciligi

bulundugundan esasi1 olusturan yontemler makine 6grenimi ve dil isleme algoritmalaridir.

Dil isleme algoritmalarinda, sozciik/sozliik temelli kelimelerin kutup degerlerine
bagli olarak olumlu, olumsuz ya da tarafsiz seklinde siniflandirmalar bulunmaktadir.
Makine 6grenimi algoritmalarinda, herhangi bir mesajin, ifadenin, climlenin tiimiine
yayillan duygu ve diisiincenin tanimlanmasi igin egitim veri dosyalari kullanilarak

siiflandirmalar yapilmaktadir.
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Sozbilimsel yaklagimin temelini sozciiklerin ifade ettigi duygu ve goriislerin
birlikte yer aldigi sozliik benzeri veri tabanlari olusturmaktadir. Wordnet, HowNet,

SentiWordNet, SenticNet bu veri tabanlarindan bazilaridir.

Duygu ve diisiince analizi aragtirmalarina ait 6nceki ¢alismalar gdz onilinde
bulunduruldugunda siniflandirma, kutup tespiti teknikleri kullanildigir gézlemlenmistir.
Bu c¢aligmada ise sozciik tabanlit VADER duygu analizi algoritmas1 ve ayni kosullar

altinda Google BERT makine 6grenmesi algoritmasi karsilastirmasi yapilmaistir.

Genel bakis, bu tezde duygu analizini ve zaman serisi analizini gerceklestirmek
i¢in kullanilan yontemleri ve yaklasimlari agiklar. Birinci boliimde, literatiir galismalarina
yer verilmistir. Tkinci béliimde veri madenciligi ve veri madenciligi yontemlerine yer
verilmistir. Dogal Dil Isleme yaklasimi, duygu analizi ve yaklasimlari, duygu analizi
gerceklestirmek i¢in kullanilan araclar ve zaman serisi analizi yaklagimi gibi kullanilan
cesitli yaklasimlarindan bahsedilmistir. Uglincli bélimde ¢alismada kullanilan materyal
ve yontemlere yer verilmistir. Dordinct bolimde ortam kurulumu, veri toplama,
toplanan verilerin nasil 6nceden islendigi, tweet duygularinin analizi ve tahmin edilen
duyarliliklar ve deneyde kullanilan diger araglar iizerindeki zaman serisi analizi ve
deneysel kurulum bilgileri gibi deneysel ¢alismalara yer verilmistir. Besinci bolimde,
elde edilen sonuclar gosterilmektedir. Altinc1 boliimde analiz sonuglarina ve modellerin

karsilastirilmasina yer verilmistir.

Son boliimde c¢aligma sonucunda varilan sonuglar paylasilarak, calismanin

literatiire katkilarindan ve sonraki asamalarda yapilabilecek onerilerden bahsedilmistir.



BIiRINCi BOLUM

LITERATUR TARAMASI



1.1. Literatir Taramasi

(Gilbert, E. ve Hutto, C.J., 2021)’da 6zellikle sosyal medyada ifade edilen
duygulara uyum saglayan ve diger alanlardaki metinlerde iyi ¢alisan bir s6zliikk ve genel
duygu ve diisiince kutuplagsmasi igin gelistirilmis olan sozliik tabanli VADER (Valence
Aware Dictionary and Sentiment Reasoner) algoritmasini gelistirdiler. Niteliksel ve
niceliksel yoOntemlerin bir kombinasyonu kullanilarak, 6zellikle mikroblog benzeri
baglamlarda duygu yogunluguna gore ayarlanmis standart bir sozciik listesi
olusturmustur. Ozellikle Ingilizce Sézciikler icin Duygusal Normlar (ANEW), Dil
Sorgulama ve Kelime Saymmi (LIWC), Genel Sorgulayici, SentiWordNet ve Naive
Bayes, Maksimum Entropi ve Destek Vektor Makinesi (SVM) algoritmalarina dayanan
makine 6grenimi odakli teknikler gibi on bir 6nde gelen duygu analizi araci1 kadar dikkate
deger ve hatta daha iyi sonuglar gostermistir. Bu arastirma g¢alismast VADER'In
olusumunu, dogrulamasin1 ve test edilmesini ortaya koymustur. VADER, mesajlarin
duyarliligin1 degerlendirmek i¢in basit bir kural tabanli model kullanir. Bulgulara gore
VADER, LIWC gibi geleneksel duygu sozliiklerinin avantajlarini artirmistir. VADER,
sosyal medya ortamlarindaki duygu ifadelerine daha duyarli olmasi ve diger alanlara daha

yakin genelleme yapmasiyla kendisini LIWC’den ayirmustir.

(Davidov, D., Tsur, O. ve Rappoport, A., 2010)'da yazarlar, 50 Twitter etiketi ve
15 giilen emojiyi duygu egitimi etiketi olarak kullanmaktadir. Bu sekilde Twitter
mesajlariin bu 6zelliginden faydalanirlar ve *;)” giilen yiiz veya “#mutlu” etiketini
iceren bir mesaja oldukga olumlu bir puan vermeleri kolaylasir. Ancak makalenin kendisi
bunun goriindiiglinden ¢ok daha zor oldugunu agik¢a ortaya koyuyor c¢ilinkii insanlar
siklikla ayni ciimlede zitlik duygularini ifade ediyorlar ve etiketler bu noktada pek
yardime1 olmuyor gibi goriiniiyor. Ornegin, “birka¢ giin icinde bitecek mutlu egitim
gunleri #lzgin #mutlu". Cogunlukla sozlii konusmada kullanilan s6z dizimsel olarak
tutarsiz kelimeler ve ifadeler disinda, Twitter kullanicilar1 6zel etiketler ve emojiler

kullanirlar, bu durum diger belgeler i¢in uygulanan duygu analizi yaklasimlarini

uygulamay1 daha da zorlastirir.

(Barbosa, L., Feng. J., 2010)'da, Twitter mesajlarindaki duygular1 otomatik
olarak tespit etmek icin bir yaklasim sunulmaktadir. Buradaki kapsam, 6znel mesajlari
bir biatin olarak ¢ kategoriye (olumlu, tarafsiz, olumsuz) ayirmaktir. Karakter
kisitlamas1 nedeniyle mesajlar her zaman s6z dizimsel olarak tutarli kelimeler

icermediginden, Onyargili ve giirtiltiilii etiketleri girdi olarak dikkate alir.
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(Lwin, M. O. ve digerleri, 2020)’da Twitter kullanicilarinin Kovid19’a kars1
genel duygu ve diisiinceleri incelenmis dort temel duyguya (korku, 6fke, {iziintli ve nese)

odaklanmustir.

(Hoang, M. Ve Bihorac, O. A., 2019)’da bakis acisina dayali duygu analizi ve
BERT modeli birlikte kullanilarak BERT modelinin tek basina olan performansindan
daha iyi sonug gosterdiginin kanitlanmasi amaglanmistir. Ancak bu analiz hem duygular
hem de ydnleri tanimlamayi igeren karmasik bir modeldir. Onceden egitilmis bir BERT
modelinin yan1 sira ilgili ve ilgisiz etiketlerden olusan ctimle ciftleri ile duygu

siiflandirmak i¢cin modele ek egitimler gerekmistir.

Onceki ¢alismalar1 karsilastirirken gogu arastirmact dogal dil isleme algoritma
paketini, yapay sinir aglarin1 ya da dilbilimsel yaklasimlar1 kullandiklar1 gortilmektedir.
Bu caligmada, Kovid19 asilarinin giindeme gelmeye basladigi ilk asamalarindan 2021 yili
sonlarina dogru, Twitter’daki mesajlardan halkin duygularinin, inanglarinin ve genel
diisincelerinin ne yonde egilim gosterdigini anlamak i¢in VADER duygu analizi ve
BERT makine 6grenmesi kullanilmistir. Bu modeller arasinda en iyi performans gdsteren

modelin ortaya konmasi amaglanmaktadir.



IKiNCi BOLUM

VERI MADENCILIGI TANIMI



2.1. Veri Madenciligi Tanimi

Veri madenciligi, akla gelebilecek her tirli bilgiye veri denmekte ve veriler
y1gmni igerisinden anlamli ve kullanilabilir bilgiyi elde etmek i¢in kullanilan yontemlerle
ilgilenen alan olarak tanimlanabilir. Veri madenciligi temeli istatistik, yapay zeka ve
makine 6grenmesi olarak ti¢ farkli bilimsel disiplinin kesisiminden olusmaktadir. Bir
baska deyisle biiylik veri yiginlart igindeki sonuglari tahminlemek igin veri setleri

igcerisinde yer alan normal dis1 durumlar1 ve korelasyonlar1 bulma stireci de denebilir.

Yapay zeka ile birlikte makine 6grenmesinin teknolojik olarak gelistirilmesinin
sebebi, gliniimiizde artan internet kullanimiyla birlikte her dakika iistel olarak artan
verilerin temizlenerek, odaklanilacak veri havuzuna yardimei olmaktir. Diinya iizerinde
artan veri miktari, depolama ve saklama igin gerekli olan alan ihtiyacinda da ciddi artis
olusturmas1 sebebiyle verilerin degerlendirilmesiyle alakali yeni ¢dziim arayislari
olusmustur. Uretilen veriler bilgisayarlarin isleyebilecegi Biiyiik veri havuzlarinin birgok
teknikle analiz edilerek maliyetleri azaltmak, gelirleri artirmak, misteri iligkilerini ve
deneyimlerini artirmak, ¢esitli olasi riskleri bertaraf etmek ya da azaltmak, stok
yoOnetimini tam zamaninda tam yerinde prensibine gére yonetmeye calismak gibi ¢esitli

amagclara yonelik veri madenciligi yapilabilir.

Tarihsel olarak 1962 yilinda ilk makine O6grenimi algoritmast Jonathan D.
Rosenblatt tarafindan sunulmustur. Daha sonra 1980 yilinin ikinci yarisinda yapay sinir
aglar1 ortaya ¢ikmaya baglamistir. Bu donem igerisinde baz1 akademisyenler karar agact
teoremi ile yapay sinir aglarint smiflandirma ¢oziimleri ig¢in kullanilabilir noktaya
getirmislerdir. Istatistik bilimi insanlik tarihi boyunca modelleme ¢alismalarinda bir arag
olarak siiregelmis ve bu gelismelerle birlikte bilgi isleme teknolojilerinin ilerlemesiyle
beraber hesaplama yontemlerinin bu tlr analizlerdeki 6nemi de giderek artmaya
baslamistir (Paolo, 2003) (Luan ve Terrence, 2000).



2.2. Veri Madenciligi Asamalari

2.2.1. Veri Toplama

Yapilacak ¢alismada kullanilacak bilgilerin, verilerin ilgili veri tabanindan ya da

bilgi kaynagindan tedarik edilmesi gerekmektedir.

Bu noktada veri tabanlarindan bilgileri gekmek i¢in SQL yazilimlart kullanilarak
sorgulamalar yapilabilmektedir. Python gibi yazilim dillerinde c¢evrimigi bir veri
tabanindan ¢esitli kiitliphaneler kullanilarak veriler c¢ekilerek giincel bir akis
saglanabilmektedir. Bunlarin yani sira virgiille ayrilmis veri tabani da denilen .csv
formatindaki MS Excel dosyalar1 da veri setleri olarak kaydedilebilmekte ve ¢aligmalarda

kullanilabilmektedir.

Yapilacak ¢aligmanin amacina uygun verileri toplamak i¢in ¢esitli SQL sorgulari
kullanilmaktadir. Web sitelerinden verilerin toplanmasi1 i¢in webscrap araglari
kullanilmaktadir. Sosyal medya sitelerinin gelistirici hesaplar1 edinilerek API
(Application Programming Interface) baglantilari ile bu platformlarda olusan anlik veriler

cekilebilmektedir.

Belirli bir zaman dilimine ait veri dosyalarmin kullanimi i¢in ise yaygin
kullanimi1 bulunan Kaggle ve tiirevi web sitelerinde acik kaynak olarak paylasilan virgiille
ayrilmis veri dosyalar1 olarak adlandirilan .csv formatindaki dosyalar indirilmektedir.
Temel olarak bu veri dosyalar1 diiz metin formunda bulunmaktadir. Python gibi yazilim
dillerinde bu veri dosyalarmin kullanilabilir/anlagilabilir hale gelmesi i¢in ayristiric

kullanilmas1 gerekmektedir (www.towardsdatascience.com, 2021).

2.2.2. Onisleme

Verileri elde ettikten sonra yapilacak ilk sey verileri temizlemektir. Bu agamada,
verilerin mevcut bir tirden bagka tiire degistirilmesi ve standartlastiriimasi
gerekmektedir. Ornek vermek gerekirse, birden fazla veri taban1 dosyas ile calismak
yerine bu veri tabani1 dosyalar1 ayn1 dosyada birlestirilerek ve standartlastirilarak analize

tek bir kaynak dosya olarak girdi saglanabilir.

Verilerin temizlenmesi, degerlerin ¢ikarilmasi ve degistirilmesi de bu kisimda
yapilmaktadir. Eksik veri kiimeleri oldugu veya bunlarin degersiz gibi goriinebilecegi

diisiiniiliirse, bunlar1 uygun sekilde degistirilmesi gerekmektedir.
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Siitunlarmn béliinmesi, birlestirilmesi ve ¢ikarilmas: da gerekecektir. Ornegin, bir
siitunda daha kiigiik bir yerleske belirtilirken, diger slitunda daha genis olan yerleske
belirtiliyorsa ve ¢alismada bu verilerin ayni ¢ati1 altinda toplanmasi gerekebilir. Keza tam
tersine tek siitunda yer alan benzer veriler s6z konusu ise bunlarin ayri siitunlara

dagitilmasi da gerekebilir.

Bu asama, verilerin dizgilenmesi, duzenlenmesi, ihtiya¢ duyulmayacak
bilgilerin temizlenmesi, standartlastirilmasi ve ortaklastirilmasi olarak diisiiniilebilir

(www.towardsdatascience.com, 2021).

2.2.3. Indirgeme

Veriler kullanilmaya hazir oldugunda ve yapay zeka ve/veya makine 6grenimine
gecmeden hemen oOnce verilerin incelenmesi gerekmektedir. Veriler ve o6zellikleri
incelenerek, verilerin farkli veri tiirlerine gore sayisal, sozel, ardisik vb. seklinde

siiflandirilmasi islemi uygulanir.

Ardindan, onemli degiskenleri test etmek amaciyla Ozellikler c¢ikarilarak
tanimlayici istatistikler hesaplanir, hangi degiskenlerin 6nem arz ettigini bulmak icin
korelasyon analizi yapilir. Ornek olarak, obezite hastaliginda seker ve yag tiiketiminin ne

kadar etkili oldugunun iliskilendirilerek arastirilmasi gibi.

Grafikler, sekiller gibi gorsellestirme elemanlar1 kullanilarak verilerde yer alan

egilimler ve verilerdeki anlam biitiinliikleri belirlenebilir.

2.2.4. Veri Modelleme

Veri modellemenin temelinde hangi islemlerin  gerceklestirilecegine
odaklanilmasinin yam1 swra hangi verilerin gerektigine ve bu verilerin nasil
yapilandirilmast gerekliligi bulunmaktadir. Herhangi bir veri tabaninda saklanacak
veriler i¢in veri modelleri olusturulmaktadir. Veri modelleme yapilarak veri dosyalarinin
icerisindeki verilerin dlgegi kiigiiltiilerek amaca yonelik gerekli verilerin kullanilmasi
amaclanmaktadir. Veri kalitesinin 1iyilestirilmesi, verilerin siniflandirilmasi, veri
nesnelerinin temsil edilip edilmediginin kontrol edilmesi, iliski tablolar1 olusturulmasi, is

gereksinimlerinin ortaya ¢ikarilmasi gibi kullanim amaclar1 bulunmaktadir.

Veri modelleri kavramsal, mantiksal ve fiziksel olarak ii¢ ana baslik altinda
toplanmaktadir. Hiyerarsik, nesneye yonelik, ag, varlik iliskisi ve iliskisel teknik olarak

bes farkli veri modelleme teknigi bulunmaktadir.
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Modellemede gergeklestirilebilecek birkag gorev vardir. Lojistik regresyonlar
kullanarak alinan e-postalari "Gelen Kutusu" ve "Spam" olarak ayirt etmek igin
siniflandirma  gerceklestirecek modeller de egitilebilir. Dogrusal regresyonlar
kullanilarak degerler de tahmin edilebilir. Bu kiimelerin arkasindaki mantigin anlasilmasi
i¢in verileri gruplandirma modeli de kullanilabilir. Ornegin, IBM sirketinin bilgi yonetim
sistemi, Oncelikle bankacilik alaninda kullanilmaya baslanmis ve daha sonra isletmelerde

yaygin kullanima sahip olmus hiyerarsik bir veri modellemedir.

Sekil 2.1: Veri Modelleme (www.towardsdatascience.com, 2021)

Model selection Hyperparameter
during prototyping phase tuner

v

Model training Il
Training

O —»  evaluation

results

Training
data

O

!

Historical
data

N

Validation
Validation > evaluation
data Model results

2.2.5. Degerlendirme

Bir veri analizinin degerlendirme asamasi algoritmanin yani modelin
olgunlastiriimasida 6nemli bir asamasidir. Uzerinde ¢alisilan veriler igin segilecek dogru
algoritmanin se¢ilmesinin yani sira se¢ilmis algoritmanin ne kadar kaliteli calisacaginin

bulunmasini saglamaktadir.

Egitim asamasinda kullanilan verilerle model performansinin degerlendirilmesi,
veri biliminde kabul edilemez ¢iinkii egitim dosyalarinda asir1 iyimser ya da uyumlu
modeller tretilebilmektedir. Veri madenciliginde veri degerlendirmenin bekletme ve

capraz dogrulama seklinde iki yontemi bulunmaktadir.

Bekletme yodnteminde, genellikle biiyiik veri kiimesi rassal olarak egitim,

dogrulama ve test seti olarak {i¢ alt kategoriye boliinmektedir. Egitim veri seti, tahmine
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dayali modeller olusturmak i¢in kullanilan veri kiimesinin alt kiimesidir. Dogrulama veri
seti, egitim asamasindaki modelin performansini degerlendirmek i¢in kullanilan veri
kiimesinin alt kiimesidir. Model parametrelerinin ince ayar1 yapmak ve en iyi performansi
sunan modeli se¢mek icin bir test platformu saglar. Tiim modelleme algoritmalar1 bir
dogrulama setine ihtiya¢ duymamaktadir. Test veri seti veya gorlinmeyen Ornekler, bir

modelin olas1 gelecekteki performansini degerlendirmek i¢in kullanilan veri kiimesidir.

Capraz dogrulama yonteminde, sadece sinirlt miktarda veri mevcut oldugunda,
model performansinin tarafsiz bir tahminini elde etmek i¢in k-katlama capraz
dogrulamasi kullanilmaktadir. K-katlama ¢apraz dogrulamada, veriler esit biiytikliikteki
k alt kiimeye boltinmektedir. Modeller k kez olusturulmakta ve her dongiide bir alt kiime
egitimden ¢ikarilmaktadir ve test seti olarak kullanilmaktadir. Eger k 6rnek biiyiikliigiine

esitse birini disarda birakma olarak adlandirilmaktadir.

Veri modelinin degerlendirilmesi siniflandirma degerlendirmesi ve regresyon

degerlendirmesi olarak iki bagliga boliinebilir (Sayad, 2010).

Sekil 2.2: Veri Madenciligi Asamalar1 (www.towardsdatascience.com, 2021)

O S E M N

Gather data from  Clean data to formats Find significant patterns  Construct modelsto  Put the results into
relevant sources that machine and trends using predict and forecast good use
understands statistical methods

Originally by Hilary Mason and Chris Wiggins

2.3.  Veri Madenciligi Metodlar

Veri madenciligi metodlar1 tahminleme ve betimleme olarak iki baslik altinda

toplanmaktadir. Baz1 kaynaklarda bu ayrim denetimli ve denetimsiz olarak ayrilmaktadir.


http://www.towardsdatascience.com/
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Denetimli ve denetimsiz 6grenme arasindaki temel farklilik, etiketlenmis ve

etiketlenmemis veri setlerinin kullanilmasidir.

Denetimli 6grenme metodu, etiketlenmis veri setlerinin kullanim1 olan makine
O0grenimi yaklasimidir. Verileri simiflandirmak veya dogru sonuglar1 tahminlemek igin
algoritmalarin egitilmesi gerekmektedir. Denetimli 6grenme yaklagiminda model,
etiketlenmis girdi ve istenen ¢ikti degerlerini kullanarak ve dogrulugunu kontrol ederek
zamanla 6grenebilmektedir. Denetimli 6grenme metodu da kendi i¢inde siiflandirma ve

regresyon olarak ikiye ayrilmaktadir.

Smiflandirma problemlerinde, test verilerinin belirli gruplar altinda toplanarak
tasnif edilmesi i¢in algoritma kullanilmaktadir. Ornegin, MS Outlook’ta belirli sozciik
iceren epostalarin belirli bir klasore aktarilmasi igin denetimli 6grenme kullanilmaktadir.
En yakin komsu, karar agaci ve rassal orman, destek vektor makinesi, yapay sinir aglari,

naive-bayes metodu bunlardan bazilaridir.

Regresyon, yani egri olusturma problemlerinde, bagimli ve bagimsiz degiskenler
arasindaki iliskiyi anlamak icin algoritma kullanilmaktadir. Regresyon modelleri, bir
sirketin satislarinin pazardaki diger sirketlerle olan iliskisi ya da tiroid hastaligi ile ilgili
verilerden yola ¢ikarak, hormonlar arasindaki iligkiyi tahmin etmek igin
kullanilabilmektedir. Lineer regresyon, lojistik regresyon, polinom regresyon

baslicalaridir.

Denetimsiz 6grenme metodu, etiketlenmemis veri setlerini analiz etmek ve
kiimelemek icin kullanilan yaklagimdir. Denetimsiz algoritmalar, insan miidahalesine
gereksinim duymadan verilerdeki kaliplar1 kesfetmektedir. Kiimeleme, iliskilendirme ve

boyut kiigiiltme olarak {i¢ ana baslik altinda toplanmaktadir.

Kimeleme yonteminde, etiketlenmemis veriler benzer veya farkli yonlerine gore
ayrilmaktadir. Ornegin, k-ortalama kiimeleme algoritmalari, birbirine benzeyen veri
noktalarini gruplandirir, buradaki k degeri, gruplandirmanin boyutunu ve ayrinti diizeyini

ifade etmektedir.

Iliskilendirme y&ntemi, belirli bir veri kiimesindeki degiskenler arasindaki
bagmtiyr bulmak igin farkli kurallar kullamlmaktadir. Ornegin, cevrimici aligveris
platformlarinda miisterilerin x iirliniinii alirken y {irtiniinti de aldigin1 gosteren 6neriler bu

algoritmalarla ¢bzimlenmektedir.
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Boyut azaltma yontemi, belirli bir veri setindeki 6zelliklerin sayis1 ¢ok fazla

oldugunda kullanilmaktadir. Veri biitiinliigii korunurken, veri giris sayis1 yonetilebilir bir

boyuta indirgenmektedir. Bu yontem genelde yapay zekanin resim kalitesini iyilestirmek

amaciyla gorsel verilerden parazit olan verileri ¢ikarmasi i¢in kullanilmaktadir.

Genel olarak, denetimli 6grenmede algoritma, veriler {izerinde tekrarli tahminler

yaparak ve dogru ¢Oziimii ayarlayarak egitim veri kiimesinden Ogrenmektedir. Bu

noktada ise verilerin uygun sekilde etiketlenmesi icin insan midahalesi gerekmektedir.

Denetimsiz 6grenmede ise algoritma, etiketlenmemis verilerin dogal yapisini ¢ozebilmek

icin kendi bagina ¢alismaktadir (Glymour, Madigan, Pregibon ve Smyth, 1997)(Kohavi
ve Quinlan, 2002).

Sekil 2.3: Makine Ogrenmesi Cesitleri
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2.4.
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Bu ¢alisma, duygu analizi yaklagimlariyla birlikte duygu analizi seviyelerini de

icermektedir. Duygu analiziyle ilgili temel kavramlara bu boliimde yer verilmistir.

2.4.1.Dogal Dil Isleme

Hem bir dizi teoriye hem de bir dizi teknolojiye dayanan metin analiz etmeye

yonelik bilgisayarli yaklasim Dogal Dil Isleme olarak adlandiriimaktadir. Cok aktif bir
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aragtirma ve gelistirme alani oldugundan, herkesi tatmin edecek, iizerinde anlasmaya

varilan tek bir tanim yoktur (Kent, 2000).

NLP, bilimsel, ekonomik, sosyal ve kulttrel olarak énemlidir. NLP teorileri ve
yontemleri ¢esitli yeni dil teknolojilerinde kullanildig1 i¢in hizli bir biiylime
gostermektedir. Bu nedenle, NLP hakkinda daha ¢ok insanin ¢alisma bilgisine sahip
olmas1 6nemlidir. Endustri iginde buna insan-bilgisayar etkilesimi, is bilgisi analizi ve
web yazilimi gelistirmesinde ¢alisan insanlar dahildir. Akademik hayat iginde, beseri
bilimler, bilgi islem ve korpus dilbiliminden bilgisayar bilimi ve yapay zekaya kadar olan
alanlardaki insanlar igerir. Akademideki birgok insan i¢in NLP, “Bilgisayarli Dilbilim”
adiyla bilinir.

2010 yillarinda temsili 6grenme ve derin sinir ag1 tarzi makine Ogrenimi
yontemleri, kismen bu tiir tekniklerin basarili oldugunu gosteren bir dizi sonug nedeniyle

dogal dil islemede yayginlasti

Metinsel Kapsami Tanima (Recognizing Textual Entailment(RTE)) gibi
gorevlerde arastirma odakli ilerlemelere ragmen, gercek diinya uygulamalari igin
gelistirilmis dogal dil sistemleri hala sagduyulu muhakeme gerceklestiremez veya diinya
bilgisinden genel ve saglam bir sekilde yararlanamaz. Bu zor yapay zeka problemlerinin
¢oziilmesini bekleyebiliriz ancak bu arada dogal dil sistemlerinin akil yliriitme ve bilgi
yetenekleri lizerinde bazi ciddi sinirlamalarla yasamak gerekiyor. Buna gére, en bagindan
beri NLP aragtirmasinin en 6nemli hedefi, sinirsiz bilgi ve akil yiirlitme yetenekleri yerine
ylzeysel ama gii¢lii teknikleri kullanarak “dili anlayan™ teknolojiler insa etmek gibi zor

bir gorevde ilerleme kaydetmek olmustur (Bird, Klein ve Loper, 2009).

2.4.2.Dogal Dil Arag Kiti (NLTK)

Dogal Dil Arag Kiti kavramu, ilk olarak 2001 yilinda Pennsylvania Universitesi,
Bilgisayar ve Bilgi Bilimleri Boliimii'ndeki hesaplamali dilbilim kursunun bir pargasi
olarak kurulmustur. Kuruldugu giinden giintimiize kadar diizinelerce insanin katkisiyla

birlikte bu araclar gelistirilmistir.

Artik onlarca {iniversitede derslerde benimsenmis ve birgok arastirma projesine
temel teskil etmektedir. En 6nemli NLTK modulleri Tablo-2.1°de listelenmektedir. Dogal

Dil Arag Kiti, dort ana hedef géz 6niinde bulundurularak tasarlanmigtir:
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Basitlik: Onemli yap: taslar ile birlikte sezgisel bir cerceve saglamak, kullanicilara
genellikle agiklamali dil verilerinin islenmesiyle iliskilendirilen sikici temizlik islerine

saplanmadan pratik bir NLP bilgisi vermek amaglanmaktadir.

Tutarhhk: Tutarh arayiizler ve veri yapilar1 ve kolayca tahmin edilebilir yontem adlari

ile tek tip bir ¢erceve saglamak amaglanmaktadir.

Genisletilebilirlik: Ayn1 goreve alternatif uygulamalar ve rakip yaklasimlar dahil olmak
lizere yeni yazilim modiillerinin kolayca yerlestirilebilecegi bir yap1 saglamak

amagclanmaktadir.

Moddlerlik: Arag setinin geri kalanini anlamaniza gerek kalmadan bagimsiz olarak

kullanilabilecek bilesenler saglamak amaglanmaktadir.

Tablo 2.1: islevsellik Ornekleriyle Birlikte Dil isleme Gorevleri Ve Ilgili NLTK

Modulleri

Dil isleme Gorevi

NLTK Modilleri

Fonksiyonellik

Corporaya erigim

nltk.corpus

Corpora ve sozliiklere standartlastiriimig
arayuzler

Dize isleme

nltk.tokenize, nltk.stem

Belirtegler, ciimle belirtegleri, kok ayiricilar

Siralama nltk.collocations t-testi, ki-kare, noktasal karsilikli bilgi

Konusma pargalari nltk.tag ngram, geri ¢ekilme, Brill, HMM, TnT

etiketleme

Siniflandirma nltk.cluster, nltk.classify Karar Agaci, Maksimum Entropi,
k-ortalamalar, NaiveBayesian

Kimeleme nltk.chunk Normal ifade, n-gram, adlandirilmig varlik

Ayristirma nltk.parse Grafik, 6zellik tabanli, birlestirme, olasilik,

bagimlilik

Anlamsal yorumlama

nltk.sem, nltk.inference

Lambda hesabi, birinci dereceden mantik,
model kontroli

Degerleme metrikleri

nltk.metrics

Hassasiyet, geri ¢agirma, uyum katsayilari

Olasilik ve tahminleme

nltk.probability

Frekans dagilimlari, diizlestirilmis olasilik
dagilimlart

Uygulamalar

nltk.app, nltk.chat

Grafiksel bagdastirici, ayristiricilar,
WordNet tarayicisi, sohbet robotlart

Dilbilimsel ¢aligma

nltk.toolbox

SIL Toolbox formatina veri manipulasyonu
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2.4.3.Duygu Analizi

Duygu analizi, insanlarin bir varliga veya bir 6zneye yonelik duygu veya
duygularin1 tahmin etme yontemidir. Duygu analizi, ¢esitli ilgili metin 6rneklerini genel
olarak olumlu ve olumsuz kategorilere ayirmak icin algoritmalar kullanir. Duygusal
analize yonelik ¢ogu yaklasim, baglamin giiciinii goz 6niinde bulundurarak, metinleri
olumlu veya olumsuz ya da degerlik temelli olarak diizenleyen kutupsallik temelli olarak
iki bicimden birini icerir. Ornegin, polariteye dayali bir yaklasimda, miikemmel ve iyi
sozclikleri ayni sekilde ele alinacaktir. Buna karsilik, degerlik temelli yaklasimda
mitkemmel, iyi oldugu kadar olumlu olarak kabul edilecektir. Aciklamali sozciik
kutupluluklarina sahip Dogal Dil Isleme yontemleri ve sozlikkler bu arastirmayi
gerceklestirebilir. Internette kullanici tarafindan olusturulan bilgilerin yaygin olarak
bulunmasi, biiyiik olasilikla etkili duygu analizi aragtirmalariyla sonuglanmistir (Spencer

ve Uchyigit, 2012).

2.4.4.Makine Ogrenimi Yaklasim1

Makine Ogrenimi Yaklasimi, sozliik tabanl yaklasima kiyasla daha yavas ve
hantal olan, duygu analizi igin yaygin yaklasimlardan biridir. Bir makine 6grenimi

yaklagimi kullanilirken siiflandirilmig egitim verilerine ihtiyag vardir.

Daha oOnce gorilmemis verilerin smiflandirilmasini  tahmin etmek ve
yapilandirmak i¢in siniflandirilmis egitim verileri iizerinde algoritmay1 egitecektir. Bu
amagla kullanilan birka¢ standart algoritma Ornegi, Naive Bayes ve Destek Vektor
Makineleridir. Tiim bu makine 6grenimi algoritmalarini arastirmak ve test etmek zaman
alict ve yavastir. Raporun kapsaminin daha iyi olmasi i¢in sozliikk tabanli yaklasim

secilmistir. Makine 6grenimi yaklasimi daha fazla arastirilmayacaktir.

2.4.5. Dilbilimsel Yaklasim

Adindan da anlagilacagi gibi, sozliik tabanli yaklasim sozliik veya sozliikleri
kullanir. Bu adimda, bir belgenin yoniinii hesaplamak i¢in kelimelerin veya climlelerin
anlamsal yonelimi veya kutuplulugu kullanilir. Bir makine 6grenimi yaklasimindan farkl
olarak, sozliikk tabanli yontem, biiyiik bir veri kitapligna depolanmasini gerektirmez.
Sozliik veya sozliikler kullanarak bir belgenin yoniinii degerlendirir. Anlamsal Y6nelim,
metindeki 6znellik ve goriisiin 6l¢iisiidiir ve kelimelerin veya ifadelerin kutuplulugunu ve

gucunl yakalar. Tim bu ctuimleler, belgenin tam duygu yonelimini yonetir. Diisiince,
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duygu sozliigi manuel veya otomatik olarak olusturulur. Diisiince, duygu sozIligi
gelistirmeye yonelik manuel yaklasim zaman alic1 olabilir. Diger otomatik yontemlerle
birlestirilmelidir, bu ayrintilar biiyiik 6l¢iide iki sozliik kategorisine ayrilir: ortak sozliik
ve kategoriye 0Ozel sozlik. Sozliige dayali yaklasimi kullanmanin avantaji, duygu
sozctiklerinin listesinin ve bunlarin kutuplulugunun ¢ok hizli bir sekilde aranabilmesidir.
Standart veri sozliigii, aynt duygu degerine sahip varsayilan duygu sozciiklerini,
bolunmiis sozciikleri, miizakere s6zcuklerini ve kapali miizakere sozciklerini igerir.
Kapsamli, yiiksek kaliteli bir sozliik, genellikle biiyiik 6lgeklerde hizli, dogru duygu
analizi icin gereklidir (Gustafsson ve Davidsson, 2020) (Hutto ve Gilbert, 2014).

2.4.6.Valence Aware Dictionary and Sentiment Reasoner

Sozlik tabanli sozbilimsel bir duygu analizi algoritmasidir. Sosyal medyada
ifade edilen duygular i¢in 6zel olarak tasarlanmistir ve diger alanlardaki metinlerde de 1yi

calisir.

VADER, sozlikteki her kelimenin bilesik puanlar alarak, pozitif, negatif veya
notr bir kategoriye giren metin oranlari i¢in oranlar olarak ¢ikti saglar ve hepsi birlikte

1'e esittir. Bilesik puan, duygu analizi i¢in en yaygin kullanilan 6l¢imdiir.

Bilesik puan, [-1, 1] araliginda kayan bir noktadir. Bilesik puan, sozliikteki her
kelimenin degerlik puanlarinin toplanmasiyla hesaplanir, kurallara gore ayarlanir ve daha
sonra -1 ile +1 arasinda olacak sekilde normallestirilir. Bilesik puan >= 0,05 olumlu
duyguyu belirtir ve bilesik puan <= -0.05 olumsuz duyguyu belirtir. Tarafsiz duyarlilik, -
0.05 < bilesik puan < 0.05 ile tanimlanur.

Bu sozliigii kullanmak, zaman alict olsa bile manuel olarak kontrol ederek
ortadan kaldirabilecek hatalar verir. VADER tabanli yaklasimin bir dezavantaji, etki
alanindan bagimsiz olmasidir. Ornegin, "sessiz" kelimesi bir arabay1 olumlu bir sekilde

tanimlar, ancak bir hoparlorii tanimlarken olumsuz olur.

Uygulama biiyiik 6l¢iide VADER uygulamasi ile gergeklestirilmektedir. Agik
kaynakli bir algoritma olan VADER, metnin hem kutup degerine (olumlu/olumsuz) hem
de yogunluguna (siddetine) duyarli bir metin duygu analizi modelidir. VADER
algoritmasi bize bir ifadenin olumlu ya da olumsuz ya da tarafsiz m1 oldugunu ve olumlu,
olumsuz ya da tarafsiz olmasinin degerini verir. VADER, sistematik olarak olusturulmus

bir duygu sozligi ile duygu analizi gelistirmek i¢in baz1 s6z dizimsel kurallar1 igerir.
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VADER, 6zellikle tweet verileri igin olusturulmustur ve hem kisaltmalar hem de emojiler
igerir.
Emoijiler, internette yaygin olarak kullanilan duygusal simgelerdir. Tamamen

ticretsiz bir agik kaynakli aractir. VADER, kelime siras1 ve derece degistiricileri de

dikkate alir (Hutto ve Gilbert, 2014)(Elbagir ve Yang, 2019).

2.4.7.Bidirectional Representation for Transformers (BERT) Modeli

BERT Modeli, Google Research'teki arastirmacilar tarafindan 2018 yilinda
onerilen bir Dogal Dil isleme modelidir. Arama motorunun insan dilini anlamasini artiran
bir yapay sinir ag1 algoritmasidir. Sinir aglari, bir hayvanin merkezi sinir sisteminden
ilham alan, kaliplar1 6grenebilen ve taniyabilen bilgisayar modelleridir. Bunlar makine
Ogreniminin bir pargasidir. BERT orneginde, sinir ag1 insan dilinin ifade bigimlerini
ogrenme yetenegine sahiptir. Transformer adli bir Dogal Dil isleme (NLP) modeline
dayanmaktadir ve bu model, bir ciimledeki kelimeler arasindaki iligkileri sirayla tek tek

goriintiilemek yerine anlamaktadir.

Onerildigi dénemde genel dil anlama degerlendirme, Stanford soru cevap veri
seti SQUAD versiyon 1.1 ve versiyon 2.0 gibi birgok dogal dil isleme ver dogal dil anlama
arastirmasinda en son teknoloji dogruluklar saglamaktadir. Yayinlandiktan birkac¢ giin
sonra yayinlana kod, dnceden egitilmis BERTbase ve biiylik bir veri kiimesinin {izerinde
egitilmis BERTlarge siirlimiiyle agik kaynakli hale getirilmistir. BERT ayrica yari
denetimli egitim, OpenAl transformatoérleri, ELMo Embeddings, ULMFit, Transformers
gibi Onceki bircok NLP algoritmasini ve mimarisini kullanir. Bu modelin asil amaci
Google Arama ile ilgili sorgularin anlammin anlasilmasini gelistirmektir. Isminden de
anlasilacag1 gibi diger modellerden farkli olarak ciimleyi hem sagdan sola hem soldan
saga degerlendirmektedir. Boylece metinlerin anlamlarini ve birbirleriyle olusturduklar
iligkileri yiiksek bir giivenilirlik diizeyinde ortaya ¢ikarmay1 hedeflemekte ve sonuglarda
da bunun karsihgmni almaktadir. Ornegin, "bank" kelimesi, "banka hesab1" ve "nehir
kiyisindaki bank" i¢in baglamdan bagimsiz ayni temsile sahip olacaktir. Bunun yerine
baglamsal modeller, ciimledeki diger kelimelere dayanan her kelimenin bir temsilini
olusturur. Ornegin, "Banka hesabina eristim" ciimlesinde, tek yonlii bir baglamsal model,
"eristim"e dayali olarak "banka"y1 temsil eder ancak "hesap" sOzciigiinii temsil etmez.

Bununla birlikte, BERT, derin bir yapay sinir aginin en altindan baslayarak "banka ...
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eristim" ciimlesinde hem 6nceki hem de sonraki baglamini kullanarak “hesap” s6zctiglinii

temsil etmektedir (ai.googleblog.com, 2021).

On egitim prosediirii, bilyiik dl¢iide, dil modeli 6n egitimi ile ilgili mevcut
literatiirii takip etmektedir. Egitim oncesi derlem ig¢in 800 milyonluk sézciik barindiran
BooksCorpus ve iki buguk milyar sdzcuk igeren Wikipedia kullanilmaktadir. BERT
(large) ve BERT (base) seklinde iki farkli temel algoritma sunulmaktadir. BERT _large
icin on alt1 adetlik Tensor Processing Unit (TPU) ve BERT base i¢in dort adetlik Tensor
Processing Unit (TPU) kullanilarak dort giin siiresince egitilmistir. Google, ayn1 zamanda
base model olan algoritmayir OpenAl modeli ile karsilastirma yapmak iizere aymni
Ozelliklerde gelistirdigini agiklamaktadir. BERT kendi basina GLM ad1 verilen, birden
fazla problemde kullanilabilecek sekilde tasarlanmis bir modeldir. Chatbot, metin
siniflandirma vb. problemlerin ¢6ziimiinde kullanmak i¢in modelin {iistiine ekstra
katmanlar eklenmesi gerekmektedir. Wikipedia i¢in listeleri, tablolar1 ve basliklar1 yok
saymakta ve yalnizca metin pasajlarini ¢ikarmaktadir. Uzun bitisik dizileri ¢ikarmak igin
Billion Word Benchmark gibi karistirilmis ciimle diizeyinde bir sozlik yerine belge
dizeyinde bir sozlik kullanmak c¢ok Onemlidir. BERT, cift-yonlii olmasi disinda
Maskelenmis Dil Modelleme (MLM) ve Siradaki Ciimleyi Tahminleme (NSP) olarak
adlandirilmis iki farkli yontemle egitilmektedir. BERT modelinin karsilastigi ilk
cumlede, cumlede yer alan kelimelerin ylzde on besinde maskelenmis dil modelleme
yontemi kullanilmaktadir. Bu yontemin kullanildig1 kelimelerin yiizde sekseni MASK
jetonu ile maskelenirken, ylizde onluk kismi1 baska bir kelime ile yer degistirmektedir,
geriye kalan yiizde onluk kisim ise oldugu gibi birakilmaktadir. Yiizde on beslik deger
secilmesini sebebi olarak, ¢ok fazla kelimenin maskelenmesinin egitimi ¢ok zorlastirdigi,
cok az kelimeyi maskelemenin de climledeki igerigin ¢ok iyi kavranamamasina sebep
oldugu belirtilmektedir. MLM yoOnteminde, yilizde seksenlik kisimda maskelenen
kelimeler tahmin edilerek bulunmaya calisilir, diger yiizde yirmilik kisimla ilgili islem
yapilmamaktadir. Bu nedenle kayip degeri yalnizca bu yiizde seksenlik maskelenen kisim
tizerinden hesaplanmaktadir. MLM yonteminde, ciimle i¢erisindeki kelimeler arasindaki
bagintilar tahminlenmeye ¢alisilirken, NSP yonteminde ise ciimleler arasinda baginti
tahminlenmeye ¢alisilmaktadir. Egitim esnasinda ikili olarak gelen ciimle ¢iftinde, ikinci
climlenin ilk ciimlenin devami olup olmadigi tahmin edilmektedir. Bu teknikten 6nce

ikinci cumlelerin ytzde ellisi rassal olarak degistirilmekte, diger yiizde ellisi ise ayni
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sekilde birakilmaktadir. Egitim esnasindaki optimizasyon, bu iki teknik kullanilirken
ortaya ¢ikan kaybin minimuma indirilmesidir (Devlin, Chang, Lee ve Toutanova, 2019).

Google, her giin aldig1 sorgularin %15 in yeni aramalar oldugunu belirtiyor. Bu
nedenle, arama sorgusunu anlamak icin Google arama motorunun dili ¢cok daha iyi
anlamasi gerekmektedir. Modelin dil anlayisin1 gelistirmek i¢in BERT, farkli bir
mimaride farkli gorevler igin egitilmis ve test edilmistir (www.geeksforgeeks.com,
2021). BERT, su anda Google'da, arama sorgularinin yorumlanmasini optimize etmek
icin kullanilmaktadir. BERT, asagidakiler dahil, bunu miimkiin kilan ¢esitli islevlerde

kullanilabilmektedir.
Siradan siraya dayali dil olugturma gorevleri:

e Soru cevaplama
e Ozet olusturma
e Ciumle tahmini

e Sohbet yaniti olugturma
Dogal dil anlama gorevleri:

e (Cokanlamlilik ¢gozumleme (anlamlar: farkli olan kelimeler)
e Kelime anlam belirsizligi
e Dogal dil ¢ikarimi

¢ Duygu siniflandirmasi
2.4.8. Kernel Yogunluk Tahminlemesi (KDE)

Kernel yogunluk tahminlemesi (KDE) yontemleri, olay kaliplarin1 anlama ve
potansiyel olarak tahmin etme amaciyla, mekansal verilerin gorsellestirilmesinde ve
analiz edilmesinde siklikla kullanilmaktadir. Bu yontemlerin risk degerlendirmesi ve
hasar analizi, yangin ve kurtarma hizmetleri igin acil durum planlamasi, yol kazalar: gibi
cok ¢esitli uygulamalari bulunmaktadir (Silverman, 1986) (Smith, Goodchild ve Longley,
2015) (Anderson, 2009).

KDE, tiim nokta deseni lizerine yerlestirilmis bir 1zgara lizerinde yapilan bir dizi
tahminden dolay1 6zellikle sicak noktalar1 tespit etmede kullaniligl bir tahminleme olarak
one ¢cikmaktadir. Bu tahminlerin her biri belirli bir konumdaki yogunlugu gostermekte ve
bu nedenle nokta desen yogunluklarmin en yiiksek ve en diisiik degerlerini tespit

etmektedir. Kullanicinin tek rolii, belirleyici bir rol oynayan tahmin i¢in uygun bant
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genisligini belirlemektir. Bant genisligi ¢ok biiylik ayarlandiginda onemli bilgiler
kaybolabilmektedir. Kiigiik bir bant genisligi durumunda yerel veri bilgisinin sonug
Uzerinde daha 6nemli bir etkisi bulunmaktadir. Bu islemi kolaylastirmak i¢in dnceden
islenmis KDE haritalarini belirtilen bant genisligi ile ayn1 anda ¢ikaran bir bant genisligi
kaydirma arac1 Onermektedir. Bu sekilde, kernel bant genisliginin KDE'ye etkisi agik¢a
gosterilebilmekte ve uygun bir bant genisligi gorsel olarak belirlenebilmektedir (Krisp,
Peters, Murphy ve Fan, 2009)(Krisp ve Spatenkova, 2009).

Olasilik yogunluk fonksiyonu:
1 .
flx)= o Ly K (x—xi)/h,

n'nin 6rnek boyutunu gosterdigi, h kernel bant genisligini temsil eder ve K,
kernel islevi anlamina gelir. Bant genisligi h, yaklasik yogunlugun diizgtinliigiinii belirler.
Daha kiiciik bir h bant genisligi daha degisken bir tahmini yogunluga yol agarken, daha
biiylik bir h daha kabul edilebilir bir tahmini yogunluga yol agar. Rastgele degisken
yogunluk, kernel fonksiyonlar1 kullanilarak hesaplanir. Burada kullanilan kernel islevi,

olarak tanimlanan Gauss kernel iglevidir.

Gaussian kernel fonksiyonu

__ 1 (x—w)?
K(x)= a2 € 2e2

Fonksiyon artan bir fonksiyon oldugunda, normal kiimiilatif dagilim islevi

(CDF), normal dagilim islevinin belirtilen rastgele degiskene esit veya ondan kiigiik

yuzdesini dondiren bir tekniktir. @ islevi, standart normal dagilimin kimilatif dagilim

fonksiyonunu belirtir:

CDF standart normal dagilima:

X

1

_w.."Z:'r
—co

$(x) =P(Z <x)= exp { —u 23’2 }dx
2.5. Zaman Serileri Analizi

Zaman serileri analizi, muayyen bir zaman dilimindeki verileri veya verilerin

egilimlerini analiz eden istatistiksel yontemdir. Bir zaman dizisi, birbirini takip eden
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muayyen bir zaman siiresinde belirlenmis sirali veri noktalarmi igcermekte, zaman
serisindeki veri noktalarinin altindaki temel sebepleri anlayabilmek, 6nermek veya
tahminlerde bulunmak iizere bir zaman serisini tahmin etmeye ¢alisan yontemleri
icermektedir. Zaman serisi analizini kullanan tahmin verileri, bilinen ge¢gmis sonuclara
dayanarak gelecekteki sonuglari tahmin etmek i¢in bazi 6nemli modellerin kullanimini
icermektedir. Bu analizin bir amaci, trendler, dongiiler ve diizensiz hareketler dahil olmak
lizere bir zaman serisinin bilesenlerini ifade ettigi zaman igindeki degisikliklerdeki

kaliplar kesfetmek ve anlamaktir.

Ornegin, miisterilerin ge¢mis verilerine bagl olarak belirli bir zaman diliminde
ka¢ miisterinin gelecegi gibi daha fazla miisterinin de ne zaman geleceginin
tahminlenmesi igin zaman serisi analizi kullanilmaktadir. Tahmin edilen degerler, hangi
verinin uzun ya da kisa kaldigini, baglantilar ve iligkilendirme, gunliik, mevsimsel

egilimler ve davraniglari incelemek i¢in zaman serileri analizleri kullanilmaktadir.

2.5.1.Zaman Serileri I¢in Otokorelasyon Analizi

Otokorelasyon bir tiir seri bagimliliktir. Otokorelasyon, bir zaman serisi
kendisinin gecikmis bir versiyonuyla lineer olarak iligkili oldugunda meydana gelir.

Korelasyon ise basitge iki bagimsiz degiskenin dogrusal olarak iliskili oldugu zamandir.

Baz1 zaman serisi tahmin yontemleri 6rnegin, regresyon modellemesi gibi,
gbzlem ve hesap sonuglar1 arasindaki farklarin otokorelasyondan (ayarlanmig model ile
veriler arasindaki fark) bagimsiz oldugu varsayimina dayanir. Otokorelasyon analizinin
belki de en zorlayic1 yonii, verilerimizdeki gizli detaylar1 ortaya ¢ikarmada ve uygun
tahmin yontemlerini segmemizde bize nasil yardimei olabileceginin tespit edilmesidir.
Bunu, zaman serisi verilerindeki donemselligi ve egilimi belirlemek igin 6zel olarak

kullanabiliriz (Shumway ve Stoffer, 2005)(Hyndman ve Athanasopoulos, 2018).

2.5.2.Zaman Serileri i¢cin Dénemsel Ayrisma

Zaman serisi, seviye, egilim, mevsimsellik ve giiriiltii olarak dort bilesenden
olugsmaktadir. Seviye, serinin temel ortalama degerini ifade etmektedir. Egilim, serinin
zaman i¢inde istege bagli ve genelde dogrusal artan ya da azalan degeridir. Mevsimsellik,
zaman i¢inde istege bagli yinelenen davranis benzerlikleri ve dongiileridir. Giiriiltii ise

verilerde, model tarafindan agiklanamayan istege bagl rassal degisimdir.
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Tiim zaman serilerinin bir seviyesi bulunmaktadir ve cogunlukla giirtilti
icermektedir, trend ve mevsimsellik ise istege baghidir. Bazi1 kaynaklarda giiriiltii
modellenemeyen bir bilesen olmasi sebebiyle sistematik olmayan bir bilesen olarak
ayrilirken, seviye, egilim, mevsimsellik ise tutarlilig1 veya tekrar1 olan, tanimlanabilen ve
modellenebilen zaman serileri bilesenleri, yani sistematik zaman serileri bilesenleri
olarak tanmimlanmaktadir (Shumway ve Stoffer, 2005)(Hyndman ve Athanasopoulos,
2018).



UCUNCU BOLUM

MATERYAL VE YONTEM
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3.1. Kullanilan Araclar

Bu caligmada kullanilan programlama diline, yazilim platformuna, Python’da
kurulan bilimsel kiitiiphanelere, kullanilan bilgisayar 6zelliklerine, secilen algoritmalara

bu boéliimde yer verilmistir.

3.1.1.Python Programlama Dili

Bu c¢alismanin makine 6grenmesi modellerinin gelistirilmesi i¢in Python yazilim

dili ve kiitiiphaneleri kullanilmastir.

Python, dilsel verileri islemek i¢in miikemmel islevsellige sahip basit ama giicli
bir programlama dilidir. Python, http://www.python.org/ adresinden (cretsiz olarak

indirilebilir. Tim platformlar igin yikleme segenekleri mevcuttur.

Asagida file.txt dosyasini igsleyen ve “ing” ile biten tiim kelimeleri yazdiran bes

satirli bir Python kod blogu bulunmaktadir.

for line in open(“file.txt"):
for word in line.split():
if word.endswith('ing’):
print word

Bu kod blogu Python'in bazi temel 6zelliklerini gostermektedir. Ilk olarak,
bosluk kod satirlarini i¢ ice gegirmek i¢in kullanilir; boylece if ile baslayan satir, for ile
baglayan onceki satirin kapsamina girer. Bu kod her kelime i¢in ing testinin yapilmasini
saglar. Ikinci husus ise Python nesne yonelimlidir, her degisken, belirli tanimlanmis
niteliklere ve ydntemlere sahip bir varliktir. Ornegin, degisken satirinin degeri bir
karakter dizisinden daha fazladir. Bir satir1 sozciiklerine bélmek i¢in kullanabilecegimiz
split() adl1 bir yontemi olan bir dize nesnesidir. Bir nesneye yontem uygulamak i¢in nesne
admi, ardindan bir nokta ve ardindan yontem adini, yani line.split() yazariz. Ugiincii
husus, yontemlerin parantez icinde ifade edilen argiimanlar1 vardir. Ornegin,
word.endswith('ing'), baska bir sey degil, ing ile biten kelimeler istedigimizi belirtmek
icin 'ing' argiimanina sahiptir. Son olarak ve en énemlisi, Python son derece okunabilirdir,
daha 6nce hi¢ kodlama yapmamis olsaniz bile bu programin ne yaptigini tahmin etmek

oldukga kolaydir.

Yorumlanmis bir dil olarak Python, etkilesimli kesfi kolaylagtirir. Nesne

yonelimli bir dil olarak Python, verilerin ve yontemlerin kapstullenmesine ve kolayca
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yeniden kullanilmasina izin vermektedir. Dinamik bir dil olarak Python, nesnelere aninda
Ozniteliklerin eklenmesine izin verir ve degiskenlerin dinamik olarak yazilmasina izin
vererek hizli gelistirmeyi kolaylastirir. Python, grafik programlama, sayisal isleme ve

web baglantisi i¢in bilesenleri iceren kapsamli bir standart kitaplikla birlikte gelir.

Python, diinya ¢apinda endiistride, bilimsel arastirmalarda ve egitimde yogun
olarak kullanilmaktadir. Python, yazilimin iiretkenligini, kalitesini ve siirdiirtilebilirligini
kolaylastirdigi ic¢in genellikle oviiliir. Python basar1 Oykiilerinin bir koleksiyonu
http://www.python.org/about/success/ adresinde yayinlanmaktadir. NLTK, Python'da
NLP programlart olusturmak i¢in kullanilabilecek bir altyapr tanimlar. Dogal dil
islemeyle ilgili verileri temsil etmek icin temel simiflar saglar; konusma bolimii
etiketleme, s0zdizimsel ayrigtirma ve metin siniflandirma gibi gorevleri ger¢eklestirmek
icin standart arayiizler; ve karmasik sorunlar1 ¢6zmek i¢in birlestirilebilen her gorev i¢in

standart uygulamalar.

NLTK kapsamli belgelerle birlikte gelmektedir. Bu kitaba ek olarak,
http://www.nltk.org/ adresindeki web sitesi, ara¢ setindeki her modiilii, siifi ve islevi
kapsayan, parametreleri belirten ve kullanim 6rnekleri veren API belgeleri saglamaktadir.
Web sitesi ayrica kullanicilar, gelistiriciler ve egitmenler i¢in tasarlanmis kapsamli

ornekler ve test senaryolari igeren birgok “Nasil” belgesi sunmaktadir.

Bu caligmada makine 6grenimi modellerini gelistirmek i¢in asagidaki Python

kitapliklart kullanilmigtir.

3.1.2. NLTK Kutiphanesi

e Insan dili verileriyle calisan ve WordNet ve metin isleme kitapliklar1 gibi cesitli
sOzliik kaynaklarina basit bir arayiiz saglayan bir Python paketidir.
e Siniflandirma, jetonlastirma, kaynak olusturma, etiketleme, ayristirma ve

anlamsal akil yiirtitme bu sozliiksel kaynaklar kullanilarak gergeklestirilir.

3.1.3.Google Colab

e Kisa ismiyle Colab olarak bilinen Google Colaboratory, internet tarayici iizerinde
Python dilinde programlar yazmay1 ve ¢alistirmay1 saglamaktadir.

e Herhangi bir yapilandirma yapilmasina gerek duymamaktadir.

e GPU'lara Ucretsiz erisim imkani sunmaktadir.

e Kolay paylasim imkan1 sunmaktadir.
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Colab not defterleri; yurdttlebilir kod, zengin metin, resimler, HTML, LaTeX ve
diger o6geleri tek bir dokiimanda birlestirmeye imkan saglamaktadir.

Olusturulan Colab not defterleri Google Drive hesabinda saklanabilmektedir.
Colab not defterleri diger insanlarla kolayca paylasilabilir, paylasilan kisilerin not
defterleri (zerinde yorum yapmalari, hatta diizenlemeleri saglanabilir

(colab.research.google.com, 2021).

3.1.4.Scikit-Learn Kutuphanesi

Scikit-Learn (skLearn), Python yazilim dilinde makine Ogrenmesi igin
gelistirilmis yayin kiitiiphanelerden birisidir.

Herkes tarafindan erisime agik ve ulasilabilirdir.

Smiflandirma, regresyon, kiimeleme, boyut azaltma, model se¢imi, yeniden
isleme problemlerinde kullanabilir.

Tahmine dayal1 veri analizi ¢aligmalari i¢in basit ve verimli araclar sunmaktadir.
NumPy, SciPy ve matplotlib Gizerinde kuruludur.

Acik kaynak ve ticari olarak kullanima uygundur (scikit-learn.org, 2021).

3.1.5.Numpy (Numerical Python) Kuttphanesi

NumPy, temel Python bilgi islem paketidir. Kapsamli bir {ist diizey matematiksel
islevler koleksiyonu saglayarak ¢ok boyutlu dizilerin ve matrislerin islevselligini
genisletmek i¢in kullanilir.

Pandas ve matplotlib dahil olmak tzere bir ¢cok Python kitliphanesiyle uyumlu
calismaktadir.

Diziler iizerinde matematiksel, mantiksal, sekil isleme, siralama, se¢gme gibi
islemler i¢in temel matematik ve istatistik islemlerini yapabilmektedir.

Bellekte yeni bir dizi olustururken, orjinali sildiginden sabit ve kiiguk bir boyutta
kalmaktadir.

Standart matematiksel yapidaki kodlamalar i¢in daha uygundur.

Acik kaynak olarak sunulmaktadir (numpy.org, 2021) .

3.1.6.Pandas Kutuphanesi

Veri analiz araci olarak islev géren ve veri yapilariyla ¢alisan bir Python paketi.
Pandalar, tiim veri analizi ig akisini python'da gergeklestirerek R gibi daha alana

0zgl bir dile gegme ihtiyacini ortadan kaldirir.
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Otomatik ve agik veri hizalama yapabilmektedir.

Hem verileri toplamak hem de doniistirmek i¢in veri kiimeleri tiizerinde
islevsellige gore giiclii ve esnek gruplama yapabilmektedir.

Diger Python ve NumPy veri yapilarindaki diizensiz dizine sahip verileri
DataFrame nesnelerine doniistiirebilmektedir.

Biiyiik veri dosyalarmin alt kiimelenmelerinin yapilabilmesine olanak
saglamaktadir.

Veri dosyalarinin 6zet dosya olarak yeniden sekillendirilmesine esneklik
saglamaktadir.

Zaman dilimi, tarih araligi olusturmak, periyot degistirme, tarih degistirme ve
geciktirme, kayan pencere istatistikleri olusturulabilmektedir.

Diiz metin dosyalarindan, excel dosyalarindan, veri tabanlairndan veri yiikleme

islemini ¢ok hizli yapabilmektedir (pandas.pydata.org, 2021).

3.1.7.Matplotlib Kuttiphanesi

Matplotlib, iki boyutlu cizimlerin Python’da yapilabilmesi icin gelistirilmis
popiiler bir gorsellestirme kiitiiphanesidir.

John Hunter tarafindan 2002 yilinda tanitilmistir.

MathWorks tarafindan gelistirilen tescilli bir programlama dili olan Matlab’a
benzer olmak iizere tasarlanmustir.

Acik kaynak ve herkes tarafindan erisilebilir bir kiitiiphanedir.

Dizilerdeki verilerden iki boyutlu cizimler yapmak i¢in platformlar arasi
kullanima sahiptir.

Python’da yazilmistir ve sayisal mekanik uzantis1 olan NumPy’1 kullanmaktadir.
Python ve IPython terminallerinde, Jupyter notebook ve web uygulama
sunucularinda kullanilabilmektedir.

Matplotlib, dagilim, ¢izgi, pasta, histogram, gii¢c spektrumlari, cubuk grafikler vb.
uretebilmektedir (matplotlib.org, 2021).

3.1.8.Vader

Acik kaynakli bir algoritma olan VADER, so6zciklerin olumlu veya olumsuz
olarak kutup degerine ve bu degerin siddetine gére metinlerde duygu analizi

yapan bir modeldir.
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VADER algoritmasi bize bir ifadenin olumlu ya da olumsuz ya da tarafsiz mi
oldugunu ve olumlu, olumsuz ya da tarafsiz olmasinin degerini verir.

VADER, sistematik olarak olusturulmus bir duygu sozliigii ile duygu analizi
gelistirmek icin bazi s6z dizimsel kurallar1 igerir.

Sozlik tabanli bir model oldugundan ciimledeki anlam biitiinliigline gore
yorumlayamamast s6z konusudur.

VADER, 0zellikle tweet verileri i¢in olusturulmustur ve hem kisaltmalar hem de
emojiler igerir. Emojiler, internette yaygin olarak kullanilan duygusal simgelerdir.
Tamamen ficretsiz bir agik kaynakli aractir.

VADER, kelime siras1 ve derece degistiricileri de dikkate almaktadir.

3.1.9.Bert

Acik kaynak bir model olan BERT, transformer mekanizmasiyla galisan, Gift
yonlii maskelenmis dil modelini kullanan, bir veri seti ile egitilerek dili anlamasi
saglanan yapay sinir ag1 modelidir.

Transformer mekanizmasi, ¢oklu iglem yapma algoritmasi ile kelimenin 6niinden
ve arkasindan gelen kelimeyle olan iliskisine odaklanarak ¢ift yonli
degerlendirme yapilmasini saglamaktadir.

Soldan saga, sagdan sola climledeki kelimelerin yerlerini degistirerek,
maskeleyerek ve sonradan gelen ciimleler arasindaki iliskileri hesaplayarak anlam
biitlinliigiine odaklanan bir dil modelidir.

Hazir egitilmis modeller ince ayar teknigiyle yeni problem ¢oziimlerinde
kullanilabilmektedir. Soru cevaplama, metin siniflandirma ve gruplandirma,
goriintili isleme, ses tanima gibi alanlarda ¢6ziim liretebilmektedir.

Ciimle igerisindeki kelimeleri sirayla degerlendirdigi i¢in uzun ciimle yapilarinda
kelimeler arasindaki iliskilerde kayiplar s6z konusudur.

Modelin birden ¢ok algoritmayi igerisinde barindirtyor olmasi ve bu islemlerin
hem 1iyi bir donanim gerektirmesi hem de zaman almasi bakimindan yuksek

maliyetli bir modeldir.

3.1.10. Transformers Kutiphanesi

Hugging Face Transformers (doniistiiriicii) paketi, ¢esitli dogal dil isleme (NLP)
gorevleri igin olaganiistii yararli olan dnceden egitilmis modeller saglayan son

derece popiiler bir Python kitapligidir.
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Onceden yalnizca PyTorch'u destekliyordu, ancak 2019'un sonlarindan itibaren
TensorFlow?2 de destekleniyor.

Kiitiiphane, Dogal Dil Cikarimindan (NLI) soru sorup cevaplamaya kadar birgok
gorev icin kullanilabilirken, metin siniflandirma en popiiler ve pratik kullanim

orneklerinden birisidir.

3.1.11. Tensorflow Kutlphanesi

Acik kaynak kod olarak Google tarafindan gelistirilmis, derin 6grenme destekli
yapay zeka ¢alismalarinda kullanilmaktadir.

Ses tanima, sesli komut, sesli arama, duygu analizi, otomotiv ve havacilik
sanayilerinde akim kagagi tespit etme teknolojilerinde kullanilmaktadir.

Apple Siri, Google Now, MS Cortana gibi sesli komut teknolojilerinde
kullanilmaktadir.

Dil tanima, metin 6zetleme gibi metin tabanli uygulamalarda kullanilmaktadir.
Google Translate tarafindan dil tanima teknolojisinde kullanilmaktadir.

Fotograf ve/veya video goriintli tanima, islemede kullanilmaktadir.

Iki boyutlu gérsellerden ii¢ boyutlu uzay modelleri olusturmada, sosyal aglarda
fotograf etiketleme Onerilerinde, deep face, deep fake uygulamalarinda
kullanilmaktadir.

Zaman serileri analizinde kullanilmaktadir.

Python yam1 sira Java, JavaScript, C#, C++ yazilim dilleriyle birlikte
kullanilabilmektedir.

Sistem tlizerindeki merkezi ya da grafik islemcileri kullanabilmektedir.

NumPy ile birlikte kullanilmalidir (tensorflow.com, 2021).

3.1.12. Torch Kutuphanesi

PyTorch, ¢cok boyutlu vektorel bir makine 6grenme kiitiiphanesidir.
Oncelikle GPU ve CPU’lari kullanan derin 6grenme uygulamalari igin
tyilestirilmis bir bilimsel hesaplama, tensor kiitliphanesidir.

Torch, genel olarak yapay zeka algoritmalarinda 6grenim i¢in kapsamli bir
¢Ozim Ulreten hesaplama yapisidir.
Facebook tarafindan 2017 yilinda sunulmustur.

Acik kaynak kodludur ve erisime agiktir.
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Temelindeki C/CUDA uygulamasi ve LualIT yazilim dili nedeniyle kullanimi
hem basit hem de verimli olmaktadir.

Torch, algoritmalarin hazirhgmi yiiksek bir esneklik ve hizda yapmay1
amaglarken, yapilan iglemleri de basite indirgemektedir.

Torch, alinan sinyallerin doniistiiriilmesi, sensorlerden aktarilan ses, video ve
goriintiilerin  iglenmesi gibi biiylik islem yiikii olan ¢esitli alanlarda
kullanilmaktadir.

Grafik islemciler ve merkezi islemciler arasinda etkili bir paralel islem
yapabilmekte ve yapay sinir agma ait istege bagl  grafiklerini
olusturulabilmektedir (torch.ch, 2021)



DORDUNCU BOLUM

VERI ANALIZi ASAMALARI
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4.1. Veri Analizi Asamalar
4.1.1.Veri Toplama

Calismada kullanilan veri setlerini toplamak icin sosyal medya platformu olarak
Twitter secilmistir. Temel adim olarak Python ve Twitter Mikroblog arasinda baglanti
kurularak veriler indirilebilir. Twitter, verilerini URL'ler araciligiyla erisilebilen ve genel
APl'ler araciligiyla kullanima sunmaktadir. Ancak API hesabi actirabilmek igin 6zel
olarak basvuru yaparak Twitter’dan onay alinmasi gerekmektedir ve sonrasinda bu
APTI’nin kullanilabilmesi s6z konusudur. Python, Twitter'in verilerine API araciligiyla
erismenizi saglayan ¢ok basit bir paket icerir. API hesabinizin kullanici bilgilerini kod

bloguna yazarak Tweepy gibi gerekli kitapliklar1 yardimiyla verileri indirebilirsiniz.

Gundmuzde Twitter kullanicilart metinle ifadelerinin yani sira, duygularini ifade
etmek icin gilme, aglama, utanma, sinirlenme, iztilme gibi duygularini ifade etmek igin
emojiler kullanmaktadir. Twitter’dan indirilen veriler belirli bir zaman aralig1 boyunca
gerceklestirilir ve ilgili donemin verileri farkli CSV dosyalarinda kaydedilir. Hedeflenen
bilgiler bu dosyalarda yer alan igerik ve tweet'lerin zaman damgalaridir. Ana islem,
tweet'lerin Twitter'dan alinmas1 ve tweet'lerin python kiitiiphanesini kullanarak duygu
analizi yapan bir algoritma ile degerlendirilmesidir. Twitter verilerini ¢ikarmak igin
kullanilan yontemler, herkese a¢ik ham tweet'lere ger¢ek zamanli erigsime izin
vermektedir. Twitter API, kullanicilarin resmi olarak bir kullanici hesabindan tweet
indirmelerini ve tweetleri .csv gibi uygun bir dosya formatinda kaydetmelerini
saglamaktadir. Ancak bu ¢alismada ise verisetlerini diizenli araliklarla gilincelleyerek agik
kaynak olarak kamuya sunan Gabriel Preda’nin verisetinden yararlanilmistir. ().
Twitter'in genel mesaj panosunda yayinlanan COVID-19 agisi ile ilgili toplam 212.983

tweet bulunan bir .csv veri seti kullanilmistir (www.kaggle.com, 2021).
Gabriel Preda’nin veri setlerini ¢gekmek igin kullandigi kod blogu ise asagida
paylagilmistir (www.github.com, 2021)
tweets_pfizer = create_cursor(api, "#PfizerBioNTech -filter:retweets", "2021-02-02")
tweets_sinopharm = create_cursor(api, "#Sinopharm -filter:retweets", '2021-02-02")
tweets_sinovac = create_cursor(api, "#Sinovac -filter:retweets", "2021-02-02")
tweets_moderna = create_cursor(api, "#Moderna -filter:retweets", "2021-02-02")

tweets_oaz = create_cursor(api, "#oxfordastrazeneca -filter:retweets", "2021-02-02")
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tweets_covaxin = create_cursor(api, "#Covaxin -filter:retweets", "2021-02-02")
tweets_sputnikv = create_cursor(api, "#SputnikV -filter:retweets", "2021-02-02")

tweets_jandj = create_cursor(api, "#j -filter:retweets", "2021-02-02")
4.1.2.Veriye Genel Bakis

Kullanilan veri seti, ¢esitli bilgi slitunlarindan olugsmaktadir. Toplamda 16 alan

ve 212.983 tweet bulunmaktadir.
Bu siitun bagliklar1 asagidaki gibidir;

id, user_name user_location, user_description, user_created, user_followers, user_friends,

user_favourite, user_verified, date, text, hashtags, source, retweets, favorites, is_retweet

Temel veri alanlari, kullanict_kimligi, kullanici_adi, tarih, metin, etiketler olarak

belirtilmistir ve bu bilgiler duygu analizi icin blyuk 6lgtide gerekli olan bilgilerdir.
4.1.3.Verinin On Islenmesi

Twitter'da tweet, bir mikroblog mesajidir. Twitter’da yillarca 140 karakter olan
mesaj uzunlugu limiti son yillarda 280 karakter limitine artirilmistir. Tweetlerin gogu,
gomuli baglant1 linklerinin, fotograflarin, kullanici adlarinin ve ifadelerin yan1 sira metin
icerir. Tweetlerde yazim ve imla hatalar1 bulunabilmektedir. Bu ¢aligmada sunulan
modelde, yeni bir koronavirus (2019-nCoV) ile ilgili yapilandirilmamis veriler Twitter
verileri kullanilarak, ardindan tarama veya filtreleme olarak adlandirilan metin temizleme
ve siiflandirma islemlerine tabi tutulmaktadir. Bu nedenle, tweet'lerden alakasiz bilgileri
kaldirmak i¢in bir dizi 6n isleme adim1 gergeklestirilmektedir. Metnin analizi icin HTML
karakterlerinin, argo kelimelerin, duraklamalarin, noktalamalarin, baglanti linklerinin
kaldirilmas1 gerekmektedir. Birbirine ulanmis kelimelerin ayrilmasi da temizlik igin
O6nem arz etmektedir (Jiangiang ve Xiaolin, 2017). Veriler ne kadar temiz olursa,
madencilik ve 6zellik ¢ikarma i¢in o kadar uygun olmalar1 ve bu da sonuglarin daha dogru
olmasini saglamaktadir. Tweet'ler ayrica, veri setinden yinelenen tweet'leri ve retweetleri
ortadan kaldirmak i¢in 6n isleme tabi tutulmaktadir. Bu verileri 6nceden islemek igin
Python Natural Language Toolkiti (NLTK) kullanmilmaktadir. Ilk olarak, URL'ler
("http://url"), retweet (RT), kullanicidan bahsetme (@) ve istenmeyen noktalama
isaretleri gibi tweet'lerin 6zel karakterlerini algilamak ve atmak i¢in Python'da normal bir
ifade (Regex) calistirilmaktadir. Hashtag'ler (#) genellikle tweet'in konusunu agikladigi

ve tweet'in konusu ile ilgili faydali bilgiler igerdigi icin tweet'in bir parcasi olarak
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eklenmistir, ancak "#" sembolii kaldirilmistir (Jiangiang ve Xiaolin, 2017)(Symeonidis,
Efforsynidis ve Arampatzis, 2018).

cleaned_tweets = []

for tweet in tweets:

# String search - remove searched substring from string

# RE for links: r'http\S+

# RE for @mentions: @[A-Za-z0-9]

cleaned_tweet = re.sub(r "http\S+|@[A-Za-z0-9]+ ", “*, tweet[0])
# Store in a new list of lists with cleaned tweets
cleaned_tweets.append([cleaned_tweet, tweet[1]])

Daha sonra tweet'leri kiiglik harfe doniistiiriilerek, durdurma sézcikleri yani,
higbir anlami1 olmayan is, a, the, he, onlar vb. sdzciikler kaldirilmaktadir, tweet'ler tek tek
sozcliklere veya simgelere dontistiirllerek porter kok ayristiricist kullanilarak tweet'ler
koklendirilmektedir. On isleme adimlari tamamlandiginda veri seti duyarlilik

smiflandirmasi igin hazir olmaktadir (Wagh, Shinde ve Kale, 2018).
4.2. VADER Modeli ile Veri Analizi

Tweetlerde ifade edilen duygular, veri setine uygulanan VADER Sentiment
Analyzer ile smiflandirlmistir. lk olarak, veri setimizi kategorize etmek igin bir
duyarlilik yogunlugu analizcisi (SIA) olusturulmustur. Daha sonra duygular belirlemek
i¢in polarite puanlar1 yontemi kullanilmigtir. Ardindan 6nceden islenmis tweetleri pozitif,
negatif, notr veya bilesik olarak smiflandirmak icin VADER Sentiment Analyzer't
kullanilmistir. Bilesik deger, belirli bir tweet metnindeki duyguyu 6lgmek igin 6nemli bir
Ol¢iimdiir. Bilesik puan, sozliikteki her kelimenin degerlik puanlarinin toplanmasiyla
hesaplanip, kurallara gore ayarlanmaktadir ve daha sonra -1 ile +1 arasinda olacak sekilde
normallestirilmektedir. Esik degerleri tweetleri pozitif, negatif veya notr olarak

smiflandirmaktadir (Hutto ve Gilbert, 2014).
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Duygularin siniflandirilmast:
Olumlu goriis: bilesik deger > 0,000001, deger = 1
NOtr goriis: (bilesik deger > -0.000001) ve (bilesik deger < 0.000001), deger =0

Olumsuz goriis: bilesik deger < -0.0000001, deger = -1
4.2.1. Analiz Edilen Veriye KDE Dagilimim Uygulanmasi

Esik degerinden daha belirgin bir bilesik degere sahip bir tweet, pozitif bir tweet
olarak smiflandirilir. Buna karsilik, esik degerinden daha diistik bir bilesik degere sahip
bir tweet, mevcut ¢calisma boyunca olumsuz bir tweet olarak siniflandirilmaktadir. Tweet
metni, kalan durumlarda tarafsiz olarak kabul edilmektedir. Toplam duygular duygusal
degerlerine gore lic kategoriye ayrilmaktadir: olumlu, tarafsiz ve olumsuz. Model
girisinin uzunlugu, model biiylimesi i¢in ¢ok onemli olan duyarlilik degeri tarafindan
belirlenmektedir. Bunu takiben, tiim duygularin 6zet bir dagilimi sunulmaktadir. Dagilim

gosterilmeden 6nce kernel yogunlugu hesaplamalar1 uygulanacaktir.

Matplotlib iizerine kurulu bir Python veri gorsellestirme kiitiiphanesi olan
Seaborn'u kullanmak, KDE grafigini uygularken KDE grafiklerini ¢izmek icin ust diizey
bir arayiliz saglamaktadir. Daha sonra, verilerdeki pozitif, ndtr ve negatif duygularin
gucundeki 6nemli degisimleri gozlemlemek i¢in Kiimiilatif Dagilim Fonksiyonu (CDF)
kullanilarak duygu degerlerine dayali olarak olgiilmektedir. Belirtilen rastgele
degiskenden kiigiik veya kiguk esit normal dagilim islevinin yiizdesini gostermektedir.
Bu nedenle standart normal dagilimin CDF'sine gore, duyarlilik degerlerine ve
yogunluklarina goére pozitif, nétr ve negatif olarak genel duygular yorumlanmaktadir
(Krisp, Peters, Murphy ve Fan, 2009) (Krisp ve Spatenkova, 2009).

4.2.2.Kelime Bulutu ile Duygu Analizi

En sik rastlanan kelimeler, bu analizde yukarida bahsedilen duygulardan bulunur
ve tweet'lerle ilgili hem olumlu hem de olumsuz duygular vermektedir. Sézciik bulutunda
temsil edilen yorumlar, metinlerde en sik alintilanan sdzciikleri vurgulamaya yardimci
olan bir ciimle olasilig1 kiimesiyle temsil edilmektedir. Kelime bulutu, en tstteki olumlu
ve olumsuz duygularin her biri i¢in “Word Cloud” paketleri kullanilarak

olusturulmaktadir.
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4.2.3.Zaman Serileri Analizi Giinliik Duygu Dagilimi

Giinliik Twitter hacmine iligkin bir zaman serisi genel kabulu kullanilarak, Grnek
zaman ¢izelgesi daha kii¢iik zaman araliklarina béliiniir. Zaman serisi analizi, belirli bir
donemde konuya ait temel siireci agiklamak ic¢in Twitter mesajlarindaki zirveleri
gostermektedir. Siirekli verileri geri bildirim olarak kullanan bu tiir bir ¢alisma, bir konu
hakkindaki durumsal bilgilerde zaman i¢inde meydana gelen degisiklikleri tespit
edebilmemize yardimci olmaktadir. Bu zaman serisi analizi, olaylar1 ger¢ek zamanl
olarak tamimlar ve ekonomi, c¢evre, bilim ve tip gibi ¢esitli uygulamalarda
kullanilmaktadir. Degisikliklerin nerede oldugunu analiz edilerek duygularin
otokorelasyonu ve donemsel ayrismasi dahil olmak tizere birden fazla yontem kullanarak
meydana gelme zamanlar1 tanimlanmaktadir. Ayr1 zaman serilerine ayrilmak icin, hem

goreceli hacimdeki hem de olaylardaki ani degisimler gosterilmektedir.

Ilk olarak, giinliik duygularin her bolim icin zaman cizelgesi Uzerinde
gosterilmesi igin Gg bolume halinde olumlu duygular ve olumsuz duygular igin ortalama
ve standart sapma hesaplanmaktadir. Bu tweetleri boldikten sonra, standart sapma ile

olumlu ve olumsuz duygularin ortalamasin1 gostermek icin bir model olusturulmaktadir.
4.2.4.Otokorelasyon Analizi ile Duygularin Bilesenlere Ayrilmasi

Yapilandirilmis (yerlesik) modeldeki gecikmeleri ortadan kaldirmak igin
otokorelasyon analizi yapilmaktadir. Pearson korelasyon katsayisinin degerini dondiiren
“Pandas.Series.autocorr()” fonksiyonu kullanilmaktadir. Pearson korelasyon katsayist,
iki degiskenin dogrusal korelasyonunu ifade etmektedir. Pearson korelasyon katsayisi -1
ile 1 arasinda degisir; 0, dogrusal bir korelasyon olmadigini, >0 pozitif bir korelasyonu
ve <0 negatif bir korelasyon oldugunu belirtmektedir. Pozitif korelasyon katsayisi, Pozitif
korelasyon katsayisi, bir dongtide iki degiskenin degistigini, negatif korelasyon katsayis1
ise degiskenlerin ters yonde degistigini gostermektedir. Verileri (t-2) karsilasgtirmak i¢in
bir gecikme=1 (veya data(t)/data(t-1)) ve bir lag=2 (veya data(t)/data(t-2))
kullanilmaktadir. Daha sonra, ¢esitli gecikme boyutlarina kars1 otokorelasyon fonksiyonu
(AFC) degerlerini olgmek icin otokorelasyon grafigi kullanilmaktadir. Gecikme
degerinde bir artis oldugu i¢in daha az ve daha az gézlem karsilastirilmaktadir. Genel bir
kural, toplam gozlem sayisinin (T) en az 50 olmasi gerektigidir en biiylik gecikme
degerinin (k), T/k'den kiiciik veya ona esit olmas1 gerekmektedir (Siebet, Gross ve

Schroth, 2021)(www.towardsdatascience.com, 2021).
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4.2.5. Giinliik Duygu Egitiminin Belirli Bir Olayla iliskilendirilmesi

Calismanin bu asamasinda donemsel ayristirma ve otokorelasyon analizi
yapilarak, verilerden gunlik duygular tahmin edilmistir. Veri setimizi "kullanici adlar1",
"tarih™, "metin" ve "hashtag" alanlarina bolinerek ve "sayim" olarak ek bir alan eklenerek
yeni veriler olusturulmustur. Verilerde yer alan tweet'lerin dénemsel analizini gérmek

icin tarih alani1 baz alinarak birlestirilmektedir.
4.2.6. BERT Modeli ile Veri Analizi

Ilk olarak Hugging Face tarafindan kullamma sunulan Trasformers
kiitiiphanesini kurulmustur (https://huggingface.co/). Pandas, tensorflow, torch, numpy
gibi sirali kiitiiphaneler kurulmustur. Oncelikle torch kiitiiphanesi yardimiyla GPU
kullanimin1 modelimizde kullanmak iizere aktif hale getiriyoruz, bu islem sadece islemci
tabanl degil, grafik donanim destegini de modele dahil ederek, cihazimizin maksimum

diizeyde ¢6ziim iiretmesini saglayacaktir (www.huggingface.co, 2021).

BERT  belirteclestirici ~ (BERTtokenizer) ve BERT  siniflandirici
(TFBertForSequenceClassification) kituphaneleri indirilmistir. BERT Tokenizer ile
ciimleler kelimelerine ayrigtirtlmistir. Problemin ¢dziimlenmesi icin belirtegler (token)
climlenin basina ve sonuna eklenmistir, cimleler kisaysa bosluklar doldurulmustur,
uzunsa limite gore kelimeler ile ifade edilmistir, akabinde maskelemeler olusturulmus ve
tensor verisi olusturularak, duygu egitilerek etiketlere aktarilmigtir. Olusturulan veriler
dataloader degiskenine doniistiiriilmiistiir. Onceden egitilmis modele, Hugging Face’den
indirilen BertForSequenceClassification yardimiyla ince ayar (fine-tune) yapilmistir.
Egitim Oncesi son adimda ise egitim iterasyon sayisi belirtilmis, egitim verimini artirmak

icin 6grenme orani iyilestiricisi eklenmis ve Adam Optimizer kullanilmistir (Hutto ve
Gilbert, 2014).

Egitim asamasina ge¢gmeden Once seed degeri sabit bir degere esitlenmistir,
boylece tiim denemelerde ayni sonucun alinmasi amaglanmistir. Egitim iterasyonu
(epoch=4) toplam bolim sayis1 kadar yapilmistir. Egitim veri seti dataloader
fonksiyonuna aktarilmigtir ve girdiler otuz ikiserli olarak modeli besleyerek egitimi
baslatmistir. Her boliim baslamadan 6nce optimize edilecek loss degeri sifirlanmaktadir.
Bu asamada train metodu c¢agirilmistir. Test asamasinda ise eval metodu ¢agirilmustir.

Cilinkii modelin katmanlar1 train ve eval metotlarinda farkli olarak davranmaktadir.
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Dataloader fonksiyonundaki degerler GPU’ya aktarilmistir, gradient degerleri
sifirlanmistir ve ¢ikt1 degerleri olusmustur. Bu ¢ikt1 (logit) degerlerine bagli olarak kayip
(loss) degeri hesaplanmistir. Backpropogation ile gradient’ler tekrar hesaplanmistir ve

son olarak da 6grenme oraniyla beraber parametreler de optimize edilmistir.

Egitimdeki model performansini incelemek i¢in egitim kaybindaki diisiisi

incelenmistir.

Egitim veri setinde oldugu gibi, test veri seti i¢in de bir dataloader

olusturulmustur.

Test verisi kullanilarak modele sonuglar1 tahmin ettirilmistir. Batch degerimiz
32 oldugu i¢in, model egitimde oldugu gibi prediction kisminda da girdiler modele otuz
ikiserli verilmistir. Bu nedenle flatten fonksiyonu ile biitiin sonuglar tek bir listede

toplanmistir ve “prediction_set” degiskeninde saklanmustir.

Bu bir smiflandirma problemi oldugu i¢in performans metriklerinden F-score

kullanilmistir. Bu kisimda Precision, Recall ve F-score degerleri ¢ikarilmistir.



BESINCi BOLUM

DENEYSEL CALISMA SONUCLARI
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5.1. Deneysel Calisma Sonuglari
5.1.1.Veriseti Toplama Kod ve Sonuclari

Twitter API'sinden toplanan veri kiimesinin genel gorinimini Sekil 5.1.1.
gostermektedir. Bu veri kiimesi, temel alanlardan olusur: kimlik, kullanici_adi, tarih,
metin, hashtag'ler, bunlarin biiylik 6l¢iide gerekli oldugu ve duygu analizi i¢in verileri

analiz etmekle mesgul oldugu kisimlardir.

df=pd.read csv("/content/gvacl024.csv")

df.head(5)

Sekil 5.1.1: Veri Seti Genel Gorinima

id user_name user_location  user_description user_created user_followers user_friends user_favourites user_verified  date text hashtags source retwsets favorites is_retwest

Rachel  La Crescenta Twiter

garey 1 Asial A 2020-
Aggregator ofAsian oo o o 20 |210

0 13405391T1971516415 = American news Ll 105 1692 24 Faise [PlzerBloNTec]  for o 0 Faise
) LOT=aE scanning di 5245 50644 Angrod
- Marketing dude, tech . 2020-12- s Twiter
Aben  San Francise 009.0
1 153815 e SENTENCSE  geex nemymema 01075 a3 666 17 Faise 13 eenontne NaN Vb 1 1 Faise
o 'BOS e 162713 wiong side of App
., #coronavirus
2020-12- Twitier
. I _ 20200625 ESputnkv  [coronavinus’ ‘Spulnkv,
2 1337856199140118533 elursuid) ‘our Bed heil, hydra = 233028 10 88 155 Faise e o e = tor ] () False
203345 : Anaro
e
. Hostng oo oo 2020-12- Twiter
har Vancouver, BC - 008-09- - .
3 ey N e “Chatesaderongit 058 3 e 1 NN Vieb 445 2129 False
A Canata Global News Radi o 202359 App
Explain 1o me
ciizen cHtze: . 2020-12-  again why we Twiter
020-04- R
4 1337854064504966912 News NaN Saien 500 1473 Faise 12 needn DMemEEERCTRRO for [ o Faise
Channel = 201719 vaccine z 1 ehone

Sekil 5.1.2.”de tweetlerin giinlere gore dagilim1 goriilmektedir.

import plotly.graph objects as go
df ['tweet date']=pd.to datetime (df['date']).dt.date

tweet date=df['tweet date'].value counts().to frame().reset index().rename (columns={'ind

ex':'date', 'tweet date':'count'})
tweet date['date']=pd.to datetime (tweet datel['date'])

tweet date=tweet date.sort values('date',6ascending=False)

fig=go.Figure (go.Scatter (x=tweet date['date'],
y=tweet date['count'],
mode="'markers+lines',

name="Submissions",
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marker color='dodgerblue'))

fig.update layout (

title text='Tweets per Day : ({} - {})'.format(df['tweet date'].sort values() [0].str
ftime ("%d/%m/%Y"),

df['tweet date'].sort values().il

oc[-1].strftime ("%d/%m/%Y")),

title x=0.5)

fig.show(renderer="colab")

Sekil 5.1.2: Giinlere Gore Tweet Sayis1 Dagilimi

Tweets per Day : (20/12/2020 - 24/10/2021)

Sekil 5.1.3’de ise twitter mesajlariyla birlikte en ¢ok kullanilan hashtaglerin

pasta grafigi gdsterilmistir.

MostUsedTweets = df.hashtags.value counts().sort values(ascending=False) [:5]
colors = ['lightcoral', 'lightskyblue', 'yellowgreen', 'pink', 'orange']
explode = (0.1, 0.2, 0.1, 0.1, 0.1)

wp = { 'linewidth' : 0.5, 'edgecolor' : "red" }

def func(pct, allvalues):
absolute = int(pct / 100.*np.sum(allvalues))

return "{:.1f}%\n({:d} g)".format (pct, absolute)

fig, ax = plt.subplots(figsize =(10, 7))

wedges, texts, autotexts = ax.pie(MostUsedTweets,
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autopct = lambda pct: func(pct, MostUsedTweets),
explode = explode,

labels = MostUsedTweets.keys(),

shadow = True,

colors = colors,

startangle = 90,

wedgeprops = wp,
textprops = dict (color ="black")
ax.legend (wedges, MostUsedTweets.keys(),
title ="Most used tweets",
loc ="center left",

bbox to_anchor =(1, 0, 0.5, 1))

plt.setp(autotexts, size=9, weight="bold")
ax.set title("Most used Hashtags")
plt.axis('equal')

plt.show ()

Sekil 5.1.3: En Sik Kullanilan Hashtagler

Most used Hashtags

['COVAXIN', 'BBMP']

['Moderna’)

['Sputnikv']

“|| ['Covaxin'] Most used tweets
" B ['COVAXIN', 'BEMP']

19.1%
(8427 g)
[0 ['Moderna’]
E [COVAXIN'
/ [ ['Covaxin']

I ['Sputniky']

['COVAXIN']

5.1.2.0n isleme Kod ve Sonuclari

Veri seti tizerinde gergeklestirilen 6n isleme stratejileri, Sekil 5.2.'te 6zetlenen
sonuglar1 tretmektedir. Bu islem, incelemelerdeki kelime sayisimi ve kelime
dagarcigindaki kelime sayisini1 onemli dlgiide azaltmaktadir. On isleme asamasi, gereksiz

kelimeleri temizlenmesine ve kaldirilmasina yardimei olmak i¢in gereklidir.



df.text =

df.text =

df.text =

df.text =

df.text.apply (lambda

df.text.apply (lambda

df.text.apply (lambda

df.text.apply (lambda

1 characters

df.text =
Z]\s+', '

df.text =

x:re.sub ('C["\s]+',"",x))

x:re.sub(r'\B#\S+', "'
x:re.sub (r"http\s+", "",

x:'" '".join(re.findall (r'\w+',

df.text.apply(lambda x:re.sub(r'\s+[a-zA-

'y X))

#remove all single characters

df.text.apply(lambda x:re.sub(r'\s+',

ple spaces with single space

df .head (5)

r Xy

1 X))

Sekil 5.2: On Isleme Sonrasi1 Veriseti Genel Goriiniimii

0 same folks said daikon paste could ireatcylok

1 whie the word Nas been on the wrong side of

text

2 Fussian vaceine s created 10 kast 2 4 years

facts are immulable senalor even when you re
n

[russian, vaccine, Is, created, 10, 1ast, 2, 4,

[acts, are. immutable, senator, even. when.
¥

tokenized

[sarme, Tolks, said. daikon, paste. could, trea

[wihile. the, workd, has, Deen, on, the, wrong

No_stopwords

[folks, said. daikan, paste, could

reatcytok

[worid, wrong, side, history, year,

hapefully.

[russian, vaccine, created, Iast, 2, 4, years]

4 explain to me again why we needvaccine [explain, to, me, again, why, we, needvaccine]

[Facts. Immutable, senator, even, efhically,
s

[explain, neegvaccine]

[folk. said, daikon, past, could, treatcytokin

id user_name user_location user_description user_created user_followers user_friends user_favourites

1340539111971516416

1338158543359250433

"

1337658199140118533

"

1337658199140116533

N

1337858159140118533

Rachel
Ron

Albent

Fong

sl

elieu

La Crescenta-
Montrose, CA

San Francisco.
cA

Your Bed

Your Bed

Your Bed

Aggregator of Asian
Amencan news:
scanning ol

metal & '80s ..

heil. hydra <

nei nyara § o

heil, hydra 8 o

2009-04-08
175246

2009-09-21
152730

2020-06-25
233028

2020-0625
233026

20200625
233028

5.1.3. VADER Kod ve Sonuclari

1692

3247

155

X))

#remove twitter handlers

#remove hashtags

stenmed_porter

[world, wiong, side, histor, year, hope,
bigg

[russian, vacein, creal. kst 2, 4, yea

[Fact. immut, senal, even, ethic. sturdi

[expiain, needvaccin]

user_verified

Faise

False

Faise

Faise

date

2020
1242
203345

2020-
12412
20:33:45

text

Same folks

5 said dalkon

paste could
treaicytok

While the

been on the
wrong side
of..

Russian
vaccine s
created fo

ast24
years

Russian
vaccing is
created 1o
last24
years

Russian
vaccine is
created io
mst24
years

x)))

flags=re.I))

#remove URLs
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#remove all the specia

#Substituting multi

stemmed_snouball

ok, said, Gaikon, past, could. treatcylokin

[wond, wrong, side. histodi, year, hope,

[russian, vaccin, creat, 1ast, 2, 4, year]

[fact, immul, senal, even. ethic, sturdi,

hashtags

[PhzerBioNTec]

[eoionavinus’

Sputniky*

“AstraZeneca’
PL

['coronavirus

“SpuUIky”

“AstraZenecal
Pl

Teoranavirus:

SpUmKY

‘Astrazeneca
PL

[explain, needvacein]

source retweets

Twiter

tor
Androld

Twitter

App

Twitter

Android

Twiter
tor 0
Android

Twilter
for 0
Androia

notr veya bilesik olarak her bir tweet'in duygu puanini gostermektedir.

lesmatized

Folk, said, daon, paste. could,
treaicyloKi

[workd, wrong, side, history, year
hopefully.

[russian, vaccine, created, last. 2. 4, year]

[fact. immutable. senator. even, ethically.
st

[explain, nesdvaceine]

favorites is_retweet

[ Faise
1 False
[ Faise
[ Faise
0 Faise

of
words
in
text

a7

140

tueet

20201

20201

20201

20201

20201

Sekil 5.3.1, VADER Sentiment Analyzer tarafindan elde edilen pozitif, negatif,
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Sekil 5.3.1: Vader Kullanan Tweetlerin Duygu Puani

Summary statistics of numerical features

id user followers ... Number Of Words Mean Word Length

count 2.129820e+05 2.129820e+05 ... 212982.000000 212982.000000
mean 1.403890e+18 9.464582e+04 ... 13.453311 4.627621
std 2.657192e+16 8.271028e+05 ... 5.372148 1.028193
min 1.337728e+18 0.000000e+00 ... 1.000000 0.000000
25% 1.381004e+18 5.700000e+01 ... 10.000000 3.950000
50% 1.406080e+18 3.340000e+02 ... 14.000000 4.500000
75% 1.424304e+18 1.515000e+03 ... 17.000000 5.150000
max 1.452377e+18 1.622620e+07 ... 42.000000 45.000000

[8 rows x 11 columns]

Sekil 5.3.2, esikler uygulandiktan sonra tweet'lerin pozitif, notr veya negatif
olarak siniflandirilmasini géstermektedir. VADER kullanarak tweet'leri dogrudan pozitif,

negatif veya notr olarak kategorize eden uygun bir esik degeri secilmistir.

Sekil 5.3.2, puanlama kuralina bagli olarak her tweet'in genel duygu puanlari
degerini ve polaritesini gostermektedir ve tweet'leri Twitter veri setinde olumlu, olumsuz

veya tarafsiz bir duygu olarak siniflandirmaktadir.

sid = SIA()

data['sentiments'] = data['text'].apply(lambda x: sid.polarity scores(' '.join

(re.findall (r'\w+',x.lower()))))

data['Positive Sentiment'] = data['sentiments'].apply(lambda x: x['pos']+1* (10**-6)
data['Neutral Sentiment'] = data['sentiments'].apply(lambda x: x['neu']+1* (10**-6)
data['Negative Sentiment'] = data['sentiments'].apply(lambda x: x['neg']+1* (10**-6)

data.drop (columns=['sentiments'], inplace=True)
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Sekil 5.3.2: Her Tweet Icin Genel Duygu Polaritesi

N : . ly . Positive Neutral Negative

date text hashtags source retweets favorites is_retweet Tidy Tweet hashtags Sentiment . .. ent Sentiment Sentiment
2020 :;Ts;ﬁ:gﬁ Twitter folk said daikon past

['PfizerBioNTech] for 0 0 False could treat cytokin Positive 0.000001 1.000001 0.000001

12-20 paste could

i Android stor...
While the
world has Twitter
fgzj):; been on the Web 1 1 False W""dnw"’”[? S‘dslh'm” Negative 0108001 0768001 0125001
- wrong side App year hope biggest vac
of .
Russian sputniky
2020- vaccine is [Coronavirus', 'Sputniky’ Twitter coronavirus sputnikv aslrageneca
1212 created to ‘Astrazénecaﬂ PF for o 0 False astrazeneca plizerbiontech Neutral 0.250001 0.750001 0.000001
last2 4 Android pfizerbiontec. S
years
Facts are
2020 immutable Twitter fact immut senat even
12_1£ Senator Web 446 2129 False your ethic sturdi Neutral ~ 0.000001 1.000001 0.000001
even when App enough
you re n.
Explain to Twitter
2020- me again [wherearealithesickpeople' explain need vaccin
12-12 why we 'PfizerBioNTech'] \Pnorneer 9 g R wherearealithesickpeopl VEHE] @I Loocodi OO0D0G
needvaccine
def user popularity(sir):
teta = 0
if sir['user verified'] == 'True':
teta=1
else:
teta=0.5

rho = np.sqrt(sir['user followers']*0.65+sir['user friends']*0.25+sir['user favourit

es']1*%0.10) *teta

return np.round (rho)

df ['user popularity'] = df.apply(user popularity,axis=1)

user df = df.groupby(by="'user name') .mean () .reset index ()

user df[['user name', 'user popularity', 'Positive Sentiment', 'Negative Sentiment']].sampl

e (5)



Sekil 5.3.3: Her Kullanici I¢in Duygu Polaritesi

user_name user_popularity Positive Sentiment Negative Sentiment

26673 Indian Advocate 38.142857
5824 Anne Antonio-Teves 5.000000
67388 WinniePooh 8.500000
31028 Judith Berkens 30.000000
2624 Adrian Murphy 18.000000
79843 gABoyabenyathigR 41.000000
23832 Greg #ClimateEmergency #ZeroCOVID19 #onpoli 78.000000
79753  @Bliorary music - news-my poetry ZEEH-FAD S SR 19.000000
62711 The3ndEYE1 20.000000
59978 Sunshine Pictures 8.000000

0.060858
0.512001
0.275501
0217001
0.000001
0116751
0.000001
0.000001
0.077001

0.066001

0.097858

0.000001

0.000001

0.000001

0.000001

0.079001

0.000001

0.000001

0.165501
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Genel duygularin ii¢ farkli smnifa dagilimi, Sekil 5.3.3'te gosterilen duyarlilik

degerlerine gore pozitif, nétr ve negatif seklindedir. Sekil 5.5.3, bu veri setindeki

duyarlilik degerlerine gore li¢ sinifa ait toplam tweet sayisin1 gostermektedir: pozitif, notr,

negatif. Burada gosterilen sonuglara dayanarak, veri kiimemizdeki ¢ogu tweet, COVID-

19 asis1 hakkinda olumlu veya tarafsiz goriisler ifade etmekte ve negatif goriislerin

azinlikta oldugu yorumlanmaktadir.

sentiment = SentimentIntensityAnalyzer ()
def get sentiment (data):

sentiment list = []

for text in list(data['Tidy Tweet'].values):

if sentiment.polarity scores (text) ["compound"]

sentiment list.append("Positive")

>

elif sentiment.polarity scores (text) ["compound"]

sentiment list.append("Negative")

else:

sentiment list.append("Neutral")

return sentiment list

data['Sentiment'] = get sentiment (data)
sns.countplot (x="Sentiment", data=data,

print (data.Sentiment.value counts())

palette="Set2")

0:

<

0:



Sekil 5.3.4: Genel Duygular Dagilim1

Neutral 130887
Positive 55833
Negative 26262
Name: Sentiment, dtype: int64
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Ancak ilging bir sekilde, Sekil 5.3.5.te goriildiigii gibi tweetlerin %26,2's1

olumlu, %12,3'U olumsuz, %61,5'i ise tarafsiz goriis ile sonuglanmaktadir.

plt.figure(figsize=(12,6))
sns.countplot (x='Sentiment',data=data)
fig = go.Figure (go.Funnelarea (

text =temp.Sentiment,

values = temp.text,

title = {"position": "top center", "text":

))

fig.show(renderer="colab")

"Funnel-Chart of Sentiment Distribution"}
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Sekil 5.3.5: Duyarlilik Siniflandirmas1 Dagilim1 Huni Grafigi

Funnel-Chart of Sentiment Distribution

Neutral
[

user df=user df.sort values(by='user popularity',ascending=False)

fig = make_ subplots(rows=3, cols=1, shared xaxes=True, vertical spacing=0.03, specs=[[{"

type": "table"}1, [{"type": "scatter"}], [{"type": "scatter"}11)

fig.add_trace(go.Scatter (x=user_df["user popularity"], y=user df["Positive Sentiment"],

mode="markers", name="Positive Sentiment"), row=2, col=1l)

fig.add trace(go.Scatter (x=user_df["user popularity"], y=user df["Negative Sentiment"],

mode="markers", name="Negative Sentiment"), row=3, col=1l)

fig.add trace(go.Table( header=dict ( values=['<b>user name<b>', "<b>Popularity<b>", '<b>Ne

gative Sentiment<b>', '<b>Positive Sentiment<b>'],

font=dict (size=19, family="Lato"), align="center"), cells=dict (values=[user_d
flk].tolist() for k in ['user name', "user popularity", 'Negative Sentiment', 'Positive Sen
timent']],

align = "center", font=dict(size=12)),), row=1l, col=l)

figg = ex.scatter (user df, x='user popularity', y='Positive Sentiment', trendline='ols')
trendline = figg.datalll]
fig.add trace (trendline)

figg = ex.scatter(user df, x='user popularity', y='Negative Sentiment', trendline='ols',

color discrete sequence=['red'])
trendline = figg.datall]

fig.add trace(trendline,3,1)
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fig.update layout (height=800, showlegend=False, title text="Pozitif Ve Negatif Duygu Guc

unun Popularite Ile Iliskisi",)
fig.update yaxes(title text="Duygu Gucu")

fig.show (renderer="colab")

Sekil 5.3.6: Pozitif ve Negatif Duygu Giiciiniin Popularite ile iliskisi

Pozitif Ve Negatif Duygu Gucunun Popularite Tle Iliskisi

user_name
NOTV
ca™

0.000001

Positive Sentiment

5.1.4. KDE Dagilimimnin Kod ve Sonugclari

Etiket (hashtag) verilerine dayali KDE grafigi, her bir duyarliligin tahmini

dagilimini saglayan Sekil 5.4.1'te sunulmaktadir. KDE grafigini uygulamak i¢in iist diizey

arayliz, Matplotlib tabanli bir Python veri gorsellestirme kitapligi olan Seaborn tarafindan

KDE grafiklerinin ¢izilmesi i¢in saglanmistir. Sekil 5.4.1, tweet'lerdeki olumsuz, tarafsiz

ve olumlu duygularin duygu degerlerine gore normal dagilimini gostermektedir. Temelde

duyarlilik degerleri -0.5 ile 1.5 arasindadir. Pozitif, negatif ve notr degerler i¢in sirasiyla

yesil, kirmiz1 ve turuncu renkler kullanilmistir. Baskin duygunun tarafsiz oldugu da

gorilmektedir. Asagidaki grafikten, tweet'lerdeki olumlu ve olumsuz duygulara gore

tarafsiz duygularin dagilimimin daha yiiksek oldugu yorumlanabilmektedir.

plt.subplot(2,1,1)

plt.title('Distriubtion Of Sentiments Across Our Tweets',6 fontsize=19, fontweight="'bold")

sns.kdeplot (data['Negative Sentiment'],bw=0.1)
sns.kdeplot (data['Positive Sentiment'],bw=0.1)

sns.kdeplot (data['Neutral Sentiment'],bw=0.1)
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plt.subplot(2,1,2)

plt.title ('CDF Of Sentiments Across Our Tweets', fontsize=19, fontweight="'bold"')
sns.kdeplot (data['Negative Sentiment'],bw=0.1,cumulative=True)

sns.kdeplot (data['Positive Sentiment'],bw=0.1,cumulative=True)

sns.kdeplot (data['Neutral Sentiment'],bw=0.1,cumulative=True)

plt.xlabel ('Sentiment Value', fontsize=19)

plt.show()

Sekil 5.4.1: Tweetlerimiz Arasindaki Duygularin Normal Dagilimi

Distriubtion Of Sentiments Across Our Tweets

v

0o 0z 04 06 08 10

Sekil 5.4.2, standart normal dagilimin kiimiilatif dagilim fonksiyonunu
gostermektedir. Genel duygular, duyarlilik degerlerine ve yogunluklarina gore olumlu,

tarafsiz ve olumsuz olarak dagilmaktadir.
Sekil 5.4.2: Tweetlerimizdeki Duygularin Kiimiilatif Dagilim Fonksiyonu

CDF Of Sentiments Across Our Tweets

10

[vE:)

06

Density

04

0z

1
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Sentiment Value
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5.1.5. Kelime Bulutu Kod ve Sonuglari

Asagidaki Sekil 5.5.1 ve Sekil 5.5.2, ilk on olumlu ve olumsuz tweet
kelimesinden biriyle baslayan 15 climlenin trigramini gostermektedir. Ciimlenin olasiligi
rastgele 'son derece' olumsuz tweet'te gortinecektir. S6zcukler, olumlu veya olumsuz
cagrisimlar veya olumluluk ve olumsuzluk dereceleri olarak siniflandirilmaktadir. Bir
cimlenin genel duyarliligi, kelimelerin duygular1 toplanarak hesaplanmaktadir. Birkag
tweet'i daha okursak, bunun genellikle kusurlu oldugu sonucuna varabiliriz, ancak

ortalama olarak dogru sonuglara varmaktadir.

import nltk

nltk.download ('punkt'")

token=nltk.word tokenize(' '.join(df.text))
pos_bigram=ngrams (token, 2)

pos _bigram dict = dict()

pos_trigram =ngrams (token, 3)

pos_trigram = [k for k in pos trigram if k[0] in top 10 pos]

token=nltk.word tokenize (' '.join(df.text))
neg_bigram=ngrams (token, 2)

neg bigram dict = dict()

neg trigram =ngrams (token, 3)

neg_trigram = [k for k in neg trigram if k[0] in top_10_ neg]

for 1 in neg_bigram:

neg bigram dict[i] = neg bigram dict.get (i, 0)+1

for i in pos bigram:

pos _bigram dict[i] = pos bigram dict.get (i, 0)+1

pos_trigram dict = dict()

neg_trigram dict = dict()

for 1 in pos_ trigram:

pos_trigram dict[i] = pos_trigram dict.get(i,0)+1
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for 1 in neg_trigram:

neg trigram dict([i] = neg trigram dict.get(i,0)+1

pos_trigram df = pd.DataFrame (random.sample (list (pos_trigram dict.keys()),k=15),columns=

['One Of Top 10 Words', 'Second Word', 'Third Word'])

def get prob(sir):

key = (sir['One Of Top 10 Words'],sir['Second Word'],sir['Third Word'])

w3 = pos_trigram dict[key]
w2 = pos_bigram dict[(sir['One Of Top 10 Words'],sir['Second Word'])]
return w3/w2

pos_trigram df['Probabilty Of Sentence'] = pos trigram df.apply(get prob,axis=1)

pos_trigram df.style.background gradient (subset='Probabilty Of Sentence', cmap='vlag')

Sekil 5.5.1: En Sik Kullanilan 10 Pozitif Kelimeyle Baslayan 15 Ciimle ve Olasiliklari

One Of Top 10 Words Second Word Third Word Probabilty Of Sentence

0 vaccine developed by
1 vaccine shortage across 0.011364
2 vaccine can drop 0.022388
3 vaccine doses Jan 0.000952
4 vaccine Itthe second
5 vaccinated S0 grateful
6 amp Do youdid
7 vaccine attacking Covid 1.000000
8 vaccinated and  vaccinated 0.002825
9 vaccine at A 0.001642
10 vaccine dose less 0.006186
1 vaccine Berhad has 1.000000
12 vaccine wit Study 0333333
13 vaccine to children

14 vaccine out to
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eg_trigram df = pd.DataFrame (random.sample (list (neg trigram dict.keys()),k=15),columns=[

'One Of Top 10 Words', 'Second Word', 'Third Word'])

def get prob(sir):
key = (sir['One Of Top 10 Words'],sir['Second Word'],sir['Third Word'])
w3 = neg_trigram dict[key]
w2 = neg _bigram dict[(sir['One Of Top 10 Words'],sir['Second Word'])]

return w3/w2

neg trigram df['Probabilty Of Sentence'] = neg trigram df.apply(get prob,axis=1)

neg trigram df.style.background gradient (subset='Probabilty Of Sentence',6 cmap='vlag')

Sekil 5.5.2: En Sik Kullanilan 10 Negatif Kelimeyle Baslayan 15 Ciimle ve Olasiliklari

One Of Top 18 Words Second Word Third Word Probabilty Of Sentence
0 amp approved delay
1 amp Moderna not
2 people craving for 1.000000

3 vaccing today Fantastic 0.000712

4 vaccine unlike and 0.571429
5 vaccine 08 44 1.000000
B amp safe vaccine
7 vaccine 36 hours 1.000000
8 vaccine and there 0.006276

9 vaccine program performed

10 Mo waste Got 0.333333
11 amp 100 5
12 vaccine Chose not 1.000000
13 The current  manufacturing

14 The Canton KS 1000000
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1 t = Most Positive text

wl dict = dict()
for word in 1 t.split():
w= word.strip ()

if w in STOPWORDS:

continue
else:
wl dict[w] = wl dict.get(w,0)+1
wl dict = {k: v for k, v in sorted(wl dict.items(), key=lambda item: item[l],reverse=Tr

ue) }

1 t = Most Negative_ text
w2 dict = dict()
for word in 1 t.split():
w= word.strip()
if w in STOPWORDS:
continue
else:
w2 dict[w] = w2 dict.get(w,0)+1

w2 _dict = {k: v for k, v in sorted(w2 dict.items (), key=lambda item: item[1],reverse=Tru

e)}

top_ 10 pos = list(wl dict.keys()) [:10]

top_10 neg = list(w2_dict.keys()) [:10]

plt.subplot(1,2,1)

w_c = WordCloud(width=600,height=400,collocations = False,colormap='nipy spectral',6backg

round color='white') .generate(' '.join(top 10 pos))

plt.title('Top 10 Words In Most Positive Tweets', fontsize=19, fontweight="'bold"')
plt.imshow (w_c)

plt.axis ('off")

plt.subplot(l,2,2)

w_c = WordCloud(width=600,height=400,collocations = False,colormap='nipy spectral', backg

round color='white').generate(' '.join(top_ 10 negq))
plt.title('Top 10 Words In Most Negative Tweets', fontsize=19, fontweight="'bold"')

plt.imshow(w_c)



plt.

plt.
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axis ('off")

show ()

Sekil 5.5.3: Pozitif ve Negatif On Duygunun Kelime Bulutu

Top 10 Words In Fogsl@didide lwhbelst Negative Tweets

vacclne take death

. approval ;safe
‘Thanks (seamp
effective

Sekil 5.5.3., kelime bulutunu kullanarak en olumsuz duygular1 ve en olumlu

duygular1 gostermektedir. Sekil 5.5.4 ise en iyi olumlu ve en olumsuz duygulari olusturan

en sik kullanilan kelimeleri gostermektedir. Sekil 5.5.5 ise en iyi olumlu ve en olumsuz

duygulari olusturan en sik kullanilan etiketleri gostermektedir.

Most Positive = df[df['Positive Sentiment'].between(0.4,1)]

Most Negative = df[df['Negative Sentiment'].between (0.25,1)]

Most Positive text = ' '.join(Most Positive.text)
Most Negative text = ' '.join(Most Negative.text)
pwc = WordCloud(width=600,height=400,collocations = False,background color='white').gene

rate (Most Positive text)

nwc

= WordCloud (width=600,height=400,collocations = False,background color='white') .gene

rate (Most_Negative text)

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

plt.

subplot (1,2,1)

title ('Common Words Among Most Positive Tweets', fontsize=16, fontweight="bold")
imshow (pwc)

axis('off")

subplot (1,2,2)

title ('Common Words Among Most Negative Tweets', fontsize=16, fontweight="bold")
imshow (nwc)

axis('off")

show ()
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Sekil 5.5.4: En Iyi Olumlu Ve Olumsuz Duygularin Kelime Bulutu

Common Words Amé&egnMost Hosiﬁvhrimﬂlost Negative Tweets
1USe-2Lestop

J—J
s side
t,’, c: gffeom‘édeath
@ Qs U0 S eos
7 a n o0 82£amp 0¥ L6l
G [itzsiaer otake
safesP O ! t e
vacc;Lne ==V ACCANE:
T vaccinated @ shot
Most Positive ht = ' '.join(Most Positive[Most Positive.hashtags.notna()].hashtags)
Most Negative ht = ' '.join(Most Negative[Most Negative.hashtags.notna()].hashtags)
Most Positive ht = re.sub(r'\W', ' ', Most Positive ht)
Most Negative ht = re.sub(r'\W', ' ', Most_ Negative ht)
Most Positive ht = re.sub(r'\s+', ' ', Most Positive ht, flags=re.I)
Most Negative ht = re.sub(r'\s+', ' ', Most Negative ht, flags=re.I)

pwc = WordCloud(width=600,height=400,collocations = False,background color='white').gene

rate (Most_Positive_ ht)

nwc = WordCloud(width=600,height=400,collocations = False,background color='white') .gene

rate (Most_Negative_ ht)

plt.subplot(l,2,1)

plt.title('Common Hashtags Among Most Positive Tweets', fontsize=16, fontweight="bold")
plt.imshow (pwc)

plt.axis('off")

plt.subplot(1l,2,2)

plt.title('Common Hashtags Among Most Negative Tweets', fontsize=16, fontweight="'bold"')
plt.imshow (nwc)

plt.axis('off")

plt.show()
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Sekil 5.5.5: En Iyi Olumlu Ve Olumsuz Duygulari Olusturan Etiketlerin Kelime Bulutu

Common Hashtags wwwgﬁvhrimtﬂost Negative Tweets

i COVP:£1D291r9 % N Pflzer
Moderha: Mode(r"na

vaccline , caronaviris

Covaxin &aCovIDIo:

5.1.6. Giinliik Dagilim Analizi Kod ve Sonug¢lar:

Burada Sekil 5.6.1., pozitif ve negatif duygular i¢in ortalama ve standart sapmay1
(SD) gostermektedir ve her bir bolim i¢in zaman ¢izelgesi tizerinde giinlikk duygular

dagitmak tizere {i¢ boliim periyoduna boliinmiistiir.

Sekil 5.6.1: Pozitif Ve Negatif Duygularin Ortalama ve Standart Sapmalari

Partition_1_Mean Partition_2_Mean Partition_3 Mean Partition_1_SD Partition_2 SD Partition_3_SD
Positive Sentiment 0.103484 0.149381
Negative Sentiment 0.038407 0.102786

fig = make subplots(rows=4, cols=2, subplot titles=('Observed Pos', 'Observed Neg',6 'Tr

end Pos','Trend Neg', 'Seasonal Pos', 'Seasonal Neg', 'Residual Pos', 'Residual Neg'))

b date mean = df.groupby(by='date') .mean () .reset index()

1bl = ['Positive', 'Negative']
from statsmodels.tsa.seasonal import seasonal decompose
for idx,column in enumerate(['Positive Sentiment', 'Negative Sentiment']):

res = seasonal decompose (b _date mean[column], freg=3)

fig.add trace(

go.Scatter (x=np.arange (0, len(res.observed)), y=res.observed,name='{} Observed'.forma

£ (1lbl[idx])),

row=1l, col=idx+1)

fig.add trace(

go.Scatter (x=np.arange (0, len (res.trend)), y=res.trend,name='{} Trend'.format (1lbl[idx

)

row=2, col=idx+1)
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fig.add trace(

go.Scatter (x=np.arange (0, len (res.seasonal)), y=res.seasonal,name='{} Seasonal'.forma

t(1lbl[idx])),

row=3, col=idx+1)

fig.add trace(

go.Scatter (x=np.arange (0, len(res.resid)), y=res.resid,name='{} Residual'.format (1bl]

idx])),

row=4, col=idx+1)

fig.update layout (height=600, width=900, title text="Decomposition Of Our Sentiments int

o Trend, Level, Seasonality and Residuals")

fig.show(renderer="colab")

Sekil 5.6.2'da gorildiigii Uzere tweet'ler zaman iginde farkli noktalarda arttigi
tespit edilen olumlu ve olumsuz duygular ifade ettiginden, duygular her boliime giinliik
olarak dagitilmaktadir. Tweetlerin duyarliliginin sabit olmayan ortalama ve varyans
acisindan duraganlik gereksinimlerini karsilamadigini goriiyoruz. Yukaridaki kod
hiicresinde, hipotezimizi verilerimizin ¢ bolimua Gzerinde test ettik. Verilerde bazi

egilimler oldugu gozlemlenmektedir.

Sekil 5.6.2: Her Boliimiin Zaman Cizelgesi Uzerinden Giinliik Duygularin Dagilimi

t t Positive Part 1
Megative Part 1

0.5 0.5 Positive Part 2
Megative Part 2

—— Positive Part 3

0 0 Negative Part 3

Jan 2021 Mar 2021 May 2021 Jan 2021 Mar 2021 May 2021
1 1
0.5 0.5
Q ]
May 23 Jun6 Jun 20 Jul 4 Jul 18 May 23  Jun6 Jun 20 Jul 4 Jul 18
2021 2021
1 1
0.5 0.5

a [
Aug 2021 Sep 2021 Oct 2021 Aug 2021 Sep 2021 Oct 2021
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5.1.7. Otokorelasyon Analizi ve Duygularn Bilesenlerine Ayrilmasi i¢in Kod ve

Sonuclan

Sekil 5.7.1.’den, otokorelasyon i¢in bu degerlerin %95 giiven araliginda oldugu
(duz gri ¢izgi ile temsil edilmektedir) gozlemlenmektedir. Gecikme > 0 icin, verilerimizin

herhangi bir otokorelasyonu olmadigint dogrulanmaktadir.

f, ax = plt.subplots(nrows=2, ncols=1, figsize=(16, 10)

ax[0].set_title('Positive Autocorrelation Analysis ', fontsize=18, fontweight="'bold")
autocorrelation plot (b_date mean['Positive Sentiment'],ax=ax[0],1lw=3)
ax[1l].set_title('Negative Autocorrelation Analysis ',6 fontsize=18, fontweight='bold")
autocorrelation plot(b_date mean['Negative Sentiment'],ax=ax[1],color="tab:red',lw=3)

plt.show ()

Sekil 5.7.1: Pozitif ve Negatif Otokorelasyon Analizi

Positive Autocorrelation Analysis

Autocorrelation
=
=
-£b
L=
5; z

Autocorrelation
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Sekil 5.7.2: Olumlu ve Olumsuz Duygularin Otokorelasyonu

Autocorrelation Negative Autocorrelation Positive

100 100
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) Lot e —r L LI bt b et rrtss
-0.25 A -0.25 A

-050 A -050 A

-0.75 A -0.75 A

-1.00 -1.00 1

0 5 1 15 0 0 5 1 5 0

fig = make subplots (rows=2, cols=1,shared xaxes=True,subplot titles=('Perason Correalti
on', 'Spearman Correaltion'))
colorscale= [[1.0 , "rgb(165,0,38)"1,

[0.8888888888888888, "rgb(215,48,39)"],
[0.7777777777777778, "rgb(244,109,67)"1,
[0.6666666666666666, "rgb(253,174,97)"1,
[0.5555555555555556, "rgb(254,224,144)"],
[0.4444444444444444, "rgb(224,243,248)"],
[0.3333333333333333, "rgb(171,217,233)"],
[0.2222222222222222, "rgb(116,173,209)"],
[0.1111111111111111, "rgb(69,117,180)"],

[0.0 , "rgb(49,54,149)"]]

s_val =df[['user followers', 'user friends', 'user favourites', 'user verified',6 'Positive S

entiment', 'Neutral Sentiment', 'Negative Sentiment']].corr('pearson')

s _idx = s_val.index
s_col = s_val.columns
s _val = s val.values

fig.add trace (go.Heatmap (x=s_col,y=s_1idx, z=s_val,name='pearson',6 showscale=False, xgap=1,y

gap=1,colorscale=colorscale),row=1, col=1l)

s_val =df[['user followers', 'user friends', 'user favourites',6 'user verified', 'Positive

Sentiment', 'Neutral Sentiment', 'Negative Sentiment']].corr ('spearman')
s_idx = s_val.index
s_col = s_val.columns

s_val = s_val.values
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fig.add trace(go.Heatmap(x=s_col,y=s_1idx,z=s_val,xgap=1,ygap=1,colorscale=colorscale), r

ow=2, col=1)

fig.update layout (height=700, width=900, title text="Locations That Contribute The Most
To Our Cut-Offs")

fig.show(renderer="colab")

Sekil 5.7.3: Pearson ve Spearman Korelasyon Analizi

Locations That Contribute The Most To Our Cut-Offs

Perason Correaltion

user_veried R N AN EN S R R
werenc U R e

. itive Sentiment faEEENN]

wser_sotowers | O O |

= 38

Spearman Correaltion

Positive SEntlI’TIth_ _

user_favourites

user_friends

user_followers|

Sekil 5.7.4'de, seriden ¢ikarilan egilim (trend) ve mevsimsellik (seasonal)
bilgilerinin makul oldugu goézlemlenmektedir. Kalint1 bilgiler (residual) de serideki

yiiksek degiskenlik egilimlerini gostermektedir.
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Sekil 5.7.4: Duygularin Egilimler, Diizey, Mevsimsellik ve Kalintilar Olarak

Ayristirtlmasi
0o Observed Pos Observed Neg
D.:IS 0013 ——— Positive Observad
0.1 0.1 ~——— Positive Trend
0.05 0.05 Positive Seasonal
i} 100 200 Ug 100 200 ——— Positive Residual
Megative Observed
Trend Pos o1 Trend Neg Negative Trend
0.1 0.06 Negative Residual
0.08 0.04
0.06 0.02
0 100 200 0 100 200
Seasonal Pos Seasonal Neg
0.002 0.0005
Gm U
~0.0005
-0.002 0.001
0 100 200 0 100 200
Residual Pos Residual Neg
0.05 0.1
,”“'" | l'|“| l “ 0.05
(1] Q
-0.05
-0.05 100 200 0 100 200

5.1.8. Giinliik Egilim Analizi Kod ve Sonuclari

Zaman serisi analizinin uygulanmasi, tarihler iizerinden giinlik tweet'leri
gosteren Sekil 5.8.'de bir grafikle temsil edilmektedir. Ginlik tweetler y ekseninde,
tarihler ise x ekseninde gosterilir. Genel olarak on aylik veriler burada toplanir, burada
her bir giin belirli sayida tweet'e sahiptir. Twitter etkinliklerinin zirvelerini belirleyen
trend analizini kullanarak en son haber guncellemelerini elde edilmektedir. Bu zamanlara

ait haberler arastirilarak zamansal noktalarla birlestirilmektedir.

Haber bilgileri soyledir, (1) Komisyon 300 milyona kadar ek BioNTech-Pfizer
asis1 satin almayi teklif ediyor, (2) Joe Biden baskanligi basladi, (3) Asinin Birlesik
Krallik'ta kesfedilen varyanta karsi etkili oldugu bulundu, (4) Israil’de yapilan bir
aragtirmaya Pfizer agisin1 ilk dozdan sonra %85 etkili bulundu, (5) Tiirkiye’de rekor 6lim
sayist ilan edildi, Johnson&Johnson asis1 bir kag iilkede kullanilmaya baslandi, (6) ABD
500 milyon doz as1 bagisladi, (7) Delta varyanti, Hint varyant1 haberleri yayilmaya
basladi, (8) Asi esitsizligi kiiresel ekonomik toparlanmay1 baltaliyor, (9) Alfa, Beta,
Gama ve Delta varyantlarinin fenotipleri agiklaniyor, (10) 40 yas iizeri i¢in 3.doz as1
Onerilmeye baslaniyor. Bunlar, Aralik 2020'den Ekim 2021'e kadar olan aylarda toplanan
ve elde edilen en son haberlerin giincellemeleridir. Tweet sayisinda birgok inis ve ¢ikis

vardir, varyantlarin giindeme geldigi 29 Haziran tarihinde zirve yapan tweet sayilari
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baslangica gore giderek artis gosterse de Ekim 2021 ayina kadar ortalama 1500 civarinda

seyretmektedir.

import datetime
b date count = df.groupby(by='date').count () .reset index()
b date count = b date count.rename (columns={'id':'Tweets Per Day'})

fig = ex.line (b _date count,x='date',6 y="'Tweets Per Day')

fig.add shape (type="1line", x0=b date count['date'].values[0], y0O=b date count['Negative
Sentiment'].mean (), xl=b date count['date'].values[-

1], yl=b date count['Negative Sentiment'].mean(),

line=dict (color="Red", width=2, dash="dashdot",), name='Mean',)

fig.update traces (mode="markers+lines")

fig.update layout (hovermode= 'x")

#annots
b date count.date = pd.to datetime (b date count.date)

b date count dt = b date count.set index('date')

fig.add annotation(x=datetime.datetime (2021,2,19), y=b date count dt.loc[pd.Timestamp ('2
021-02-19"),'year'],

text=r"Israil'in yaptigi arastirmaya gore Pfizer asisi ilk dozdan sonra 85%

bulundu",

showarrow=True, arrowhead=3, yshift=5,bordercolor="#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,1,29), y=b date count dt.loc[pd.Timestamp ('2
021-01-29"), 'year'],

text=r"Ingiltere'de ortaya cikan varyanta karsi etkili asi bulundu",

showarrow=True, arrowhead=3, yshift=5,ay=-160,bordercolor="#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,1,8), y=b date count dt.loc[pd.Timestamp ('20
21-01-8"), 'year'],

text=r"Komisyon BioNTech-Pfizer asisinin 300 milyon ek doz alimini onerdi",

showarrow=True, arrowhead=3, yshift=5,ay=-30,bordercolor="#c7c7c7")
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fig.add annotation(x=datetime.datetime (2021,1,20), y=b date count dt.loc[pd.Timestamp ('2
021-01-20"), 'year'],

text=r"Joe Biden Baskanligi basladi",

showarrow=True, arrowhead=3, yshift=3,ay=120,bordercolor="4#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,4,21), y=b date count dt.loc[pd.Timestamp('2
021-04-21"),'year'],

text=r"Turkiye'de rekor olum sayisi ilan edildi, Johnson&Johnson bir kac ulk

ede kullanilmaya baslandi",

showarrow=True, arrowhead=3, yshift=9,ay=200,bordercolor="#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,6,9), y=b date count dt.loc[pd.Timestamp ('20
21-06-09"), 'year'],

text=r"ABD 500 milyon doz asi bagisliyor",

showarrow=True, arrowhead=3, yshift=3,ay=120,bordercolor="4#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,6,29), y=b date count dt.loc[pd.Timestamp('2
021-06-29"), 'year'],

text=r"Delta varyanti, Hint varyanti haberleri yayiliyor",

showarrow=True, arrowhead=3, yshift=3,ay=120,bordercolor="4#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,7,22), y=b date count dt.loc[pd.Timestamp ('2
021-07-22"),'year'],

text=r"Asi esitsizligi kuresel ekonomik toparlanmayi baltaliyor",

showarrow=True, arrowhead=3, yshift=3,ay=110,bordercolor="#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,8,22), y=b date count dt.loc[pd.Timestamp ('2
021-08-22"),'year'],

text=r"Alfa, Beta, Gama ve Delta varyantlarinin fenotipleri aciklaniyor",

showarrow=True, arrowhead=3, yshift=3,ay=130,bordercolor="#c7c7c7")

fig.add annotation(x=datetime.datetime (2021,10,21), y=b date count dt.loc[pd.Timestamp ('
2021-10-21"), 'year'],

text=r"40 yas uzeri icin 3.asi onerilmeye baslaniyor",

showarrow=True, arrowhead=3, yshift=7,ay=220,bordercolor="#c7c7c7")

fig.update layout (title='<b>Daily Tweet Count<b>',width=1200)

fig.show(renderer="colab")
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Sekil 5.8: Belirli Tarihlerdeki Olaylarla Giinliik Egilim Analizi
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5.1.9. Lokasyon Bazh Duygulann Analizi Kod ve Sonuglari

Sekil 5.9.”da goriildiigii tizere en pozitif mesajlarin gonderildigi yerler Hindistan,
New Delhi, Amerika Birlesik Devletleri, Londra seklinde devam ederken, en negatif
mesajlarin  gonderildigi yerler ise Toronto, Hindistan, Tirkiye, Amerika Birlesik

Deviletleri olarak gozlemlenmektedir.

fig = make subplots (rows=2, cols=1,shared xaxes=True,subplot titles=('Top 10 Most Posit

ive Locations Contributes', 'Top 10 Most Negative Locations Contributes'))

fig.add_trace(

go.Bar (x=Most Positive.user location.value counts() [:10].index, y=Most Positive.user

_location.value counts() [:10].values,name="'Number Of Tweets'),

row=1, col=1l

fig.add trace(

go.Bar (x=Most_Negative.user location.value counts() [:10].index, y=Most Negative.user

_location.value counts() [:10].values,name="'Number Of Tweets'),

row=2, col=1l

fig.update layout (height=700, width=900, title text="Locations That Contribute The Most
To Our Cut-0ffs")

fig.show (renderer="colab")
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Sekil 5.9: En Cok Pozitif ve Negatif Tweet Gonderilen Ulkelerin Siralamasi
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5.2. BERT Analizi Kod ve Sonuclari

BERT algoritmasi, Colab platformunda VADER algoritmasinin ¢alistirildigi
ayn1 bilgisayarda farkli varyasyonlarla 6grenme veri kiimesi ve 212 bin tweet iceren esas
veri kiimesi azaltilarak kontrollii olarak defalarca calistirllmistir. Ancak Intel Core
15*9300H CPU @2.40GHz islemciye, 16 GB RAM’e, 500 GB harddiske, Intel UHD
Graphics 630 entegre ekran kartina sahip bilgisayarda bu algoritma ile sonuglar bagarisiz

olmustur.

40 bin tweet igeren bir egitim veri setiyle egitim asamasi ortalama 8 saat stirdiigii
goriilmiistiir. Colab ile bu bilgisayarda 40 bin tweet ile egitim birden fazla seferde yarida
kesilmis ve yeniden baslatilmak zorunda kalmistir. Colab ¢alisma siiresi 8 saatten fazla
izin vermedigi i¢in egitim asamasindan 6teye gidilememistir. Ince ayar ve siniflandirma
asamalarina gecebilmek icin egitim veri seti asama agsama yiizde elli azaltilarak 10 bin
tweet igeren bir egitim veri setine kadar indirgenmistir. Sekil 5.10.1. ‘de goriilecegi lizere
her egitim setinde %2.2’lik bir batch veri ile egitime devam ettigi goriilmiistiir. Her batch

icin yaklagik 20 dakika egitim siiresi gozlemlenmistir.
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2 bin tweet ile egitim agsamasi 2 saat 10 dakikalik bir ¢aligma atlatilmigtir.
Tahminleme agamasinda Aralik 2020 ve Ekim 2021 dénemindeki 212 bin tweeti i¢eren
veri seti kullanilarak baslanan denemelerden de simiflandirma asamasinda sonug
alimamadigr i¢in kontrollii deneylerle veri setinde azaltmaya gidilerek yenilenmistir.
Sirastyla 212 bin tweet, 150 bin tweet, 60 bin tweet, 30 bin tweet, 10 bin tweet ve son
olarak 3109 tweet ile denemeler yapilmistir. 3 saat siiren ¢aligma sonunda 3109 tweet igin

siniflandirma gergeklesmistir.



Sekil 5.10.1: Egitim Sonuglar1

Sekil 5.10.2: BERT 3109 Siniflandirma Sonuglari
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Sekil 5.10.3: VADER 3109 Siniflandirma Sonuglari

[]

import nltk
nltk.download('vader_lexicen')

sentiment = SentimentIntensityAnalyzer()
def get sentiment({data):
sentiment_list = []
for text in list(datal'Tidy Tweet'].walues)
if sentiment.polarity_sceres{text)["compound"] » &:
sentiment_list.append("Positive"™}
elif sentiment.polarity scores(text)["compound"] < e:
sentiment_list.append(“"Megative"™}
else:
sentiment_list.append("Meutral"}
return sentiment_list

data['sentiment'] = get_sentiment(data}
sns.countplot(x="Sentiment”, data=data, palette="Set2")
print{data.sentiment.value_counts())

[nltk_data] Downlecading package vader_lexicen to froot/nltk_data...
Neutral 1933
Positive 876
Negative 288
Name: Sentiment, dtype: inted
2000

1750
1500
1250
% oo
=
500
=0
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ALTINCI BOLUM

PERFORMANS ANALIiZ SONUCLARI
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6.1. Performans Analiz Sonugclar:

Cesitli makine 0grenimi yaklagimlari ile sozliikk tabanli yaklasimlar arasinda
dogrudan bir karsilastirma olarak yapilmasi amacglandi ve literatir incelememizin
cogunda gordik ki sozlik tabanli yontemlerin kullanimi yaygindir. Coklu arastirma
makalelerinde literatiir incelemesinin sonuglar1 géz oniine alindiginda, VADER duygu
analizcisi sozliik tabanli belirli bir yaklagim olarak se¢ilmistir. Simdiye kadar ki literattire
bakildiginda, duygu analizini gergeklestirmek igin en uygun yontemin VADER

algoritmasi oldugu sonucuna varilmistir.

Bir makine 6grenimi yaklagimi kullanmak icin gerekli egitim verilerinin
simiflandirildigindan bahsedilen literatiir inceleme sonuglarindan yola ¢ikarak, bu verileri
sekillendirmek ve bilinmeyen veri siniflandirmasini tahmin etmek i¢in bu veriler {izerinde
bir algoritma egitilmesi gerektigi goriilmiistiir. Makine 6grenimi algoritmalarinin
arastirilmasi ve test edilmesi, sonuglarin daha anlamli yorumlar iiretmesinin daha
maliyetli oldugu ortaya ¢ikmistir. Bu nedenle, makine 6grenme yontemi yerine VADER

yaklagiminin se¢ilmesi daha diisiik maliyetli sonuglar liretecektir.

Sozliik tabanli algoritmalarin iiretmis oldugu sonuglarin giivenilirlik oranlar
diisiik olmaktadir. Adindan da anlasilacagi iizere sozcik ya da sozlik tabanli
algoritmalarin temelinde kelimelerin anlamina puanlama yapilarak pozitif ya da negatif
goriis olarak siiflandirma bulunmaktadir. Ancak tweet metinlerinin igerisinde mecazlar,
kinayeler, tersine manalar gibi insanlarin giinliik hayatta kullandi1g1 anlamsal ¢esitlilikleri
anlayamamaktadir. Google BERT algoritmasinin ise bu noktada 6énceden verilen bilgiyle
kendisinin egiterek daha sonra ciimlelerdeki kelimelerin yerlerini degistirerek daha

giivenilir ¢oziimler iirettigi iddia edilmektedir.

Otokorelasyon analizi ve duygularn ayristirilmasi, egilimleri, diizeyi,
mevsimselligi ve artiklar1 belirlemeye adanmis sonuglar gostermek, olumlu ve olumsuz
duygularin mevsimsel kaliplarin1 izlemek ve ayrica modeldeki gecikmeleri diizeltmek
icin gergeklestirilmistir. Son olarak, otokorelasyon analizi sonuglarindan, verilerde
herhangi bir gecikme olmadigini dogrulayan %95'lik bir giiven aralifi oldugundan,

verilerimizde herhangi bir gecikme olmadig1 sonucuna varilmistir.

Bu konudaki sonuglar, degerleri gosteren bir grafik seklinde gosterilir. Son
olarak, 2020'den 2021'e kadar on aylik Twitter verilerinde gosterilen giinliik tweet'leri

gosteren Sekil 5.8. belirli tarihlerle iligkili olaylarla giinliik trend analizini tamamladiktan
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sonra gosterilmistir. Streg, on aylik siire iginde glnlik tweet'ler ve o aylardaki haber ve

duyurular alinarak gerceklestirilmistir.
6.1.1. Cahsmanmn Katkilar:

Calismada kullanilan bilgisayarin donanim yetenekleri, performansi ve zaman

baskis1 nedeniyle siire kisitlari altinda birkag detay ortaya ¢ikmuistir.

Tahmin edilen duyarliliklar ve ayrica biiyilik veri kiimeleri kullanilarak zaman
serisi analizi i¢in daha fazla boliim diistiniilebilir. Bu ¢alisma sadece COVID-19 asisi ile
ilgili verilerle simirlidir. Bu modeller ve algoritmalar benzer tirdeki durumlarda belirli
topluluklarin duygu tespitlerinin ortaya g¢ikarilmasi i¢in kullanilabilir. Zaman serisi
analizi aylik olarak siiflandirilirken, gelecekte bu daha verimli sonuglar elde etmek i¢in
saatlik olarak siniflandirilabilir. Bu ¢alismada duygu analizi sadece Ingilizce dilindeki
veriler i¢in uygulanmistir. Gelecekteki uygulamalar i¢in duygu analizi diger dillerde de
yapilabilir. Gelecekteki uygulamalar icin BERT algoritmasi kullanilmak isteniyorsa GPU

islemciye sahip, daha yiiksek donanimli bilgisayarlar tercih edilebilir.

Ek olarak, BERT algoritmasinin yanisira, 2019 yilinda BERT mimarisinin
egitim ve sonuglarim iyilestirmek lizere gelistirlen ALBERT mimarisi kullanilarak da
calisma degistirilebilir. ALBERT modeli, karsilik gelen BERT modellerine kiyasla daha
kiigiik bir parametre boyutuna sahiptir. Ornegin, baseBERT, base ALBERT ’ten 9 kat daha
fazla parametreye sahiptir ve largeBERT, largeALBERT’ten 18 kat daha fazla

parametreye sahiptir.
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7.1. Sonug

“Bu ¢alismada, COVID-19 asis1 ile ilgili “PfizerBioNTech, Sinopharm, Sinovac,
Moderna, oxfordastrazeneca, Covaxin, Sputnik\VV”” arama filtre metinleriyle milyonlarca
tweet arasindan hedef etiketlerin kullanildigi mesajlar indirilerek, twitter metinlerinin
duygu, gortis tespitlerini yapabilmek igin sozciik odakli bir algoritma olan VADER ve
makine 6grenimi algoritmasi olan Google BERT modeli ¢alistirilarak elde edilen ¢iktilar
paylasilmistir. COVID-19 asist ile ilgili metin duygu analizine dair uygun yaklasimi
belirlemek icin sistematik bir literatiir taramasi yapilmistir. VADER algoritmasinin
duygu analizi icgin sozliik tabanli algoritmalar arasinda hem polarite hem yogunluk
degerlendirmesi sebebiyle seckin olmasi, tweetleri ¢oklu siniflandirma sistemine gore
kategorize edebilmesi nedeniyle NLTK ve VADER algoritmas1 Twitter verilerinin duygu
analizini yapmak igin secilmistir. Duyarlilik degerlerine gére sonuglar, her bir duyguya
iligkin KDE dagiliminin olumlu, olumsuz ve nétr oldugunu gostermistir. Bu ¢alismadan
yola c¢ikarak insanlarin duygularii sosyal medyada, oOzellikle de Twitter'da
paylagmalarinin, gosterdikleri tepkilerinin giinden giine degistigi sOylenebilmektedir.
COVID-19 asis1 haberlerinin yayilmastyla birlikte asi ile ilgili bu veriler bize insanlarin,
devlet kurumlarimin ve sosyal medya kuruluslarinin durumlari nasil yayinladigini

gostermektedir.

Zaman serisi analizine gelince, sonuglar1 bir bakis agisiyla ele alirsak, her
bolimin zaman cizelgesi Gzerinde giinliik duygularin dagilimini gergeklestirdikten sonra,
standart sapma ve ortalama degerleri hesaplayarak bazi gecikmeler ve egilimler
buldugumuz sonucuna vartlmistir. Verilerde bulunan gecikmeleri dizeltmek igin
otokorelasyon analizi yapilmistir ve ayrica duygulart ayristirarak egilimleri, diizeyi,
mevsimselligi ve artiklar1 bulmak mimkundir. Belirli bir tarihle iliskili olaylarla giinliik
trend analizi, verilerimizin belirli tarihlerdeki haberlerle iliskisine bakarak daha anlaml
sonuglar gostermistir. Bu nedenle, zaman serisi analizinin, verileri kolayca bolimlere
ayirarak ve etkinlestirerek 6nemli sonuglar gosterdigi c¢ikarimini yapmamiz dogru

olacaktir.

Yapilan ¢alismada sozliik tabanli algoritma kullanilarak gerceklestirilen duygu
analizinde, pozitif metinlerin miktari, negatif metinlerin miktarinin iki kat1 kadar
gbzlenmistir. Ortaya ¢ikan bu sonugtan yola ¢ikarak koronavirls hakkinda kamuoyunun

genel duygu diisiince durumunun olumlu oldugu yorumu yapilabilir. Koronaviriis
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pandemisinin vaka oranlarmin tekrar artmaya bagsladigi son aylarda dahi olumlu
goriislerin yiiksek olmasi, halkin biling diizeyinin arttig1, farkindalik oraninin yiikseldigi,
virlisle miicadele siirecinde, belirli kosullar altinda normal hayat1 siirmeye devam ettigi,
toplumun duygu durumunun iyi yonde ilerledigi yorumu ¢ikarilabilir. Ayni kosullar
altinda deneyleri yapilan VADER ve BERT algoritmasinin karsilastirilmasi ile herhangi
bir anlamli sonug iiretilemeyen BERT algoritmasinin maliyetinin VADER algoritmasina
kiyasla yiiksek oldugu ortaya konmus ancak ortaya c¢ikan sonuglarin giivenilirlikleri
acisindan herhangi bir yorum ortaya konamamistir. Bu nedenle egitim veri seti ve ana
veri seti kiiciiltiilerek her iki yontemin de kiyaslanabilmesi i¢in ikinci bir c¢aligsma

yapilmistir.

Ik ¢alisma sonucundaki veriler incelendiginde, koronaviriis hakkinda indirilen
212.982 tweet mesajinin, 55.833 tanesi olumlu ¢ikarken, 26.262 tanesi olumsuz ¢ikmakta

ve 130.887 tanesi noétr olarak sonuglanmis olmaktadir.

Ikinci calisma sonucundaki veriler incelendiginde, koronaviriis hakkinda
indirilen 3109 tweet mesajinin, VADER algoritmasi ile 876 tanesi olumlu ¢ikarken, 300
tanesi olumsuz ¢ikmakta ve 1933 tanesi notr olarak sonuclanmis olmaktadir. BERT
algoritmasi ile 290 tanesi olumlu ¢ikarken, 206 tanesi olumsuz ¢ikmakta ve 1960 tanesi
notr olarak sonu¢lanmis olmaktadir, yanisira BERT algoritmasinin 653 tane tweet
mesajint degerlendirmeye almadigi gozlemlenmistir. Bu miktar veri setinin yiizde
yirmibirini olusturmaktadir ve onemli bir 6rnek biiyiikliiglidiir. Burdaki sapma ile
olumsuz goriislerin olumlu goriislere orant da ylizde otuzyedi oraninda artmis olarak

g6zlemlenmektedir.

Bu c¢aligma kapsaminda VADER ve BERT modelinin caligtirildigi cihazin
donanim Ozelliklerinin yiiksek hizlar sunabilecek olmasi, veri setinde kullanilan
etiketlerin degistirilmesi, veri setinin genisletilmesi, ¢alisma igin ayrilan siirenin

artirilmasi bu ¢alismadan alinabilecek sonuglarin iyilestirilmesini saglayacaktir.
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