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OZET
VGG16 TEMELLI MiMARI iLE GORUNTULERDE GURULTU TAHMINI

Glines, Aybiike
Yiiksek Lisans, Mekatronik Anabilim Dal1
Tez Danigmani: Dr. Ogr. Uyesi Yasemin Cetin Kaya
Haziran 2022, x + 106 sayfa

Giiriiltii, gorintii elde etme esnasinda goriintiiye eklenen istenmeyen sinyallerdir.
Goriintii isleme calismalarinin en temel sorunlarindan biri giiriiltiidiir. Bir goriintiiden
guriiltiiniin armndirilmasi igin kullanilan filtre y6ntemlerinin basarili olabilmesi igin
giiriiltii tlirtiniin dogru sekilde analiz edilmis olmasi gerekmektedir. Literatiirde yaygin
olan giirtilti tiirleri gauss, benek ve tuz-biber giiriiltii tiirleridir. Orijinal goriintiilere
Matlab programa dili vasitasiyla eklenen bu ii¢ giriilti tiiriiniin ve giriiltiisiiz
goriintlilerin en dogru ve pratik bir sekilde siniflandirilmasi amaglanmistir.

Goriintii  lizerine yapilan calismalarda Evrisimsel Sinir Aglart (ESA) siklikla
kullanilmaktadir. Calismada ESA ile olusturulan 5 farkli model i¢in Once egitim sonra
test islemleri gergeklestirilmistir. Calismadaki ESA mimarileri; VGG16 agi, transfer
ogrenme ve Kok Ortalama Kare Yayilim1 (RMSProp), Stokastik Gradyan inis (SGD),
Uyarlanabilir Gradyan(Adagrad), Adadelta ile Adaptif Moment(Adam) optimizasyon
algoritmalart kullanilarak olusturulmustur. Goriintiilerdeki  giiriiltii  tlirtiniin =~ ve
giiriiltiisiiz goriintiilerin dogru ve pratik sekilde tahmin edilmesi hedeflenmistir.
Gorlntiilerdeki giiriiltii tahmininde basarili olunmasi halinde giiriiltiili goriintiilerin,
giiriiltiilerinden arindirilmasi i¢in daha dogru filtrelerin kullanilmasina olanak saglanmis
olacaktir.

RMSProp optimizasyon algoritmasi kullanilarak olusturulan model toplamda 12 hatali
giriiltli tiirii tespiti yapmistir. RMSProp optimizasyon algoritmasit kullanilarak
olusturulan model %98.75 dogruluk orani ile en iyi dogruluk oranina sahiptir. Diger
optimizasyon algoritmalarmin ise dogruluk oranlar1 sirasiyla Adam optimizasyon
algoritmas1 i¢in %98.44, Adagrad optimizasyon algoritmasi i¢in %97.29, Adadelta
optimizasyon algoritmasi igin %89.38 ve SGD optimizasyon algoritmasi igin
%57.71 dir.

Bu ¢alisma ile giiriiltii tlirtiniin ESA mimarileri ile daha dogru ve pratik bir sekilde
belirlenebilmesi i¢in hangi optimizasyon algoritmasinin tercih edilebilecegine 11k
tutulmaya calisilmistir. ESA’nin goriintii isleme calismalarindaki basaris1 goz oniine
alindiginda ileride goriintii ile yapilan ¢aligmalarin daha dogru ve giivenilir filtreler ile
yapilabilecegi diistiniilmektedir.

Anahtar Kelimeler: Evrisimsel Sinir Aglari, VGG16, Giirilti, Giiriilti Tahmini,
Optimizasyon Algoritmalari



ABSTRACT
NOISE PREDICTION IN IMAGES WITH VGG16 BASED ARCHITECTURE

Glines, Aybiike
Master’s Thesis, Department of Mechatronics Engineering
Advisor: Assit.Prof.Dr. Yasemin Cetin Kaya
June 2022, x + 106 pages

Noise is unwanted signals added to the image during image acquisition. One of the most
fundamental problems of image processing studies is noise. In order for the filter
methods used to remove noise from the image to be successful, the noise type must be
analyzed correctly. The types of noise that are common in the literature are gaussian,
speckle and salt-pepper types of noise. It is aimed to classify these three noise types and
noiseless images in the most accurate and practical way, which are added to the original
images via the Matlab programming language.

Convolutional Neural Networks (CNN) are frequently used in studies on images. In the
study, first training and then testing were carried out for 5 different models created with
CNN. ESA architectures in the study; The VGG16 network was created using transfer
learning and Root Mean Square Propagation (RMSProp), Stochastic Gradient Descent
(SGD), Adaptive Gradient (Adagrad), Adadelta and Adaptive Moment (Adam)
optimization algorithms. It is aimed to predict the noise type and noiseless images in an
accurate and practical way. If the noise prediction in the images is successful, it will be
possible to use more accurate filters to remove the noise of the noisy images.

The model created using the RMSProp optimization algorithm has detected a total of 12
incorrect noise types. The model created using the RMSProp optimization algorithm has
the best accuracy rate with 98.75% accuracy. The accuracy rates of other optimization
algorithms are 98.44% for Adam optimization algorithm, 97.29% for Adagrad
optimization algorithm, 89.38% for Adadelta optimization algorithm and 57.71% for
SGD optimization algorithm, respectively.

With this study, it has been tried to shed light on which optimization algorithm can be
preferred in order to determine the noise type in a more accurate and practical way with
CNN architectures. Considering the success of CNN in image processing studies, it is
thought that future studies with images can be done with more accurate and reliable
filters.

Keywords: Convolutional Neural Networks, VGG16, Noise, Noise Prediction,
Optimization Algorithms



ONSOZ

Derin 6grenme, son zamanlarda arastirma alanlarinda sik¢a kullanilan bir calisma
alamidir. Dogal dil islemden konusma/ses islemeye, goriintii islemeden biiyiik veri
analizlerine kadar hayatimizin her alaninda yer edinmistir. Bu ¢alismanin amaci da,
derin 6grenme mimarilerinden biri olan Evrigimsel sinir aglarindan VGG16 kullanilarak
gelistirilen model ile goriintiilerdeki giiriiltii tiirlerinin tahminini dogru ve pratik sekilde

bulabilmektir.
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1. GIRIS

Yapay zekanin bir alt dali olan makine 6grenmesinde, yapay sinir aglar1 kullanilarak
bircok problemin ¢éziimii saglanmistir. Kullanilan yapay sinir ag1 “Perceptron” olarak
adlandirilan tek katmanli bir islem tnitesiydi (Kin, 2019). 1960’larda bu tek katmanl
tinitenin karmasik problemlere ¢6ziim olusturamadigi ortaya ¢ikmistir. Bu donemde
yasanan donanimsal kisitlamalar da bilim insanlarmin ¢alismalarina ara vermelerine
neden olmustur. 1980°li yillarda bir grup insan, yapay zekanin tekrardan popiilerlik
kazanmasini saglamis ve ¢ok katmanli sinir aglar1 ile karmasik problemlere ¢oziimler
tiretilebilecegini belirtmistir (Karakus, 2018). 2000°li yillarda yapay sinir aglar1 artik tek
katmanli aglardan derin aglara geg¢is yapmustir. Derin aglar; dogal dil islemeden,
konusma islemeye, goriintii islemeden biiyiik verilerin islenmesine kadar bir¢ok alanda
basariyla kullanilmaya baslanmistir (Yapici ve ark., 2019). Derin 6grenme olarak
adlandirdigimiz derin aglar yontemi, son zamanlarda pek ¢ok problemin ¢oziimiinde
kullanilmaya baslanmis 6nemli bir yapay zeka yaklasimidir. Makine Ogrenmesinde
insan etkisi ile yapilan tanimlamalari, verilen parametreleri insan etkisini devre dist
birakarak kendisinin kesfedip degerlendirmelerde bulunan derin 6grenme, gilinlimiizdeki
donanimsal gelismeler ve daha genis veri setlerinin olmasi ile popiilerligini artirmigtir
(Kin, 2019). Sekil 1.1°de derin 6grenme ve makine 6grenmesi arasindaki insan etkisi

farkin1 gosteren bir gorsel yer almaktadir.
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Sekil 1.1 Makine 6grenmesi ve derin 6grenme arasindaki temel fark (Giilal,2022)



Derin 6grenme yontemleri ile gelistirilen bir¢ok algoritmanin farkli problemlerin
¢Ozlimiine olanak saglamasi hedeflenmistir. Evrigimsel sinir aglar1 (ESA), derin oto
kodlayicilar, tekrarlayan sinir aglar1 gibi birgok derin 6grenme algoritmasi (Kiigiik &
Arici, 2018) ve ayn1 zamanda LeNet, AlexNet, VGGNet, GoogleNet gibi birgok ag
yapist mevcuttur (Karakus, 2018). ESA algoritmast ve VGGNet, ¢alismanin metodunu

olusturmaktadir. Sekil 1.2 ‘de derin 6grenmenin yapisina yer verilmistir.

Egitim Verisi

\ 4

Ogrenme Kurali

Giris Verileri » Derin Sinir Agi » Cikt1

Sekil 1.2 Derin 6grenme yapisi (Savas, 2022)

Giliniimiizde popiilerligi yliksek olan bir diger konu ise goriintiilerdeki giirtilti
tahminidir. Goriintli elde etme esnasinda goriintiiye ¢esitli sebeplerden dolay: giiriiltiiler
eklenmektedir (Akar ve ark., 2015). Farkli etkenlerin goriintiilerde sebep oldugu
giiriiltiiler, goriintiinlin kullanildig1r alana gore degisik sikintilara sebep olmaktadir.
Ancak goriintliniin oldugu her yerde goriintii kalitesinin 1yl olmasi istenmektedir.
Literatiirde siklikla karsilagilan giirtiltii tiirleri Gauss, benek ve tuz-biber giiriiltiisiidiir
(Akar ve ark., 2015). Bu tiir giiriiltiilerin goriintlilerden arindirilmas: i¢in Gauss ve
uyarlamali medyan filtresi gibi pek ¢ok yontem bulunmaktadir (Degirmenci ve ark.,
2018). Yontemlerin basari oranlar giiriiltii tiiriine gore farklilik gostermektedir. Giiriiltii
tiirliniin  hatali tahmininin goriintiilerin  giiriiltiden arindirilmast i¢in  kullanilan
yontemlerin basarisini olumsuz etkileyecegi, giiriiltii tiirliniin dogru sekilde tahmin
edilmesinin ise goriintiilere uygulanacak giiriiltii arindirma yontemlerinin verimliliginin
artirilmasina katki saglayabilecegi diisiiniilmektedir. Dolayisiyla giiriiltii tiiriiniin dogru
bir sekilde tahmin edilmesi, uygun filtre kullanimini saglamak ve basar1 oranini
artirmak i¢in 6nem arz etmektedir (Magud ve ark., 2016).

2



Savunma sanayiden saglik sektoriine, online bireysel bagvurulardan giivenlik
sistemlerine pek ¢ok alanda goriintii hayatimizin igine dahil olmustur. Giivenlik
tedbirleri ve dogru tespit gibi konularda ise goriintiiniin kaliteli olmasi istenmektedir.
Ancak gorintiilere eklenen giiriiltiiler goriintiilerin kalitesini diisiirmektedir (Hoomod &
Dawood, 2017). Giiriilti tahmini ve goriintiileri bu giiriltilerden arindirmak igin
literatiirde yer edinmis farkli yontemler mevcuttur. 2019 yilinda Tassano ve ark., ESA
mimarisine dayanan yeni goriintli glriiltii giderme yontemi olan hizli ve esnek
evrisimsel sinir agim1 (FFDNet) Adam optimizasyon algoritmasi ile kullanmay1
onermistir. Gri tonlu ve renkli goriintiiler lizerinde denenen FFDNet giiriiltii gidericisi
her iki renk veri seti i¢inde benzer degerler vermistir. Diiz ESA yapist ile kiyaslanmis
olan FFDNet kiiciik bir farkla basarili olmustur. ileri beslemeli evrisimsel sinir aglari
(DnCNN) ile karsilastirilan FFDNet’in, DnCNN’den daha hizli ve daha etkili oldugu
goriilmiistiir (Tassano ve ark., 2019). 2020 yilinda Ponomarenko ve ark., gauss
giiriiltiisiinii gortntiilerden arindirarak orijinal giiriiltlisiiz goriintiiler elde etmek igin
gelistirilen Blok Eslestirme ve 3D Filtreleme (BM3D) ve Genisletilmis-Artik U-Net
(DRUNet) isimli iki adet ESA modeli gelistirmislerdir. BM3D filtresi kullanilan model,
mevcut c¢oziimlerden daha verimli iken DRUNet kullanilan modelin mevcut
yontemlerden hem daha etkili hem de hizli oldugu goriilmiistiir (Ponomarenko ve ark.,

2020).

Giirtiltii arindirma islemi goriintiiler tizerine gergeklestirilen galigmalar i¢in son derece
onemlidir. Ancak goriintiilerin giiriiltiilerden arindirilmasindaki en 6nemli unsur giirtiltii
tiriiniin  tespitidir. Bilinmeyen bir giiriiltii tlirline uygulanacak filtreler istenen
performansi her zaman gostermeyebilir. Bu sebeple dogru ve etkin bir sekilde giiriiltii
tiiriniin tahmin edilmesi gerekmektedir. Bu ¢alisma ile giiriiltii tiirtiniin ESA mimarileri
ile daha dogru ve pratik bir sekilde tespit edilmesi icin hangi optimizasyon
algoritmasinin tercih edilebilecegine 11k tutulmaya ¢alisilmistir. Kaur ve Gandhi beyin
goriintlilerinin siiflandirilmasi icin VGG16 ve transfer 6grenme kullanimini 6nermistir
ve calisma %100 tanima oran1 saglamistir (Kaur & Gandhi, 2019). Sil ve ark.,
ESA’larin, goriintiiden giirtiltii gidermek icin kullanilan diger algoritmalara gore nasil
performans gosterdigini kiyaslamak icin VGG16 ve Inception-v3 algoritmalarini

kullanmis ve Inception-v3 mimarisi, testte %1 oraninda VGG16 mimarisinden daha
3



fazla basarim saglamistir (Sil ve ark., 2019). Derin 6grenmenin goriintii islemlerindeki
basarisi, ESA’nin geleneksel yontemlerle karsilastirlldiginda c¢ok daha Dbasit
uygulanabilmesi goz oniine alinarak goriintiide giiriiltii tahmini i¢in yapilacak ¢alismada
ESA’nin ve VGG16 agimin kullanilmasi kararlastirilmistir. VGG16’nin basarisi, 2019
yilinda cinsiyet tahmini iizerine yapilan Giindiiz ve Cedimoglu’nun calismasinda da
kendini gostermistir. Giindiiz ve Cedimoglu’nun kendi tasarladiklar1t ESA mimarisinin
basar1 orani AlexNet’ten iyiyken, VGGIl6’dan ké&tii sonug vermistir (Gilindiiz &
Cedimoglu 2019).

2014 yilinda gergeklestirilen ImageNet yarigsmasinda %7.3 hata oran1 (Simonyan &
Zisserman, 2015) ile basar1 gosteren VGG16 mimarisinin son 4 katmani hari¢ diger
katmanlari dondurulmus ve {izerine yeni model eklenmistir. Olusturulan bu modelde
VGG16’nin ImageNet yarismasinda elde edilmis agirliklar1 kullanilarak transfer
O0grenme gergeklestirilmistir. Dondurulan katmanlardan sonra iki blok eklenmis, her
blokta iki evrisim katmani ve her evrisim isleminden sonra bir ortaklama katmani
eklenmistir. Sonrasinda iki adet tam bagli katman eklenmis ve asir1 6grenmeyi onlemek
icin tam bagli katmandan sonra 0.3 oraninda dropout kullanilmistir. Bunlara ilave ¢ikis

katmaninin da eklenmesi ile yeni model kurulmustur.

Dogru ve etkin sekilde giiriiltii tahmini gerceklestirilmesi hedeflenen ¢alismanin
uygulama aginda, 5 farkli optimizasyon algoritmasina (RMSProp, Adam, Adagrad,
Adadelta, SGD) gore 70 turda egitim yapilmis ve testler sonucunda acgiga ¢ikan degerler
kullanilan bagarim o6lg¢iitleri ile kiyaslanmistir. Giiriiltii tahmini icin gelistirilecek ESA
mimarilerinde daha pratik ve daha dogru sonuglar elde edebilmek i¢in ileride yapilacak
calismalarda hangi optimizasyon algoritmalarinin tercih edilebilecegi hususunda bilgi
verilmek istenmektedir. Giiriiltii nedir, giiriilti tahmini neden onemlidir, literatiirde
hangi yontemler kullanilmis ve basarim diizeyleri nelerdir, giiriiltii tahmini igin
kullanilacak yontem ile hedeflenen nedir, derin 6grenme yontemi segilirken neler goz
Ontine alinmistir gibi sorular bu ¢alismanin temellerini olusturmaktadir. Bu tezin sonraki
boliimlerinde literatiir taramasi, calismada kullanilacak materyal ve yontemler, calisma
icin kullanilacak yontemin nasil kullanildig1 hakkinda bilgiler, elde edilen bulgular ve

son olarak sonuglara yer verilerek onerilerde bulunulmustur.
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2. GENEL BILGILER

Goriintli hayatimizin bir¢ok alaninin ayrilmaz bir pargasi haline gelmistir (Hoomod &
Dawood, 2017). Tipta bir hastaligin teshisinde, askeri alanda uydu goriintiilerinde, 6zel
anlarin  unutulmaz kilinmast istendiginde, kimlik dogrulama islemlerinin
gerceklestirilmesinde ve benzeri birgok durumda goriintiiden ve goriintiiniin
kusursuzlugunun istenmesinden bahsetmek miimkiindiir. Goriintiilerde soruna sebep
olan unsurlar aragtirtlmis ve bunlarin Online gegmek icin teknolojik gelismeler
dogrultusunda ¢oziimler iiretilmeye ¢aligilmistir. Goriintiilerde meydana alan sorunlarin
sebebi giiriiltiilerdir (Hoomod & Dawood, 2017) ve goriintiilerdeki giiriiltii tahmininin
dogru ve pratik bir sekilde gerceklestirilebilmesi goriintiilerin  giiriiltiiden
arindirilabilmesi ve kusursuzlastirilabilmesi igcin 6nem arz etmektedir (Tai & Yang,
2008).

Derin 6grenme algoritmasi olan ESA ve bir derin 6grenme modeli olan VGG16 goriintii
islemlerinde yaygin olarak kullanilmaktadir (Daskin ve ark., 2018). Bu bdliimde
calismanin ana konusu olan giiriiltii tahmininden ve derin 6grenmeden, ayrica derin
O6grenmenin daha iyi anlasilabilmesi i¢in yapay zekadan baslayarak giiniimiize uzanan
derin 6grenme gelismelerinden ve bir derin 6grenme algoritmasi olan ESA ile bir derin
o0grenme modeli olan VGG16 modeli ile calismada yer alan transfer 6grenme,

optimizasyon algoritmalar1 ve basarim 6lciitlerinden bahsedilecektir.

2.1 Giiriilti Tahmini

Gorilintli elde etme esnasinda goriintiiye eklenen istenmeyen sinyaller giiriiltii olarak
adlandirilmaktadir. Goriintii isleme tekniklerinde basariya etki eden en Onemli
unsurlardan biri gilirtiltidir. Guriltili  goriintiilere filtreleme islemi uygulanarak
gorlntiilerdeki giiriiltii azaltilmaya ¢alisilmakta ve bu sayede goriintii isleme
tekniklerinin basarisinin artirilmasi hedeflenmektedir (Degirmenci, 2018). Goriintiiler
elde edilirken veya bir yerden bir yere aktarilirken goriintiilerde meydana gelen
giiriiltiilere farkli faktorler sebep olmaktadir. Goriintiilerde giiriiltiiye sebep olan bazi

faktorler;



e (Gorintii sensoriiniin ¢evresel etkenlerden etkilenmesi,

e Isigin yetersiz seviyede olmasi ve sensérdeki sicakligin goriintiide parazite sebep
olmasi,

e iletim kanalinda olan parazitlerin goriintiiyii bozabilmesi,

e Tarayici ekraninda var olmast muhtemel toz parcaciklarinin goriintiide parazite

neden olabilmesi,

seklinde siralanabilir. (Verma & Ali, 2013).

Goriintillerde meydana gelen giiriiltiiler goriintiilerin kalitesini diistirmek ile birlikte
gOriintli aktarma ve isleme tizerindeki verimliligi de olumsuz etkilemektedir (Hu, 2020).
Girtltiiniin goriintiiyli farkli sekilde etkiledigi ve giiriiltiiler farkli etkenlerden dolay:
olustugu icin birden fazla giirtiltii tiirli mevcuttur. Gurilti tirleri; gauss giiriiltiisi, tuz-
biber giirtiltiisii, benek giriltiisii, ¢ekim giriiltiisii, sagma giriiltiisii, film tanecigi
giiriiltiisii, periyodik giiriiltii, es yonli gilrilti ve tek bicimli giiriiltii olarak
siiflandirilabilir (Verma & Ali, 2013). Literatiirde en sik rastlanan giirtiltii tiirleri tuz-

biber, gauss ve benek giiriiltiisiidiir.

Tuz-biber giiriiltiisti, veri iletimi sirasinda yasanan hatalardan kaynakli olusan bir
giiriiltii tiirtidiir. Ani ve keskin sinyal degisimleri sonucu ortaya ¢ikmaktadir (Kaur,
2015). Goriintiide tuz ve biber serpistirilmis gibi duran siyah ve beyaz renkli noktalarin
olusmasina neden olmaktadir. Gauss giiriiltiisii genellikle goriintii elde edilirken olusan
sinyal hatalarindan kaynaklanmaktadir. Sicakligin yiiksek olmasi, az miktarda
aydinlatma olmasi ve transferden kaynakli goriintiiye eklenen bir giiriiltii tiirtidiir.
Giriltili goriintii, gauss giiriiltiisiinde gercek piksel degerlerinin rastgele gauss giiriilti
degerleri ile toplanmasi sonucunda ortaya ¢ikmaktadir (Kiipeli & Bulut, 2020). Benek
giiriiltisii ise gauss ve tuz-biber giiriiltiilerinden farkli sekilde piksel degerleri ile
rastgele degerlerin ¢arpilmasi sonucu olusmaktadir (Kaur, 2015). Sekil 2.1°de orijinal
Kameraman goriintiisiine gauss, benek ve tuz-biber giiriiltiileri eklendiginde olusan

giiriiltiilii gortintiilere birer 6rnek verilmistir.



0,01 seviyeslnde Gauss
guiriiltiisi

—_—
0,01 seviyesinde Benek
gurilisi

a) <)

- e
0,01 seviyesinde
Tuz-biber giriiltisi

a) <)
Sekil 2.1 Giirtiltiilii goriintiilere 6rnekler: a) Orijinal Kameraman goriintiisii, b) Gauss
giiriiltiisii eklenmis Kameraman goriintiisii, ¢) Benek giiriiltiisii eklenmis Kameraman
goriintiisii, ¢) Tuz-biber giiriiltiisii eklenmis Kameraman goriintiisii

2.2  Derin Ogrenme

Derin 6grenme yapay zekanin birgok yaklasiminda kullanilan makine 6grenmesinin bir
smifidir. Sekil 2.2’de yapay zeka, makine Ogrenmesi ve derin dgrenme arasindaki
iligkiye dair bir gorsel yer almaktadir. Cok katmanli yapay sinir aglarindan olusan
(Aktas, 2020) derin 6grenme;
e Bir veriden anlamli ve istenen bilgilerin bilgisayarin anlayabilecegi sekilde
anlamlar ¢ikarilmasinin saglandigi Dogal Dil Isleme (Kiiciik & Arici, 2014),
e Konusma ciimlelerini yiiksek dogruluk oraniyla metne doniistiirme islemi olan
Konusma ve Ses Isleme (Biiyiik, 2018),
e Verilerin gittikge artis gostermesi sonucu ilgili veriye erisimin zorlastigi ve bu
zorlugun {istesinden gelebilmek i¢in derin Ogrenme ile bilgi erigimi

caligmalarinin yapildig1 Bilgi Erigimi,



e GoOrme duyumuzla yaptigimiz algilama bicimini bilgisayara yaptirma amact

tastyan Bilgisayarlt Gérme ve giiniimiizde pek ¢ok alanda kullanilan bilgisayarl

gorli uygulamalari i¢in 6nemli bir gereksinim alan Nesne Tanima,

e Elektronik ortam kullanimmin artmasiyla genis kitlelere ulasan biiyiik

miktardaki verileri ifade eden derin 6grenme uygulamalarint ¢ok daha kolay

hale getiren Biiylik Veri (Aktan,2018)

alanlarinda basar1 gostermektedir.

YAPAY ZEKA

MAKINE
OGRENMESI

DERIN
GGRENME

Sekil 2.2 Yapay zeka, makine 6grenmesi ve derin 0grenme arasindaki iliski (Murat,

2021)

Bir problemin ¢éztiimiinde derin 6grenme kullanimina karar verilmesinden sonuca kadar

temelde bes adimdan bahsetmek miimkiindiir. Cizelge 2.1°de gilinlimiizde ¢ogu

problemin ¢6ziimiinde kullanimi tercih edilen derin 6grenme igin adimlar verilmistir

(Kayaalp & Siizen, 2018).

Cizelge 2.1 Derin 6grenme i¢in adimlar

Adim 1: Problemi Tanimla ve Derin Ogrenme ile Coziiliip Coziilemeyecegini
Tespit Et

Adim 2: Veri Kiimelerini Tanimla ve Verileri Analiz i¢cin Hazirla

Adim 3: Kullanilacak Derin Ogrenme Algoritmasini Seg

Adim 4: Tanimli Verileri Secilen Algoritma ile Egit

Adim 5: Egitilmis Modeli Tanimsiz Verilerle Test Et

Derin sinir aglar1 olarak da isimlendirilen derin 6grenmede, girdi katmani ile ¢ikti

katman1 arasinda bircok gizli katman bulunmaktadir (Bayrakdar & Dogan, 2021). Bu

ag, cok fazla katman ve parametre icerdiginden, girdi ve ¢ikt1 arasindaki karmasik

8



iligkileri cok daha kolay 6grenebilmektedir. Art arda gelen katmanlar, sinir aglar1 olarak
nitelendirdigimiz yapidir ve girdi verileri bu katmanlarda agirliklar olarak
depolanmaktadir. Bir derin 6grenme modeli, agdaki tiim katmanlarin agirliklari i¢in bir
dizi deger bulmaya ve sonrasinda bu agirliklari kullanarak girdi verilerini iligkili oldugu
gercek siniflarla dogru eslestirmeye calismaktadir (Korkmaz, 2019). Sekil 2.3°te derin

0grenme modeline ait genel mimariye yer verilmistir.

O
Ciktlar

—

@,
e — D
@,
O

Girig Katmani Gikis Katmani

Gizli Katmanlar

Sekil 2.3 Derin 6grenme modeli genel mimarisi (Cinar, 2017)

Derin 6grenmenin ESA, sinirli Boltzman makineleri, derin oto kodlayicilar, tekrarlayan
sinir aglari, uzun-kisa vadeli hafiza aglar1 ve derin inan¢ aglar1 olmak tizere birden fazla
derin 6grenme algoritmasi bulunmaktadir (Seker ve ark., 2017). ESA, iki boyutlu
gorseller ve ¢ok boyutlu girdi verileri i¢in tavsiye edilen bir derin 6grenme yontemidir
(Kiigiik & Arici, 2018). Smirli Boltzman makineleri, iki katmanli, veri kiimesindeki
olasiliksal dagilimlar1 6grenebilen rastlantisal bir sinir agidir (Kayaalp & Siizen, 2018).
Derin oto kodlayicilar, etiketi olmayan verilerin benzer sekilde ¢ikti olarak bulunmasini
amaglayan sinir agidir. Tekrarlayan Sinir aglari, veri akislarim1 analiz edebilen gizli
katmanlara sahip bir sinir ag1 olmasi nedeniyle ¢iktinin bir dnceki hesaplamalara bagl
oldugu metin ve konugma analizi gibi problemlerin ¢6ziimde biiyiik basarilar
gostermektedir (Ravi ve ark., 2017). Uzun-kisa vadeli hafiza aglar, tekrarlayan sinir
aglarinda yasanan bazi sikintilarin giderilmesi i¢in ¢ikarilmig bir sinir agidir (Kayaalp
& Siizen, 2018). Derin inang aglari, diiglimler arasinda baglanti olmayan fakat
katmanlar arasinda baglanti bulunan birden fazla Smirli Boltzman Makinesinin

bileskesinden olusan bir sinir agidir (Ravi ve ark., 2017).



Derin 6grenmenin ilk ag yapisi sayillan LeNet 1990 yilinda Yann LeCun tarafindan
gelistirilmis rakam tanima ig¢in kullanilmistir bir agdir (Ugar, Bingol, 2018). Derin
O0grenme aglarimin aslen taninmasi diinyaca iinlii ImageNet yarismasi ile olmustur.
AlexNet, VggNet, ZFNet, GoogleNet ve ResNet derin 6grenme aglarinin her biri
ImageNet yarigsmasinda elde ettigi basarilar ile goriintii isleme konusunda isimlerini
duyurmus aglardir (Daskin ve ark.,, 2018). Derin 0grenme mimarilerinin
olusturulmasinda bahsi gegen aglarin biiyiikk 6nemi bulunmaktadir. Cizelge 2.2 ‘de derin

O0grenme aglarma iliskin aciklamalar yer almaktadir.

Cizelge 2.2 Derin 6grenme ag yapilari

Yil Ag Yapisi Gelistirici Aciklamalar

1990 LeNet Yann LeCun - Basarili olarak wuygulanan ilk derin
O0grenme ag yapisidir.

- Rakam tanima i¢in kullanilmaktadir (Ugar
& Bingol, 2018).

- LeNet mimarisi, giris katmani, evrisim
katmani, relu, havuzlama, tam bagl
katman ve yumusak bagli katmanlardan
olugmaktadir (Arora ve ark., 2020).

2012 AlexNet Alex - 2012 yilindaki ImageNet yarigmasinda
Krizhevsky, birinci olarak en ¢ok duyulan derin
Geoffrey O0grenme ag yapilarindan biri haline
Hinton, llya gelmistir (Alom ve ark., 2018).
Sutskever - 8 katman igeren AlexNet’in, 5 evrisim, 3

tam bagh katmanmi bulunmaktadir (Arora
ve ark., 2020).

2013 ZFNet Matthew - 2013 yilinda ImageNet yarigmasininn
Zeiler ve kazananit  olan  ZFNet,  AlexNet’in
Rob Fergus gelistirilmis halidir.

- AlexNet’ten farki filtre boyutu 7x7 olarak,
havuzlamadaki adim kaydirma miktar: ise
2 olarak belirlenmesidir (Iinik & Ulker,
2017).
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Cizelge 2.2 (Devam) Derin 6grenme ag yapilari

2014 VggNet Simonyan, 2014 yilinda Oxford Universitesinde
Zisserman gelistirilmis ve 2014 ImageNet
yarismasinda iyi performans gostermis bir
ag yapisidir (Simonyan & Zisserman,
2015).

- Birbirine bagh 3 tam baghi katman
bulunmaktadir. Sondaki bagli katman 1000
ndrona sahip olup cikistaki siiflandirma
katmaninda ise yumusak bagl katman yer

almaktadir (Kurt, 2018).

2014  GoogleNet Google 2014 yilinda ImageNet yarismasinin

birincisi olan GoogleNet, 22 katmandan

olusan bir agdir (Szegedy ve ark, 2014).

- Digerlerinden farkli olarak ardisik sekilde
evrisim ve havuzlama katmanlar1 yer

almamaktadir (Inik & Ulker, 2017).

2015 ResNet Kaiming 2015 yilinda ImageNet yarigsmasinda basari
He saglamis bir agdir.
- Digerlerinden daha derin bir yapiya sahip
olup 152 adet katman sayisi ile hepsinden
fazla katmana sahiptir (Das, 2017).

Derin 6grenme icin gelistirilmis bircok kiitliphane bulunmaktadir. Python dilinde
yazilan kiitliphaneler mevcut oldugu gibi farkli programlama dillerinde yazilan derin
O0grenme Kkiitiiphaneleri de mevcuttur (Karakus, 2018). Cizelge 2.3 ‘de bazi derin

ogrenme kiitliphaneleri hakkinda kisa bilgiler verilmistir.

Cizelge 2.3 Derin 6grenme kiitiiphaneleri

Kiitiiphane Yazildig1i  Gelistiriciler Aciklamalar
Dil
TensorFlow Python  Google - Esnek bir kiitiiphanedir.
- Derin 0grenme mimarileri i¢in bir¢ok
algoritmanin ifade edilmesinde

kullanilabilmektedir (Abadi ve ark., 2016).
- Hesaplamalart g¢oklu GPU sunucularina

dagitir ve biyiikk sinir aglarinin verimli

calismasina imkan saglar (Géron, 2019).
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Cizelge 2.3 (Devam) Derin 6grenme kiitiiphaneleri

Caffe

C++

Kaliforniya
Universitesi
Berkeley
Vizyon ve
Ogrenim
Merkezi

GPU ile goriintii isleme calismalarinda
kullanilmistir (NVIDIA, 2017).

Modiilerlik saglamasi enddiistride
kullanimin1 yaygimlasmistir (Jia ve ark.,
2014).

Theano

Python

MILA Lab

GPU destegi vardir.

Gerekli olmayan degiskenleri yok sayarak
karmasik ifadelerin hesaplamasini Python
dilinin de destegiyle kolay ve hizh
yapabilmektedir (Zhang, 2016).

Torch

Lua

Ronan
Collobert ve
ark.

Acik kaynaklt bir derin O6grenme ve
makine dgrenmesi kitapligidir.

Birka¢ satir kod ile kolay bir sekilde
mimari olusturulabilmektedir (Collobert
ve ark., 2002).

DeepLearning
4

Java

Adam Gibson

Dagittk CPU ve GPU platformlarinda
kullanilmak igin gelistirilmistir (Heller,
2020).

Keras

Python

Francgois
Chollet

Sinir aglarin1 egitme ve calisma islemini
son derece basit hale getiren 6nemli bir
derin Ogrenme kiitiiphanesidir (Géron,
2019).

Derin 6grenme uygulamalart igin, kolay
ve hizli tasarlanabilmesi ile daha iyi bir
kullanict deneyimi sunar (Madhavan ve
ark., 2021).

Theano, CNTK veya  Tensorflow
kiitiiphanelerini kendi biinyesinde
calistirabilen bir kiitiiphanedir (Géron,
2019).

Lasagne

Python

Theano’nin  kullanimini
i¢in gelistirilmis

GPU destekli,
kolaylastirmak
kiitiiphanedir.

Theano ile ayn1 performanstadir (Lasagne,
2015).

CNTK

Visual
Studio

Microsoft

Derin sinir aglari, ESA gibi bilinen aglarin
kullanimini kolaylastirmay1
amaclamaktadir (Yu ve ark., 2016).
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Cizelge 2.3 (Devam) Derin 6grenme kiitiiphaneleri

DIGIT C++ NVIDIA

Coklu GPU destegi vardir.

- Goriintii smiflandirma, nesne algilama gibi
uygulamalarda kullanilmaktadir (NVIDIA
Developer, 2022).

- Gergek zamanh performans izleme imkani

tanimaktadir (Kutlu, 2019).

Pylearn2 Python  Montreal

Kullanict dostu bir makine 0Ogrenmesi

Universitesi kiitiiphanesidir.
LISA Lab - Amaci makine 6grenmesini icin yapilan
arastirmalari kolaylastirmaktir

(Goodfellow ve ark., 2013).
- Derin 6grenmede de kullanilabilmektedir.

Her gegcen giin gelisme gosteren derin O0grenme sistemlerine sirketler, devletler,
kurumlar tarafindan ilgi ciddi oranda artmaktadir. Pek ¢ok biiyiik bilisim sirketi bu
konuda atilmlar yapmis yeni yaklasimlar getirmistir ve halen yapmaya devam
etmektedir (Anonim, 2017). Hayatimizi daha kolay hale getirmek ve yasamimizi
saglikli bir sekilde siirdiirmek icin derin 6grenmeye hayatin bir¢cok alaninda yer
verilmeye baglanmis olup gelecekte hayatimizin her noktasinda olacagi ve otomot bir
diinyaya donecegimize inanilmaktadir. Giliniimiizde siiriiciisiiz ara¢ teknolojileri, daha
giivenli yollar, hastalik tan1 ve teshisinin daha hizli yapilmasi, doktorlar yerine
ameliyatlar1 robotlarin yapmasi, savunma sanayideki araglarin derin 6grenme ile

giiclendirilmesi gibi sistemler iizerine ¢alismalar yapilmaktadir (Seker ve ark., 2017).

2.2.1 Tarihsel egilimler

Derin 6grenme, yapay zeka yaklagimlarindan olan makine 6grenmesinin alt dalidir ve
daha iyi anlasilabilmesi, yapay zekéanin tarihsel siirecinin incelenmesinden ge¢mektedir.
Tarih boyunca insanlar makineleri bilingli hale getirmeye g¢alismislardir (Kocaman,
2021). Yapay zeka, diisiiniip karar verebilen bir cihaz ya da yazilimi {iretme islemi
olarak tanimlanabilir. Cumhurbagkanlig1 Dijital Doniisiim Ofisi Baskanlig ile Sanayi ve
Teknoloji Bakanlig1 isbirliginde ve ilgili tim kuruluglarin etkin katilimiyla hazirlanan
"Ulusal Yapay Zeka Stratejisi 2021-2025"te yapay zeka: “bir bilgisayarin veya
bilgisayar kontroliindeki bir robotun cesitli faaliyetleri zeki canlilara benzer sekilde

yerine getirme kabiliyeti” olarak tanimlanmistir (Anonim b, 2021).
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Yapay zekanin ismen karsimiza ¢ikmasi ¢ok uzak bir tarih olmamasina ragmen yapay
zekanin tarihi 700’1 yillara kadar dayanmaktadir. 700’lerde El-Harizmi’nin 0 rakamini
kesfetmesi ile algoritmanin temelleri atilmistir. 1100’li yillarda Sibernetigin Babasi
olarak da bilinen El-Cezeri tarafindan mekanik icatlar yapilmigtir (Demiraslan & Derin,
2019). El-Cezeri’nin en ¢ok bilinen icadi1 Filli Su Saati’dir (Caliskan, 2019). Filli Su
saati su tanki gorevi goren bir filin karin bolgesine yerlestirilmis suyun i¢inde ortasi
delik bir kasenin suyla dolmasi ve dolarken bagli bulundugu ipleri ¢ekerek diizenegin
geri kalan unsurlarinin ¢alistirmas1 mantigina dayanan bir otomattir. Bunun yaninda El-
Cezeri otomatik hizmetci, miizik otomati gibi farkli icatlara da imza atmistir (Kostur,
2017). El-Cezeri’'nin yaptig1 icatlar ile Ronesans Doneminde yasamis Italyan asilli
Leonardo Da Vinci’e ilhdm oldugu sdylenmektedir. Leonardo Da Vinci her ne kadar
Mona Lisa (Wikipedia a, 2022) tablosu ile daha sik bilinse de yasadigi donemlerde
insan anatomisine olan ilgisi nedeniyle insan gibi hareket edebilen mekanik bir robot
iiretmeye c¢alismustir. Urettigi bu Sovalye Robot’un (Wikipedia b, 2022) ¢izim
yapabildigi soylenmektedir.

1800’lere gelindiginde ilk programci olarak Ada Lovelace tarihteki yerini almistir
(Anonim b, 2021). Ada Lovelace, Cambridge Universitesi profesdrlerinden Charles
Babbage’nin programlanabilir mekanik makineler iizerine yazmis oldugu bir makaleye
iliskin, makaleden daha uzun agiklamalar yapmis ve agiklamalarda Babbage’in mekanik
makinesi i¢in Bernoulli say1 dizisini hesaplamaya yarayan bir yontemden bahsetmistir
(itik, 2020). Bu yontem tarihte programa igin ilk algoritma kabul edilirken Ada
Lovelace’e de ilk programci iinvanini getirmistir. Makineler belirli isler i¢in evrildikge,
makinelerin insanlar gibi diislinebilecegi iddialar1 daha sik ortaya atilmaya baslanmistir.
1950 yilina gelindiginde Alan Turing tarafindan, bilgisayar ile gergek insan1 birbirinden
ayirmaya yarayan Turing Testi ¢ikarilmistir. Turing Testi, makinelerin diisiinebilir
oldugunun mantik ¢ercevesinde miimkiin oldugunu kanitlayabilmek i¢in yapilmis yapay
zekanin temelini olusturan bir kavramdir (IBM, 2020). Bu doénemlerde Ulkemizin
onemli profesdrlerinden Ordinaryiis Profesor Cahit Arf, “Makineler Diisiinebilir mi ve
Nasil diistinebilir?” adli ¢alismasin1 yayimlamistir (Volaka, 2020). Yapay Zeka ismini,
John McCarthy onciiliigiinde 1956 yilinda yapilan Dartmouth Koleji Yapay Zeka

konferansinda almigtir (IBM, 2020). Ayn1 yilda Frank Rosenblatt, insan beynine ait
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sinir hiicrelerinin matematiksel modelini olusturmustur (Kizrak & Bolat, 2018). Insan
beyninin diislinme evresini canlandiran bu modelin ismi Perceptron’dur. Perceptron tek
katmanli bir yapay sinir ag1 modelidir (Kin, 2019). insan beynindeki noronlarin nasil

calistiginin basitlestirilmis bir matematiksel formiiliidiir (Sharma, 2017).

Sekil 2.4 Basit bir Perceptron yapisi (Saporito, 2019)

Sekil 2.4’de yer alan basit Perceptron’un yapisinda da goriildiigii tizere x giris degeri ve
w agirhik degerleri carpilip bias degeri ile eklenerek sonug¢ ortaya c¢ikmaktadir.
Matematiksel olarak Perceptron, f(x) =w.x + b seklinde ifade edilmektedir (Kara,
2019). Burada x giris degerini, w agirlik degerini, b bias degerini, f(x) ise Sekil
2.4°deki y degerini, yani ¢ikisi ifade etmektedir. Ancak bu yontem ile yalnizca AND,
OR gibi tek katman ile ¢oziilebilecek basit problemler halledilebilmektedir. XOR gibi
karmagik problemler tek katmanli bir yapida olan Perceptron modeli ile
coziilememektedir (Dogan, 2018). Marvin Lee Minsky, bu durumu karmasik
problemlerin ¢6ziimii i¢in birden fazla sinir agina ve katmana ihtiyag oldugunu
savunarak ifade etmistir. Yasanan bu sorunlar 1960’larda donanimsal yetersizlikler ile
birlikte “Yapay Zeka Kis1” olarak isimlendirilen bir devre girilmesine sebep olmustur
ve yapay zekad calismalarina ara verilmistir (Kizrak & Bolat, 2018). Calismalarina
devam eden bir grup insanin ¢ok katmanli yapay sinir aglari ile XOR problemini
¢ozmesi 1980’11 yillarda yapay zekanin tekrardan giin yiiziine ¢ikmasini saglamistir
(Azgmoglu, 2018). Yapay zekanin bu yeni doneminde artik devreye makine 6grenmesi
de girmistir. Makine 6grenmesi, yapay zeka uygulamalarinda kullanilan bir yontemdir
(Murat, 2021). Yapay zekali sistemler algoritmik hesaplarda kullanilmak i¢in
programlanan, hatalardan ders ¢ikaran sistemlerken, makine 6grenimi elindeki veriler

ve parametreler ile benzetimler yaparak son derece iyi tespitlerde bulunan, kendi
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kendini egitilebilen sistemlerdir. Zamanla artan veri sayisina gore iyilesmeler gdsteren
algoritmalara dayanmaktadir. 1997 yilina gelindiginde, IBM tarafindan gelistirilmis
olan Deep Blue, cok biiyiik bir basariya imza atarak diinyaca iinlii satran¢g sampiyonu
Garry Kasparov’u yenmistir (Anonim, 2020). 2000’11 yillar, makine Ogrenmesinin
eksikliklerinin giderilmesi igin derin 6grenmenin ortaya ¢iktig1 yillar olmustur (Ozgiir,
2021). Derin 6grenme yapay zeka yontemlerinden biri olan makine 6grenmesinin bir alt
dahdir. Sekil 2.5’te yapay zeka, makine 6grenmesi ve derin 6§renmenin tarihsel siireci

ve birbirleri ile olan iliskileri gosterilmektedir.

YAPAY ZEKA

MAKINE OGRENMESI

DERIN OGRENME

— Yapay zekinn
temelleri atihyor.

—» Makine dgrenmesi — Derin §grenme ile

tarihsel siirecteki yerini yapay zeka farkh bir
alyor. boyuta tasimyor.
1950°ler 1960°lar 1970°ler 1980°1er 1990°1ar 2000°ler 2010°lar

Sekil 2.5 Yapay zeka, makine 6grenmesi ve derin 6grenme tarihsel siireci (Kayaalp &
Stizen, 2018 )

Derin 6grenme, yapay sinir aglarinin mantigina dayanmaktadir. Insan beynindeki sinir
hiicrelerinden esinlenerek ortaya c¢ikan sinir aglari, derin &grenmeyi destekleyen,
goriintii tanima ve robotik teknolojilerde dnemli bir rol oynayan, ¢ok katmanli yapiya
sahip aglardir. Agda ne kadar ¢ok katman varsa ag, o kadar derin demektir (Daskin ve
ark., 2018). Insan beynindeki bir ndron diger ndérondan gelen sinyalleri alir ve bir

sonraki norona iletir yani noronlar arasinda bir haberlesme mevcuttur.

Girigler
A

\ L P/, Dendnt X i
\ \ A
= Hiicre Govdes: &\(. .
Akson -
! f\ [

) er;.;p; A

w. Adirhiklar

Aktivasyon

Toplama  Fonksiyonu
Fonksiyonu

(a) (®)

Sekil 2.6 (a) insan sinir hiicresi (b) Yapay sinir hiicresi (Murat, 2021)
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Sekil 2.6 (a)’da goriildiigii iizere insan sinir hiicrelerinde iletim, dentritlerden gelen
sinyallerin belirli bir esik degerinin iizerine ¢ikmasi sonucu aksonlar yardimiyla komsu
hiicrelere aktarilmasi ile gerceklesmektedir. Sekil 2.6 (b)’de ise insan sinir hiicrelerinin

yapay sinir hiicrelerine nasil modellendigi gosterilmektedir. Bir yapay sinir aginda ¢ikis,

a=fQEWp;+b) (2.1)

formiilii ile hesaplanmaktadir. Formiilde yer alan a ¢ikisi, b esik degerini, W;p; giris
sinyallerinin agirliklart ile g¢arpimlarimi, f ise aktivasyon fonksiyonundan gegirme
adimini ifade etmektedir. Yani yapilan islem giris sinyallerinin agirliklar ile ¢arpilmasi,
once carpimlarin toplanmasi, sonra toplama bir esik degerinin eklenerek aktivasyon
fonksiyonundan gegirilmesidir (Kaynar & Tastan, 2009). Bir sinir aginda ¢ikis bu
sekilde elde edilmektedir.

Insan beynindeki noéronlarm ¢aligmasmi baz alan hesaplama sistemleri derin
O0grenmenin catisini olusturmaktadir. Derin 6grenmenin ilk temel ag1 0’dan baslayip 9
rakamina kadarki el yazis1 rakamlarin siiflandirilmasi i¢in kullanilan LeNet ag1 olarak
kabul edilmektedir (Dogan & Tiirkoglu, 2019). Ilk derin 6grenme ag1 sayilan LeNet’in
yapist 1990 yilinda sunulmus olsa da derin 6grenmenin popiilerlesmesi biiyiik 6lgekli
gorsel tanima yarismasi ImageNet’te aldigi basarilar sonucunda olmustur. Yarigsmada
yiiksek basar1 gosteren ve birincilik kazanan derin 6grenme aglari, derin 6grenmeye
olan ilgiyi hizla artirmigtir. Yarigmada bir¢ok goriintii tanima algoritmasi ortaya atilmig
ve bu algoritmalar basar1 sagladik¢a derin 6grenme mimarileri de 6n plana ¢ikmustir.
Gilinlimiizde bir¢ok problemin ¢6zlimii i¢in derin 6grenme mimarilerinin kullanimi
yayginlagmistir. GOriintii tanima ve siniflandirmada, tipta ve finans sektoriinde, gelecek
tahmininde, ila¢ ve savunma sanayi gibi farkli alanlarda derin 6grenme mimarilerinin

kullanimu tercih edilir olmustur (Ozgiir, 2021).

2.2.2 Evrisimsel sinir aglari

Genellikle gorsel bilginin analiz edilmesinde kullanilan derin 6grenme algoritmasi ESA,
son yillarda, ¢ok cesitli alanlarda farkli goriintii tanima gorevlerinde kullanilmakta ve
biiyiikk ilerleme kaydetmektedir. ESA’larin baslangict 1980 yillarina dayanmasina

ragmen, son birka¢ yil dncesinde siniflandirma ¢alismalart i¢in siklikla tercih edilen bir
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yontem haline gelmistir (Vrban¢i¢ & Podgorelec, 2022). Insan beynindeki, goz
retinasindan gelen bilgiyi alip yorumlayan yani, bir cisim gordiiglimiizde onun hangi
cisim oldugunu sdyleyen gorsel korteksin calisma sekli baz alinarak gelistirilmistir
(Ravi ve ark., 2017). ESA’lar baska sinir aglarina kiyasla az miktarda néron baglantisi
icermektedir (Kiiciikk & Arici, 2018). Bir goriintliyli girdi olarak kabul etmekte ve
degisen evrisim ve alt ornekleme katmanlari aracilifiyla, nesne kimligine iliskin
tahminler saglamak i¢in kullanilmaktadir (Jain & Seung). Evrisim, ortaklama ve tam
bagli katman olmak iizere 3 temel katmani bulunmaktadir (Murat, 2021). Evrisim
katmani, kenar bulma, piksel ekleme ve kaydirma adimi islem adimlari ile resimlerin
ozelliklerini algilamaktan sorumlu filtre uygulamalarin gergeklestigi bir katmandir.
Ortaklama katmani, agin parametre ve boyut sayisim1 azaltarak ag katmanlarmin
hesaplama yiikiinii azaltan, maksimum deger alma veya ortalama alma yontemi ile
ornekleme uygulamalarinin gergeklestirildigi, agin ezberleme durumunun Oniine
gecmeyi saglayan bir katmandir. Tam bagl katman ise olasiliksal olarak siniflandirma
yapmak icin kullanilan sinif skorlar1 gibi hedefleri elde etme uygulamalarinin
gerceklestirildigi katmandir. Sekil 2.7°de ESA’nin evrisim, ortaklama ve tam bagh
katman 1ile ileri de bahsedilecek olan Relu adimini gosteren geleneksel bir sema yer

almaktadir.

[ Girdi }—DI Evrisim H Relu }—b{ Ortaklama

—b{ Tam bagh H Cika ‘

Sekil 2.7 Geleneksel bir ESA mimarisi (Firildak & Talu, 2019)

| - i s R
= 2 2 2 > s ) ;\Q«-"Q Q

- = Orneidems  Katman
»” .=~ " Alt Ornekleme + Eurisim Katmam N
Katmani 1 | KatmaniN

8 e !
Girig Katmani

Sekil 2.8 Goriintiileri verimli bir sekilde islemek igin birkag evrisim ve alt érnekleme
katmanindan olusan ESA’nin temel mimarisi (Ravi ve ark., 2017)
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Sekil 2.8’de de goriildiigii izere ESA’ya ait siireg kisaca;

1. Giris goriintiisti kullanilan bazi filtreler ile elden gegirilir,

2. Filtre uygulandiktan sonra elde edilen ¢ikt1 alt 6rneklenir,

3. Alt 6rneklemeden sonra elde edilen ¢ikti ise yeni girdi olarak kabul edilerek
yiiksek seviyeli Ozelliklerin ¢ikarilmasina kadar evrisim ve alt O6rnekleme
islemlerinin tekrar edilmesi saglanir

seklinde 6zetlenebilir (Ravi ve ark., 2017).

Giris Katmani

Evrisim katmaninin ilk katmani olarak veri girisi yapilan katmandir. Giris katmaninda
veriler aga ham olarak verilmekte ve olusturulan veri seti agin tasarimina gore
belirlenmektedir (Uysal ve ark., 2018). Olusturulan veri setinin boyutuna gore ag hizi,

egitim ile test siiresi ve bellek ihtiyaci degismektedir (Tan, 2019).

Evrisim Katmani

ESA’nin ana katmanidir. Goriintiiler matris seklinde olmaktadir. Ozellik ¢ikarma, piksel
ekleme ve kaydirma adimmi islemleri gibi evrisim islemleri bu katmanda
gerceklesmektedir. Evrisim katmani, evrisim islemi adimlari ile resmin 6zelliklerini

algilamaktan sorumludur (Cengil & Cinar, 2019).
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Sekil 2.9 Evrisim islemi (Dogan & Tirkoglu, 2019)

Sekil 2.9’da ornek verilen evrisim islemi genel yapisina gore; matrislerden olusan
goriintli, girdi olarak alindiktan sonra ilk olarak goriintii {lizerine, goriintiiniin
ozelliklerinin ¢ikarilmasini saglamak icin filtre uygulanmasi gerekir, uygulanacak olan
filtrenin 6nce x ve y eksenine gore simetrisi alinir, ikinci olarak goriintli matrisi ile filtre
matrisinin birbirine denk gelen kisimlarindaki tiim degerler eleman eleman carpilir,
iclincii olarak ise carpilan degerlerin toplami ¢ikis matrisinin ilgili elemani olarak
kaydedilir (Kizrak & Bolat, 2018).
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ylm,n] =% ¥ x[i,j].h[m = i,n — j] (2.2)

formiilii evrisim katmanindaki evrisim isleminin uygulanmasinda kullanilan formiildiir.
Sekil 2.10°da 6rnegi verilen evrisim islemlerinden 6zellik ¢ikarma ile goriintliye ait
kenar bilgisi gibi 6zelliklerin yani goriintii lizerindeki temel bilgilerin elde edilmesi

saglanmaktadir.

Sekil 2.10 Lena goriintiisii kenar bulma islemi i¢in 6zellik ¢ikarma 6rnegi (Anonim a,
2021).

Giris matrisinin lizerinde filtre gezdirilerek hesaplanan ¢ikis matrisi giris matrisinden

daha kiiciik boyutta olur. Cikis matrisinin boyutunu hesaplamak i¢in;
c=n—f+Dx(n—f+1) (2.3)

formiilii kullanilabilmektedir (Kizrak & Bolat, 2018). Formiilde yer alan ¢ ¢ikis
matrisini, n giris matrisini, f filtre matrisini ifade etmektedir. Ilgili formiil giris matrisi
tizerinde belirli bir piksel ekleme ve adim kaydirma orani belirlemedigimizde c¢ikis
matrisinin boyutunu bulmamiza yardimei olan bir formiildiir. Piksel ekleme ve adim
kaydirma islemlerini de ele aldigimizda ¢ikis matrisinin boyutunu buldugumuz formiil
de farklilasmaktadir. Giris ve ¢ikis matrislerinin boyutlarinin ayni olmasinin istendigi
durumlar s6z konusu olabilmektedir. Giris matrisi ile ¢ikis matrisinin boyut farkini
yonetmek icin dolgulama olarak da isimlendirilen piksel ekleme islemi gerceklestirilir
(Kizrak, 2018). Piksel ekleme islemi kenarlara sifir ekleme yontemi ile
gerceklestirilmektedir. Giris matrisi ve ¢ikis matrisinin boyutunun esit olmasinin
istendigi durumlarda, giris matrisine eklenecek piksel degert;

p="L2 (2.4)

2

formiilii ile belirlenmektedir. Formiilde yer alan p eklenecek piksel degerini, f ise filtre

matrisini ifade etmektedir. Bu durumda ¢ikis matrisinin boyutunun;
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c=m+2p—f+Dx(n+2p—f+1) (2.5)

formiilii kullanilarak hesaplanmasi gerekmektedir (Kizrak, 2018). Formiildeki ¢ ¢ikis

matrisini, n giris matrisini, f filtre matrisini, p ise eklenecek pikseli ifade etmektedir.
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Sekil 2.11 Kenarlara sifir ekleme yontemi ile piksel ekleme 6rnegi (Setiawan ve ark.,
2019)

Sekil 2.11 kenarlara sifir ekleme yontemine 6rnek teskil eden bir giris matrisini temsil
etmektedir. Evrisim islemlerinden kaydirma adimi, goriintii matrisi iizerinde filtre
matrisini kagar adim kaydirabilecegimizi planlamamiza yardimci olmaktadir. Cikis
matrisinin boyutunu dogrudan etkileyen Oonemli bir parametredir (Kizrak, 2018).
Kaydirma adimi 1’den farkli bir deger aldiginda ¢ikis matrisinin boyutu;

¢ = [0 g ][220 4 4] (2.6)
formiilii ile hesaplanmaktadir. Formiildeki ¢ ¢ikis matrisini, n giris matrisini, f filtre
matrisini, p eklenecek pikseli, s ise kaydirma adimini ifade etmektedir. Kaydirma adimi
degerinin artmasi ¢ikis matrisinin boyutunun kiigiilmesine neden olmaktadir. Bir
goriintiiniin giris matrisi ile ¢ikis matrisinin boyutunun esit olmasi isteniyorsa piksel
ekleme miktart ile kaydirma adimi miktariin verilisine dikkat edilmesi gerekmektedir
(Kizrak & Bolat). Yani giris matrisi ve c¢ikis matrisinin boyutunun esit olmasi
isteniyorsa, kaydirma adimi degerinin se¢ildigi biiyiikliige gore piksel ekleme degerinin

de biiyiik secilmesi gerekmektedir.
Relu Katmani

Aktivasyon fonksiyonu, sinir agina gercek hayatta dogrusal olmayan goriintii, video, ses
ve yazi gibi karmasik diinya verilerini tanitmak i¢in kullanilmaktadir. Sinir aginda
aktivasyon fonksiyonu kullanimi tercih edilmezse sinir ag1 sinirli bir 6grenme giiciine
sahip olur (Kizrak, 2019).
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Diizeltilmis Dogrusal Birim (Relu), ESA’ da en yaygin, aslen ESA icin varsayilan
olarak kullanilan bir aktivasyon fonksiyonudur (Brownlee, 2019). Relu fonksiyonu ile
yapilan aktivasyon islemi sonucu negatif olarak elde edilen degerler 0 degerini alir (Liu,
2017). Negatif eksende 0 degerini almasi ¢ok miktarda islem gerektiren biiylik boyutlu
sinir aglarinda hesaplamanin hizli olmasina imkéan tanimaktadir (Brownlee, 2019). Bu
imkan ile agda bulunan bazi néronlarin 0 degerine ¢ekildikleri igin aktif olmayip ve bazi
noronlar ise aktif sekilde seyreklik saglayarak verimli bir hesaplama yikii

olusturmaktadir (Kizrak, 2019). Relu aktivasyon fonksiyonu;
f(x) = max(0,x) (2.7)

seklinde ifade edilmektedir. Denklem (2.7)’de goriildiigii gibi aktivasyon fonksiyonuna
verilen girdi degeri negatif bir deger ise ¢ikt1 degeri maksimum deger 0 olarak alinirken,
pozitif bir deger ise maksimum deger olan kendi degerini alir (Ibrahim, 2020). Sekil

2.12 Relu aktivasyon fonksiyonun grafigini gdstermektedir.

Sekil 2.12 Relu aktivasyon fonksiyonu grafigi (Liu, 2017)

Ortaklama Katmani

Ortaklama diger adiyla havuzlama katmaninin gérevi agdaki verileri indirgeyerek agda
dolasacak veri miktarin1 azaltmak ve bu sayede agin hem daha hizli olmasint hem de
agdaki hesaplama miktarlar1 ile kullanilacak bellek miktarinin azalmasini saglamaktir
(Dogan & Tiirkoglu, 2018). Genellikle Relu katmanindan sonra kullanilmaktadir.
Ortaklama katmaninda bir filtre matrisi, Relu katmanindan gelen ortaklama katmanina
girdi olarak verilen matris {izerinde gezdirilir. Gezdirme sirasinda elde edilecek ¢ikig
degeri iki sekilde bulunmaktadir: Ortalama havuzlama veya en biiyiik deger havuzlama
yontemi. Ortalama havuzlama yonteminde Sekil 2.13’te gosterildigi gibi matris
tizerinde gezdirilen filtre matrisinin icine denk gelen degerlerin hepsinin ortalamasi
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alarak yeni matrisin degeri elde edilir. En biiyliik deger havuzlama yonteminde ise
Sekil 2.14’de goriildiigi iizere filtre matrisinin denk geldigi degerlerden en biiyiik olan

yeni matrise ¢ikis degeri olarak alinmaktadir.

1 1 2 ‘4 ‘

5 16 |7 |8 2 fltre! moksimum |? a8
3 2 |1 ‘0 ‘ 3 4
1 |2 3 4

Sekil 2.13 En biiyiik deger havuzlama yontemi 6rnegi (Kin, 2019)

2 [0 2 3
D 2 ]' 2 202 filtreli maksimum 1 2
31 0 6 —=— 4 3
5 |7 2 |4

Sekil 2.14 Ortalama deger havuzlama yontemi 6rnegi (Kin, 2019)

Tam Baglhi Katman

Her noron kendinden sonra gelen ndrona baglantili oldugundan tam bagli olarak
isimlendirilmektedir. Ortaklama katmanindan sonra kullanilmaktadir (Ibrahim, 2020).
Kullanilan mimariye gore bu katmanin sayist degisiklik gosterebilir. Tam bagh
katmanda bir onceki katmanda agiga ¢ikmis 6zellikler incelenerek nesnenin 6zelliklerini
belirten agirliklarin bulundugu néronlar tespit edilerek nesnenin hangi smifa ait
oldugunun ortaya ¢ikmasi saglanmis olur (Dogan & Tiirkoglu, 2019). Sekil 2.15°te tam

bagli katman yapis1 gosterilmistir.

Sekil 2.15 Tam bagl katman (Kin,2019)
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Dropout Katmani

ESA uygulamalarinda ezberleme veya asir1 6grenme diye isimlendirilen agin 6grenmek
yerine ezbere hareket ettigi durumlarla karsilasilabilmektedir. Biiyiik ag1 egitmek ¢ok
fazla hesaplama ve biliyilk miktarda egitim verisi gerektirir. Bu verilerin farkli alt
kiimeleri iizerinde farkli aglar1 egitmek i¢in yeterli veri olmayabilir. Olusturulan
mimarilerde genellikle bu sorunlarin ¢éziimiinii saglamak i¢in dropout kullanilmaktadir
(Srivastava ve ark., 2014). Dropout katmanindaki temel mantik agdaki baz1 diigiimlerin

kaldirilmasidir (Inik & Ulker, 2017).

a) b)

Sekil 2.16 a) Dropout olmayan standart ag goriiniimii, b) Dropout kullanilan ag
goriiniimii (Uysal ve ark., 2018)

Sekil 2.16°da dropout kullanilan ve kullanilmayan aglara 6rnek verilmistir. ESA’da,
dropout tekniginin kullanimi tam bagli katmanlarda gerceklestirilirken, diger
katmanlarda kullanim1 uygun degildir (Ergin, 2021). Tam bagh bir katman,
parametrelerin bir¢ogunu isgal ettiginden egitim sirasinda her bir néronun giiciinii
sinirlar ve egitim verilerinin asiri uymasina yol acgar. Asirt uymanin oniine gecmek icin

tam bagli katmanlarda dropout kullanimi tercih edilmektedir (Budhiraja, 2021).

Siniflandirma Katmani

Siniflandirma katmanindaki nesne sayist ile ¢ikis katmanindaki nesne sayis1 aynidir
(Uysal ve ark., 2018), yani siiflandirma katmaninda smiflandirmak istenilen sayida
nesne bulunmaktadir. Simiflandirma katmaninda en sik tercih edilen siniflandirici
softmax siniflandiricist (inik & Ulker, 2017) olmasi sebebiyle katmanin adi softmax
(yumusatma) katmani olarak da isimlendirilebilir. Softmax siniflandiricisi kendisinden
onceki katmandan girdiyi alir ve agdaki olasiliksal hesaplamalar1 gergeklestirerek
girdinin hangi sinifa ait oldugunu ¢ikt1 olarak ortaya koyar (Setiawan ve ark., 2019).
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Cikis Katmani

ESA’nin son katmani olmasi ile birlikte agin ¢iktistnin  verildigi katmandir.
Siniflandirma katmanindaki ile ayni sayida eleman bulundurmasi nedeniyle aslinda

siniflandirma katmani da ¢ikti katmani sayilabilmektedir.

2.2.3 VGGNet mimarisi

VGGNet mimarisi Simonyan ve Zisserman tarafindan 2014 yilinda gelistirilen ve
ImageNet yarigmasinda iyi bir basar1 sergilemis (%7.3 hata orani) bir derin §grenme
modelidir (Simonyan & Zisserman, 2015). Calismada kullanimi tercih edilen
VGGNET’in VGG16 modelinde her bir evrisim katmaninin veya tam bagli katmanin
bir blok olusturdugu modiiler bir yapt mevcuttur. Modiillerdeki havuzlama katmani
Ozellik haritasinin boyutunu kiigiiltmek icin kullanilmaktadir (Tao ve ark., 2021).
Modelin asil amaci, ag karmasikligini artirmadan uygun katman derinligi ayarlarin
dikkate alan bir model tasarlamaktir. Sekil 2.17°de VGGNet’e ait model yapisi, Sekil
2.18’de ise tam bir VGG16 mimarisi gosterilmektedir.

VGG Konfiglirasyonlari
A A-LRN B c D E
11 Agirhk 11 Agirhk 13 Agirlik 16 Agirlik 16 Agirhk 19 Agirhk
Katmani Katmani Katmani Katmani Katmani Katmani
Girdi (224 x 224 RGB Resim)
evrig3-64 evrig3-64 evrig3-64 evrig3-64 evrig3-64 evrig3-64
LRN evrig3-64 evris3-64 evris3-64 evrig3-64
Havuzlama
evris3-128 evris3-128 evris3-128 evris3-128 evris3-128 evris3-128
evrig3-128 evrig3-128 evris3-128 evris3-128
Havuzlama
evris3-256 evris3-256 evris3-256 evrig3-256 evris3-256 evris3-256
evris3-256 evris3-256 evris3-256 evrig3-256 evris3-256 evris3-256
evrig1-256 | evrig3-256 evris3-256
evrig3-256
Havuzlama
evris3-512 evris3-512 evris3-512 evris3-512 evris3-512 evris3-512
evrig3-512 evrig3-512 evrig3-512 evrig3-512 evrig3-512 evrig3-512
evrig1-512 | evrig3-512 evrig3-512
evrig3-512
Hawuzlama
evrig3-512 evrig3-512 evris3-512 evris3-512 evrig3-512 evrig3-512
evris3-512 evris3-512 evris3-512 evris3-512 evris3-512 evris3-512
evrig1-512 | evrig3-512 evris3-512
evrig3-512
Havuzlama
TB-4096
TB-4096
TB-1000
softmax
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Sekil 2.17 VGGNet model yapist (Simonyan & Zisserman, 2015)
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Sekil 2.18 Tam bir VGG16 mimarisi (Hu, 2020)

2.2.4 Transfer 6grenme

Transfer Ogrenme kavrami, elde edilen bilgilerin yeni seylerin 6grenilmesine
aktarilabilmesi yoniiyle insan 6grenme davranisina benzemektedir (Fan, 2021). Bireyler
bir problemle karsilastiklarinda o problemin ¢odziimiine en hizli ve uygun sekilde
ulasmayr hedeflerler. Bireylerin problemlere {irettikleri ¢6ziim onlarin tecriibe
kazanmasini ve benzer bir problemlerle karsilastiklarinda bu tecriibeyi kullanmalarini
saglar. Aynm1 mantikla diisiiniildiigiinde transfer 6grenme ge¢cmiste birbirine benzer
problemlerin ¢6ziimii i¢in hazirlanmis kaliplarin yeni karsilasilmis sorunlar icin iyi
performans ve hizli sonuca ulagmak amaciyla kullanildigi bir yontem olarak
tanimlanabilir (Firildak & Talu, 2019). Sekil 2.19’da temel yapis1 verilen transfer
O0grenme, yapilacak olan tahmin islevinin Ogrenme performansini iyilestirmeyi
amaclamaktadir (Phan, 2020). Transfer 0grenme yonteminde, onceden egitilmis bir
model, biliyiik ve karmasik verileri egitmek i¢in yogun katmanlar veya son katman
dondurularak yeniden kullanilmaktadir (Rajeswari, 2021).

\ Kaynak Etiketi IHedefi
- Etiket
‘\_—/ ike

-~ -~

(

- — _
IBuyak Veri Seti | Kaynak Model | | """""" 0““} [:Heue':'“o'm“ B en ot |
g

r

i Kaynak Veri i

Sekil 2.19 Transfer 6grenmenin temelleri. (Li ve ark., 2021)

Mevecut sinirlt veriler ile basarilt bir ESA modeli kurmak kolay degildir. Bunun yerine,

biiylik bir veri seti lizerinde iyi sonuglar veren bir model egitmek ve daha sonra bu
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egitilen modeli smirli veriye sahip modelde uygulamak gerekir. Giiniimiizde bir¢ok
calismada kullanilan transfer 6grenme yontemleri, sinirli egitim verisine sahip derin
O0grenme alanindaki calismalarda onemli ilerlemeler kaydetmistir. Transfer 6grenme
yontemi kullanilarak olusturulan model, yeni bir kategoriyi 6grenirken, daha Once
Ogrenilen kategorilere ait 6zelliklerini birlestirmekte ve yeni kategoriye ait az sayida
ornegi kullanarak yeni grubun egitim siirecini dogru bir sekilde tanimlayabilmektedir

(Li ve ark., 2021).

2.2.5 Optimizasyon algoritmalar:

Optimizasyon algoritmalart derin 6grenme mimarilerinde kullanilan  6nemli
parametrelerden biridir. Optimizasyon algoritmasinin performansi, modelin egitim
verimliligini dogrudan etkilemektedir. Literatiirde siklikla karsilagilan optimizasyon
algoritmalart RMSProp, Adam, Adagrad, Adadelta ve SGD optimizasyon
algoritmalaridir (Seyyarer ve ark., 2020). Cizelge 2.4’de optimizasyon algoritmalarina

iligkin agiklamalar yer almaktadir.

Cizelge 2.4 Calismada yer alan optimizasyon algoritmalarinin agiklamalari ve
formiilleri

Optimizasyon Formiil!(Ser & Bati, 2019) Aciklama
Algoritmasi

RMSProp - Sabit bir sekilde artan Ogrenme
oraninin etkisinden kurtulmak igin
E[g?*]; = 0.9E[g?]:-1 gelistirilmistir (Ruder, 2016).
- Her parametre i¢in 6grenme hizinin
+0.1g2 . hesaplanmasinda kismi tlirevlerin
azalan ortalamasini kullanmaktadir.
n - Ogrenme hizi hesaplama agisindan
Orer = 0c — E[g2], + Eg t bakildiginda Adagrad’in bir uzantist
olarak diistiniilebilir.

- Derin 6grenme aglari i¢in hem etkili
hem de pratik kabul edilen bir
optimizasyon algoritmasidir
(Brownlee, 2021a).

9t = VGt](et)
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Cizelge 2.4 (Devam) Calismada yer alan optimizasyon algoritmalarinin agiklamalart ve

formiilleri

Adagrad

G = Ve,J(641)

Ui

—g ’.
Wth,ii-l_E bt

9t+1,i = 9t,i -

Sahip 0grenme orani sorununu
¢ozmek icin gelistirilmistir. Her bir
adim igin farkli bir 6grenme hiz
kullanmaktadir (Ruder, 2016).
Ogrenme orani giderek azalmakta ve
belirli bir siire sonra Ogrenme
durmaktadir. Bu bir dezavantajdir.
Ciinkii uygun sonucun
bulunmasindan ¢ok oOnce durma
gerceklesmis  olabilir  (Carkaci,
2018).

Arama sirasinda dnce o ana kadar
goriilen parametrenin kismi
tiirevlerini toplayarak, ardindan ilk
O0grenme orant hiperparametresini,
karesi alman kismi tlirevlerin
toplaminin karekdkiine bolerek her
parametre i¢cin adim boyutunu
hesaplamaktadir (Brownlee, 2021b).

Adam my = fime_q + (1 — B1)g;

v = Baveeg + (1 — B2)ge”

m; , v

my = oVt

t
1_31 _35

Uygulamalarda tercih edilmesinin

temel sebepleri arasinda;

- Uygulanmasinin kolay olmasi,

- Bellek gereksiniminin  kii¢iik
olmasi,

- Sezgisel olmasit ile ¢ok az
ayarlama gerektirmesi,

- Girtltilii veya seyrek egilimli
problemler i¢in uygun olmasi

yer almaktadir (Brownlee, 2017).

Adagrad ve RMSProp optimizasyon

algoritmalarinin en iyi Ozellikleri

birlestirilmeye calisilmistir  (Kurt,

2018).

Her bir giris parametresi i¢in adim

boyutu hesaplanmaktadir. Her bir

adim boyutu, her bir degisken igin

karsilagilan kismi tiirevlere dayali

olarak arama siliresi boyunca

otomatik uyarlanmaktadir

(Brownlee, 2021c).
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Cizelge 2.4 (Devam) Calismada yer alan optimizasyon algoritmalarinin agiklamalart ve

formiilleri
Adadelta Elg?]; = PE[g®];-1 - Adagrad ve RMSProp‘dan farkli
olarak Ogrenme orani belirlemek
+(1—p) gzt zorunlu degildir. Manuel olarak
belirlenmis bir baslangic 6grenme
_ > oranina ihtiyaci ortadan kaldirmak
RMSlgle Elg®le +e igin  tasarlanmistir  (Brownlee,
n 2021¢).
VX = o 9t - RMSProp optimizasyon
RMS[g]; loori

algoritmasinin yakinsamasini

iyilestirmek igin gelistirilmistir.

SGD - ESA’da varsayilan algoritmadir.
Opp1 = 0; — nVe](Qt;x(i);y(i)) - Bir egitim veri setinde tahmine

dayali modelin kayip fonksiyonunu
en aza indirmeyi hedeflemektedir.

- Diger optimizasyon algoritmalarina
kiyasla daha yavas caligmaktadir.
Resim tanima ile ilgili
uygulamalarda iyi sonu¢ vermedigi
bilinmektedir (Carkact, 2018).

- Optimizasyon siirecini iyilestirmek
icin  tasarlanmustir. RMSProp,
AdaGrad, Adam ve AdaDelta’nin
SGD’nin  bir uzantisi  oldugu
sOylenebilir.

' 9eR:Model parametreleri; n:5grenme katsayist; Vg/(6,; x®; y(i)): hedef fonksiyon egimi; G, ;: t. iterasyona hesaplanmis egim
degerlerinin kareleri toplami; e: 6grenme katsayismim 0’a bélinmemesini saglayan sabit deger, varsayilan 1078; v,: gecmis
egimlerin karelerinin agirliklandirilmis ortalamasi; m,: Momentum degisiklikleri; S;: varsayilan 0.9; pS,: varsayilan 0.999; p:
bozunma sabiti; Ax,: parametre giincellemesi; RMS[g];: degerlerin aritmetik ortalamasinin karelerinin karekokii
Optimizasyon algoritmalar1 genel olarak hep bir oncekinde yasanan sorunlarin oniine
gecmek i¢in ¢ikarilmistir. Bazis1 6§renme oraninda yasanan belirli bir siire sonra durma
problemlerini ¢6zmek ic¢in bazisi ise gradyan yani egim oraninda yasanan sorunlari

¢ozmek icin gelistirmistir (Ser & Bati, 2019). Sekil 2.20’de optimizasyon

algoritmalarinin evrimsel haritas1 verilmektedir.
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O grenme Orarm

Adagrad
Gradyan

Adadelta

Avdamn

Sekil 2.20 Optimizasyon algoritmalarinin evrimsel haritas1 (Seyyarer ve ark., 2020)

2.2.6 Basarimm olciitleri

Bir modelin performansini degerlendirmek yapilan ¢aligmanin en énemli kisimlarindan
biridir. Model performansim1 6lgmek i¢in kullanilan g¢esitli basarim dlgiitleri

bulunmaktadir.

Karisiklik Matrisi

Gergek degerler ve tahmin edilen degerlerin daha net goriilebildigi matrislerdir.
Matrisin sol tarafi gercek degerleri verirken iist taraf tahmin edilen degerleri
vermektedir. Her sinif i¢in hangi sinifin gercekte ne olmasi1 gerektigi fakat ne olarak
tahmin edildigine iligkin bilgiler matris iizerinden alinabilmektedir. Cizelge 2.5 de ikili
smiflandirma i¢in gergek ve tahmin degerlerini gosteren bir karigiklik matrisi yer
almaktadir. Bu matristeki;
e Dogru Pozitifler(DP), siiflandirict tarafindan pozitif olarak smiflandirilmis ve
gercek degerleri de pozitif olan degerleri,
e Yanlis Pozitifler(YP), siniflandirici tarafindan pozitif olarak siniflandirilmamais
ancak gergek degerleri negatif olan degerleri,
e Dogru Negatifler(DN), siniflandirici tarafindan negatif olarak siniflandirilmis ve
gercek degerleri de negatif olan degerleri,
e Yanlis Negatifler(YN), siiflandirici tarafindan negatif olarak siniflandirilmamais

ancak gergek degerleri pozitif olan degerleri

ifade etmektedir. DP ve DN tahminin dogru yapildigini, YP ve YN ise tahminin yanlis
yapildigini belirtmektedir (Kutlu,2019).
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Cizelge 2.5 Ikili smiflandirma igin karisiklik matrisi yapis1 (Ogiindiir, 2019)

Tahmin
Dogru Pozitifler(DP) Yanlis Negatifler(YN)
Gerc¢ek
Yanlis Pozitifler(YP) Dogru Negatifler(DN)

Dogruluk

Tiim smiflar icin hesaplanan performans Ol¢iisiidiir. Dogru tahmin edilen siniflarin
toplam Ornek sayisina orani seklinde hesaplanmaktadir (Ogiindiir, 2019). 0 ile 1
arasinda deger almaktadir (Korkmaz, 2019).

Dogruluk = — e (2.8)
DP+DN+YP+YN

Kesinlik

Pozitif tahmin degeri olarak da bilinmektedir. Pozitif siniflandirmalarin ne kadarmnin
gercekten dogru oldugunu tahmin etmeye yarayan, ger¢ek pozitiflerin pozitif olarak
siiflandirilanlara boliinmesi ile elde edilen, 0 ile 1 arasinda deger alan Olgiittiir
(Korkmaz, 2019; Ogiindiir, 2019).

Kesinlik = —= (2.9)

DP+YP

Duyarhilik

Gergek pozitiflerin ne kadarmin dogru tahmin edildigini bulmamiza yarar. Yani pozitif
tahmin edilmesi gerekenlerin ne kadarmin pozitif tahmin edildigini gosteren, tim
pozitifler arasindaki gercek pozitiflerin orant veren (Aktas, 2020), 0 ile 1 arasinda
degisen ol¢iittiir (Korkmaz, 2019).

Duyarhilik = —= (2.10)

DP+YN

F1 Skor
Kesinlik ve duyarlilik degerlerinin harmonik ortalamasi F1 skoru vermektedir (Aktas,
2020). Esit dagilim olmayan veri setlerinde daha dogru degerlendirmeler yapabilmek

i¢in dogruluk degerinin yerine kullanimi tavsiye edilmektedir (Ogiindiir, 2019). Hem
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yanlig negatifleri hem de yanlig pozitifleri hesaba katan, 0 ile 1 arasinda degisen bir

Olctttiir (Korkmaz, 2019).

Flskor = 2x KesinlikxDuyarlilik (211)

Kesinlik+Duyarlilik

Makro Ortalama

Makro ortalama, cok smifli siniflandirmada kesinlik, duyarlilik ve F1 skor gibi
puanlama Olgiitlerini degerlendirmek i¢in kullanilan ortalama alma yOntemidir.
Siniflandiricinin  genel performansi degerlendirilmek istendiginde kullaniimaktadir

(Kumar, 2020).

Agirlikli Ortalama

Kesinlik, Duyarlilik ve F1 skor ile ilgili olarak ¢ok sinifli siniflandirmada kullanilan

ortalama alma yontemlerinden biridir (M, 2019).
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3. LITERATUR OZETLERI

Gorlintii sagliktan astronomiye, cografi bilimlerden askeri uygulamalara, giinliik
yasamdan uydu goriintiilerine kadar hayatimizin ayrilmaz bir pargasi haline gelmistir.
Gorlintiiniin hayatimizdaki yerinin ve islevinin artmasi ile birlikte 151k, sicaklik gibi
farkli etkenlerden dolay1r goriintiilerde olusan giiriiltiiller de literatiirdeki c¢alisma
alanlarindan biri haline gelmistir. Giiriltiisiiz gorintilerin 6nemi artmis, bu da
beraberinde goriintiilerindeki giiriiltiilerin dogru sekilde tahmin edilmesi ve ortadan
kaldirilmas: i¢in farkli c¢alismalarin uygulanmasina neden olmustur. Literatiir

incelendiginde giirtiltii ile ilgili olan farkli ¢alismalar asagida kisaca 6zetlenmistir:

Immerker (1996), goriintiideki Gauss giiriiltiisiiniin varyansini tahmin etmek igin
sundugu yontemde hizli ve basit bir sekilde goriintiideki giiriiltii varyansi ¢ok cesitli
giiriiltli varyans degerleri i¢in performansini géstermistir. Sunulan yontem, 20'ye kadar
ki varyans degeri icin ideal performans gosterirken, 50 varyans degerinde bozulmaya
baslar. Bunun yani sira yontem, dokusu fazla olan goriintiillerde veya bdlgelerde,

goriintlideki ince ¢izgileri giiriiltii olarak algilamaktadir.

Hamza ve Krim (2001) saglam tahmin teorisine dayanan dogrusal olmayan filtreleme
tekniklerinden ortalama-serbest medyan, ortalama-LogCauchy ve serbest medyani
tanitmaktadir. Parametrelerin Onerilen filtreler {izerindeki etkileri analiz edilerek
belirtilen teknikler ile giiriiltii diizeltme isleminde basar1 elde edilmesi beklenmistir.
Cikan sonuclar degerlendirilmis ve Onerilen giiriiltii azaltma yontemlerinin diger
filtreleme tekniklerine goére giriiltii diizeltme de ¢ok daha gelismis bir performans

gosterdiginden bahsedilmistir.

Tai ve Yang (2008) goriintii giiriiltiisii tahmini i¢in basit ve hizli bir algoritma
Onermistir. Girig gOriintlisiiniin  Gauss giiriiltiisii tarafindan bozuldugu varsayilir.
Yapilar1 veya ayrintilart giiriiltii varyans tahminine dahil etmemek igin, ilk olarak
birinci dereceden gradyanlar1 kullanan basit bir kenar algilama algoritmasi uygulanir.
Daha sonra bir Laplacian operatorii ve ardindan tiim goriintliniin ortalamasinin alinmasi

saglanir. Bu yontem ile ¢ok dogru giirilti varyansi tahmini saglanmasi
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hedeflenmektedir. Simiilasyon sonuglari, Onerilen algoritmanin ¢ok c¢esitli giiriiltii
varyanslarinda farkli performans sergiledigini gdstermektedir. Kullanilan Lena
goriintilisii i¢in tahmin hatast %50'den biiyiik, en kotii durum olan Mandrill goriintiisii
icin de %400'den fazla oldugu goriilmiistiir. Yontem yiiksek seviyeli giiriiltiiler i¢in iyi
performans gosterirken, giiriiltii seviyesi diisilk oldugunda iyilestirmelere gidilmesinin

uygun olacagi degerlendirilmektedir.

Jain ve Seung (2008) yiiz adet dogal goriintii iceren bir veri seti kullanarak,
goriintlilerdeki giirtiltiileri gidermek i¢in 6zel olarak tasarlanmis evrisimli aglarin bir
yaklasimi olan Markov rastgele filtre yontemini (MRF) Onermektedir. MRF
yaklagiminin hesaplama zorluklarindan kaginmasi, yiiksek derecede temsil giiciine sahip

olmasi goriintii isleme mimarilerini 6grenmeyi miimkiin kildigin1 géstermektedir.

Zoran ve Weiss (2009) dogal goriintiilerin 6lgekler boyunca sabit bir basiklik degerine
sahip olmas1 gerektigini belirtmektedir. Dogal goriintiilerdeki sapmalarin goriintiiniin
dogasinda bulunan giiriiltillerden kaynaklandigini ve goriintiideki giiriiltiilerin tespit
edilmesi ile dogal goriintiilerdeki Ol¢ekler boyunca goriilebilecek basiklik sorununun
Oniine gecilebilecegini varsaymaktadir. Varsayimdan yola ¢ikarak yeni model 6nerilmis
ve bozulmus dogal goriintiilerdeki giiriiltii standart sapmasim1 tahmin etmek igin
kullanilmistir. Sonuglar, bozulmus varsayilan dogal goriintiilerinin aslinda giirtiltiilii

oldugunu ve temizlenebilir oldugunu gostermektedir.

Burger ve ark. (2012) goriintiileri giiriiltiistizlestirme i¢in ¢ok katmanli algilayict (MLP)
kullanmay1 6nermektedir. MLP yOnteminin en son goriintii giiriiltii giderme yontemleri
ile rekabet edebilecek derecede basarili olacagini ileri stirmektedir. MLP bir¢ok agidan
degerlendirilmeye calisilarak incelenmistir. ilk olarak egitim drneklerinin sayisina bagl
olarak gauss giiriiltiisii igeren iki goriintii teste verilmis ve egitim drnek sayisi fazla olan
calismanin daha iyi sonu¢ verdigi gdzlemlenmistir. Ikinci olarak MLP'lerin blok
eslestirme ve 3D filtreleme (BM3D) yonteminden daha iyi olup olmadigi gozlemlenmis
ve kullanilan veri setinde yer alan 500 goriintiiden 300’tinde MLP ‘nin BM3D’den daha
iyi performans gosterdigi sonucu ile karsilasilmistir. Ugiincii olarak MLP ile BM3D nin

farkl giiriiltii seviyelerinde verdikleri tepkiler incelenmis ve yine MLP nin BM3D’den
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iyl oldugu goézlemlenmistir. Bunun yaninda farkli giiriiltii tiirleri ve egitimin farkli
giriltii seviyelerindeki veriler ile yapildigt modeller gibi konulara bagli deneyler

yapilmis ve her birinde MLP’nin BM3D’den daha iyi oldugu goriilmiistiir.

Lahmiri ve ark. (2014) varyasyonel mod ayrisimina (VMD), deneysel mod
ayristirmasimna (EMD) ve ayrik dalgacik doniisiimiine (DWT) dayali ii¢ biyomedikal
gorlntii giirtiltii tahmini teknigini bir beyin manyetik rezonans gorintiisii (MRI), bir
prostat doku goriintiisii ve bir retina dijital goriintiisiinden olusan veri seti lizerinde
kargilagtirmistir.  EMD' nin ortalama islem siiresi beyin MRI goriintiisii i¢in 6841s,
prostat dokusu goriintiisii i¢in 3659s ve retina dijital goriintiisti i¢in 1212s; VMD’ nin
ortalama islem siiresi sirastyla 4068s, 2744s ve 912s olarak tespit edilmistir. Buna gore,
VMD yaklasimi EMD'den daha hizli oldugu gériilmektedir. Ote yandan, DWT esikleme
yaklagimi ikisinden ¢ok daha hizli sonuca ulagsmis ve ortalama islem siiresinin yaklasik
iki saniye siirdiigii tespit edilmistir. Tepe sinyal-giiriiltii oranina (PSNR) dayanan
sonuclar ise, VMD ve EMD yaklasimlarinin geleneksel DWT tabanli esikleme
yaklasimindan daha iyi performans gosterdigini ve VMD' nin genel olarak en iyi

performansta oldugunu géstermektedir.

Magud ve ark. (2016) ultrasonik tibbi goriintiilerde yaygin olan giiriiltii tiplerinden
benek giiriiltiisiiniin, noktalarin bir pikselden daha biiyiik oldugu durumlar da dahil
olmak iizere, giderilmesi igin gelistirilmis bir medyan filtresi énerilmektedir. Onerilen
yontemin basarisini test etmek i¢in Ortalama Kare Hatas1 (MSE), PSNR ve benzeri
metrikler kullanilmigtir. Standart Benchmark ultrason goriintiileri kullanilarak yapilan
testlerde karin goriintiileri i¢cin ¢ikan PSNR 17.56, MSE 43.44, boyun goriintiisii i¢in
citkan PSNR 31.75, MSE 136.01 olarak bulunmustur. Sonuglar Onerilen yontemin,
ultrason gorlntiilerinden benek giiriiltiisiinii  basarili bir sekilde gidermek ig¢in

kullanilabilecegi gostermistir.

Zhang ve ark. (2017) goriintiiden giiriiltii giderme i¢in ileri beslemeli evrisimsel sinir
aglarinin (DnCNN'ler) ingasini1 arastirarak yeni bir model 6nermistir. DNCNN modeli,
genellikle belirli bir giirliltii  seviyesinde mevcut ayirt edici giiriiltli azaltma

modellerinden farkli olarak, bilinmeyen giiriilti seviyesiyle Qauss giirtltiisiini
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kaldirabilir. Oncelikle model ii¢ farkli varyans degeriyle (¢ = 15, 25 ve 50) egitilir.
Daha sonra yapilan kapsamli deneylerin sonucu, DnCNN modelinin yalnizca birkag
genel goriintii giiriiltii tahmini gorevinde yiiksek etkinlik sergilemekle kalmayip, ayni
zamanda GPU hesaplamasindan yararlanilarak verimli bir sekilde uygulanabilecegini

gOstermistir.

Zhang ve ark. (2018) hizli ¢ikarim ve iyi performans elde etmek amaciyla, goriintii
giderme alaninda kullanilan baz1 yontemlerin ¢cogunlukla her bir giiriiltii seviyesi i¢in
belirli bir model 6grendigini ve farklh giiriiltii seviyelerine sahip goriintiileri giiriiltiiden
kurtarmak i¢in birden fazla model gerektirdigini belirtmistir. Giris olarak ayarlanabilir
bir giiriiltii seviyesi haritasina sahip hizli ve esnek bir ESA, yani FFDNet kullanimin
Onerilmistir. Amacin gerceklestirilebilmesi i¢in egitim sirasinda girdi olarak giiriiltii
seviyesi haritalar1 kullanilmistir. BM3D, DnCNN ve FFDNet icin yapilan bir
kargilastirma ile her birinin farkli durumlarda daha hizli sonuglar verdigi tespit
edilmistir. BM3D’nin renkli goriintiilerdeki giirtiltiinliin tespiti i¢in gri tonlamali
goriintlilerden daha fazla zaman harcadigi, FFDNet’in ise hem renkli goriintiiler hem de
gri tonlamali goriintiilerdeki giiriiltiinlin tespiti i¢in yaklasik olarak ayni zamamn
harcadigr ve FFDNet’in CPU ile ¢alisirken BM3D’den ve DnCNN’den yaklasik {i¢ kat
daha hizli oldugu; GPU ile ¢alisirken DnCNN’den ¢ok daha hizli oldugu goriilmiistiir.
Sonug olarak, yapilan ¢alisma FFDNet'in verimli oldugunu ve pratik giiriiltii tahmini

uygulamalari i¢in oldukga etkili oldugunu gostermektedir.

Giiraksin (2018) goriintiilerde siklikla karsilagilan tuz-biber giiriiltiisiiniin giderilmesi
i¢in k-ortalama algoritmasi kullanilarak tasarlanan bir filtre onermektedir. Onerilen
filtrenin performans karsilastirmasi igin standart giiriiltii giderme filtrelerinden olan
ortalama ve ortanca filtreleri ile uyarlamali ortanca filtre kullanilmistir. Sonuglarda
yalnizca goriintiilerdeki giiriiltii oran1 0.1 iken onerilen yontemin {izerinde PSNR degeri,
ortanca filtre ile uyarlamali ortanca filtrede goriilmistiir. Bunun yaninda giirilti
seviyesindeki artisin k-ortalama algoritmasi ile tasarlanan filtreleme yonteminde diger

ti¢ filtreleme yontemine kiyasla basariy1 artirdigl gézlemlenmistir.
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Degirmenci ve ark. (2018) goriintilerde tespit edilen tuz-biber goriintiisiiniin
giderilmesi i¢in uyarlamali medyan filtresi ve goriintiilerde tuz-biber giiriiltiisii olmayan
yerler iginde anahtarlamali Gauss filtresi uygulamayr Onermektedir. Amag degisik
giriilti  tiirlerine  degisik  filtreler uygulayarak  gorlintiiniin ~ kenarlarinin
bulaniklagsmasinin 6niine gegmek ve gorlintiiyli giiriltiiden arindirmaktir. Caligmada
kullanilan goriintiilere 0.01-0.14 araliginda gauss giiriiltiisi ve {iizerine 0.01-0.14
araligindaki farkli yogunluk degerlerinde tuz-biber giirtiltiisii eklenmistir. Gorlintiilere
once uyarlamali medyan filtresi uygulanarak tuz-biber giiriiltiisiinlin goriintiiden
arindirilmast  saglanmigtir. Daha sonra anahtarlamali gauss, goOriintiiyli gauss
giiriiltiisiinden arindirmak i¢in kullanilmigtir. Deneysel sonuglar, kullanilan yontem ile
kenar piksellerinin bulaniklasma miktarinin azaltilabilecegini ve goriintiilerdeki
giiriiltiilerin azaltilmasi icin geleneksel yontemlere oranla daha iyi sonuglar verdigini

gostermektedir.

Kaur ve Gandhi (2019) beyin goriintiilerinin siniflandirilmasi i¢in VGG16 ve transfer
O0grenme kullanimin1 6nermistir. Amag, patolojik beyin goriintii simiflandirmast i¢in
transfer 0grenme ile onceden egitilmis bir DCNN VGG16 modelinin kapasitesini
arastirmaktir. %100 tanima orani saglayan bu modelin dezavantaji egitim siiresinin ¢ok

uzun olmasidir.

Sil ve ark. (2019) evrisimsel sinir aglarinin, goriintiiden giiriiltii gidermek icin kullanilan
diger algoritmalara gore nasil performans gosterdigini kiyaslamak icin VGG16 ve
Inception-v3 algoritmalarini kullanmistir. Sonuglar Inception-v3 mimarisinin VGG16
mimarisinden  giiriilti  simiflandirma  icin  daha 1iyi performans sergiledigini
gostermektedir. 30 tur sonrasinda Inception-v3 mimarisi, VGG16 mimarisinden daha iyi
egitim dogrulugu vermis ve testte %1 oraninda VGG16’dan daha fazla basarim

saglamistir.

Mafi ve ark. (2019) goriintiilerdeki diirtii- gauss giiriiltii kombinasyonlarinin giderilmesi
icin kullanilan filtreler hakkinda kapsamli bir arastirma sunarak goriintii isleme ile ilgili

ilerlemeleri igeren bilgiler vermistir. Giiriiltii modellerini ve giiriiltii giderme filtrelerini
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aciklayarak bunlarin tiirlerini ve uygulama alanlarina gore siniflandirilmasini

sunmustur.

Tassano ve ark. (2019) evrigsimsel sinir ag1 mimarisine dayanan yeni goriinti giiriiltii
giderme yontemi olan FFDNet kullanmayr onermektedir. FFDNet i¢in Adam
optimizasyon algoritmasi kullanilmis ve egitim 80 turda gergeklestirilmistir. Gri tonlu
gorlntiiler ve renkli goriintiilerin FFDNet giiriiltii gidericisi ile degerlendirilebilmesi
icin iki veri seti kullanilmistir. Sonuglara gére FFDNet’in her iki renk veri seti i¢inde
benzer degerler verdigi gozlemlenmistir. Yine artik 6grenme igerip igermemesine bagli
olarak FFDNet i¢in iki ayri mimari olusturulmus ve bu mimarilerden birinde artik
ogrenme yapist kullanilirken digerinde diiz ESA yapist kullanilmistir. Sonuglar
karsilastirildiginda ise cok kiiciik basar1 farkliliklariyla artik 6grenme iceren FFDNet
mimarisinin kullanilmasmin uygun olduguna karar verilmistir. FFDNet’in diger sinir
ag1 gurilti gidericilerine gore daha hizli oldugunu gosterebilmek igin bazi giriiltii
gidericiler kullanilmig ve bunlardan DnCNN digerlerine kiyasla, FFDNet ile
karsilastirilabilir diizeyde sonuglar vermistir. Her bir modelin egitim setini olusturan
eklerin miktart DnCNN i¢in 384000'den FFDNet i¢in 1024000'e kadar ¢ikmakta ve
turda artmaktadir. Bu parametreler, gliriiltiiniin giliclii olmas1 halinde ve renklerdeki
giiriiltiileri ele alirken FFDNet icin performansin artmasina katkida bulunmaktadir.
FFDNet, DnCNN'den daha biiyiik bir alic1 alana sahip olmas1 sebebiyle daha yiiksek
giiriiltii  degerlerinin  kaldirilmasimi1  desteklemektedir. Sonu¢ olarak, FFDNet’in

DnCNN’den daha hizli ve daha etkili oldugu goriilmuistiir.

Uss ve ark. (2020) modele ve 6grenmeye dayali iki tahmin ediciyi ele almaktadir.
Modele dayali, kesirli Brownian hareketi (fBm) alan parametrelerinin maksimum
olabilirlik tahmin edicisini; 68renmeye dayali, gercek yasam goriintiileri lizerinde
egitilmis NoiseNet evrisimli sinir agmi temsil eder. NoiseNet tahmincisi, fBm

tahmincisine gore daha verimsiz sonuglar gostermektedir.

Ponomarenko ve ark. (2020) goriintiilerde yer alan gauss giliriiltiisiiniin goriintiilerden
arindirilarak orijinal gliriiltlisiiz  gorlintliniin  kurtarilmasi i¢in derin sinir aglari

kullanilarak gelistirilen ESA modelleri ile bir calisma gerceklestirmektedir. Onerilen
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yontemlerin, BM3D filtresi ile birlikte kullanilan modelin mevcut ¢ézliimlerden daha
verimli giiriiltli bastirma sagladigi gortliirken, Genisletilmis-Artik U-Net (DRUNet)
guriilti giderici kullanilan modelin 0.2 saniyelik hesaplama siiresi ile mevcut
yontemlerden daha iyi performans gosteren etkili ve hizli giiriiltii bastirma sagladig:

goriilmektedir.

Kiipeli ve Bulut (2020) Mean, Medyan ve Gauss geleneksel filtrelerini kullanarak
literatiirdeki “airplane.png, baboon.png, lena.png, peppers.png” goriintiileri ile giiriiltii
giderme i¢in test yapmistir. Her filtrenin her goriintii i¢in ve ¢aligmada kullanilan tuz-
biber ve gauss giiriiltiilerinin farkli giiriiltii oranlar1 icin PSNR degerlerini elde etmistir.
PSNR degerinin yiiksekligi goriintiiniin kalitesini gostermektedir. Sonuglara 6rnek
olarak %1 oraninda tuz-biber giiriiltiilii Lena goriintiisii medyan filtresinde 33.7 PSNR
degerindedir. Bu c¢alisma ile dijital fotograf ve videolardaki giiriiltiilerin temizlenmesi

hedeflenmektedir.

Ibrahim (2020) ESA tabanl bir giiriiltii giderme yontemi dnermistir. Gogiis rontgen

goriintiileri lizerinde test ettigi yontemin PSNR degeri ortalama 28.100 elde edilmistir.

Pimpalkhute ve ark. (2021) dijital goriintiilerdeki aauss giiriiltiisiiniin DWT metodu ile
ortadan kaldirilmasi ile olusturulan giiriiltii tahmin modeli 6nermistir. Sonuglar, énerilen
yontemin, giiriiltii oran1 arttikca hata oraninin 0.32’ye diismesi ile diger yontemlere

nazaran ¢ok daha iyi bir degere sahip oldugunu gostermistir.

Gorilintiiden giirtiltii arindirma islemi yani filtre uygulamas: giirtiltiiniin tiirline gore
gerceklestirilmektedir.  Guriltli  tiirlerinin  tespiti  dogru ve pratik  sekilde
gergeklestirilebilir ise goriintiiden giirtiltii arindirma ¢alismalarinda kullanilan filtrelerin
basarim oranlarni artabilecegi diislinlilmektedir. Bu nedenle goriintii ¢alismalarina
basarilar1 ile adin1 yazdirmig ESA ile olusturulan yeni bir mimari aracilifiyla giiriiltii
tiriinlin dogru ve pratik bir sekilde hangi optimizasyon algoritmalar1 kullanilarak

yapilabilecegine iliskin bilgi verilmesi amacglanmastir.
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4. MATERYAL ve YONTEM

Evrisimsel sinir aglar1 egitilirken kullanilacak veri setinin amaca uygun verilerden
olusmasi gerekmektedir. Derin 6grenmede siniflandirma islemi yapilabilmesi i¢in veri
setleri olusturulmakta ve bu veri setleri {izerinde test ve egitim islemleri
gerceklestirilmektedir. Veri seti uygun platformlar kullanilarak olusturulduktan sonra
secilen derin 6grenme gelistirme ortaminda amaca uygun olusturulmus mimariler ile
egitim ve test islemleri yapilabilmektedir. Bu boliimde veri setinden ve yeni modelinin
olusturulmasindan ayrica kullanilan derin 68renme  gelistirme ortamindan

bahsedilecektir.

Cizelge 4.1 Caligsmada takip edilecek asamalar

Adim 1: Veri setinin olusturulmasi

Adim 2: Google Colab ve Google Drive entegrasyonunun saglanmasi

Adim 3: Egitim ve test veri setlerinin Google Drive’ a aktarilmas1

Adim 4: Google Colab’in Google Drive’dan egitim ve test veri setlerine

erisebilmesi i¢in gerekli hazirliklarin yapilmasi

Adim 5: Egitim i¢in ayrilmis veri setinin Google Colab’ta egilmesi
Adim 6: Test i¢in ayrilmis veri setinin Google Colab’ta test edilmesi
Adim 7: Herbir optimizasyon algoritmasi i¢in egitim ve test islemlerinin

gerceklestirilmesi (4,5 ve 6 nc1 adimlar)

Adim 8: Cikan sonuglarin incelenerek karsilastirtlmasinin yapilmasi

Cizelge 4.1°de calismaya ait izlenecek adimlar genel agiklamalar altinda verilmistir.
Veri setinin olusturulmasinda goriintii isleme uygulamalarinda sik¢a kullanilan Matlab
programlama dilinin kullanilmast uygun goriilmiistiir. Calismada kullanilacak model,
Oxford Universitesi’nde bir ekip tarafindan tasarlanan VGG16 mimarisidir. Bu mimari
onceden egitilmis bir model ve son 4 katmani hari¢ digerleri dondurularak tizerine 2
katman eklenmesi ile yeni bir model haline getirilmistir. Egitim ve test iglemleri igin
gerekli kodlar; Google'ln sundugu, tarayici lizerinden Python programlama dili ile kod

yazmamizi ve calistirmamizi saglayan, ticretsiz GPU erisim imkani sunan, 6zel bir
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yapilandirma gerektirmeyen ve kolay paylasim imkani taniyan Collaboratory arayiizii
kullanilarak c¢alistirtlmistir. Model 5 farkli optimizasyon algoritmasina ait dogruluk, F1

skor, kesinlik ve duyarlilik metriklerinin karsilastirilmasi ile degerlendirilmektedir.

4.1 Veri Seti Olusturulmasi

Cesitli giiriiltii tiirlerine sahip goriintiilerden olusan veri setini elde edebilmek igin
kullanim kolayligi ve pratikligi géz Oniine alinarak Matlab (Matrix Laboratory)
programlama dilinin kullanilmasina karar verilmistir. Matlab; ilk olarak matris
hesaplama dili olarak olusturulmus makine 6grenmesi, derin 6grenme ve veri bilimi gibi
ileri diizey konularda da kullanilan doérdiincii nesil bir programlama dilidir
(Leblebicioglu, 2019). Bu calismada Matlab, giiriiltiilii goriintii elde etmek igin

kullanilacak olan bir platformdur.

Orijinal goriintiilere Matlab programlama dili araciligiyla tuz-biber, gauss ve benek
giiriiltiileri eklenerek giiriiltii tiirline gore ayr1 klasorde tutulan goriintiilerden olusan bir
veri seti elde edilmistir. Engin Akar, Sadik Kara ve arkadaslarinin goriintii filtreleme
metotlar1 ile ilgili yaptig1 bir ¢alismada Matlab programinda hangi fonksiyonlar
kullanilarak goriintiiye giiriiltiilerin eklendiginden bahsedilmektedir (Akar ve ark.,
2015). Sekil 4.1‘de 0.01 giriiltli seviyesinde gauss giiriiltiisiiniin Kameraman
gorlintiisiine eklenmesi ile olusan giiriiltiilii Kameraman goriintiisii, veri seti olusturma

asamasina ornek olarak verilmistir.

1

- j Gauss Giriltiisi Ekleme

Sekil 4.1 Giiriiltii ekleme islemine 6rnek

Veri setleri genel olarak egitim seti, dogrulama seti ve test setinden olusmaktadir.
Egitim seti, modelin 6grenmesi i¢in kullanilacak seti, dogrulama seti modelin
performansini iyilestirmeye yardimci herhangi bir islemin yapilip yapilmayacaginin

tespitini saglamak icin kiyaslama amagh kullanilabilecek seti, test seti ise model
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yetenegini 6lgmek icin kullanilan seti ifade etmektedir. Dogrulama seti, egitim veri seti
icinden secilmektedir. Sekil 4.2’de egitim, dogrulama ve test veri seti arasindaki iliski

verilmistir.

Tam veri seti

L 4

Egitim Test

Editim Dogrulama Test

Sekil 4.2 Egitim, dogrulama ve test seti arasindaki iligki

Veri seti egitim ve test i¢in toplamda 3840 goriintiiden olugmaktadir. Bu goriintiilerden
%70’lik kisim egitim verisi iken geriye kalan % 30’luk kisim ise test verisidir. Egitim
icin ayrilmis goriintiilerin yer aldig1 verilerde 180 orijinal, 900 gauss giiriiltiilii, 900 tuz-
biber giiriiltiilii ve 900 benek giiriiltiilii egitim verisi bulunmaktadir. Test icin ayrilis
goriintiilerin yer aldigi verilerde ise 60 orijinal, 300 gauss giiriiltilii, 300 tuz-biber
giiriiltiilii ve 300 benek giirtiltiilii test verisi yer almaktadir. Toplamda egitim igin 2880
goriintl, test i¢in 960 goriintii veri setini olusturmaktadir. Kullanilan veri setinde egitim
ve test verilerine ek dogrulama dedigimiz egitim verisi i¢in ayrilmis %70’lik kismin
icinden %25°’lik kisim ile 6n mini test amagl kullanilan dogrulama veri setide yer
almaktadir. Bu veri setinin kullanim amaci ince ayar denilen uygulama icin gerekli
ayarlarin test asamasina ge¢cmeden daha dogru tespit edilmesidir. Bu durumda veri
setinde yer alan 2880 egitim verisinden 720 goriintii dogrulama setinin olusturulmasi
icin de kullanilmistir. Dogrulama veri setinde 225 gauss, 225 benek, 225 tuz-biber, 45

orijinal goriintii bulunmaktadir.

Veri seti hazirlanirken orijinal goriintiilerin her birine goriintliniin belirginligini
tamamen ortadan kaldirmayacak diizeyde secilmis belirli 5 farkli degerde (0.05-0.01-
0.1-0.2-0.3) gauss, tuz-biber ve benek giiriiltiileri eklenerek egitim ve test i¢in gerekli
giirtiltiilii goriintiiler elde edilmistir. Her bir goriintli ayn1 forma indirgenmis, siyah-
beyaz, 256x256 boyutunda ve .jpg formu haline getirilmistir. Sekil 4.3, veri setlerinin
klasor yapisini gostermektedir. Sekil 4.4, Sekil 4.5, Sekil 4.6, Sekil 4.7, Sekil 4.8, Sekil
4.9, Sekil 4.10 ve Sekil 4.11 veri setinde egitim ve test klasorleri icerisinde gauss, tuz

biber, benek ve orijinal olarak ayrilmis goriintiilerin birkagina 6rnek teskil etmektedir.
42



Dogrulama veri setinin, egitim veri setinde yer alan goriintiilerin %25’lik kismim
kapsayacak sekilde olusturmasi sebebiyle 6rnek goriintiilerinde dogrulama veri seti

goriintiilerine yer verilme ihtiyact duyulmamastir.

dogrulama egitinm test

- benek - benek - benek
- gauss - gauss - gauss
- orijinal - orijinal - orijinal
) wz_piber [ uz_biber N tuz_biber
Sekil 4.3 Veri seti klasor yapisi

M 4 _gauss 0.01jpg

B 6 gauss 0.01jpg ™ 6. gauss O.1ipg B8 6 gauss_0.0Sjpg

B & gauss 0.01ipg M & gauss O.1ipg B8 8 gauss 0.2jpg

' ' t:~ R |
! : |
§ ¥
z
¢ { % %
3 - |
B B B
™  10_gauss_0.1ipg M 10_gauss_001jpg ™8  10_gauss 0 2jpg

B 12 gauss _0.1.jpg 12_gauss_0.2jpg By 12 gauss 03.jpg BS 12_gauss_0.0S5jpg

Sekil 4.4 Gauss giiriiltiisii eklenmis egitim veri seti 6rnekleri
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M sieg = cieg ™ 0ies

B 1sjpg B 16jpg M|  7jpg B8  18jpg B 19jpg B8 20jpg

B  26jpg ™| 27jpg B 28jpg B 29jpg B8 30jpg

M 3sjpg B 33jpg B 39jpg B 0jpg

B 4sjpg B 46jpg B 47jpg BS  asjpg B8 49jpg B sojpg

Sekil 4.5 Orijinal goriintiiler egitim veri seti 6rnekleri

—
SEX S < =
BY  S0_speckie 0.1pg

e

P8 52 speckie 0.2jpg

s

B8 56_speckle 0.3jpg

M S8 _speckle_001.jpg ® S8 _speckie 0.1 jpg BN 58 _speckie 0.2 jpg ™ 58 _speckie 0.3 jpg ®8  53_speckie_0.05jpg

Sekil 4.6 Benek giiriiltiisii eklenmis egitim veri seti 6rnekleri
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B 80 _saitgpepper 0.2 jpg

Sl

B 82 _sah&pepper_0.01 jpg ™ 82 _saht&pepper_0.1jpg ™ 82 saitfpepper 0.2 jpg ™ 82 sanfpepper_0.3jpg P 82 saltfpepper_0.05.pg

Sekil 4.7 Tuz-biber giiriiltiisii eklenmis egitim veri seti 6rnekleri

B 11 sah&pepper 0.1pg B8 11_sah&pepper_0.07.jpg B 11_saltZpepper0.2jpg B 11_saht&pepper_0.3jpg ®  11_saktZpepper_0.05jpg

# 19 sah&pepper_0.1.jpg B 19 sahEpepper_0.01.jpg B 19_saltZpepper 0.2jpg B 19 _saltfpepper_0.3.jpg B 19 sah@pepper_0.05jpg

Sekil 4.8 Gauss giiriiltiisii eklenmis test veri seti 6rnekleri
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™ 36jpg

B 4a6ijpg

P8 42 speckie_0.07jpg B8 42 _speckie 0.1jpg

B8 44 _speckie_0.01jpg
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B 46_speckie_0.01jpg P 46_speckie_0.1jpg

M 48 _speckie_0.01 jpg B 48 _speckie 0.1 jpg

%11

i

M 50_speckie_0.01jpg B8 S0_speckie 0.1jpg

B8 a6 _speckie 0.2jpg

S 418 _speckie 0.2 jpg

B8 50 _speckie 0.2jpg

44_speckie_0.3.jpg

pl—

46_speckie_0.3.jpg

50_speckie_0.3 jpg

B 42_speckie 0.05ipg

B 43_speckie_0.05Sjpg
.- : m

B S0_speckie 0.05jpg

Sekil 4.10 Benek giiriiltiisii eklenmis egitim veri seti drnekleri

46




- 12_saht&pepper_0.1.jpg B 12 _sasitipepper_0.01 jpg B8 12 _saht&pepper 0.2 jpg B 12 _sahtZpepper_0.3jpg BS 12 _sah&pepper_0.05.jpg

B 14 _seit@pepper 0.1jpg M 14 _sai@pepper 0.01jpg B 14 sahSpepper_ 0.2.jpg P8 14 _sanfpepper 0.3jpg P 12 saiEpepper_0.05.pg

B3 16_seitZpepper 0.1jpg B8 16_sait@pepper 0.01jpg P8 16 _sait@pepper 0.2 jpg B 16 _sanfpepper 0.3jpg

B 13 saitfpepper 0.05.4pg

™ 18 _sah&pepper 0.1.jpg ™ 18_saltZpepper_0.01 jpg B 18 _santipepper 0.2 jpg

e

™ 20_saht&pepper_0.1.jpg ® 20_saitEpepper_0.01.jpg ® 20_santtZpepper 0.2 jpg P 20 _saitfpepper_0.3jpg ® 20_saltZpepper_0.05.jpg

Sekil 4.11 Tuz-biber giiriiltiisii eklenmis egitim veri seti drnekleri

4.2 Derin Ogrenme Gelistirme Ortam

Derin 6grenme alaninda gercgeklestirilen ¢alismalarda kullanilmakta olan bir¢ok farkl
gelistirme ortami1 bulunmaktadir. Yapilan ¢alisma, Google Colaboratory platformunda
gerceklestirilmistir. Python’da gelistirilmis ve evrisimsel sinir aglarmin bilgisayarli
gérme uygulamalarinda siklikla kullanimi tercih edilen kolay ve hizli tasarlanabilen
Keras kiitliphanesi kullanilmistir. Derin 6grenmede egitimin gerceklestirilmesi,
gelistirme ortamlarinda kendi yerel kaynaklarini1 kullanarak CPU destegi veya GPU
destegi ile yapilabilmektedir. GPU destegi igin {icretli iicretsiz bir¢ok uygulama

mevcuttur.

co & Google Colaboratory.ipynb B Youm 2t Paylss @

Dosya Diizenle Goster Ekle Calismazamani Araglar Yardim Tim degisiklikler kaydedildi
= igindekiler [ x  *Ked + Metn Baglan ~ | Dizenleme = A
=] |

Q Baliim o [= %« JNININ |

{x}

O

<>

=

>

® X

Sekil 4.12 Google Colaboratory platformu
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Ucretsiz GPU kullamim imkam1 sunan kaynaklardan biri de Google Colaboratory
platformudur (Ay Karakus, 2018). Sekil 4.12°de Google Colaboratory platformu
gosterilmektedir. Google Colaboratory platformu, derin 6grenme kiitiiphanelerinin hazir
olarak sunuldugu ticretsiz bir ortamdir. Google Colaboratory herhangi bir yapilandirma
gerektirmez. Yapilan uygulamalar ile ilgili agiklamalar yazmak istendiginde metin alani
olusturmaya izin verir. Uygulamalar1 bagkalar1 ile kolaylikla paylasma imkani1 sunar.
Sagladigt GPU destegi ile de yiiksek verim saglayarak derin 6grenme g¢alismalarina

kolaylik saglamaktadir (Carneiro ve ark., 2018).

4.3 Uygulama Agiin Olusturulmasi

VGGI16 literatiirde en sik kullanilan algoritma olmasi sebebiyle olusturulacak ESA
mimarisinin tasarimimda VGG16 kullanimi tercih edilmis olup katman sayisinda
degisiklikler yapilarak uygulanmak istenen c¢alisma i¢in en iyi sonucu vermesi
hedeflenmistir. Gilindiiz ve Cedimoglu’nun Vikipedi goriintiileri ile yaptigi cinsiyet
tahmini calismasinda kendi yaptiklar1 ESA mimarisi ile VGG16 ve AlexNet
mimarilerinin performanslari kiyaslanmistir. Kendi olusturduklart ESA mimarisinin
basar1 orani AlexNet’ten iyiyken, VGG16’dan kotlii sonu¢ vermistir (Giindiiz &
Cedimoglu, 2019). VGG16 ‘mn bunun gibi ¢alismalarda ve ImageNet yarismasinda elde
ettigi basarilardan dolay1 bu calismada ESA mimarisi tasariminda VGG16 kullanimi
uygun goriilmiistiir. Kullanilan metot daha 6nce yapilmis birkac¢ calisma incelenerek

belirlenmistir.

Goriintliniin baslangigtaki piksel sayis1 modelin derinligine dogrudan etki ettigi i¢in ¢cok
diisiik piksellerde goriintii kullanmak performans diisiikliigline neden olmaktadir.
VGG16’nin model olarak kullanildig1 bir¢ok ¢alismada 224x224 piksellik goriintiiler ile
calisilmis olmasi nedeniyle ve performans diisiikliigli yasanmamasi i¢in ¢alismada
kullanilacak goriintli boyutlar1 224x224 olarak belirlenmistir. ESA mimarilerinden biri
olan ve ImageNet yarismasinda yliksek oranda basar1 gésteren VGG16 mimarisinin son
4 katmani hari¢ diger katmanlar1 dondurulmus ve iizerine yeni model eklenmistir.
Olusturulan bu modelde yine VGG16’nin ImageNet yarigmasinda elde edilmis

agirliklar1 kullanilarak transfer 6grenme gergeklestirilmistir. Transfer 6grenme bir
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problemin ¢6ziimiinde kullanilan sistemin egitim asamasinda Ogrenilen bilgisinin
benzer problemlerin ¢oziimiinde de kullanilabilmesini ifade etmektedir. Bu ¢alismada,
transfer 6grenme yonteminin kullanilma amaci, ESA mimarisinin kisitlar1 arasinda yer
alan biiyiikk egitim veri seti gereksinimi ve yiiksek hesaplama maliyeti gibi
sinirlamalarin iistesinden gelmektir. ImageNet yarismasinda elde edilen agirliklar
kullanilarak transfer 6grenme ile yeni bir ESA mimarisi tasarlanmis ve bu mimarinin
bliyiik egitim veri setine ihtiyag duymadan ve daha az hesaplama maliyeti ile daha hizl1,
daha etkin sonuglar elde etmek i¢in kullanilmasi hedeflenmistir. Sekil 4.13°de yeni

olusturulan modele ait transfer 6grenme kullaniminin temsili gésterimi yer almaktadir.

m}ymmﬁﬂﬂﬂ HI]
M| [T 15

'[ransfer

Orijinal
Kaydedilmis Model

Sekil 4.13 Model igin transfer 6grenme kullaniminin temsili gosterimi

Dondurulan katmanlardan sonra iki blok eklenmis, her blokta iki evrisim katmani ve her
evrisim isleminden sonra bir ortaklama katmani eklenmistir. Modelde kullanilan
aktivasyon fonksiyonu Relu’dur. Aktivasyon fonksiyonlari, evrisimin hizin1 kontrol
etmek igin kritik rol oynar. Relu aktivasyon fonksiyonu, hesaplamanin kolay oldugu ve
hizli yakinsama hizina ulasan bir aktivasyon fonksiyonudur ve bu o6zelligi bir¢ok
calismada kanitlanmistir (Kirana ve ark., 2019). Daha oOnceki caligsmalarda yaygin
olarak kullanilan Relu aktivasyon fonksiyonunun diger aktivasyon fonksiyonlarina gore
derin sinir aglarmin daha 1yi egitilmesini sagladigi ve bu nedenle derin sinir aglar1 i¢in
popiiler bir aktivasyon fonksiyonu oldugu bilinmektedir (Shen & Yuan, 2019). Bu
calismada da Relu aktivasyon fonksiyonunun kullanilmasi uygun bulunmustur.
Sonrasinda iki adet tam bagli katman eklenmis ve tam bagl katmanlarda belirli bir
degerin altinda kalan diiglimlerde seyreltilmeye gidilmesinin basarimi artirmasi
sebebiyle ve asir1 6grenmeyi Onlemek i¢in tam bagli katmandan sonra 0.3 oraninda
dropout kullanilmistir. Dropout, diigimlerin birbiri hakkinda daha az bilgiye sahip

olmasini ve bunun dogal sonucu olarak diigiimlerin birbirlerinin agirlik degisimlerinden
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daha az etkilenmesini saglayan genelde tam bagli katmanlardan sonra kullanilan bir
tekniktir (Necmettin, 2021). Bunlara ilave ¢ikis katmaninda eklenmesi ile yeni model

kurulmustur.

Derin 6grenme uygulamalarinda hatayr minimize edebilmek i¢in literatiirde de sikca
rastlanan RMSProp, Adam, Adagrad, Adadelta ve SGD gibi optimizasyon algoritmalari
kullanilmaktadir. Bu algoritmalarin yardimi ile agin iirettigi ¢cikis degeri ve gergek deger
arasindaki fark kiigiik tutulmaya calisilmaktadir. Calismada, RMSProp, Adam,
Adagrad, Adadelta ve SGD optimizasyon algoritmalarina gore 70 turda egitim yapilmis

ve sonuglar karsilastirilmigtir. Sekil 4.14’de model mimarisine ait diyagram yer

almaktadir.
:_l_'ransfzr Evrizim Havuzlewa Evrizim Hzvuzlzmaz ];[':E Taf“ | Cike
Ogrenme 7| Katmam Kztman Katmam Katmza b2 —*  Bagh $
= Katman Katman
Sekil 4.14 Model mimarisi diyagrami
~ Meodel: "sequential”
Layer (type) Output Shape Param #
vgglé (Functional) {None, 7, 7, 512) 14714688
conv2d (Conwv2D) (None, 5, 5, 512) 2359808
zero_padding2d (ZeroPadding2 (None, 7, 7, 512) [c]
conv2zd 1 (Conv2D) (None, 5, 5, 512) 2359808
max_pooling2d (MaxPooling2D) (None, 2, 2, 512) <]
zero_padding2d_1 (ZeroPaddin (None, 4, 4, 512) (<]
conv2d 2 (Conv2D) (None, 2, 2, 1024) 4719616
zero_padding2d_2 (ZeroPaddin (None, 4, 4, 1024) [¢]
conv2d_3 (Conv2D) (None, 2, 2, 1024) 9438208
max_pooling2d_1 (MaxPooling2 (None, 1, 1, 1024) [¢]
flatten (Flatten) (None, 1024) [¢]
dense (Dense) (None, 4096) 4198400
dense_1 (Dense) (None, 4096) 16781312
dropout (Dropout) (None, 4096) e
dense_2 (Dense) {None, 4) 16388

Total params: 54,588,228
Trainable params: 46,952,964
Non-trainable params: 7,635,264

Sekil 4.15 Model mimarisi
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Sekil 4.15°de yer alan model mimarisinde de goriildiigii iizere modelde toplam
parametre sayisi yaklasik 55M ‘dir. VGG16 mimarisinin dondurulan katmanlari {izerine

2 bloktan olusan yeni bir ekleme yapilarak model mimarisi tasarlanmistir.

4.4  Degerlendirme

Matlab programi araciligiyla olusturulmus olan veri seti i¢in, derin 6grenme gelistirme
ortami Google Colaboratory’de, uygulama i¢in tasarlanan ag kullanilarak, Python
programlama dili ile egitim ve test islemleri gerceklestirmesinin ardindan basarim
Olciitleri yardimi ile optimizasyon algoritmalar1 degerlendirmistir. Karisiklik matrisi,
dogruluk, kesinlik, duyarlilik ve F1 skor degerleri ile optimizasyon algoritmalarmin
basarim diizeyleri karsilastirilmistir. Cizelge 4.2°de uygulamada kullanilan modele
iligkin karigiklik matrisinin nasil gériineceginin taslagi yer almaktadir.

Cizelge 4.2 Model karigiklik matrisi gosterimi

TAHMIN ETIKET
Gauss Orijinal Benek Tuz-biber
Gauss g
GERCEK
ETIKET Orijinal 0
Benek b
Tuz-biber t

51



5. BULGULAR ve TARTISMA

4 smifli, 2880 egitim goriintiisii ve yine 4 smifli 720 dogrulama goriintiisliniin,
ImageNet yarismasinda kullanilan agirliklara sahip son 4 katmani hari¢ digerleri
dondurularak tekrar yazilmuis, literatiirde siklikla kullanilan RMSProp, SGD, Adadelta,
Adam ve Adagrad optimizasyon algoritmalarini igeren, yeni olusturulan VGG16
mimarileri ile egitilmesi sonucu agiga cikan egitim veri seti ve dogrulama veri seti
dogruluk (accuracy) degerleri ve kayip (loss) degerleri her optimizasyon algoritmasi
i¢in tespit edilerek test veri seti lizerindeki dogruluk, kesinlik, duyarlilik oranlar1 ve F1

skorlarinin performanslar1 karsilagtirilmaktadir.

Dogrulama veri seti modelin performansini iyilestirmek icin kullanilabilecek bir veri
setidir. Bu veri seti yardimi ile modelin uygunluk degerlendirmesi
gerceklestirilebilmektedir. Her bir model i¢in model egitimi sonucu egitim veri seti ve
dogrulama veri seti i¢in elde edilen dogruluk degerlerinin birbirlerine yakin degerler
olmasi yeni olusturulan VGG16 modellerinin olusturuldugu halleriyle kullanilmasinin

uygun oldugu yoniinde degerlendirilmesini saglamaktadir.

5.1 Optimizasyon Algoritmalarinin Karsilastirmasi

Literatiirde siklikla karsilagilan optimizasyon algoritmalarindan RMSProp, Adam,
Adagrad, Adadelta ve SGD optimizasyon algoritmasi kullanilarak olusturulan 5 farkl
model aymi veri seti {izerinde aynmi yontemler ile egitilerek test islemleri

gerceklestirilmis ve calisma bitiminde ¢ikan sonuglar degerlendirilmistir.
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5.1.1 RMSProp

Training and validation accuracy Training and validation loss
10
= Taining loss
210 1 —— Validation loss
09
o8 15 1
o7
10
0.6 1
05
oas
— Trainim g acc
04 Walidation acc 00 4
T T
o 10 20 30 40 50 E0 70 o 10 0 30 40 50 B0 7O

a) b)
Sekil 5.1 RMSProp optimizasyon algoritmasi i¢in; a) Egitim ve dogrulama veri seti
dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip degeri grafigi

RMSProp optimizasyon algoritmasi kullanilarak olusturulmus mimari i¢in egitim veri
seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine Sekil 5.1°de yer
verilmigtir. Sekil 5.1’de egitim ve dogrulama goriintiileri i¢in elde edilen dogruluk
degerleri birbirine ¢ok yakin degerlerde ve kayip degerleri ise birkag yerdeki farkliliklar
disinda birbirine yakin diizeylerde seyretmektedir. Dogrulamadaki kayip degerleri bazi
turlarda artmis olmasina ragmen genel olarak incelendiginde hem dogruluk hem de
kayip degerleri egitim ve dogrulama veri seti i¢in birbirine esdeger olarak hareket
etmistir. Tur sayis1 70 olarak belirlenen ¢aligmada egitim veri seti i¢cin dogruluk degeri
%97 iken dogrulama veri seti i¢in dogrulama dogruluk degeri %100 olarak elde edilmis;
kayip degerleri ise egitim veri seti i¢in 0.17 iken dogrulama veri seti i¢in 0.01 olarak
hesaplanmistir. Egitilen model ile 960 goriintiiden olusan test veri seti kullanilarak test
yapilmistir ve sonuglar incelendiginde 12 goriintiiniin hatali bulundugu, dogruluk
degerinin ise %99 olarak hesaplandig1 goriilmustiir. Sekil 5.2°de test veri setinde yer

alan ve yanlis etiketlenmis goriintiilerden birkaci yer almaktadir.
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Original label orinal Prediction speckle, confidence - 1000 Original abel orjinal, Prediction ‘gauss, confidence - 1 000
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Sekil 5.2 RMSProp optimizasyon algoritmasi ile olusturulan modelin test sonucunda
hatali bulunan goriintiilere 6rnekler

Test sonuglarina gore, yanlis etiketlenen goriintiilerin agirlikli olarak orijinal goriintiiler
oldugu ve bu goriintiilerin benek giiriiltiisii eklenmis goriintiiler olarak tespit edildigi
belirlenmistir. Hatal1 tespit edilen goriintiilerin 7’sinin orijinal goriintiiler oldugu ve
bunlardan 6’sinin benek giiriiltiisii eklenmis goriintiiler olarak, 1’inin ise gauss
giiriiltiisii eklenmig goriintii olarak etiketlendigi gorilmiistiir. Bunun yaninda benek
gorlintlili goriintiilerden 3’1 gauss giriiltili goriintiiler olarak, tuz-biber giiriiltiilii
goriintlilerden 1’1 orijinal goriintli olarak, 1’1 ise benek giiriiltiilii goriintii olarak
etiketlenmistir. Gauss giiriiltiisii eklenmis goriintiilerinin tamami gauss giiriiltiisii
eklenmis gorlintiiler olarak dogru tahmin edilmistir. Ancak elde edilen sonug¢ gauss
giiriiltiisiinii tahmin etmede %100 basar1 saglandigi anlamina gelmemektedir. Bunun
sebebi diger tiirlerde yapilan yanhis tahmin hatalarindan bazilarmin gauss giiriiltiilii

goriintiiler olarak etiketlenmis olmasidir.

54



5.1.2 Adam

Training and validation accuracy Training and validation loss

—— Taining loss

08
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a) b)

Sekil 5.3 Adam optimizasyon algoritmasi i¢in; a) Egitim ve dogrulama veri seti
dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip degeri grafigi

Adam optimizasyon algoritmasi kullanilarak olusturulmus mimari i¢in egitim veri seti
ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine, Sekil 5.3°de yer
verilmistir. Sekil 5.3’de egitim ve dogrulama goriintiileri i¢in elde edilen dogruluk ve
kayip degerlerinin genellikle birbirlerine yakin seyrettigi goriilmektedir. Tur sayis1 70
olarak belirlenen ¢alismada egitim veri seti i¢in dogruluk degeri ile dogrulama veri seti
i¢in dogrulama dogruluk degeri %99 olarak elde edilmis; kayip degerleri ise egitim veri
seti i¢in 0.03 iken dogrulama veri seti i¢in 0.02 olarak hesaplanmistir. Egitilen model ile
960 goriintliden olusan test veri seti kullanilarak test yapilmistir ve sonuglar
incelendiginde 15 gorintiinlin hatali bulundugu, dogruluk degerinin ise %98 olarak
hesaplandig1 goriilmiistiir. Sekil 5.4’te test veri setinde yer alan ve yanlis tespit edilmis

goriintlilerden birkacina yer verilmistir.
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o8 Ongnal Label orpnal, Prediction speckle, confidence - 0985
[ R

Sekil 5.4 Adam optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatali
bulunan goriintiilere érnekler

Test sonuglarina gore, yanlis etiketlenen goriintiilerin, agirlikli olarak gauss giiriiltiisii
eklenmis goriintiiler ve orijinal goriintiiler oldugu ve her iki tiirlinde benek giiriiltiisii
eklenmis goriintiiler olarak tespit edildigi belirlenmistir. Hatali goriintiilerin 5’inin gauss
giiriiltiisii eklenmis goriintiiler, 4’linlin orijinal goriintiiler oldugu ve her iki tiir i¢inde
tahmin edilen smifin benek giiriiltiilii goriintiiler oldugu tespit edilmistir. Bununla
birlikte benek giiriiltiisii eklenmis goriintiilerden 3’1 tuz-biber giirliltlisii eklenmis
goriintli olarak, 1°1 ise gauss giiriiltiisii eklenmis goriintii olarak etiketlenmistir. Tuz-
biber giiriiltiisii eklenmis goriintiilerden 1°’i orijinal goriintii olarak, 1’1 ise benek
giiriiltiisii eklenmis goriintii olarak belirlenmistir. Incelemeler sonucunda Adam
optimizasyon algoritmasi1 kullanilarak olusturulan modelde yiiksek degerde benek
giiriiltiisiine sahip olan goriintiilerin tuz-biber giiriiltiisii ile karistirilldigi, belirli bir
degerde olmasa da yogun gauss giiriiltiisii iceren goriintiilerin benek giirtiltiisii olarak
etiketlendigi ve orijinal goriintillerden bazilarinin yine benek giiriiltiisii olarak

algilandig1 gozlemlenmektedir.
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5.1.3 Adagrad

Training and validation accuracy Training and validation loss
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Sekil 5.5 Adagrad optimizasyon algoritmasi i¢in; a) Egitim ve dogrulama veri seti
dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip degeri grafigi

Adagrad optimizasyon algoritmast kullanilarak olusturulmus mimari i¢in egitim veri
seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine Sekil 5.5° de yer
verilmistir. Sekil 5.5° de egitim ve dogrulama goriintiileri i¢in elde edilen dogruluk ve
kayip degerlerinin genellikle birbirlerine yakin seyrettigi goriilmektedir. Tur sayist 70
olarak belirlenen ¢aligmada egitim veri seti i¢in dogruluk degeri %98, dogrulama veri
seti i¢cin dogrulama dogruluk degeri %99 olarak elde edilmis; kayip degerleri ise egitim
veri seti i¢in 0.05 iken dogrulama veri seti i¢in 0.03 olarak hesaplanmistir. Egitilen
model ile 960 goriintiiden olusan test veri seti kullanilarak test yapilip sonuglar
incelendiginde 26 goriintiiniin hatali bulundugu, dogruluk degerinin ise %97 olarak
hesaplandig1 goriilmustiir. Sekil 5.6” da test veri setinde yer alan ve yanls tespit edilmis

goriintiiler i¢in bazi1 drnekler verilmistir.

Original labet cejinal. Prediction ‘speckie. confidence - 0,809

Sekil 5.6 Adagrad optimizasyon algoritmasi ile olusturulan modelin test sonucunda
hatali bulunan goriintiilere 6rnekler
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Test sonuglarina gore, yanlis etiketlenen goriintiilerin, agirlikli olarak orijinal goriintiiler
ve benek giirtiltiisii eklenmis goriintiiler oldugu tespit edilmistir. Agirlikli olarak orijinal
gorlntiilerin benek giirtiltiisii  eklenmis goriintiiler; benek giirtiltisii eklenmis
goriintiilerin ise gauss giiriiltiisii eklenmig gorlintiiler seklinde etiketlendigi gortilmustiir.
Hatali goriintiilerin 13’linlin orijinal gorlntiiler oldugu ve bunlardan 9’unun benek
giirtiltiisii eklenmis goriintiiler olarak tespit edildigi, 1’inin gauss giiriiltiilii goriintii,
I’inin ise tuz-biber giiriiltiilii goriintii olarak etiketlendigi goriilmiistiir. Bununla birlikte
benek giiriiltiisii eklenmis goriintiilerden 11’inin hatali etiketlendigi, bu goriintiilerden
9’unun gauss giriiltiisii eklenmis goriintii, 2’sinin ise tuz-biber giriiltiisii eklenmis
goriintli  olarak etiketlendigi tespit edilmistir. Tuz-biber giriltiisi eklenmis
goriintlilerden ise yalnizca 2’si benek giiriiltiisii eklenmis goriintii olarak etiketlenmistir.
Sonu¢ olarak, Adagrad optimizasyon algoritmasi kullanilarak olusturulan modelde
orijinal goriintiilerin benek giiriiltiisii ile karistirllmaya yatkin oldugu kanisina varilmisg
olup yiiksek oranlarda benek giiriiltiisiine sahip goriintiilerin ise gauss giiriiltiisii ile

karistirilabildigi gézlemlenmistir.

5.1.4 Adadelta
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Sekil 5.7 Adadelta optimizasyon algoritmasi i¢in; a) Egitim ve dogrulama veri seti
dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip degeri grafigi

Adadelta optimizasyon algoritmasi kullanilarak olusturulmus mimari i¢in egitim veri
seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine Sekil 5.7° de yer
verilmistir. Sekil 5.7° de egitim ve dogrulama gorintiileri i¢in elde edilen dogruluk
degerlerinin ve kayip degerlerinin birbirleri ile neredeyse ayni degerlerde seyrettigi
goriilmektedir. Tur sayis1 70 olarak belirlenen calismada egitim veri seti i¢in dogruluk
degeri ile dogrulama veri seti i¢in dogrulama dogruluk degeri %89 olarak elde edilmis;

kayip degerleri ise egitim veri seti i¢in 0.31 ve dogrulama veri seti igin 0.28 olarak
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hesaplanmistir. Egitilen model ile 960 goriintiiden olusan test veri seti kullanilarak test
yapilmistir ve sonuglar incelendiginde 102 goriintiinin hatali bulundugu, dogruluk
degerinin ise %89 olarak hesaplandig1 goriilmiistiir. Sekil 5.8’de test veri setinde yer

alan ve yanlis tespit edilmis goriintiilere 6rnek verilmistir.

Sekil 5.8 Adadelta optimizasyon algoritmasi ile olusturulan modelin test sonucunda
hatal1 bulunan goriintiilere 6rnekler

Test sonuglarina gore, yanlis etiketlenen goriintiilerin agirlikli olarak benek giiriiltiisii
igeren goriintiiler oldugu ve bunlarin gauss giirtiltiisii eklenmis goriintiiler ve tuz-biber
giiriiltiisti eklenmis goriintiiler olarak etiketlendigi belirlenmistir. Bununla birlikte gauss
giriiltiisii  eklenmis goriintiilerin benek giirtiltlisii olarak etiketlendigi, orijinal
goriintiilerin benek giiriiltiisii ve az sayida olmak {izere gauss giiriiltiisii ve tuz-biber
giirtiltiisii olarak eklenmis goriintiiler olarak etiketlendigi gozlemlenmistir. Hatali tespit
edilen goriintiilerden orijinal goriintiilerin 15’1 benek giiriiltiilii gortintiiler, 6’s1 gauss
glrtiltili gortintiiler ve 4’1 tuz-biber glriltili goriintiiler olarak etiketlenmistir. Benek
glirtiltiisii eklenmis goriintiilerden 39’u tuz-biber giiriiltiisii eklenmis goriintiiler, 15’1
gauss giriiltiisii eklenmig goriintiiler, 1’1 ise orijinal goriintii olarak tespit edilmistir.
Gauss giirtiltiisii eklenmis goriintiilerden ise 18’1 benek giiriiltiisii eklenmis goriintiiler
ve 1’1 tuz-biber giiriiltiisii eklenmis goriintli seklinde etiketlenmis olarak belirlenmistir.
Tuz-biber giiriiltiilii goriintiilerde ise yalnizca 1’er tane hatal1 goriintii yer almaktadir.

Sonuglara gore, giiriiltii oran1 diislik olan benek giiriiltiisii eklenmis goriintiilerin gauss
giiriiltlisii eklenmis olan goriintiiler ile karigtirildig, yiiksek oranda benek giiriiltiisiine

sahip goriintiilerin ise tuz-biber giiriiltlisii eklenmis goriintiiler ile karigtirildig:
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gozlemlenmistir. Orijinal goriintiilerin, cogunlugu benek giiriiltiisii olmak tizere gauss
ve tuz-biber olarak etiketlendigi ve gauss giirliltiili goriintiilerin ise benek giiriiltiisii

eklenmis goriintiiler ile karistirildig1 gézlemlenmistir.

5.1.5 SGD
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Sekil 5.9 SGD optimizasyon algoritmasi i¢in; a) Egitim ve dogrulama veri seti dogruluk
degeri grafigi, b) Egitim ve dogrulama veri seti kayip degeri grafigi

SGD optimizasyon algoritmasi kullanilarak olusturulmus mimari i¢in egitim veri seti ve
dogrulama veri seti dogruluk degerlerine ve kayip degerlerine Sekil 5.9°da yer
verilmistir. Sekil 5.9’ da egitim ve dogrulama goériintiileri igin elde edilen dogruluk
degerlerinin birbirinden ¢ok farkli ilerledigi, dogrulama veri seti i¢in dogruluk degerinin
daha yiiksek oldugu goriilmektedir. Ancak kayip degerlerinin birbirleri ile neredeyse
ayn1 degerlerde seyrettigi goriilmektedir. Tur sayis1 70 olarak belirlenen c¢alismada
egitim veri seti icin dogruluk degeri %42 iken, dogrulama veri seti i¢in dogrulama
dogruluk degeri %55 olarak elde edilmis; kayip degerleri ise egitim veri seti ve
dogrulama veri seti i¢in 1.25 olarak hesaplanmistir. Egitilen model ile 960 goriintiiden
olusan test veri seti kullanilarak test yapilmistir ve sonuglar incelendiginde 406
gorlintiiniin  hatali bulundugu, dogruluk degerinin ise %58 olarak hesaplandigi
gorilmistiir. Sekil 5.10°da test veri setinde yer alan ve yanlis tespit edilmis goriintiilere

ornek verilmistir.
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Sekil 5.10 SGD optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatali
bulunan goriintiilere 6rnekler

Test sonuglarina gore, orijinal goriintiilerin higbirinin dogru bulunmadigi, tiim orijinal
goriintiilerin ~ farklh  giiriiltli  tlirlerindeki  goriintii  siniflart  ile  etiketlendigi
gozlemlenmistir. SGD optimizasyon algoritmasmin genellikle resim tanima gibi
uygulamalarda kullanilmas1  tavsiye edilmemektedir. Sonuglar g6z Oniinde
bulunduruldugunda tiim basarim oranlarinin diisiik oldugu, her bir sinifin farkli diger
siniflar ile orantisiz olarak karistirildigi goriilmiistiir. Hatali tespit edilen goriintiilere
gore, neredeyse tiim goriintli kombinasyonlarinin birbirleri ile karistirildigr ve higbir
orijinal goriintiniin tespit edilemedigi, SGD optimizasyon algoritmasi kullanilarak
olusturulan modelde, gauss giiriiltiilii goriintiilerin ¢ogunlugunun benek giiriiltiilii
gorlntiiler olmak iizere benek ve tuz-biber giiriiltiilii goriintiilerle karistirdigi; benek
giiriiltiilii goriintiilerin ¢ogunlugunun tuz-biber giiriiltiilii goriintiiler olmak {izere gauss
ve tuz-biber giiriiltiilii olarak etiketledigi; tuz- biber giiriiltiilii goriintiilerin ise neredeyse
ayni oranda benek ve gauss giiriiltiilii goriintiiler olarak etiketlendigi gibi bir ¢ok farkl
kombinasyonlu hatali tespit edilen goriintiiler buldugu goézlemlenmistir. Hatali tespit
edilen goriintiilerden belirgin bir durum ¢ikarmak miimkiin gériinmemektedir. Kisaca,
SGD optimizasyon algoritmanin tahmin edildigi gibi goriintli {izerinde iyi sonuglar
vermedigi yapilan ¢alisma sonucunda da goriilmistiir. Ek 1'de her bir optimizasyon

algoritmasi i¢in hatali gériintiilere yer verilmistir.
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Genel Degerlendirme

Cizelge 5.1 Calismada kullanilan optimizasyon algoritmalariin dogruluklari

Sira Numarasi Optimizasyon Algoritmasi Dogruluk
1 RMSProp %98.75
2 Adam %98.44
3 Adagrad %97.29
4 Adadelta %89.38
5 SGD %57.71

Optimizasyon Algortimalari Basari Oranlan(%)

_ Rmsprop 98.75
g
E— Adam 98.44
)
: Adagrad 07.20
>
£ Adadelta 80,38
E
& SGD 57.71
1 L L ]
T Li T 1
[u] 25 Doglul uk 50 Fi-] 100

Sekil 5.11 Cizelge 5.1’in grafik gosterimi

Cizelge 5.1 ve Sekil 5.11’de RMSProp, Adam, Adagrad, Adadelta ve SGD
optimizasyon algoritmalar1 kullanilarak olusturulan 5 farkli VGG16 modeline ait
dogruluk degerlerine yer verilmistir. Sekil 5.11 incelendiginde RMSProp optimizasyon
algoritmasi kullanilarak olusturulan modelin %98.75 dogruluk orani ile en iy1 dogruluk
oranina sahip oldugu goriilmektedir. Diger optimizasyon algoritmalarin ise dogruluk
oranlart sirastyla Adam optimizasyon algoritmas i¢in %98.44, Adagrad optimizasyon
algoritmasi i¢in %97.29, Adadelta optimizasyon algoritmasi i¢in %89.38 ve SGD

optimizasyon algoritmasi i¢in %57.71 seklinde oldugu gozlemlenmistir.
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Cizelge 5.2 Optimizasyon algoritmalarinin karigiklik matrisleri

Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 300 0 0 0
Gereek RMSPTop | ijinal 1 53 6 0
Etiket Benek 3 0 297 0
Tuz-biber 0 1 1 298
Toplam Hatali Bulunan Sayisi: 12
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 295 0 5 0
Adam
Gercek Orijinal 0 56 4 0
Etiket Benek 1 0 296 3
Tuz-biber 0 1 1 298
Toplam Hatalh Bulunan Sayisi: 15
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 300 0 0 0
Gereek Adagrad Orijinal 1 47 11 1
Etiket Benek 9 0 289 2
Tuz-biber 0 0 2 298
Toplam Hatal Bulunan Sayisi: 26
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Cizelge 5.2 (Devam) Optimizasyon algoritmalarinin karigiklik matrisleri

Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 281 0 18 1
Adadelta
Gergek Orijinal 6 35 15 4
Etiket
Benek 15 1 245 39
Tuz-biber 1 1 1 297
Toplam Hatali Bulunan Sayisi: 102
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 171 0 99 30
SGD
Gergek Orijinal 38 0 19 3
Etiket Benek 44 0 148 108
Tuz-biber 33 0 32 235
Toplam Hatali Bulunan Sayisi: 406

Cizelge 5.2°de optimizasyon algoritmalarmin her biri icin karigiklik matrisleri
verilmistir. Karigiklik matrisi, gercek etiket degerleri ile tahmin edilen etiketlerin
dagilimlarin1 daha iyi1 analiz etmemizi saglamaktadir. Cizelge 5.2 incelendiginde
RMSProp optimizasyon algoritmas: ile Adam optimizasyon algoritmalarinin toplam
hata sayilarinin birbirlerine yakin oldugu, Adagrad optimizasyon algoritmasinin hata
sayisinin ise RMSProp ve Adam optimizasyon algoritmalarina gore daha fazla,
Adadelta ve SGD optimizasyon algoritmalarinin hata sayisindan ¢ok daha iyi oldugu
goriilmektedir. Ancak Adadelta ve SGD optimizasyon algoritmalarinin hata sayilari

fazla olup goriintiiler {izerindeki hata oran1 dagilimlari da farklilik gostermektedir.

Her bir optimizasyon algoritmasinda orijinal goriintiilerin benek giliriiltiisii olan
goriintiiler ile karistirildigi orneklere rastlanmaktadir. RMSProp, Adam ve Adagrad
optimizasyon algoritmalar1 i¢in hatali olarak etiketlenen bu orijinal goriintiiler

incelendiginde, hatanin ¢ogunlukla ayni gorseller iizerinde yapildigi goriilmektedir. Bu
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durumun sebebinin veri setinde yer alan orijinal goriintiilerin igerdikleri parlak ve koyu
noktalar sebebiyle benek giiriiltiisii olarak algilanmasi oldugu diistiniilmektedir. En kotii
sonuglara sahip olan Adadelta ve SGD optimizasyon algoritmalar1 i¢in hata dagilimlar
daha farklidir. Iki optimizasyon algoritmasi da digerlerine gére daha ¢ok hata sayisina
sahip olup SGD optimizasyon algoritmasinin orijinal gorlintiilerin hic¢birini dogru tespit

edemedigi goriilmektedir.

Yine RMSProp, Adam ve Adagrad optimizasyon algoritmalar1 i¢in hata orani
dagilimlar incelendiginde gauss giiriiltiisii eklenmis goriintiiler ve tuz-biber giiriiltiisii
eklenmis goriintiilerin gogunlukla dogru tespit edildigi goriilmektedir. Benek giiriiltiisii
eklenmis goriintiiler ve orijinal goriintliler, gauss ve tuz-biber giiriiltiisii eklenmis
goriintlilere gore daha ¢ok hatali tespit edilmistir. Hatali tahmin edilen benek giiriiltiisii
eklenmis gorintiilerin ¢gogunun gauss giriiltiisii eklenmis goriintiiler ile karistirildigi
goriilmustir. Gauss giriiltiisti, goriintii elde etme sirasinda yiiksek sicaklik,
aydinlatmanin az olmasi1 veya transferlerden kaynakli olarak goriintiide olusan
bozulmalardir, benek giiriiltiisii ise goriintiide parlak ve koyu noktalar olarak goriilen
yapict ve yikict girisim modellerinden kaynaklanan bozulmalardir. Benek giirtiltiisii
eklenmis goriintiilerin gauss giiriiltiisii olarak belirlenmis olmasmin nedeni belirli
oranlarda (0.05, 0.01, 0.1, 0.2, 0.3, 0.4) giriiltii eklenerek olusturulan giiriltiilii
goriintillerde bazi oranlarin benek giiriiltiilii goriintiileri, gauss giriiltiisiindeki gibi
algilanmasia sebep olmaktan kaynaklandigi diistiniilmektedir. Toplam hata sayilar
incelendiginde en iyt sonucun RMSProp optimizasyon algoritmasi kullanilarak
olusturulan mimaride oldugu goézlemlemis olup sirasiyla Adam, Adagrad, Adadelta ve

SGD optimizasyon algoritmalar1 olarak hata sayilar1 artmaktadir.
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Cizelge 5.3 Modelin performans dl¢timleri

Optimizasyon Performans Kesinlik Duyarhhk F1 Skor
Algoritmalar Olciimleri

Makro Ort. 0.99 0.97 0.98
RMSProp

Agirlikli Ort. 0.99 0.99 0.99

Makro Ort. 0.98 0.97 0.98
Adam

Agirlikli Ort. 0.98 0.98 0.98

Makro Ort. 0.98 0.94 0.95
Adagrad

Agirlikli Ort. 0.97 0.97 0.97

Makro Ort. 0.91 0.83 0.86
Adadelta

Agirlikli Ort. 0.90 0.90 0.89

Makro Ort. 0.43 0.46 0.44
SGD

Agirlikli Ort. 0.54 0.58 0.55

Cizelge 5.3’de modele ait performans Olglimleri goriilmektedir. Optimizasyon

algoritmalarina ait kesinlik, duyarlilik ve F1 skorun yer aldigi tablo incelendiginde
RMSProp, Adam ve Adagrad optimizasyon algoritmalart i¢cin makro ortalama ve
agirhikli ortalama degerlerinin birbirlerine ¢ok yakin oldugu, Adadelta ve SGD

optimizasyon algoritmalari i¢in ise daha diisiik oldugu goriilmektedir.

5.2 Katman Karsilastirmasi

Bu béliimde, bir dnceki boliimde farkli optimizasyon algoritmalar1 (RMSProp, Adam,
Adagrad, Adadelta ve SGD) kullanilarak olusturulan VGG16 mimarilerinden, en iyi
performanst saglamis olan RMSProp optimizasyon algoritmasi i¢cin VGG16
mimarisinin dondurulan katmanlar: yerine 1,2,3 ve 5 katman eklenerek olusturulan yeni

mimarilerin performanslari karsilastirilmaktadir.
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5.2.1 Bir (1) katman eklenerek olusturulan VGG16 mimarisi
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Sekil 5.12 RMSProp optimizasyon algoritmasi i¢in bir katmanli mimari; a) Egitim ve
dogrulama veri seti dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip
degeri grafigi

RMSProp optimizasyon algoritmasi ile bir (1) katman kullanilarak olusturulmus mimari
icin egitim veri seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine
Sekil 5.12°de yer verilmistir. Sekil 5.12 incelendiginde 70 turda egitim veri seti i¢in
dogruluk degeri %98 iken dogrulama veri seti i¢in dogrulama dogruluk degeri %100
olarak elde edilmis; kayip degerleri ise egitim veri seti i¢in 0.09 iken dogrulama veri
seti i¢in 0.02 olarak hesaplanmistir. Egitilen model ile 960 goriintiiden olusan test veri
seti kullanilarak test yapilmistir ve sonuglar incelendiginde 19 goriintiiniin hatali
bulundugu, dogruluk degerinin ise %98 olarak hesaplandig goriilmistiir. Sekil 5.13’te

test veri setinde yer alan ve yanlis tespit edilmis goriintiilere 6rnek verilmistir.

fidence 11000 Origial label-ojimal, Prediction specide. confidence : 0985

Sekil 5.13 RMSProp optimizasyon algoritmasi ile olusturulan bir katmanli modelin test
sonucunda hatali bulunan goriintiilere 6rnekler
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Test sonuglara gore, hatali goriintiilerin 8’inin benek giiriiltiisii eklenmis goriintiiler
oldugu ve bunlardan 7’sinin gauss giiriiltiisii eklenmis goriintiiler olarak, 1’inin ise tuz-
biber gliriiltiisii eklenmis goriintii olarak etiketlendigi gézlemlenmistir. Bunun yaninda
orijinal goriintiilerin 5’1 benek giriiltili goriintiiler, 1’1 ise gauss giiriiltiisii eklenmis
goriintli olarak, gauss giiriiltiisii eklenmis goriintiilerden 2’si benek giiriiltiisii eklemis
gorlntiiler olarak, tuz-biber giiriiltiilii goriintiilerden 1’1 orijinal, 2’si ise benek
giiriltilii olarak etiketlenmistir. Yanlis etiketlenen goriintiilerin agirlikli olarak benek
guriiltiisii eklenmis goriintiiler ve orijinal goriintiller oldugu gorilmistiir. Benek
giiriiltiisii eklenmis goriintiilerin gauss giiriiltiisii eklenmis goriintiiler ile orijinal
goriintlilerin ise benek giiriiltiisii eklenmis goriintiiler ile karistirildigi belirlenmistir.
Benek giiriiltiilii goriintlilerde giiriiltii oran1 fazla olan goriintiilerin genellikle gauss

giiriiltiilii goriintiiler ile karistirildigr gézlemlenmektedir.

5.2.2 1ki (2) katman eklenerek olusturulan VGG16 mimarisi

Training and validation accuracy Training and validation loss
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Sekil 5.14 RMSProp optimizasyon algoritmasi i¢in iki katmanli mimari; a) Egitim ve
dogrulama veri seti dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip
degeri grafigi

RMSProp optimizasyon algoritmasi kullanilarak olusturulmus mimari i¢in egitim veri
seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine Sekil 5.14’de yer
verilmistir. Sekil 5.14 incelendiginde egitim ve dogrulama goriintiileri icin elde edilen
dogruluk degerleri birbirine ¢ok yakin degerlerde ve kayip degerleri ise birkag¢ yerdeki
farkliliklar disinda birbirine yakin diizeylerde seyretmektedir. Dogrulamadaki kayip
degerleri bazi turlarda artmis olmasma ragmen genel olarak incelendiginde hem
dogruluk hem de kayip degerleri egitim ve dogrulama veri seti i¢in birbirine esdeger
olarak hareket etmistir. Tur sayis1 70 olarak belirlenen calismada egitim veri seti i¢in

dogruluk degeri %97 iken dogrulama veri seti i¢in dogrulama dogruluk degeri %100
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olarak elde edilmis; kayip degerleri ise egitim veri seti i¢in 0.17 iken dogrulama veri
seti icin 0.01 olarak hesaplanmistir. Egitilen model ile 960 goriintiiden olusan test veri
seti kullanilarak test yapilmis ve sonuclar incelendiginde 12 goriintiiniin hatali
bulundugu, dogruluk degerinin ise %99 olarak hesaplandig1 gorilmustiir. Sekil 5.15°te

test veri setinde yer alan ve yanlis etiketlenmis goriintiiler yer almaktadir.

Original tabe orjnal, Prediction :gauss, confidence - 1000

inal, Prediction -speckle. contidence - 1000

al
SIS

Sekil 5.15 RMSProp optimizasyon algoritmasi ile olusturulan iki (2) katmanli modelin
test sonucunda hatali bulunan goriintiilere 6rnekler

Test sonuglarina gore, yanlis etiketlenen goriintiilerin agirlikli olarak orijinal goriintiiler
oldugu ve bunlarin benek giiriiltiisii eklenmis goriintiiler olarak tespit edildigi
belirlenmistir. Hatali goriintiilerin 7’si orijinal goriintiiler oldugu ve bunlardan 6’s1
benek giiriiltiisii eklenmis goriintiiler olarak, 1°1 ise gauss giiriiltiisii eklenmis goriintii
olarak etiketlendigi goriilmektedir. Bunun yani sira, benek goriintiilii goriintiilerden 3’1
gauss glrtltiili goriintiiler olarak, tuz-biber giiriiltiilii goriintiilerden 1’1 orijinal, 1°1 ise
benek giiriiltiilii olarak etiketlenmistir. Sonucta gauss giiriiltiisii eklenmis goriintiilerinin
tamaminin dogru tahmin edildigi, ancak diger bazi tiirlerinde gauss giiriiltiisii olarak
etiketlenmesi nedeni ile bu dogru tahmin basarisina %100 gauss giirtiltiisii tahmini
gerceklestirilebiliyor demenin miimkiin olmadigr goriilmiistiir. Eger diger tiirlerden
higbiri gauss olarak etiketlenmemis olsaydi, o zaman bu basar1 tam olarak saglanmis

olacakti.
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5.2.3 Uc¢ (3) katman eklenerek olusturulan VGG16 mimarisi

Training and validation accuracy Training and validation loss
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a) b)
Sekil 5.16 RMSProp optimizasyon algoritmasi igin ii¢ katmanli mimari; a) Egitim ve
dogrulama veri seti dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip
degeri grafigi

RMSProp optimizasyon algoritmast ile ti¢ (3) katman kullanilarak olusturulmus mimari
icin egitim veri seti ve dogrulama veri seti dogruluk degerlerine ve kayip degerlerine
Sekil 5.16°da yer verilmistir. Sekil 5.16 incelendiginde 70 turda egitim veri seti igin
dogruluk degeri %98 iken dogrulama veri seti icin dogrulama dogruluk degeri %99
olarak elde edilmis; kayip degerleri ise egitim veri seti i¢in 0.12 dogrulama veri seti i¢in
ise 0.06 olarak hesaplanmustir. Egitilen model ile 960 goriintiiden olusan test veri seti
kullanilarak test yapilmistir ve sonuglar incelendiginde 41 goriintiiniin hatali bulundugu,
dogruluk degerinin ise %96 olarak hesaplandigi gorilmistiir. Sekil 5.17°de test veri

setinde yer alan ve yanlis tespit edilmis goriintiilere 6rnek verilmistir.

ion specide, confidence : 0 718

S A

Sekil 5.17 RMSProp optimizasyon algoritmasi ile olusturulan ii¢ (3) katmanli modelin
test sonucunda hatal1 bulunan goriintiilere 6rnekler
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Test sonuglarina gore, toplamda bulunan 41 hatali goriintiiden 33’iliniin benek giiriiltiisii
eklenmis goriintii olarak etiketlendigi gozlemlenmistir. Benek giiriiltiisii eklenmis
gorlntii olarak hatali etiketlenen goriintiilerden 14’1 gauss giiriiltiisii eklenmis goriintii,
12’si tuz-biber giiriiltiisii eklenmis goriintii ve diger 12’si ise orijinal goriintiidiir.
Bunun yaninda 2 gauss giiriiltiisii eklenmis goriintii tuz-biber giiriiltiisii eklenmis
gorlintii olarak, 3 tuz-biber giiriiltiisii eklenmis goriintli orijinal goriintii olarak ve 1
benek giiriiltlisii eklenmis goriintii gauss glriiltiisii eklenmis goriintii olarak hatali
sekilde etiketlenmistir. Her bir giiriiltii tiirlinde bazi goriintiilerin ¢ogunlukla benek
giiriiltiisii eklenmis goriintiiler ile karigtiritlmis oldugu yani modelin dogru etiketlemeyi
tespit edemediginde benek giriltisii eklenmis olarak etiketleme yaptigi

gbzlemlenmistir.

5.2.4 Bes (5) katman eklenerek olusturulan VGG16 mimarisi

Training and validation accuracy Training and validation loss
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Sekil 5.18 RMSProp optimizasyon algoritmasi i¢in bes katmanli mimari; a) Egitim ve
dogrulama veri seti dogruluk degeri grafigi, b) Egitim ve dogrulama veri seti kayip
degeri grafigi

RMSProp optimizasyon algoritmasi ile bes (5) katman kullanilarak olusturulmus
mimari i¢in egitim veri seti ve dogrulama veri seti dogruluk degerlerine ve kayip
degerlerine Sekil 5.18°de yer verilmistir. Sekil 5.18 incelendiginde 70 turda egitim veri
seti i¢cin dogruluk degeri %99 ve dogrulama veri seti i¢in dogrulama dogruluk degeri
%100 olarak elde edilmis; kayip degerleri ise egitim veri seti ve dogrulama veri seti igin
0.04 olarak hesaplanmistir. Egitilen model ile 960 goriintiiden olusan test veri seti
kullanilarak test yapilmistir ve sonuclar incelendiginde 23 goriintiiniin hatali bulundugu,
dogruluk degerinin ise %98 olarak hesaplandig1 gorilmistiir. Sekil 5.19°da test veri

setinde yer alan ve yanlis tespit edilmis goriintiiler verilmektedir.
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Sekil 5.19 RMSProp optimizasyon algoritmasi ile olusturulan bes (5) katmanli modelin
test sonucunda hatali bulunan goriintiilere 6rnekler

Test sonuclarma gore, 23 hatali goriintiiden 12’sinin benek giiriiltiisii eklenmis
goriintiiler, 6’sinin orijinal goriintiiler, 4’liniin gauss glirtiltiisii eklenmis goriintiiler ve
I’inin de tuz-biber giiriiltiisii eklenmis goriintii oldugu gozlemlenmistir. Bu hatali
etiketlenen goriintiilerden, benek giirtltisii eklenmis goriintiilerin 8’1 tuz-biber
giiriiltiisii eklenmis goriintii, 4’1 gauss glriiltisii eklenmis goriintii olarak; orijinal
goriintiilerin 4’1 benek giiriiltiisii eklenmis goriintii, 2’si tuz-biber giiriiltiisii eklenmis
goriintli olarak; gauss giiriiltlisii eklenmis goriintiilerin 4’1 benek giiriiltiisii eklenmis
goriintii olarak ve tuz-biber giirtiltiisii eklenmis 1 goériintiiniin ise orijinal goriintii olarak
etiketlendigi goriilmiistiir. Incelemelere gore yiiksek oranda benek giiriiltiisiine sahip
goriintiilerin tuz-biber giiriiltiisii eklenmis goriintiiler olarak etiketlendigi, orta diizeyde
benek giiriiltiistine sahip goriintiilerin ise gauss glirliltiisii olarak etiketlendigi
gozlemlenmistir. Baz1 gauss giiriiltiili goriintiilerin benek giirtiltiilii goriintiiler ile, bazi
orijinal goriintiilerin ise benek giriltili ve tuz-biber giriltili gorintiler ile
karigtirlldigr tespit edilmistir. EK 2'de RMSProp optimizasyon algoritmasi igin katman

karsilagtirmalarina ait hatali goriintiilere yer verilmistir.
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Genel Degerlendirme

Cizelge 5.4 Kullanilan katman sayisina gére RMSProp optimizasyon algoritmasinin
dogruluklari

Sira Numarasi Optimizasyon Algoritmasi Dogruluk
1 Bir(1) Katmanli %98.02
2 Iki(2) Katmanh %98.75
3 Ug(3) Katmanli %95.73
4 Bes(5) Katmanh %97.6

Katmaln Sayisina Gore Dogruluk Degeri Oranlar (%)

Bir(1) Katmanh 08.02
7 |
% Iki[2) Katmanli 08.75
“ |
E Ug(3) Katmanh 05.73
o |
x Bes(5) Katmanh 07.6
| ] 1 1 ]
I + t T T T t 1 4 1
0 25 Dogruluk 50 75 100

Sekil 5.20 Cizelge 5.4’lin grafik gosterimi

Cizelge 5.4°’de ve Sekil 5.20’de RMSProp optimizasyon algoritmas: kullanilarak
olusturulan VGG16 modelinin kullanilan katman sayilarina ait dogruluk degerlerine yer
verilmektedir. Cizelge 5.4 ve Sekil 5.20 incelendiginde iki katman kullanilarak
olusturulan mimarinin digerlerine gore daha iyi dogruluk sagladig1 goriilmektedir.
Dogruluk oranlar1 bir katman kullanilan mimari i¢in %98.02, iki katman kullanilan
mimari i¢in %98.75, ii¢ katman kullanilan mimari i¢in %95.73 ve son olarak bes

katman kullanilan mimari i¢in %97.6’dr.
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Cizelge 5.5 Katman sayisina bagli modellerin karisiklik matrisleri

Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Bir katman Gauss 298 0 2 0
Gerg¢ek
Etiket Orijinal 1 54 5 0
Benek 7 0 292 1
Tuz-biber 0 1 2 297
Toplam Hatalh Bulunan Sayisi: 19
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
. Gauss 300 0 0 0
Iki katman
Gergek Orijinal 1 53 6 0
Etiket
Benek 3 0 297 0
Tuz-biber 0 1 1 298
Toplam Hatalh Bulunan Sayisi: 12
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Ug katman Gauss 284 0 14 2
Gerg¢ek
Etiket Orijinal 0 51 9 0
Benek 1 0 299 0
Tuz-biber 0 3 12 285
Toplam Hatali Bulunan Sayisi: 41
Tahmin Etiket
Gauss Orijinal Benek Tuz-biber
Gauss 296 0 4 0
Bes katman
Gercek iiinal 4 4 2
Etiket Orijina 0 5
Benek 4 0 288 8
Tuz-biber 0 1 0 299
Toplam Hatali Bulunan Sayisi: 23
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Cizelge 5.5’de yer alan katman sayilarma bagli modellerin karisiklik matrisleri
incelendiginde her birinde farkli giiriiltii tiirlerine sahip goriintiilerin farkli oranlarda
yanlis tahmin edilmis oldugu goriilmektedir. Bir (1) katman eklenerek olusturulan
mimaride orijinal goriintiiler ve benek giiriiltiisii eklenmis goriintiiler agirlikli olarak
yanlis etiketlenmigken iki (2) katmanli da toplam hata sayisinin digerlerinden az olmasi
ile birlikte ¢ogunluklu hata sayisi orijinal goriintiilere aittir. Bununla birlikte {i¢ (3)
katmanli mimaride orijinal, gauss ve tuz-biber giiriiltiilii goriintiiler agirlikli olarak
hatal1 tespit edilirken hata sayisindaki artis fazladir. Katman sayisinin ii¢ (3) katmandan
bes (5) katmana ¢ikarilmasi ile ise hata sayisinda tekrardan bir azalma
gozlemlenmektedir. Denenen dort farkli katman sayisi ile olusturulan mimarilerden en
iyisinin iki (2) katman eklenerek olusturulan mimari oldugu test sonuglarinin

degerlendirilmesi ile agiga ¢ikmaktadir.

Cizelge 5.5°deki karisiklik matrisinin incelenmesi sonucu elde edilen bilgiler arasinda
bir (1) katman eklenerek olusturulan mimaride gogunlukla orijinal goriintiilerin benek
giiriiltiisii eklenmis goriintiiler ve benek giiriiltiisii eklenmis goriintiilerin gauss
giiriiltiisii eklenmis goriintiiler olarak tespit edildigi; iki (2) katman eklenerek
olusturulan mimaride c¢ogunlukla orijinal gorintiilerin benek giiriiltiisii eklenmis
goriintliler olarak tespit edildigi; iic (3) katman eklenerek olusturulan mimarilerde
cogunlukla gauss giirtiltiisti eklenmis goriintiilerin benek giiriiltiisii eklenmis goriintiiler,
tuz-biber giiriiltiisii eklenmis goriintiilerin benek giiriiltiisii eklenmis goriintiiler ve
orijinal gorintiilerin benek giiriiltiisii eklenmis goriintiiler olarak hatali tespit edildigi;
bes (5) katman eklenerek olusturulan mimarilerde cogunlukla gauss giiriiltiisti eklenmis
goriintiilerin  benek giiriiltiisii  eklenmis goriintiiler, benek giirtiltiisii eklenmis
gorlntiilerin gauss giirtiltiisii eklenmis goriintiiler ve orijinal goriintiilerin benek

giirtiltiisii eklenmis goriintiiler olarak hatali tespit edildigi yer almaktadir.
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Cizelge 5.6 Katman sayisina gore modellerin performans dlgtimleri

Optimizasyon Performans Kesinlik Duyarhlik F1 Skor
Algoritmalari Olciimleri
Makro Ort. 0.98 0.96 0.97
Bir Katman
Agirlikli Ort. 0.98 0.98 0.98
Makro Ort. 0.99 0.97 0.98
Iki Katman
Agirlikli Ort. 0.99 0.99 0.99
Makro Ort. 0.96 0.94 0.95
Ug Katman
Agirlikli Ort. 0.96 0.96 0.96
Makro Ort. 0.98 0.96 0.97
Bes Katman
Agirlikli Ort. 0.98 0.98 0.98

Cizelge 5.6’da modele ait performans 6l¢iimleri goriilmektedir. Katman sayilarina bagli

olusturulan mimarilere ait kesinlik, duyarlilik ve F1

skorun yer aldig1 tablo

incelendiginde makro ortalama ve agirlikli ortalama degerlerinin birbirlerine yakin

oldugu goriilmektedir.

Cizelge 5.7 Literatiirde yer alan bazi 6rneklerin yapilan ¢alisma ile karsilagtirmasi

Yazar Yil Method Veri seti Amag Dogruluk PSNR* MSE* Ort.
Hata
Burger ve | 2012 | MLP LamelMe + BSDS | Giiriiltii Farkli
ark. giderme guriilti
oranlarina
gore ort.
30.18
Magud ve | 2016 | Degistirilmis Standart Giirtiltii Karmn Karin
ark. medyan Benchmark giderme goriintiisii: goriintiisii:
filtresi ultrason 17.56, 43.44,
goriintiileri (karin - Boyun Boyun
boyun) goriintiisii: goriintiisii:
3175 136.01
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Cizelge 5.7 (Devam) Literatiirde yer alan bazi Orneklerin yapilan c¢alisma ile
karsilastirmast

Degirmenci | 2018 | Gradyan Kameraman ve | Giiriilti - Kameraman [Kameraman: -
ve ark. anahtarlamali | Lena goriintiileri giderme ort. 19.45, | ort. 804.58,
Gauss goriintii Lena ort. [ Lena ort.
filtresi 21.13 575.89
Giiraksin 2018 | k-ortalamalar - Giirtiltii - Farkli - -
algoritmasi giderme giiriilti
oranlarina
gore
ortalama
94.85
Kaur  ve | 2019 [ VGG16+ 20 normal + 140 | Gorinti | %100 - - -
Gandhi Transfer anormal beyin | smiflan_
Ogrenme goriintiisti dirma
Sil ve ark. 2019 | VGG, BSDS300°den Girtiltii %67.99, - - -
Inception-v3 rastgele  alinmus | siuflan_ | %77.08
14000 goriinti dirma
Tassano ve | 2019 | FFDNet, CBSD68 - | Gurilti - FFDNet: - -
ark. DnCNN Kodak24 renkli | giderme ort. 29.52,
goriintiiler DnCNN:
ort. 30.50
Kiipeli ve | 2020 | Geleneksel 4 temel bilindik | Giriilta - Her - -
Bulut filtreler goriintii giderme filtrenin her
(Mean, (airplane.pngbaboo goriinti igin
Medyan  ve [ n.png lena.png ve her
Gauss) peppers.png) guriiltii tird
i¢in ayri
degerleri
mevcuttur.
ibrahim 2020 [ ESA tabanli | Gogiis rontgen | Guriltii - Ortalama - -
glrilti goriintiileri giderme 28.100
giderme
yontemi
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Cizelge 5.7 (Devam) Literatiirde yer alan bazi Orneklerin yapilan ¢alisma ile
karsilastirmast

Pimpalkhute | 2021 | DWT Canlt veri kiimesi | Girilti - - - 0.6488
Ve ark. (giinliik  hayattaki | giderme

gesitli nesne ve

yapilar)

Calisma* 2022 | VGG16(yeni Toplam 3840 adet | Guriilti | %98.75 - - -

tasarim)+ giinlik  hayattan | tahmini
Transfer cesitli nesne, yapi
Ogrenme ve doga goriintiileri

*Literatiirde yer alan caligmalarda elde edilen PSNR ve MSE degerleri, baz1 ¢alismalarda farkli giiriiltii oranlar1 veya farkl
gorintiiler i¢in birden fazla deger verilmis olmasi sebebiyle tiim sonuglarin ortalamalari alinarak hesaplanmis ve bu ¢alismaya 0
sekilde yerlestirilmistir. Fazla miktarda sonu¢ degerine sahip olan galismalar igin genel bir degerlendirme climlesi yazilmistir.
Mevcut ¢aligmanin sonuglari ise en iyi sonucu veren algoritma tizerinden degerlendirilmistir.

Geleneksel filtre yontemlerinden yeni tasarlanan pek ¢ok filtre yOnteminin
kullanilmasma kadar bircok giiriiltii giderme ¢alismasi mevcuttur. Ancak giiriiltii
tiirlinlin dogru sekilde tespit edilmesine iligkin calisma sayis1 az bulunmaktadir. Cizelge
5.7°de literatiirde yer alan bazi orneklerin yapilan calisma ile karsilagtirmalarina yer
verilmistir. Inceleme sonucunda giiriiltii giderme calismalarinin literatiirde énemli bir
yer kapladig1 ve giiriiltii tahmini ¢aligmalarinin da giiriiltii giderme ¢aligmalarina katki
saglamay1 hedefledigi gézlemlenmistir. Cizelge 5.7’ye gore ¢alismaya en yakin literatiir
ornegi Sil ve ark. (2019) tarafindan gerceklestirilmis olan giiriiltii siniflandirma
calismasidir. Yalnizca dogruluk degerleri baz alinarak yapilan ¢alisma da VGG16
%67.99 dogruluk gostermistir. Yapilan calismada ise VGG16’daki degisiklikler ile
tasarlanan ESA modeli %98.75 dogruluk oranina sahiptir. Basarim Olgiitii olarak
dogruluk degerine ek kesinlik, duyarlilik ve F1 skorun maksimum ortalama ve agirlikli
ortalama degerleri de ele alinmistir. Calismadaki kesinlik degerine ait maksimum ve
agirhikli ortalama %99; duyarlilik degerinde ait maksimum ortalama %97, agirlikli
ortalama %99; F1 skora ait maksimum ortalama %98, agirlikli ortalama %99 olarak
elde edilmistir. Yapilan ¢alisma ile tasarlanan modelin literatiirdeki 6rnekten basarili

oldugu gozlemlenmistir.
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6. SONUC ve ONERILER

Goriintiileri giiriiltillerden arindirmak i¢in kullanilacak olan filtrelerin, giiriiltii tiirline
gore olusturulmasi gerekmektedir. Bunun yaninda giiriiltii tiiriniin dogru sekilde tespit
edilememesi goriintliniin  giiriiltiiden arindirilmasi1 i¢in kullanilan yOntemlerin de
basarisin1 olumsuz etkilemektedir. Eger giiriiltii tlirlintin tahmini dogru bir sekilde
gerceklestirilebilir ise goriintilye uygulanacak arindirma yontemi giiriiltiiniin tiiriine
gore belirlenecegi icin basarim oranini da artiracaktir. Bu sebeple giiriiltii tiiriiniin dogru
bir sekilde tahmin edilmesi, uygun filtre kullanimini saglamak ve basar1 oranini

artirmak i¢in 6nem arz etmektedir.

Artik siklikla goriintii isleme c¢alismalari i¢in kullanilan ESA mimarilerinin giiriiltii
tahmini i¢in hangi optimizasyon algoritmasi ile daha verimli sonuglar verebilecegine
ornek teskil eden bu ¢alisma, yeni bir goriintii tanima c¢alismasi yapilacagi durumlarda
optimizasyon algoritmasi sec¢imine iliskin yon gosterici olacaktir. Optimizasyon
algoritmalarinin bagarim oranina iliskin yapilmis bir ¢alismanin ilerideki ¢aligmalar i¢in
uygun optimizasyon algoritmasinin tercih edilebilmesinde yardimi olacagi

diistiniilmektedir.

Transfer 6grenme ve VGG16 ile olusturulan ESA mimarisi igin literatlirdeki 5 farkl
optimizasyon algoritmasint kullanarak her biri i¢in ayr1 ayr1 egitim ve test islemleri
gerceklestirilmistir. Daha sonra kullanilan RMSProp, Adam, Adagrad, Adadelta ve
SGD optimizasyon algoritmalari i¢in egitim sonucunda elde edilen kayip ve dogruluk
degerlerinin ve test sonucunda ¢ikan basarim oranlarinin  karsilastirilmasi

gerceklestirilmistir.

Yapilan test sonuglarina gére RMSProp, Adam, Adagrad, Adadelta ve SGD
optimizasyon algoritmalar1 kullanilarak olusturulan 5 farkli VGG16 modeline ait
dogruluk degerleri, sirastyla RMSProp optimizasyon algoritmasi i¢in %98.75, Adam
optimizasyon algoritmasi i¢in %98.44, Adagrad optimizasyon algoritmasi igin %97.29,
Adadelta optimizasyon algoritmasi i¢in %89.38 ve SGD optimizasyon algoritmasi i¢in

%57.71 seklinde oldugu gozlemlenmistir. RMSProp optimizasyon algoritmasi en iyi
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dogruluk oranina sahip model olmustur. Toplam hatali goriintii sayilart incelendiginde
en iyl sonucun 12 hatali goriintii ile RMSProp optimizasyon algoritmas1 kullanilarak
olusturulan mimaride oldugu gozlemlemis olup sirasiyla 15 hata ile Adam, 26 hata ile
Adagrad, 102 hata ile Adadelta ve 406 hata ile SGD optimizasyon algoritmalari olarak

hata sayilar1 artmaktadir.

Bununla birlikte optimizasyon algoritmalarinda en yiiksek degeri veren RMSProp
optimizasyon algoritmasi i¢in ESA mimarisindeki katman sayisinin etkisini 6lgmek i¢in
bir, iki, li¢ ve bes katman ile olusturulmus mimariler basarim oranlar1 ve hatal goriintii
sayilar1 ile karsilastirilmistir. Sonuglar katman sayisinin da model basarisinda etkili

oldugunu gostermistir.

RMSProp, Adam, Adagrad, Adadelta ve SGD optimizasyon algoritmalar1 i¢in yapilan
karsilastirmalar ve RMSProp optimizasyon algoritmasi kullanilarak olusturulan farkli
katman sayilarindaki mimariler i¢in yapilan karsilastirmalara dair tim sonuclar
incelendiginde aslinda goriintiilere eklenen giiriiltiilerin oranlarinin da optimizasyon
algoritmalarinin basarimi iizerinde farkli etkileri olabilecegi gdzlemlenmistir. Bazen
gliriltli oran1 az olan bir goriintii orijinal olarak etiketlenebilirken, bazen de giiriiltii
orani fazla olan bir goriintii diger giiriiltii tiirleri ile karigtirilabilmektedir. Katman

sayilarindaki farklilik ise toplam hata sayist oranini etkileyebilmektedir.

Yapilan calisma ile giriiltii tahmini i¢in ilerleyen c¢alismalarda hangi optimizasyon
algoritmalarmin kullaniminin daha etkili olacagina dair fikir edinilebilmesine katki
saglanmugtir. Ileri de aym g¢aligma renkli goriintiiler iizerinde de denenebilir ve aym
basarim oranlarinin elde edilip edilemeyecegi degerlendirilebilir. Bunun yaninda
giirtiltii tahminine ek olarak goriintiilerdeki giiriiltii oranlarinin énemi de anlasilmis olup
goriintiilerdeki giiriiltli seviyesi tahminlerinin dogru ve pratik sekilde yapilmasi
gerektigi disiinlilmistiir. Bu islemler ile goriintiilerin giiriiltiillerden arindirilmasi

islemlerine bir katk1 daha saglanabilir.
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EKLER

Ek 1. Optimizasyon Algoritmalar icin Hatali Bulunan Goriintiiler

RMSProp optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatali
bulunan goruntiler:

Original label:orjinal, Prediction :speckle, confidence : 1.000 Original label:orjinal, Prediction :speckle, confidence : 0.999
—~ - 4

Original label:orjinal, Prediction :speckle, confidence : 0.665
y 5 g . y
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Original label:tuz_biber, Prediction :speckle, confidenc

Adam optimizasyon algoritmasi ile olusturulan
goriintiiler:

0.919 Original label:orjinal, Prediction :speckle, confidence : 0.997
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Original label:speckle, Prediction :gauss, confidence : 0.863

er, confidence : 1.000 Original label:tuz_biber, Prediction -
ERRcp oo 3 g ———

[ p

Adagrad optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatal
bulunan goruntiler:

rediction :speckle, confidence : 0.908

- O

Original label:orjinal, Prediction :tuz_biber, confidence : 0.973

2L P )
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Original label:orjinal, Predicti auss, confidence : 0.612

Original label:orjinal, Prediction :speckle, confidence : 0.871 Original label:orjinal, Prediction :speckle, confidence : 0.765
e i

Original label:orjinal, Prediction :speckle, confidence : 0.988 Original label:speckle, Prediction :gauss, confidence : 0.946 Original label:speckle, Prediction :gauss, confidence : 0.953

tuz_biber, confidence : 0.986 :gauss, confidence : 0.912
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Original label:speckle, Prediction -gauss, confidence : 0.511 _ Original label:speckle, Prediction :gauss, confidence : 0.989 Original label:speckle, Prediction -gauss, confidence : 0.995

Original label:speckle, Prediction :gauss, confidence : 0.851

biber, Prediction :speckle, confidence : 0.669 Original label
— R L~

Adadelta optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatali
bulunan goriintiilere 6rnekler:

Original label:orjinal, Prediction :speckle, confidence : 0.752

Original label:orjinal, Prediction :speckle, confidence : 0.776  Original label.orjinal, Prediction :speckle, confidence : 0.765
IR, — . \ ) i
4 2 1
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Original label:orjinal diction :speckle, confidence : 0.723 R Original label:orjinal, Prediction :speckle, confidence : 0.474

> 4 AR

#5y g
Original label:speckle, Prediction :gauss, confidence : 0.522
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Original label:speckle, Prediction :gauss, confidence : 0.703 Original label:speckle, Prediction :gauss, confidence : 0.892
Sh 2 2 T ‘ o

Original label:speckle, Prediction :gauss, confidence : 0.731

% R

g 3E
A L SRS

I ool BAZ 2 LRFR . \
Original label:gauss, Prediction :speckle, confidence : 0.637 uss, Prediction :tuz_biber, confid Original label:gauss, Prediction :speckle, confidence : 0.329
5 5 iy - ]

SGD optimizasyon algoritmasi ile olusturulan modelin test sonucunda hatali bulunan
gOrintiilere 6rnekler:

Original label:gauss, Prediction :speckle, confidence : 0.311 Original label:gauss, Prediction :speckle, confidence : 0. tuz biber, confidence : 0.310
S e & T G AL = T

e 7 > & R 4y o LR oL
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n :tuz_biber, confidence : 0.312

i R

e
RERARRE & 1 |
PR T M s AR R B

96



Ek 2. RMSProp Optimizasyon Algoritmasi icin Katman Farkhhklarinda Hatah
Bulunan Goriintiiler

RMSProp optimizasyon algoritmas: ile olusturulan bir(1) katmanli modelin test
sonucunda hatali bulunan goruntiiler:

Original label:gauss, ion :speckle, confidence : 1.0f Original label:gauss, Prediction :speckle, confidence : 1.000
o g =a ~

Original label:orjinal, Prediction :speckle, confidence : 0.854
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Original label:speckle, Prediction :gauss, confidence : 0.946

Original label:speckle, Prediction :gauss, confidence :

RMSProp optimizasyon algoritmasi ile olusturulan iki(2) katmanli modelin test

sonucunda hatali bulunan goriintiiler:

Original label:orjinal, Prediction :speckle, confidence : 1.000 Original label:
e~ B S oL
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Original label:orjinal, Prediction :gauss, confidence : 1.000

Original label:orjinal, Prediction -speckle, confidence : 0.611 Original label:orjinal, Prediction :speckle, confidence : 0.988
S

o
? -~

"

RMSProp optimizasyon algoritmasi ile olusturulan u¢(3) katmanli modelin test
sonucunda hatali bulunan goriintiiler:
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Original label:gauss, Predictiol eckle, confidence : 1.000 i e
< B = A 4

o

Original label:gauss, Prediction :tuz_biber, confidence : 0.834
B . 1SS S TIVY T

Original label:gauss, Prediction -
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:0.553

Original label:orjinal, Prediction :speckle, confidence : 0.524

e

Original label:orjinal, Prediction :speckle, confidence : 0.787 Original label:tuz_biber, Prediction -speckle, confidence : 0.688
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Original label:tuz_biber, Prediction :speckle, confidence : 0.610 Original label:tuz_biber, Prediction
- v y = - e PO AT

o, o R R 3

tion -orjinal, confidence : 0.955 Original label:t

ction :speckle, confidence : 0.468
- " - elliin
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ction

Original label:tuz_biber, Predit
? gD

RMSProp optimizasyon algoritmasi

speckle, confidence : 0.978

sonucunda hatali bulunan goriintiiler:

Original label:gauss, Pre

L

R s

Original label:orjinal, Prediction :speckle, confidence : 0.692
73 7 ¥ b
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Original label:orjinal, Prediction :speckle, confidence : 0.994 i tuz_biber, confidence : 0.999  Original label:speckle, Prediction :gauss, confidence : 0.604
4 oA S . i 2

Original label:speckle, Predictiol 3 i : Prediction :gauss, confidence : 1.000
va o ; g P

e

, confidence : 1.0 ion : iber, confidence : 0.661 Original label:speckle, Prediction
[ v A z A
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al label:speckle, Prediction :tuz_biber, confidence : 1.000
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Ek 3. Yazarin Ozgecmisi

Adi Soyadi

Kisisel Bilgiler

Tletisim Bilgileri

Ogrenim Bilgileri

is Deneyimi

106



