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OZET

Kornea iilseri kalic1 hasar birakan en 6nemli géz hastaliklarindan biridir. Bu hastaligi tespit
etmek i¢in sinirli sayida hassas teknik mevcuttur. Son yillarda, derin sinir aglar1 (DNN) ¢ok
sayida siniflandirma problemini énemli 6l¢iide ¢6zmiistiir. Bununla birlikte ¢ok sayida
katman ve agirliga sahip bir DNN kullanarak makul siniflandirma performansi elde etmek
icin ¢ok sayida ornege ihtiya¢ duyulmaktadir. Cok sayida 6rnek igeren bir veri kiimesi
toplamak genellikle zor ve zaman alici bir siire¢ oldugundan, AlexNet, ResNet ve DenseNet
gibi biiyiik 0Olgekli onceden egitilmis DNN'ler, transfer oOgrenme tekniklerinden
yararlanilarak az sayida Ornek igeren bir veri kiimesini siniflandirmak ig¢in
kullanilabilmektedir. Onceden egitilmis DNN'ler genel olarak basarili sonuglar sunmasina
ragmen bazi durumlarda ¢ok sayida parametre, agirlik ve katmanda bagl olarak surekli
tekrar eden gereksiz Ozniteliklerin ortaya ¢ikmasi nedeniyle siniflandirma performanslar
diisiik kalabilmektedir. Onerilen teknik, genetik algoritma kullanarak katmanlardaki
goriintiileri sistematik bir sekilde secerek bu gereksiz Oznitelikleri ortadan kaldirmaktadir.
Onerilen yontem ResNet iizerinde kornea iilserlerini smiflandiran kiigiik dlgekli bir veri
kiimesi ile test edilmistir. Sonuglara gore, onerilen yontem geleneksel yaklagimlara kiyasla

siniflandirma performansini 6nemli 6l¢iide artirmistir.
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THE EFFECT OF GENETIC ALGORITHM-BASED FEATURE SELECTION ON
TRANSFER LEARNING TO THE DETECTION OF CORNEAL ULCER
(M.Sc. THESIS)
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ABSTRACT

Corneal ulcer is one of the most important eye diseases with permanent damage. There exist
limited soft technique available for detecting this disease. In recent years, deep neural
networks (DNN) have significantly solved numerous classification problems. However,
many samples are needed to obtain reasonable classification performance using a DNN with
a huge amount of layers and weights. Since collecting a data set with a large number of
samples is usually a difficult and time-consuming process, very large-scale pre-trained
DNNs such as AlexNet, ResNet and DenseNet, can be adapted to classify a dataset with a
small number of samples thanks to the utility of transfer learning techniques. Although such
pre-trained DNNs produce successful results in some cases, their classification performances
can be low due to many parameters, weights and the emergence of redundancy features that
repeat themselves in the many layers in some other cases. The proposed technique removes
these unnecessary features by systematically selecting images in the layers using a genetic
algorithm. The proposed method has been tested to classify corneal ulcers on ResNet with a
small-scale dataset. According to the results, the proposed method significantly increased

the classification performance compared to the conventional approaches.
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1. GIRIS

Korneal Ulser, goziin kornea tabakasindaki agik yaralardir. Goziin epitel tabakasini veya
kornea stromasini etkiler [1],[2]. Kornea Ulserleri kontakt lensler, travma, adneksiyal
hastaliklar, topikal steroid kullanimi, siddetli zayiflama ve okiiler yiizey bozukluklarina
bagli kornea hastaliklarinda en sik goriilen semptomlardir [3]. Floresein ile boyanmis goziin
goriintiisii, iltihapli yaranin konumunu ve siddetini belirlemek i¢in biyomikroskop {izerine
monte edilmis kamera tarafindan kaydedilir [4]. Gozilin korneasinin boyanmasindan sonra
optometri ve oftalmolojiile yapilan dlgiimler kornea iilserlerini teshis etmek igin kullanilir.
Temel ¢Ozliim, kornea iilserlerinin etkisini onlemek i¢in ¢ok Oonemli bir adim olan erken
teshistir [5]. Bununla birlikte, kornea iilserinin teshisi, gelismekte olan tilkelerde sinirli olan
yiiksek teknolojiye sahip cihazlar ve egitimli g6z doktorlari olmasini gerektirmektedir. Bu
nedenle, kornea iilserlerinin teshisinde goz doktorunu desteklemek i¢in etkin alternatif

makine 6grenimi teknikleri kullanilabilir [6],[7].

Bir goriintiiden makine 6grenmesi ile kornea iilserinin tespiti, 6n isleme, 6znitelik ¢ikarma
ve smiflandirma olmak tizere ti¢ temel adimdan olusmaktadir. Etkili siniflandirma sonuglari
elde etmek i¢in bu ii¢ asamanin etkin bir sekilde planlanmasi gerekmektedir [6],[8]. Ilk
adimda, gorlintliniin giiriiltii seviyesi azaltilir ve goz bdlgelerini ayirmak ic¢in goriintii
segmentasyonu uygulanir. Bu islemlerden sonra 6znitelikler goriintiiden ¢ikartilmaktadir.
Son adimda ise 0znitelikler ve ilgili etiketleri egitim ve test veri seti olmak {izere iki kisma
ayrilir. Egitim veri seti, siniflandiricinin i¢ parametresini ayarlamak i¢in kullanilmaktadir.

Egitim tamamlandiginda, egitilmis siiflandirici test verisi ile dogrulanmaktadir [6],[8].

Geleneksel siniflandiricilar olan Destek Vektor Makinesi (Support Vector Machine, SVM),
k-En Yakin Komsu Algoritmasi (k-Nearest Neighbors Algorithm, KNN), Karar Agaci
(Decision Trees, DT) ve Naive Bayes (Naive Bayes, NB) makine 6grenimi tekniklerinin
kullanici tarafindan saglanan parametreler gerektirmesi, sinir degerlere duyarli olmasi, agiri
Ogrenebilme gibi birgok dezavantajlart bulunmaktadir [9],[10]. Ayrica uygun Oznitelik
¢ikarma ve siniflandirma tekniklerini segmek zahmetli ve zaman alicidir [11],[12].
Geleneksel algoritmalarin siniflandirma performans: da 6znitelik ve 6rnek sayisi arttikga
onemli dl¢iide diismektedir [13]. Son zamanlarda gelistirilen Derin Sinir Ag1 (Deep Neural
Network, DSA) yapilar1 otomatik 6znitelik ¢ikarma ve basarili siniflandirma sonuglari gibi
yetenekleri sayesinde kismen belirtilen dezavantajlari Gistesinden gelmektedir [14]. Bununla

birlikte DSA ¢ok fazla egitim verisine ihtiya¢ duydugu gibi katman sayilari, néron sayilart,



optimizasyon parametreleri olmak Uzere etkin bigcimde karar verilmesi gereken
hiperparametre uzayini igermektedir [15]. Bu nedenle, smirli sayida 6rnek iceren kiiciik
Olgekli veri setlerini modellemek i¢in DSA'nin kullanilmasi basarili  sonuglar

elde edilmesini engelleyebilmektedir [15].

Bu tezde kullanilan 720 6rnekli kornea iilser veri seti [5] gibi kuiguk 6rneklemli veri setleri
icin  DSA'nin {istiin basarimindan faydalanmak amaciyla transfer Ogrenme teknigi
kullanilmaktadir. Transfer 6grenmede 6nceden egitilen DSA'larinin 6znitelik ¢ikarma ve iyi
bi¢cimde ayarlanmis hiperparametrelerinden faydalanilmaktadir [16]. Literatlirde one ¢ikan
Evrisimli Sinir Aglar1 (Convolutional Neural Network, CNN) tabanli Alexnet, Resnet,
Googlenet, Densenet vb. bilyiik dlgekli ¢ok katmanli DSA'lar1, 1000 sinifli 1 milyon goriintii
iceren ImageNet [17] adl biiyiik 6lgekli bir veri seti ile egitilmistir. Agik erisimli egitilmis
DSA'larin son katmanlart degistirilerek herhangi bir goriintii siniflandirmast igin
kullanilabilmektedir. Tez c¢alismamizda, ham kornea goriintiilerini siniflandirmak igin

onceden egitilmis Resnet-18 [18] modeli kullanilmistir.

Literatirde kornea gorintiilerini smiflandirmak i¢in Onceden egitilmis CNN'ler
kullanilmistir [19],[20]. Bu ¢alismalarin en biiyiik dezavantaji karmasik 6n isleme adimlari
ve segmente edilmis gorilintiler gerektirmesidir. Ciinkii Onceden egitilmis aglarin
smiflandirma performanst ham kornea goriintiilerinin siniflandirilmasi igin yetersiz
kalabilmektedir. Bu tezde bahsedilen sorunun (stesinden gelmek igin, Resnet
katmanlarindan uygun goriintii alt kiimelerini Genetik Algoritma (GA) ile secerek ham
kornea goriintiilerini dogrudan smiflandirmak igin yeni bir yontem Onerilmistir. GA
Oznitelik se¢imi gibi karmagik problemleri ¢dzmek i¢in uygulanan meta-sezgisel bir
optimizasyon teknigidir [21]. Klasik optimizasyon teknigi ile karsilastirildiginda GA, birgok
yerel minimuma sahip fonksiyonlarin optimizasyonunda kiiresele yakin ¢oziim vaat

etmektedir [21].

Transfer 6grenmede genel olarak Resnet'in son ii¢ katmani degistirilir ve son tam bagh
katman ve softmax katman agirliklar1 yeni veri seti icin siniflandirma elde etmek iizere
ayarlanir. Bu tezde softmax katmani yerine daha giiclii bir siniflandirict olan SVM
kullanilmistir. Normal kosullarda siniflandirma performans: Resnet in sondan 4. katman
olan ve pool5 olarak adlandirilan ¢ikisindan elde edilen Ozniteliklere baglidir. Ancak
pool5'in yani sira kornea goriintiilerini siniflandirmak i¢in kullanilabilecek farkli 67 katman

daha vardir. Hangisinin en iyi oldugunu bulmak i¢in bu katmanlar test edilmistir.



ResSbbranch2b, resSarelu, bnSbbranch2a, resSbbranch2a ve res5abranch2a gibi bazi
katmanlarin ¢ikigindan elde edilen 0zniteliklerin destek vektor algoritmasinin siniflandirma

performansin1 6nemli 6l¢iide artirdigini gorilmiistiir.

Daha fazla iyilestirme i¢in GA kullanilarak yukarida belirtilen katmanlardan bazi goriintii
alt kiimeleri segilmistir. Boylece goriintiiden elde edilen gereksiz Oznitelikler ortadan

kaldirilmastir.
Tezin 4 ana katkis1 asagidaki gibi 6zetlenebilir:

1) Oznitelikleri ¢ikarmak icin Resnet kullanilarak; ince ayar adimi ortadan kaldirilip,

zamandan ve enerjiden tasarruf edilmistir.
2) Softmax yerine algoritmanin performansini artiran SVM kullanilmstir.

3) GA, gereksiz Oznitelikleri azaltmak igin Resnet katmanlarindan bazi goriintii alt

kiimelerini se¢mek icin kullanilmistir.

4) DSA ve onceden egitilmis Resnet'in hiperparametre optimizasyonu, biiyiik veri seti
gereksinimleri, zaman alan optimizasyon siireci vb. gibi baglica dezavantajlar1 kornea

goriintli siniflandirmasi i¢in ortadan kaldirilmistir.



2. GENEL BILGILER ve LITERATUR DERLEMESI

2.1. Goz

Insan gozii en dikkat ¢ekici duyu sistemlerinden biridir. Insan dis ¢cevre hakkindaki bilgilerin
¢ogunu gozleri araciligiyla edinir. Bu nedenle gérme duyusuna diger tiim duyulardan daha
fazla glvenir. Ayrica goz sahip oldugumuz en hassas organdir. Kimlik belirleme
teknolojisinin uygulanmasi i¢in benzersiz 6zellikler sunar. Hem irisin son derece incelikli
dokusu hem de fundus kan damar1 deseni, her insan i¢in essiz olup biyometrik tanima igin

uygun ozellikler saglar [22].

2.2.Goziin Yapisi

Gormemizi saglayan kisimlar kornea, iris, mercek, vitreus, retina, gozbebegi ve
sklera'dir [23]. Goziin genel yapisi Sekil 2.1°de sunulmustur.
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Sekil 2.1. Goziin yapisi [24]

Kornea

Kornea, goziimiiziin en énemli yapilarindan biridir. Korneanin temel gorevi, gozin optik
sisteminin kirtlma islevini saglayan hassas kavisli bir sekli korumaktir. Bunun yaninda
kornea, goriiniir dalga boylarinda gelen 15181 %90"1indan fazlasini iletmek igin piiriizsiiz
yuzeyi korur [25], [26]. Kornea seffafligi 6nemli bir unsurdur. Korneanin seffafligi esas
olarak kornea stromasindaki uygun su igerigi (yaklasik %78 su) ile saglanir. Bu durum

epitelyal ve endotelyal pompalarin dogru calismasina ve proteoglikanlar (bagh



glikozaminoglikanlar ile), glikoproteinler, inorganik tuzlar ve sudan olusan bir matriste
kolajen liflerinin dogru organizasyonuna baglidir. Proteoglikanlar burada en buyik roli
oynar. Ciinkii korneanin kuru agirliginin %10'unu olustururlar ve hiicre dis1 suyu baglayarak

kolajen fibrillerinin uygun dizilimini ve paketlenmesini saglarlar [27].

Kornea’nin genel yapisi Sekil 2.2 de goriilmektedir. Korneanin dis tabakadan i¢ tabakaya
dogru yapist bes boliimden olusur: Epitel, bowman zari, stroma, descemet zar1 ve endotel
[28]. Temel bilesen olan stroma, korneanin genel kalinliginin %90"n1 olusturur. Stromadaki
tipik su igerigi % 75-80'dir ve bu oran diger tiim bag dokularindaki su igeriginden fazladir.
Bu durum, su molekilinin pozitif yukli dipolini ¢eken glikozaminoglikan zincirleri
tizerindeki negatif yiiklerin varligi ile belirlenir. Glikozaminoglikan zincirlerinin
hidrasyonunun bozulmasi boyutlarini azaltir, kolajen lifleri arasindaki mesafeyi degistirir ve
dolayisiyla kornea saydamliginin kaybolmasma yol agar ve goziin yapisini bozar.
Korneadaki metabolik siiregler kornea dokusunun seffafligini korumali ve bozulmasini

onlemelidir [27].

Sekil 2.2. Kornea yapisi [29]

Iris

Sekil 2.3 de irisin yapisi goriilmektedir. Iris 6nden arkaya dogru dort farkli tabakadan
olugsmaktadir [23]: (1) Esas olarak fibroblastlar ve pigmentli melanositlerden olusan, Fuchs
kriptleri olarak adlandirilan biiyiik, ¢ukur benzeri deliklerle kesintiye ugrayan on sinir
tabakasi; (2) Kan damarlar1 ve sinir lifleri etrafinda yogunlasan lifler. Onceki katmanda
bulunan fibroblastlar ve melanositlerin yan1 sira, iris stromasinda topak hiicreler ve mast
hiicreleri bulunur. Onceki katmanda bulunan fibroblastlar ve melanositlerin yani sira, iris
stromasinda yigin hiicreler ve kok hiicreler bulunur. Irisin rengini belirleyen
melanositlerdeki pigmenttir. Kas lifleri pupiller marjini ¢evreleyen sfinkter pupillae kasi,

stromal tabakanin i¢ kisminda yer alir. Sfinkter kasilarak g6z bebeginin daralmasina neden



olur. Bu da iriste kasilma oluklart olarak adlandirilan oluklara yol agar. Bu oluklar, (3)
Anterior epitelin hiicresel siirecleri tarafindan olusturulan dilatér kasin etkisiyle g6z
bebeginin genislemesiyle derinlesir. Dilatoér pupilla kasi, hiicreleri miyoepitelyal olan 6n
epitel tabakasina aittir [30]. Sfinkter kasindan farkli olarak, dilator kasin kas lifleri radyal bir
sekilde diizenlenir ve iris kokiinde sonlanir; (4) Hiicreleri kolumnar olan ve anterior epitel
hiicrelerine kiyasla daha yogun pigmentli olan posterior pigmentli epitel. Arka epitel

tabakasi iris i¢inde ana 1s1k emici olarak islev goriir [22].

Iris

—— Radial furrows

Pupil
Crypts

Pigment frill
Collarette

Ciliary area

Pupillary area
Sekil 2.3. Iris yapis1 [31]

Mercek

Yeterli miktarda 151k g6z bebeginden goze girdikten sonra mercekle karsilagir. Bir mercek
lifi katlesini kaplayan mercek epitel tabakasindan olusan mercek, esas olarak korneadan
gelen gorlintliyli daha da hassaslastiran kristalin ad1 verilen proteinlerden olusur. Kornea
gibi, mercegin molekiilleri de yogun bir sekilde paketlenmis ve esit araliklarla
yerlestirilmistir. Bu seffaflik i¢in gereklidir. Mercek, cevre ihtiyaglarina bagli olarak
korneadan dogal olarak daha biiyiik bir kirilma indeksine sahiptir. Mercek ak6z himor ve
vitroz hiimor sivist ile ¢evrili oldugundan, goriintiiyili daha fazla odaklamak ve optik sisteme

katkida bulunmak i¢in mercegin indeksi daha da yiiksek olmalidir [32].
Vitreus

Vitreus, saglikli bir insan goziiniin merkezinde yer alir. Vitreus jeli, lens, siliyer cisim ve
retina arasinda yer alan vitreus odasini1 doldurarak okiiler hacim ve kiitlenin en biiyiik kismini

olusturur [33].



Retina

Retina, embriyolojik olarak merkezi sinir sisteminin bir pargasidir [34],[35] . Retina, gdrme
dongiisiinde merkezi bir rol oynayan son derece 6zellesmis bir dokudur. Retinanin karmasik

yapilarindan herhangi birinin hasar gérmesi gérme bozukluguna ve korliige yol agabilir [36].
Gozbebegi

Gozbebegi anatomik olarak hafif yuvarlaktir ve irisin iist kisminda bulunmaktadir. G0z

bebegi ortamdaki 1s18a gore blylyup kuctlebilmektedir [37].
Sklera

Sklera, goze seklini veren goziin beyaz dis kaplamasidir. Isig1 sagan kolajen demetlerinin

yuksek oranda sikistirilmig diiz bantlarindan olusmustur. Sklera sert, lifli bir dokudur [38].

2.3. Gorme Sireci

Sekil 2.4. de gbrme siireci sunulmustur. G6z, duyusal sinir sisteminin bir pargasidir. Bununla
birlikte, go6zle birlikte ¢alisan bir dizi organ bulunmaktadir. Retina, memelilerde
fotoreseptorlerin, cubuklarin ve konilerin varlig1 nedeniyle fotoresepsiyonu diizenleyen tek
dokudur. Hem gorsel hem de gorsel olmayan islevleri yerine getirmektedir. Isik, neredeyse
tiim organizmalarin davranislarinda temel bir rol oynar. Gorsel siireclere ek olarak, 151k
onemli fizyolojik tepkilere de neden olur. Oftalmik mutant siganlarla yapilan deneyler de
gorme kaybmin fizyolojik faaliyetlerini de engelledigini ve ritim merkezlerinin de
bozuldugunu gdstermistir [32]. Insan gozii, viicutta 151310 dalga boylarmi "gorebilen" ve
bunlar1 gorsel imgelere dontistiirebilen tek organdir. Gozler olmadan "gdéremeyiz" ya da
beyne gorsel bir imge gdnderemeyiz. Fotoreseptorler, 151k carptiginda degisen kimyasallar
icerir. Bu da bir elektrik sinyaline neden olur ve daha sonra bu sinyal optik sinir boyunca
beyne gonderilir. Farkli fotoreseptor tipleri devasa bir 151k ve renk yelpazesini gormemizi
saglar. Insan retinasinda gubuklar ve koniler olmak iizere iki tiir fotoreseptdr vardir:
Cubuklar diisiik 151k seviyelerinde gormeden sorumludur (skotopik gérme). Renkli gérmeye

aracilik etmezler ve diisiik uzaysal keskinlige sahiptirler [39].
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Sekil 2.4. Gozde gorme sureci [40]

2.4. GOzUn 6nemi

Gormek hayatimizin vazgecilmez bir parcasidir. Yemek yapmak, dikis dikmek, ders
calismak, araba kullanmak gibi birgok isi gerceklestirmek i¢in iyi bir goz sagligi gereklidir.
Sosyal ve ekonomik hayatimizi etkiler. Gorme ayn1 zamanda yasam kalitesini ve kisinin
fiziksel ve ruhsal durumunu da etkiler. Bagimsiz bir yasam siirmek igin iyi bir gérme
duyusuna sahip olmamiz gerekir bu da  gbéz sagligi bakimmi  Oncelikli hale
getirmektedir [41].

Gorme, sagligin ve yasam kalitesinin 6nemli bir kaynagidir. Gorme bozuklugu olan
bireylerde yaralanma riski artabilir. Arag¢ kullanmay1 azaltma veya birakma olasiliklar1 daha

yuksektir. Gorme engelli olan yaslilarda diisme, kirik ve depresyon riski daha ytiksektir [42].

Gorme bozuklugunun diisme ile iliskili oldugunu gosteren ¢esitli ¢aligmalarda
bulunmaktadir [30]. Gorsel risk faktorleri arasinda azalmis gérme keskinligi, azalmis
kontrast duyarliligi, zayif derinlik algisi, zayif gérme ve zayif gérme alani kaybi yer
almaktadir. Ayrica posterior subkapsiiler katarakt ve glokom damlasi olarak topikal

uygulanan beta bloker kullanimmin diisme igin Onemli risk faktorleri oldugu

bulunmustur [43],[44],[45].
2.5. GOz Hastahklariin Teshisi

Tipta Yapay Zeka (YZ) alani, 1970'li yillarin baginda ortaya ¢ikmistir [14]. Yiksek kaliteli
tibbi hizmetlere olan talebin artmasi ve tibbi bilginin hizla biiylimesi, doktorlara ve diger
saglik hizmeti saglayicilarina tani, tedavi ve teshis konularindaki klinik rollerini yerine
getirmelerinde yardimci olabilecek bilgisayar programlarinin  kullanilmasina  yol

acmustir [46].

YZ alani, tiroid hastaliklari, meme hastaliklari, ila¢ zehirlenmeleri, elektrolit bozukluklari,
sarilik ve karaciger fonksiyon bozukluklari, solunum fonksiyonlari, hematoloji, gogiis agrisi,

oftalmoloji ve onkoloji gibi alanlarda tibbi tanida karar destegi vermek i¢in uygulanmaktadir



[47] [48]. Bunlarin yaninda bu tezin konusu olan gbz hastaliklartyla ilgili yapilan bazi

calismalar asagida kisaca 6zetlenmistir.

v Kornea iilserlerinin otomatik olarak segmentlere ayrilmasi ve siniflandirilmasi igin

SUSTech-SYSU veri seti

Deng ve ark. 712 okiler boyama goérintist ve kornea ulserlerinin ilgili segmentasyon
etiketlerini iceren bir veri kiimesi hazirlamistir. Bu veri setinde Kornea ulserleri igin
segmentasyon etiketlerine ek olarak, her goriintliye tii¢ katli sinif etiketleri de sunulmustur:
ilk olarak, her goriintiiniin genel {ilser modeli agisindan bir etiketi vardir; ikinci olarak, her
goriintiinilin spesifik lilser modeli agisindan bir etiketi vardir; liglincii olarak, her gériintiiniin
tilser siddet derecesini gdsteren bir etiketi vardir. Bu veri seti, kornea iilserleri i¢in farkli
segmentasyon ve siniflandirma algoritmalarinin dogrulugunu ve giivenilirligini aragtirmak
ve Ozellikle derin 6grenme ¢er¢evesindeki yeni denetimli 6grenme tabanli algoritmalarin

gelistirilmesi i¢in imkan sunmaktadir [5].
v' Kornea Ulseri Taramasi Igin Derin Ogrenme Tabanlh Yaklasim

Teepayan tarafindan kornea iilseri tarama siirecini kolaylastirmak i¢in, semptomun iki siddet
seviyesini belirlemeye yardimei olmak igin ¢esitli temel sinir aglarina dayali bir derin
transfer 6grenme mimarisi sunmustur [49]. Temel model olarak yaygin kabul géren toplam
15 derin evrisimli sinir ag1 kullamilmistir. Onerilen transfer §grenme tabanli mimariler, halka
acik SUSTech-SYSU veri kiimesinden 426, 143 ve 143 floresein boyama yarik lamba

goriintiisii tizerinde egitilmis, dogrulanmis ve test edilmistir [49].

v Evrisimli Sinir Aglar1 ile Goriinti Siniflandirmasi  Kullanilarak  Kornea

Ulserasyonunun Yiiksek Performansl Tespiti

Jan ve ark. tarafindan gergeklestirilen ¢alismada, floresein boyama goriintiilerine dayali
olarak farkli kornea iilseri tiirlerinin tanimlanmasina olanak tantyan CNN tabanli bir goriintii
siflandirma yaklasimi dnermislerdir. Onerilen yontem kornea iilserlerini erken bir asamada

tespit ederek, Ulserin siddetinin azaltilmasina yardimct olmay1 amaglamistir [50].
v Keratitin Akilli Teshisi ve Siniflandirilmasi

Arguran ve arkadaslarinn gerceklestirdigi ¢alismanin amaci, farkl iilser tiirleri ayirt etmek
icin otomatik bir sistem 6nermektir. SUSTech-SYSU veri kiimesini kullanarak el ile ve
otomatik 6znitelik cikarim yéntemlerini karsilastirilmistir. Onerilen yaklasim, gri seviyeli

ve renkli goriintiilerden ¢ikarilan kullanici tarafindan belirlenen 6znitelikleri kullanarak



farkli kornea iilseri goriintiileri arasinda segim yapmaktadir. Renkli 6znitelikler ii¢ renk
uzayindan ¢ikarilmaktadir: kirmizi yesil mavi (RGB), parlaklik kroma-mavi kroma-kirmizi
(YCbCr) ve ton doygunluk degeri (HSV). Ayrica bu ¢alisma, temel bilesen analizi (PCA),
sonsuz gizli dznitelik se¢imi gibi gesitli 6znitelik se¢im yontemlerinin performansini analiz
etmektedir. Bu calisma, floresein boyama goriintiileri kullanilarak kornea Ulserlerini tip
derecelendirmesi  ve genel Oriintlisiine (lilser sekli ve dagilimi) gore ayirt etmeye

calismustir [51].
v Evrisimli Sinir Ag1 Kullanarak Etkili Bir Otomatik Korneal Ulser Tespit Ydntemi

Akram ve Debnath’in ¢alismasinda, genel amagli dijital kamera ile alinan yiiz
goriintlisiinden gozdeki kornea iilseri hastaligini tespit etmek igin CNN kullanan bir sistem
onerilmistir. Onerilen yontem ilk olarak Haar Cascade Smiflandiricilart kullanilarak yiiziin
g6z kismim tespit etmekte ve segmentlere ayirmaktadir. Daha sonra yontem, kornea
hastaligmin var olup olmadigin1 CNN ile tespit etmektedir. Ik olarak, GrabCut yéntemi
kullanilarak goziin dis deri bolgesi ¢ikarilir ve Hough gradient ve aktif kontur teknikleri
uygulanarak iris ve sklera bolgesi segmente edilir. Son olarak Glser bolgesini lokalize etmek
ve kiimelemek igin aktif kontur teknigi kullanilirak iilser boyutunun orani 6l¢iiliir. Burada
kornea iilseri segmentasyon sonuglarini iyilestirmek i¢in iris goriintiisii iizerinde asindirma
ve genisletme islemleri uygulanir. Egitim i¢in mevcut veri kiimesinin boyutu sinirlidir. Bu
nedenle rastgele dondiirme, ¢evirme, kaydirma, parlaklik, giiriiltii ve rastgele yakinlagtirma

gibi gesitli veri seti ¢ogaltma teknikleri uygulanmustir [52].
v' Keratit i¢in Derin Ogrenmeye Dayali Bir Goriintii Teshis Algoritmasi

Ji ve arkadaslarinin 6nerdigi yontemde, derin 6grenmeye dayali bir keratit goriintiisii teshis
algoritmasi Onerilmistir. Goriintiinlin yorumlanabilirligine dayali olarak keratitin spesifik
belirtileri analiz edilir ve keratit i¢in teshis temeli saglanir. Siniflandirmanin zorluguna gore
bir agirlik cezas1 mekanizmasi getirilmistir. Ozniteliklerin agirlikli degeri, farkli 6znitelikleri
simiflandirmak zor oldugu icin ag tarafindan belirlenir ve ¢oklu gdrevlerin genel tanima
dogrulugunu artirmak i¢in daha zor smiflandirma gorevleri igin daha yiiksek bir kayip
agirhigl ayarlanir. Diger keratit otomatik tanima algoritmalar1 ile karsilastirildiginda,
algoritma simiflandirmasi icin yalmizca kornea fotograflarina ihtiya¢ duyar ve pratik

uygulamada daha yuksek fizibiliteye sahip olmas1 amaglanmistir [7].
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3. MATERYAL ve METOT

Bu boéliimde; tezde kullanilan materyal, veri seti, derin 6grenme, transfer 6grenme ve

Onerilen yontemlerine yer verilmistir.
3.1. Materyal
Bu tezde kullanilan materyal olarak:

*  MATLAB platformunda M-Script programlama dili,
* Modelleme siirecinde i3-7130U 2.7 GHz, 20 GB Ram sistem &zelliklerine sahip PC

kullanilmustir.
3.2. Evrisimli Sinir Aglari

Evrisimli Sinir Aglar1 (Convolutional Neural Network- CNN) adini, iki veya daha fazla
matematiksel iglemin birlikte kullanilmasi anlamina gelen bir matematiksel islem olan

konvolisyon Uzerinden almastir [53].

CNN, orlintli tanima ile ilgili ¢esitli alanlarda son on yilda ¢igir agan basarilar saglamistir.
CNN'lerin en 6nemli avantaji, Yapay Sinir Ag1 (YSA)'daki parametre sayisini azaltmasidir.
Bu basari, hem arastirmacilart hem de gelistiricileri, klasik YSA ile miimkiin olmayan
karmagik gorevleri ¢ozmek i¢in daha biiyiik modeller dnermeye tesvik etmistir. CNN
tarafindan ¢oziilen problemlerle ilgili en Onemli varsayim, uzamsal olarak bagiml
ozniteliklere sahip olmamalaridir. Ornegin bir yiiz tanima uygulamasinda gériintiilerde
yiizlerin nerede oldugunun hesaplanmasi gerekmemektedir. Bu sayede, verilen
gortntiilerdeki konumlarindan bagimsiz olarak onlari tespit edebilmektedir. CNN'nin bir
diger 6nemli avantaji, girdi daha derin katmanlara dogru yayildiginda soyut 6znitelikler elde
edebilmesidir. Sekil 3.1.’de goriildigii gibi goriintii siniflandirmada, ilk katmanlarda kenar,
ardindan ikinci katmanlarda daha basit sekiller ve ardindan sonraki katmanlardaki yiizler

gibi daha yuksek seviyeli 6znitelikler ¢ikarilabilmektedir [54].

Evrisimli katman (EK), birden fazla derinlige sahip bir goriintii olarak yapilandirilmis bir
grup noéronuna sahiptir. EK'ler bir giris goriintiisiinden kenar, doku vb. 0znitelikleri ¢ikarir
[55]. Bu nedenle, EK'ler evrisim filtreleri veya evrisim g¢ekirdekleri olarak adlandirilan
ayarlanabilir filtreler olarak kabul edilir. Genel olarak, bir EK'nin boyutu n x m x d'dir;
burada n, m, d giris boyutlaridir. Her EK c¢ekirdegi, giris goriintiisii ile evrisim islemini

hesaplar. Bu hesaplamada, filtre girdileri ve girdi arasinda nokta ¢arpimi gergeklestirilir [56].
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Havuzlama katman1 (HK) her bir evrisimli 6zelligin 6rneklemesini azaltmayi amaglar.
Boylece, boyutsallik azaltimi sayesinde ihtiya¢ duyulan hesaplama maliyeti azaltilir. Sonug
olarak, EK'nin azaltilmis boyutu kullanilarak asirt uyum probleminin kontrol edilmesi
saglanir [56]. Tam bagli katman (TBK), son HK'den gelen 0znitelikleri siniflara esler. TBK,
geleneksel yapay sinir aglart gibi yapilandirilmistir [57].

Ayarlanan tiim parametreler CNN modellerinde sonraki katmanlara tam olarak baglanir [56].
Aslinda, hesaplama maliyeti nedeniyle bu tam baglantili parametreler, 6zellikle ¢ok sayida
piksel i¢eren goriintiilerde problemleri siniflandirmak i¢in yetersizdir. Bu nedenle ¢ok sayida
agirliktan olusan noronlar hizli bir sekilde asiri uyuma neden olur [57]. Asirt uyum
probleminin {istesinden gelmek i¢in CNN modellerinde bazi baglantilar birakilir. Ayrica,
daha kararli bir CNN modeli elde etmek icin AlexNet, ResNet, GoogleNet, DenseNet gibi

onceden egitilmis modeller kullanilabilir.
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Sekil 3.1. Ornek bir EK ile 6znitelik ¢ikarimi [58]

3.2.1. Evrisimli sinir agi(CNN) katmanlari

Derin evrisimli sinir ag1 (CNN) evrisimli ve havuzlama katmaninin yani sira tam baglantili
bir katmandan olusur [55]. Evrisimli ve tam baglantili katmanlarin parametreleri egitim
stirecinde ayarlanir. Ancak, havuzlama isleminde ayarlanmasi gereken bir parametre yoktur

[55]. Genel bir CNN yapis1 Sekil 3.2.’de gosterilmistir.
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Konviilasyon + Havuzlama Konvillasyon + Havuzlama Tam Bagh Yapay
Relu Relu Sinir Agi

Ucak(1)
Gemi(0)
G
Futhol Tapu(0)

Ozellik Cikarma Katmam Siniflanding

Sekil 3.2. Genel CNN mimarisi [59]

3.2.1.1. Evrisim katmani

Evrisim katmani, yerel baglantilara ve paylasilan Ozniteliklerin agirliklarina sahip olan
evrisimli sinir agmin temel pargasidir. Evrisim katmanmin amaci, girdilerin 6znitelik
temsillerini 6grenmektir. Sekil 3.3’de gosterildigi gibi, evrisim katmani birka¢ 6znitelik
haritasindan olusur. Ayni1 0znitelik haritasinin her bir néronu, onceki katmandaki farkli
konumlarin yerel 0zniteliklerini ¢ikarmak igin kullanilir. Sonra sonuglar dogrusal olmayan
bir aktivasyon fonksiyonuna gegirilir. Farkli gekirdekler uygulanarak farkli 6znitelik
haritalar1 elde edilir [59].

Girig Goriintisi 3x3 Cekirdek Ozellik Cikarimi
0 1 0 1 0 1
1 | 1 1 1 0 2 a 3 5
0 0 1 1 1 1 0 1 3 a 3 2
1 1 0 0 0 0 1 A 1 a 2
1 0 1 0 1 0 0 1 1 2 0 2
0 0 0 0 0 1 a 2 3 2
1 1 1 1 0 1 1 1 2 3
0 0 0 1 1 1

Sekil 3.3. 3x3’liik filtrenin uygulandig1 konvoliisyon islemi [60]

Evrisim katmani CNN'deki en temel ama ayni1 zamanda en 6nemli katmandir. Temel olarak,
verilen goriintii i¢in bir aktivasyon haritasi iiretmek tizere verilen goriintli veya nesne i¢in
olusturulan piksel matrisini konvolize eder. Aktivasyon haritasinin ana avantaji, belirli bir
goriintliiniin tim ayirt edici Ozniteliklerini depolarken ayni zamanda islenecek veri miktarini
azaltmasidir. Verilerin doniistiiriildiigli matris, temelde makinenin uyumlu oldugu bir

degerler kiimesi olan bir Gznitelik detektortdir. Oznitelik dedektoriiniin farkli degerleri
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kullanilarak goriintiinlin farkli versiyonlart olusturulur. Konvoliisyonlu model ayrica her
katmanda minimum hatay1 tespit etmek icin geri yayilim ile egitilir. En diisiik hata setine

gore, derinlik ve padding ayarlanir [61].

olo|o|o|o]|o|o
0 b § ] o 0 1 0 o P 1 [ 1 0 o o
ojlo|o|o|o]|o|o o|l1]1]1]o
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oli1|o|lo]o|1]|o 1/al2]12]o0
ojfo|1|1]1]o]o0 o : 8 o|lo|1r]2]1
ojlo|o|Jo]lo]|o|o

Oznitelik Belirleyici Oznitelik Haritas
Giris imgesi

Sekil 3.4. Aktivasyon haritasi liretmek i¢in evrisim iglemi [61]

Sekil 3.4 de evrisimin nasil ¢alistigini gosterilmektedir. Bu adim, goriintii verilerini igeren
matrisin evrisimini ve ardindan bize bir aktivasyon haritas1 veya bir 0znitelik haritasi veren
Oznitelik algilayicisini igerir. Evrisim isleminde, veri ve 0znitelik haritasindaki ayni
konumlardaki degerlerin, yani 1 veya 1'den fazla degere sahip degerlerin tutulurken geri
kalaninin ¢ikarilmasidir. Goriintii verilerinden elde edilen matris her seferinde 3x3 matris ile
isleme tabi tutulur. Oznitelik algilayicisinin boyutu kullanilan CNN tiiriine gére degisir.
Ornegin, evrisim igin 5x5 veya hatta 7x7 olgekli filtreler kullanan CNN

strimleri de vardir [61].

3.2.1.2. Havuzlama katmam

Havuzlama, 6znitelik haritasinin boyutlarini azaltmak igin kullanilmaktadir. Havuzlama
isleminde 6nemli znitelikleri tutulurken ayni1 zamanda veri boyutu da azaltilir. Bu sayede
asir1 uyum sorununun lstesinden gelinmesine katki saglanmaktadir. Havuzlama islemi,
CNN'in bir gorintlisiniin tim farkli boyutlarin1 birlestirmesini saglar, boylece sekli
carpitilmis olsa veya farkli bir agidan goriinse bile verilen nesneyi basarili bir sekilde tespit
edebilir. Maksimum havuzlama, ortalama havuzlama, stokastik havuzlama, uzamsal piramit
havuzlama gibi ¢esitli havuzlama tiirleri bulunmaktadir. Bunlardan en yaygin kullanilani

maksimum havuzlamadir [61].

Maksimum havuzlama, bir giris 0znitelik haritas1 lizerinde kayan bir filtre ile yapilir.
Filtrenin boyutu ve ii¢ kat1 herhangi bir pozitif tamsay1 olarak ayarlanabilir. Genellikle 2x2

veya 3x3 olarak ayarlanir. Filtre kapsamindaki maksimum degeri ¢ikarilir. Bu sayede,
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maksimum havuzlama 6znitelik haritasindaki maksimum deger iizerinde yalnizca bir
etkinlestirilmis baglanti nedeniyle hesaplama karmasikligini azaltir. Maksimum havuzlama

siireci [62] Sekil 3.5'de gosterilmistir [63].
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Sekil 3.5. Maksimum havuzlama islemi [63]
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Sekil 3.6. Ortama havuzlama streci [63]
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Ortalama havuzlama, filtre kapsamindaki ortalama degeri hesaplar. Maksimum havuzlama
ile karsilastirildiginda, ortalama havuzlamanin katkisi ¢ok fazla degildir, ¢linkii 0znitelik
haritasindaki her baglanti etkinlestirilir. Bu nedenle 6znitelik haritasindaki tiim bilgiler, geri
yayilimdaki gradyan ile birlikte bir sonraki katmana taginir. Bu durumda, ortalama
havuzlama genellikle bir CNN modelinin sonunda Global Ortalama Havuzlama (GAP)
olarak kullamlir veya Uretken Cekismeli Aglarda (GAN) asag1 ornekleme islemi olarak
kullanilir [64]. Ortalama havuzlama stireci Sekil 3.6'da gosterilmistir [63].

3.2.1.3. Smiflandirma (Tam baglantih katman) katmani

Son evrisim veya havuzlama katmaninin ¢ikt1 6znitelik haritalar tipik olarak diizlestirilir,
yani tek boyutlu (1D) bir say1 (veya vektor) dizisine doniistiiriiliir. Her girdinin her ¢iktiya
Ogrenilebilir bir agirlikla baglandig1 yogun katmanlar olarak da bilinen bir veya daha fazla
tam baglantili katmana baglanir. Konvoliisyon katmanlari tarafindan ¢ikarilan ve havuzlama
katmanlar1 tarafindan boyutu diisiiriilen O6znitelikler olusturulduktan sonra, tam bagh
katmanlarin bir alt kiimesi tarafindan agin son ¢iktilarina eslenir, siniflandirma gorevlerinde
her sinif i¢in olasiliklar gibi. Son tam baglantili katman tipik olarak sinif sayisiyla ayni
sayida cikis diigmesine sahiptir. Her tam baglantili katmani, yukarida agiklandigi gibi ReLU

gibi dogrusal olmayan bir fonksiyon izlemektedir [55].

Sekil 3.7. Tam bagli katman yapis1 [65]

3.2.2. Erisimsel sinir ag1 mimarileri

3.2.2.1. AlexNet
AlexNet mimarisi, 2012 yi1linda ImageNet yarismasinda adin1 duyuran, yaklasik bir milyon
goriintli ile egitilme 6zelligine sahip, goriintiileri siniflandirmada son derece basarili bir

CNN modelidir. AlexNet mimarisi Sekil 3.8 de sunulmustur. AlexNet, temel CNN
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mimarisine kiyasla yiginlanmis konvollsyon katmanlari ile daha fazla filtre katmanina sahip
daha derin bir mimari ile tasarlanmigtir. AlexNet, ilk li¢ katmanda evrisim ve maksimum
havuzlamanin bir kombinasyonudur ve ardindan dropout katmani olarak da bilinen iki tek
evrisim katmani gelir. Bu tekli evrisim katmaninin besinci katman1 maksimum havuzlama
katmani ile sonlanir. Diger iic katman tam baglantili katmanlardir. Tam baglantil
katmanlardan elde edilen ¢iktilar softmax katmanina gonderilir ve burada 1000 sinif etiketi

igin 1000 olasilik degeri Uretilir [66].
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Sekil 3.8. AlexNet mimarisi [67]
3.2.2.2. LeNet

1990 yilinda LeCun ve arkadaslari tarafindan Evrisimli Sinir Aglar1 alanindaki oncii
calismalardan biriydi [68] ve daha sonra 1998 yilinda gelistirildi [69]. Calismalarinda, El
Yazis1 Rakam Tanima gorevi CNN kullanilarak gerceklestirilmistir ConvNets. Posta
kodlarinin, rakamlarin vb. okunmasinda uygulama alan1 bulmustur. O dénemde yiiksek bilgi

islem kapasiteli sistemlerin olmamasindan dolayr CNN yaygin olarak kullanilamadi [70].

3.2.2.3. GoogleNet

Google arastirmacilar1 (birka¢ iiniversitenin yardimiyla) Google Net'i 2014 yilinda
yayinladiklar1 "Going Deeper with Convolutions" (ya da Inception V1) baslikli arastirma
makalesi ile tanittilar. Bu tasarim 2014 ILSVRC fotograf siniflandirma yarismasini kazandi.
Onceki sampiyonlar AlexNet ve ZF-Net'in yan1 sira VGG'den (2014 ikincisi) daha diisiik bir
hata oranina sahiptir. Tasarim asamast boyunca 11 konvoliisyon ve kiiresel ortalama
havuzlama kullanilmistir. Tasarim 22 katmana sahiptir. Tasarimimn simirli hesaplama
kapasitesine sahip olsa bile tek bir cihaz uUzerinde uygulanabilmesi oncelikli amaglardan
birisidir. Ayrica siniflandirict seviyeleri 4a ve 4d iizerinde Baslangi¢ katmani 4'iin ¢iktisina

baglanan iki yardimci siniflandirict katmani igermektedir [71].
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3.3. Transfer Ogrenme

Onceden edinilmis bir yetenegin yeni bir gorevde kullanilmasi transfer 6grenme olarak
tanmimlanmaktadir [72]. Son zamanlarda, makine 6grenimi veya veri madenciligi alanlarinda
transfer Ogrenmenin bir¢ok basarili uygulamasi bulunmaktadir. Genel bir gorev igin
egitilmis CNN kullanilarak yeni bir gorev i¢in yeni verilerle yeniden egitim verilmesi
transfer 6grenme olarak kabul edilmistir [73]. Transfer 6grenme sayesinde hesaplama
maliyeti azalmakta ve biiylik veri seti gereksinimi ortadan kalkmaktadir. Transfer 6grenme
gerceklestirmek i¢in en basarili uygulamalar, tibbi gbrevierde ImageNet [17], [74] ile
egitilen CNN modellerine dayanmaktadir [16],[75].

Gegtigimiz birkag yilda, video arama ve alma, gozetim, robotik ve benzeri alanlarda 6nemli
miktarda ¢igir agan uygulamalar sunulmustur. Normal makine &grenimi yaklagimlari
[76],[77] egitim ve test verilerinin ayn1 Oznitelik uzayinda kaldig1 veya ayni dagilimi
paylastigi ana varsayimi altinda umut verici sonuglar elde etmistir. Ancak gercek diinya
uygulamalarinda, insan eliyle etiketlemenin yiiksek maliyeti ve ¢evresel kisitlamalar
nedeniyle, test verileriyle ayn1 0znitelik uzayina veya ayni dagilima ait yeterli egitim verisi
her zaman mevcut olmayabilir. Ornegin; egitim i¢in her eylem sinifi igin yalnizca bir eylem
sablonunun saglandigr [78],[79] ve egitim Orneklerinin farkli bir bakis ag¢isindan
kaydedildigi uygulamalardir [80]. Bu gibi durumlarda, normal makine 6grenimi
tekniklerinin bagsarisiz olma olasilig1 bulunmaktadir. Nesnelerin devasa geometrik ve sinif
i¢ci degiskenlikleri géz Oniine alindiginda, insanlar yasamlari boyunca on binlerce gorsel
kategori dgrenebilmektedir. Insanlarin bdyle bir yetenegi on dgrenmelerin iizerine insa
ettigini gostermektedir [81]. Diinyada yaklagik 10-30 bin nesne smifi oldugu [82] ve
cocuklarmn giinde 4-5 nesne sinifi 6grenebildigi tahmin edilmektedir [81]. Bir ¢ocugun bir
giin i¢inde gorebilecegi nesnelerin simirliligi nedeniyle, biiylik miktarlardaki ilgili nesne
verilerinden yeni nesne siniflarinin 6grenilmesi miimkiin degildir. Bu nedenle daha 6nce
bilinen nesnelerden edinilen mevcut bilginin, yeni nesne kategorileriyle olan baglantilar
aracilifiyla yeni 6grenme siirecine yardimci olduguna inanilmaktadir. Transfer 6grenme,
belirli bir alanda yeni gorevleri yerine getirirken diger ilgili alanlardaki yeterli miktarda

onceki bilgiyi kullanarak insan gérme sistemini taklit edilmesi olarak tanimlanabilir [83].

Transfer 6grenmede mevcut egitilmis bir model ele alinir ve ayn1i model bazi yeni gorevler
i¢in yeniden egitilir. Onceden tiim modeli egitmek ve yiiksek dogruluk elde etmek igin
bircok epok gerekirdi. Transfer 6grenme kullanilarak, yiiksek dogruluk elde etmek igin
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nispeten daha az iterasyon/epok caligtirilir. Hem hesaplama zamanindan hem de giicten

tasarruf saglar. Sekil 3.9’da transfer 6grenme konsepti gosterilmektedir [84].

Geleneksel Makine Ogrenme Ogrenme Sireci Transfer Ogrenme Ogrenme Sireci

SO0 o

111 1
i - ==

Sekil 3.9. Transfer 6grenme konsepti [84]

3.4. Artik Sinir Aglar1 (ResNet)

DSA'ler optimum bir yerel ¢6ziim noktasina yakinsamaya bagladiginda, biiyiik olgekli
aglarda bir bozulma sorunu ortaya ¢ikabilir. Bir DSA'nin katmanlar1 arttikga, DSA'nIn
dogrulugu kdatiilesir, doygunluga ulasir ve hizla bozulur [18]. Literatirde bu durum
optimizasyon siirecinin durmasma neden olan bir bozulma problemi olarak
tanimlanmaktadir. Bozulma sorununun Ustesinden gelmek igin, Imagenet [17] adl1 biiyiik bir
veri kiimesini siniflandirmak igin Sekil 3.10 da goriilen yeni bir DSA gergevesi olarak Artik
sinir ag1 (ResNet) [18] 6nerilmistir. Uygulanan teknik basittir ancak sonuclar cok verimlidir.
ResNet'te bazi baglantilar ve katmanlar atlanmistir. Boylece ResNet bozulma problemini

cozebilir.

X
A 4

[ Weight Layer ]
F(x) v .
[ Weight Layer ]

Fxpx (e—ro
o

Sekil 3.10. Artik 6grenme blogu
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Artik 6grenme her birkag yigilmis katmanda uygulanabilir. Artik yap1 blogu su sekilde

tanimlanir;
y=F(,{W}) +x (3.1)

Burada, giris x ve ¢ikis y vektorleri, yanlilig1 olmayan bir artik esleme fonksiyonu olan
F(x,{W;}) fonksiyonu ile baglanir. Sekil 3.10'da iki katman bulunmaktadir. Baglantilari
F = W,o(W;x,), olarak hesaplanir, burada ocaktivasyon fonksiyonu olan RelLU
fonksiyonudur. Esitlik 3.1'de x ve F'nin boyutlar1 esit olmalidir [18],[85]. Bu sebepten dolay1
Esitlik 3.1 asagidaki gibi yeniden diizenlenmistir:

y = F(x,{W}) + Wsx 3.2)

Burada W, boyutlan eslestirmek i¢in kisayol baglantilar tarafindan dogrusal bir yansima

kullanmak Uzere bir kare matristir.

Derin sinir aglar1 ¢ogunlukla farkli soyutlama seviyelerinde uygun ayirt etme gerektiren
karmagik islevleri temsil etmek igin kullanilir. Ancak, DSA her zaman beklendigi gibi
calismaz. Derin ag parametrelerinin egitimindeki engellerden biri kaybolan gradyanlardir.
Bu nedenle gradyan inisi, 6grenmeyi engelleyici bir hale gelebilir. Artik Ag (ResNet) bunun
¢Oziimlerinden biridir. Aktivasyonun birka¢ ara katmani atlamasina ve daha derin bir
katmana katilmasina izin verir. Bir ResNet’te kullanilan iki ana blok tiirii vardir: “kimlik
blogu” ve “evrisimli blok”. Kimlik blogu, ana sirali akig yoluna paralel olarak atlanan bir
yoldur ancak bdlme ve birlestirme diigiimlerinde ayn1 boyutu tutar. Ote yandan, atlama
yollarindaki bir evrisimli blok, kimlik blogu ile neredeyse aynidir ancak bir evrisimli katman
icerir. Atlama yolu evrisimli blogunun rolii basit matris ¢arpimina benzer ve boyutta
degisiklik yapar [86]. Bu tez ¢alismasinda kullanilan ResNet-18 mimarisi Sekil 3.11'de

gosterilmistir.
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3.5. Genetik Algoritma (GA)

Genetik algoritma, evrimsel surece dayanan uyarlanabilir bir sezgisel arama ydntemidir.
Genetik algoritma 1970'lerin basinda John Holland tarafindan tanitilmistir [87]. Genetik
algoritma, dogal secilim ve dogal genetik mekanigine dayanan olasiliksal bir arama
algoritmasidir. Genetik algoritma, popiilasyon ad1 verilen bir ¢6ziim kiimesi ile baslatilir.
Genetik algoritmada her bir ¢6ziim bir kromozom tarafindan temsil edilir. Popiilasyon
bliyiikliigli her nesil boyunca korunur. Her nesilde, her kromozomun uygunlugu
degerlendirilir ve daha sonra bir sonraki nesil i¢in kromozomlar uygunluk degerlerine gore
olasiliksal olarak segilir. Segilen kromozomlardan bazilari rastgele eslenir ve yeni nesil
uretir. Yeni nesil dretilirken, caprazlama ve mutasyon gergeklesir. Yiiksek uygunluk
degerlerine sahip kromozomlarin segilme olasiligi yiiksek oldugundan, yeni neslin
kromozomlar1 eski neslin kromozomlarindan daha yiiksek ortalama uygunluk degerine sahip

olabilir. Evrim siireci, son kosul saglanana kadar tekrarlanir [88].

Genetik algoritmalar kiresel arama yetenegine sahiptir. Genetik algoritmalar biyoloji,
miihendislik, bilgisayar bilimleri ve sosyal bilimler gibi ¢esitli alanlardaki karmasik
problemlere en uygun ¢6ziimleri bulmak i¢in kullanilmistir. Genel algoritmalar, yerel arama
yontemlerinin aksine, olasiliksal bir strateji tarafindan kontrol edilen bir dizi bagimsiz
hesaplamaya dayanir. Birbirini izleyen nesiller arasinda en iyi bireylerin dogal se¢iminin bir

simulasyonudur [89]. GA ‘nin temel adimlar Algoritma 1'de sunulmustur.

Tablo 3.1. Algoritma 1 Genetik Algoritmanin temel adimlari

1: Baslatma:

2: Rastgele baslangi¢c kromozomlar1 olustur ve degerlendir.

3: Caprazlama Orani (CR) ve Mutasyon Oran1 (MR) kontrol parametrelerini tanimla.
4: Tekrarla

5: Secim:

6: Sec¢im stratejisine gore olasilik degerlerine bagli olarak kromozomlari se¢in (en
uygun).

7.  Caprazlama:

8: CR Uzerinden gaprazlama stratejisine bagl olarak yeni yavrulari iiret.

9.  Mutasyon:

10: Mutasyonu yeni yavrulara MR {izerinde rassal olarak uygulaym.

11:  Yeni yavrular degerlendir.

12:  Enuygun popiilasyonu yeni yavrularla degistir.
13:  En iyi yavruyu hafizada tut.

14: Olana kadar (Maksimum nesil sayisi)
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3.6. Destek Vektor Makineleri(SVM)

Destek vektor makineleri (SVM) Vapnik ve arkadaslar1 tarafindan 6nerilmistir [90],[91].
SVM, herhangi bir siniflandirma, kiimeleme ve regresyon problemi i¢in kullanilabilen bir
makine 6grenme yontemidir [92]. Cekirdek fonksiyonu SVM'deki ilgili problem i¢in yiiksek
boyutlu 6znitelikler olarak girdiden ¢iktiya eslemek i¢in kullanilir. SVM'nin basarisi sadece
destek vektorlerinin ve agirliklarin sayisina degil ayn1 zamanda ¢ekirdek fonksiyonuna da
baghidir [93]. Veri setlerinin dogasina gore dogrusal, Gauss, ikinci dereceden, kiibik ve
polinom c¢ekirdekleri gibi farkli ¢ekirdekler kullanilabilir. Bu tezde 6nerilen ydntemde

dogrusal ¢ekirdek kullanilmistir.

SVM'ler denetimli, parametrik olmayan bir istatistiksel 6grenme teknigidir. Temel yapisinda
[94] SVM bir dizi etiketli veri 6rnegiyle sunulur. SVM egitim algoritmasi, veri kiimesini
egitim Ornekleriyle tutarli bir sekilde dnceden tanimlanmis ayri bir sayida sinifa ayiran bir
hiper diizlem bulmay1 amaglar. Optimal ayirma hiper diizlemi terimi, egitim adiminda elde
edilen yanlis siniflandirmalar1 en aza indiren karar sinirmi ifade etmek i¢in kullanilir.
Ogrenme, egitim modellerini (potansiyel olarak yiiksek boyutlu uzayda) ayirmak ve daha
sonra ayni konfigiirasyonlar (boyutlar) altinda simiilasyon verilerini ayirmak i¢in en uygun

karar sinirina sahip bir siniflandirict bulmanin yinelemeli siirecini ifade eder [95].

Sekil 3.12°de, iki boyutlu bir girdi uzayinda iki sinifli ayrilabilir bir simiflandirma
probleminin basit bir senaryosu gosterilmektedir. SVM'lerin 6nemli bir 6zelligi, ayirict hiper
diizlemin tanimlanmasinda ve belirlenmesinde genellikle mevcut tim egitim 6rneklerinin
kullanilmamasidir. Kenar boglugu iizerinde yer alan noktalarin alt kiimesi (destek vektorleri

olarak adlandirilir), maksimum kenar boslugu hiper diizlemini tanimlayan tek noktadir. [96].

Sekil 3.12. Dogrusal destek vektor makinesi 6rnegi [96]
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3.7. Onerilen Yontem

Onceden egitilmis modeller, yeni goriintiilerle model (izerinde yeni bir egitim siireci
gergeklestirilmesi  kosuluyla neredeyse tiim goriintii tiirlerini  siniflandirmak igin
kullanilabilir. Tibbi goriintii simniflandirmada, transfer 6grenme i¢in en yaygin on egitim
modelleri AlexNet, GoogleNet, DenseNet ve ResNet'tir. Transfer 6grenme kullanarak tibbi
goriintii siniflandirmasini ele alan en yeni inceleme makalesi Kim ve arkadaslart [97]
tarafindan yayimnlanmistir. Bahsedilen ¢alismada, tibbi  goriintii  smiflandirma
problemlerinde transfer 6grenmenin kullanilabilmesi igin 425 adet transfer 6grenme
caligmas1 incelenmistir [97]. ResNet modelinin, tibbi goriintiilerin 6zniteliklerini ¢ikarmada
daha etkili oldugu belirtilmistir. Ayrica ResNet 18 modelinin ResNet'in diger versiyonuna
kiyasla hesaplama karmasiklig1 daha diisiik olsa da ResNet modellerinin dogruluk oranlari
neredeyse aynidir [57]. Ayrica tez caligmasinda kornea tlseri tespit problemini ¢ozmek igin

goruntu secimi sayesinde ResNet 18 modelinin performansi artirilmistir.

Bu tezde, GA, SVM ve ResNet ham gorintileri kornea (lserini tespit etmek igin
birlestirilmistir. Onerilen yontem Sekil 3.13'de sunulmustur. Onerilen yontemde sirasiyla su

adimlar gerceklestirilmektedir:

[k olarak, ham goriintiiler ResNet'in girisine uygulanir. Daha sonra, 6znitelik haritalar (x)
ResNet'in ilgili katmaninin ¢iktisi {izerinden hesaplanir. Oznitelik haritas1 ¢ikarimina iligkin
bir 6rnek Sekil 3.15'te verilmistir. Ardindan, GA kullanilarak etkili 6znitelik haritalari (X)
secilir. Bundan sonra, segilen her bir 0znitelik haritasinin ortalamalar1 havuzlama olarak
hesaplanir. Son olarak, (¥) kornea iilserini siniflandirmak i¢in SVM kullanilir. Sonug olarak,

kornea tilserini tespit etmek i¢in daha basarili bir siniflandirict yontemi elde edilmistir.

Onerilen yontemin 6znitelik segim cercevesi Sekil 3.14'de gosterilmektedir. Kornea ulseri
i¢cin veri setinde tam 712 goriintii bulundugundan, ResNet'in her katmaninda ayni sayida
oznitelik haritas1 hesaplanabilir. Onerilen yontemde en etkili 192 6znitelik haritasinin
secilmesi amaglanmistir. Bu nedenle GA'da her kromozomun boyutlulugu 192'dir ve her gen
rastgele olarak baglatilmistir. Ebeveynler uygunluk degerlerine goére segilir. Her
kromozomun uygunlugu, ilgili kromozoma dayali olarak secilen Gznitelik haritalari iizerinde
SVM'nin dogruluguna esittir. GA'da uniform ¢aprazlama [98] uygulanmistir. Uniform
caprazlamada her gen igin [0, 1] arasinda rastgele bir deger iiretilir. Rastgele tiretilen deger

CR=0.5'ten kucukse, Gen yavruya (Chi) atanir. Aksi takdirde gen yavruya (Chy) atanir.
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Sekil 3.13. Onerilen yontemin cercevesi x:ilgili katmanin ¢ikisinda elde edilen 6znitelikler X:GA tarafindan elde edilen se¢ilmis 6znitelikler

:Tahmin edilen etiket

y

y:Gercek etiket

25



ResNet
ligili Katman Gikige

—> T ID; D, IO ... ID; 0
Chpest
Oznitelik Haritalan Secilmis Oznitelik Haritalan
v
Ge Geny  Gen GenmayFoat.res)
=
o, (SRR, =l |8 s s e - 3
D, 1D, IDg D, || 2 — —
ch \_ 2 £y [ ID5 | ID, | IDg | ... | IDg | fplicay|IDg | 1Dy | IDg | «oc | IDy | |y cnir| IDg | ID, I8
: s IDe‘IDb Dl iloy vy | 1D, | 1D, | 1D, (S5 1D, (cner| 1D, | 1D, | 1D,
Chrmax IDh IDy ch e lD:
-
L ) T
'
Kromozomiar VIoETLI Serarnayine Liepdarmaune
o - == Genetik Algoritma: Oznitelik Segimi

Sekil 3.14. Onerilen yontemin 6znitelik secim gercevesi
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13.15. Secili katmanin 6znitelik haritasi

i

Sek

gratilir. Mutasyonda her gen i¢in [0, 1] arasinda

0.1 ile mutasyona u

Her bir yavru MR

0.1'den kiiclikse, kromozomun

rastgele bir deger {iretilir. Rastgele iiretilen deger MR:

genlerinden farkli olmasi gereken rastgele segilen bir goriintii indeksi yavruya atanir. Aksi

takdirde gen yavruya atanir. Her neslin en iyi kromozomu saklanir. Ebeveyn se¢imi

caprazlama ve mutasyon islemleri maksimum nesle kadar ytirtitiiliir.

Onerilen ydntemin kontrol parametreleri, Tablo 3.2’de sunulmustur.
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Tablo 3.2. Onerilen yéntemin parametreleri

‘ Parametre Ismi Parametre Degeri
Oznitelik Cikarma CNN Mimari ResNet-18
(Deep Model) Yeniden egitim Hay1r
Giris Imgeler
Cikis Oznitelik Haritas1
Oznitelik Secimi Populasyon Sayisi 40
(GA) CR 0.5
MR 0.1
Max Gen 1000
Siiflandiricl SVM - Kernel Lineer -Kernel
(SVM)
Secilmis Oznitelik Giris Sayist 712
Haritalar: Cikis Sayisi 192
3.7.1. Veri Seti

Sun Yat-sen Universitesi Zhongshan Oftalmik Merkezi'nde cesitli derecelerde kornea iilseri
olan hastalardan okiiler ylzeyleri tespit eden toplam 712 floresan boyama gorintlsu
toplanmustir. Toplanan 712 gorintinin 676 tanesi korneal tlsere sahip ve 36 tanesi korneal
tilsere sahip olmayan bireylerden olusmaktadir [5]. Beyaz 1sik kaynaginin maksimum
genisligine (30 mm) sahip yarik 1sinli aydinlatma, mavi uyarma filtresi, 10 veya 16 buyutme
ve 151k kaynag altta olacak sekilde 10 ila 308 egik agida bir difiizyon lensi ve muayene
odasiin parlakligina bagl olarak diyafram acikligini, maruz kalma siiresini ve deklansor

hizin1 ayarlamak icin otomatik bir dijital kamera sistemi kullanilmistir.

Gortintiiler, bir Canon EOS 20D djjital fotograf makinesi (Canon, Tokyo, Japonya) ile
birlikte bir Haag Streit BM 900 kesit lamba mikroskobu (Haag Streit AG, Bern, Isvigre)
kullanilarak elde edilmistir. Goriintiiler 2592x1728 piksel ¢ozinurlukte 24-bit RGB renk ile
JPG formatinda kaydedilmistir. Her goriintli, gorlintiide tamamen temsil edilen ve goriis
alaninda yaklasik olarak ortalanmis olan yalnizca bir kornea igerir [99]. Veri setinden.bazi

kornea iilseri 0rnek goriintiileri Sekil 3.16'da sunulmustur.
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Sekil 3.16. Verisetinden kornea ulseri imge 6rnekleri
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4. DENEYSEL SONUCLAR VE TARTISMA

Bu bolimde elde edilen deneysel sonuglar sunulmustur. Elde edilen sonuglarin istatiksel
olarak karsilastirmasina yer verilmistir. En sonda ise yiiriitme zamani analizi sonuglari

sunulmustur.

4.1. Deneysel Yapi

ResNet-18 mimarisinde 71 katman bulunmaktadir. Bu katmanlar evrisim katmani, ReLu
katman1 ve havuzlama katmanlarindan olusmaktadir. DNN, bu temel katmanlari
tekrarlayarak verideki Oznitelikleri giristen ¢ikisa dogru kademeli olarak ortaya
cikarmaktadir. Klasik derin sinir aglarindan farkli olarak ResNet'in her katmaninda ekstra
bir normalizasyon katmani bulunmaktadir.

ResNet-18 toplamda 10 bloktan olusmaktadir. Blok-1 giris goriintiisii, konvoliisyon,
normalizasyon, ReLu ve havuzlama katmanlarindan olusur. Blok-2a sirasiyla konvoliisyon,
normalizasyon, ReLu, konvollsyon, normalizasyon, toplama islemi (Blok-1 ¢ikist ve Blok-
2a son normalizasyon katmani ¢ikis1), ReLu (Blok2a ¢ikis1) katmanlarindan olusmaktadir.
Sonraki 7 blok Blok-2a'ya benzer sekilde yapilandirilmistir. Son blok siniflandirma katmani
olarak tam bagl bir katmana sahiptir.

Bu tez calismasinda Oncelikle, ResNet-18'in 67 katmanindan elde edilen 6zniteliklerden
hangilerinin siniflandirma performansi i¢in daha etkili oldugu incelenmistir. Bu slreg, Sekil
4.1'de gosterilmistir. ResNet katmanlarindan 3 tanesi 112x112x64 (2408448), ResNet
katmanlarindan 15 tanesi 56x56x64 (3010560), ResNet katmanlarindan 16 tanesi
28x28x128 (1605632), Reset katmanlarindan 16 tanesi 14x14x256 (802816), ResNet
katmanlarindan 16 tanesi 7x7x512 (401408), ResNet katmanlarindan 1 tanesi 1x1x512
(512) Oznitelige sahiptir. Toplamda yaklagik 8,2 milyon o&znitelige sahip oldugu
gorilmektedir. Yaklasik 8,2 milyon Oznitelik, siniflandirma iizerinde dolayli bir etkiye
sahiptir.

Klasik yaklasimda son katman olan pool5'te 512 Oznitelik kullanilarak siniflandirma
yapilmaktadir. Ancak kornea ulserinin smiflandirmasinda pool5'teki Oznitelikler ile
siniflandirma performansi 0,64 oldugu goriilmiistiir. Onerilen yontem ile dogru bir katman

secim stratejisi tizerinde siniflandirma basarisi 0,85 ¢ikarilabilecegi goriilmiistiir.
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4.2. ResNet iizerinden Kornea Ulserinin Smiflandirma Basarim

Deneysel c¢alismada oOncelikle hangi katmanlarin siniflandirma performansini etkiledigi
incelenmistir. Bu amagla her bir goriintiiniin 67 katmandan olusan bir temsili hesaplanir. Bu
temsil her bir gériintiiniin ortalamasi alinarak elde edilir. Ornegin, i,, katmaninin ¢iktis1 a® *
bt x wt ile gosterilebilir ve a* * b* boyutunda bir 1 * w' vektdre doniistiiriilmiis w' goriinti
icerir. Burada w' = [wiw} ..........w}], a‘xb® boyutlarindaki her bir goriintiiniin
ortalamasmi igerir. Burada indeks i=1,2,3,...,67. Elde edilen veriler smiflandiricida

kullanilmak tizere %70 egitim ve %30 test olarak ikiye ayrilmistir.

Teknik olarak, her goriintiiniin ¢iktisi ortalama bir say1 olarak ifade edilir. Boylece 6znitelik
sayist etkin bir sekilde azaltilmistir. Her katmandan elde edilen veri ile 20 kosma
gerceklestirilmistir. 20 farkli kogsmanin minimum, maksimum, ortalama, medyan ve standart
degerleri Tablo 4.1'de verilmistir. Bu tablo incelendiginde; resSb_branch2b, res5a_relu,
bn5b_branch2a, res5b branch2a ve res5a branch2a katmanlari en yiiksek siniflandirma
performansina sahip oldugu anlagilmaktadir. Ayrica katmanlarin basar1 oranlart grafiksel
olarak Sekil 4.2'de verilmis olup, sonuglar son katmanlarin basarisin1 géstermektedir. Klasik
yaklagimla ele alinan pool5 katmaninin sonucunun 0,64 dogruluk degeri ile bir¢ok katmanin

gerisinde kaldigini belirtmek gerekir.

Max
Ortalama

Min

Dodruluk

|

30 46 47 48 37 7 36 25 3 23 67 16 30 13 62 38 6 4 33 10 34 60 63

Katmanlar

Sekil 4.2. Katmanlarin siniflandirma bagarim oranlari
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Tablo 4.1. Her bir katmandan elde edilen basarim oranlari

|3 : s ls| 3 . .
N ¥ s | = s 5 | ¢ ¥ S| 3|35 |¢
63 | ressb_branch2b 0,6923 | 0,723 0,6197 | 0,7042 | 16 | bn2b_branch2b 0,6462 | 0,7042 | 0,5915 | 0,6408
59 | res5a_relu 0,6887 | 0,7324 0,6432 0,6925 | 18 |res2b_relu 0,6446 | 0,7089 | 0,5915 | 0,6455
61 | bn5b_branch2a 0,6862 | 0,7418 0,6291 0,6831 | 66 | res5b_relu 0,6432 | 0,6761 | 0,6009 | 0,6502
60 | res5b_branch2a 0,685 |0,7277 | 0,6197 |0,6831| 67 | pool5 0,6432 | 0,6761 | 0,6009 | 0,6502
51 | resba_branch2a 0,6808 |[0,7559 | 0,6385 |0,6761| 34 |res3b_relu 0,6432 | 0,6854 | 0,5728 | 0,6502
58 | resba 0,6775 | 0,7324 0,6432 0,6737 | 23 |res3a_branch2a_relu | 0,6415 | 0,6854 | 0,5728 | 0,6408
54 | bn5a_branch2a 0,6758 |0,7324| 06197 |0,6784 | 32 |bn3b_branch2b 0,6411 | 0,6854 | 0,5728 | 0,6479
57 | bn5a_branch2b 0,6725 | 0,723 0,6197 | 0,6761 | 24 |res3a_branch2b 0,6401 | 0,6854 | 0,5915 | 0,6455
12 | res2b_branch2a 0,6723 | 0,7183 0,615 0,6784 | 3 |convl_relu 0,639 | 0,6667 | 0,5869 | 0,6479
10 | res2a 0,6704 |0,7136| 0,6056 |0,6761| 8 |res2a branch2b 0,6387 | 0,6854 | 0,5915 | 0,6432
11 | res2a_relu 0,6688 | 0,7136 0,615 0,6737 | 25 | bn3a_branch2b 0,6383 | 0,6854 | 0,5915 | 0,6432
42 | resda 0,6681 | 0,723 0,6009 | 0,6714 | 26 |res3a 0,6383 | 0,6854 | 0,5681 | 0,6432
53 | bnba_branchl 0,6678 |0,7136 | 0,6338 0,662 | 20 |res3a_branchl 0,6373 | 0,6808 | 0,5915 | 0,6385
40 | res4a_branch2b 0,6667 | 0,7183 | 0,6103 0,669 9 | bn2a_branch2b 0,6369 | 0,6854 | 0,5915 | 0,6455
41 | bnda_branch2b 0,6664 | 0,723 0,5962 0,669 | 36 | resda_branchl 0,6362 | 0,6808 | 0,5634 | 0,6432
4 | pooll 0,6643 |0,7136 | 05915 |0,6714 | 39 |resda_branch2a_relu | 0,6359 | 0,6808 | 0,5681 | 0,6385
5 | res2a_branch2a 0,6636 |0,7042| 05869 |0,6667 | 28 |res3b_branch2a 0,6354 | 0,6808 | 0,5822 | 0,6455
49 | resdb 0,662 |0,7136| 05962 |0,6714| 7 |res2a_branch2a_relu | 0,635 | 0,6667 | 0,5869 | 0,6455
6 | bn2a_branch2a 0,6613 |0,7089 | 0,5822 | 0,6643 | 55 |res5a branch2a_relu | 0,6345 | 0,6808 | 0,5728 | 0,6385
56 | res5a_branch2b 0,661 |0,7042| 05915 |0,6761| 31 |res3b_branch2b 0,6345 | 0,6854 | 0,5728 | 0,6338
35 | res4a_branch2a 0,661 |0,7183| 0,6056 |0,6549 | 37 |bnda_branchl 0,6343 | 0,6854 | 0,554 | 0,6362
38 | bnda_branch2a 0,6594 |0,7136 | 0,6103 | 0,6596 | 27 |res3a_relu 0,6333 | 0,6901 | 0,5775 | 0,6432
44 | res4b_branch2a 0,6589 | 0,723 0,615 0,662 | 21 |bn3a_branchl 0,6331 | 0,6714 | 0,5775 | 0,6432
19 | res3a_branch2a 0,6582 |0,6995| 0,5869 |0,6667 | 14 |res2b_branch2a_relu | 0,6317 | 0,6901 | 0,5681 | 0,6244
62 | res5b_branch2a_relu 0,658 |0,7089 | 05822 |0,6667 | 48 | bn4b_branch2b 0,6317 | 0,6901 | 0,5587 | 0,6362
17 | res2b 0,6547 |0,7136 | 05962 |0,6526 | 29 |bn3b_branch2a 0,63 |0,6714 | 0,5681 | 0,6362
45 | bndb_branch2a 0,6521 |0,6995| 06056 |0,6573 | 47 | resdb_branch2b 0,6289 | 0,662 | 0,5634 | 0,6338
13 | bn2b_branch2a 0,6519 |0,6948 | 0,6056 0,662 | 65 |res5b 0,6268 | 0,6854 | 0,5681 | 0,6197
52 | resba_branchl 0,6505 |0,7183 | 0,5915 | 0,6549 | 64 |bn5h_branch2b 0,6249 | 0,6761 | 0,5634 | 0,615
43 | resda_relu 0,6493 |0,7089 | 0,6009 | 0,6549 | 46 |resdb_branch2a_relu | 0,5948 | 0,6197 | 0,5634 | 0,5962
50 | res4b_relu 0,6491 |0,6948 | 05869 |0659 | 1 |convl 0,585 | 0,6385 | 0,5211 | 0,5892
33 | res3b 0,6472 |0,6995| 05775 |06502| 2 |bn_convl 0,5704 | 0,615 | 0,5164 | 0,561
22 | bn3a_branch2a 0,6465 | 0,6948 | 05915 |0,6479 | 30 |res3b_branch2a_relu | 0,5688 | 0,6056 | 0,5164 | 0,5681
15 | res2b_branch2b 0,6462 |0,6948 | 0,6009 | 0,6385
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4.3. Onerilen Yontemin Siiflandirma Basarimi

Onerilen yontemin basarimi, Tablo 4.1°de en iyi siiflandirma basarisini  sunan
res5b_branch2b, resSa relu, bnSb_branch2a, res5b branch2a ve resSa_branch2a katmanlari

Uzerinden degerlendirilecektir.

Onerilen yontemde GA uygulanirken popiilasyon biiyiikliigii 40 ve kromozom sayist
(goriintii sayis1) 192 olarak secilmistir. Mutasyon oran1 0,1 olarak belirlenirken, iterasyon
sayist 1000 olarak secilmistir. Bu parametreleri segmek i¢in sistematik bir yontem

olmadigindan parametreler deneme yanilma yoluyla secilmistir.

Onerilen ydntem ile 20 farkli kosma iizerinden res5b_branch2b, resa_relu, bnsb_branch2a,
resSb_branch2a ve resSa branch2a katmanlarindan secilen goriintiilerin siniflandirma
sonuglar1 Tablo 4.2.’de sunulmustur. Ayrica 6nerilen yontemin Sekil 4.3'te res5b_branch2b,
resba_relu, bn5b_branch2a, resSb branch2a ve res5a branch2a katmanlarinin her bir
calistirmadan elde edilen basar1 oranlar1 siralanmis olarak verilmistir. Tablo 4.2
incelendiginde ortalamada en yiiksek dogruluk degeri 0,8582 ile resba_branch2a
katmanindan elde edilen 6zniteliklerden saglandigi goriilmektedir. Ayn1 zamanda 0,8246 ile
resSa_relu katmandan ortalama da en disiik deger elde edildigi goriilmektedir. Bu durum
Tablo 4.1 ile kiyaslandiginda 6nerilen yontemde anlamli bir performans artis1 saglandigi

anlasilmaktadir.

Tablo 4.2. En iyi bes katman igin temel istatistik tablosu

Katman Ortalama Max Min Ortanca Std

resba_branch2a 0,8423 0,8732 0,8028 0,8498 0,0215
resba_relu 0,8246 0,8545 0,7887 0,8263 0,0212
res5b_branch2a 0,8582 0,8873 0,8169 0,8568 0,0204
bn5b_branch2a 0,8498 0,8826 0,8075 0,8521 0,0214
resSb_branch2b 0,8359 0,8732 0,8028 0,8357 0,0214
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Sekil 4.3. Her bir simiilasyondan elde edilen siniflandirma basarim oranlari

Onerilen yontemin performans artigmin daha anlasilir olmasi i¢in Tablo 4.3 de Oznitelik
secimi olmadan elde edilen sonuglar ile 6nerilen yontemin sonuglar1 karsilagtirmali olarak
sunulmustur. Bu tablo incelendiginde 6nerilen yontem ile en az %19,73, en ¢ok %25,28
oraninda performans artisi elde edilmistir. Ayrica 512 6znitelikten en etkili 192 6znitelik

secilmigtir. Boylece yaklasik %37.5 oraninda 6znitelik azaltilmistir.

Tablo 4.3. Onerilen yontemin kazanimlar

Onerilen Yéntem Ileri Besleme Kazanm
Katman Fark o
Ortalama DO Ortalama DO Yo
resbb_branch2a 0,8582 0,685 0,1732 25,28
bn5b_branch2a 0,8498 0,6862 0,1636 23,84
resba_branch2a 0,8423 0,6808 0,1615 23,72
resbb_branch2b 0,8359 0,6923 0,1436 20,74
res5a_relu 0,8246 0,6887 01359 19,73

Onerilen yoéntemde Oznitelik secim siirecinde kullanilan GA’nin res5b_branch2b,
res5a_relu, bn5b_branch2a, resSb branch2a ve res5a_branch2a katmanlarinin yakinsama
grafikleri Sekil 4.4'te verilmistir. Burada tiim katmanlar i¢in 400 iterasyona kadar kayda

deger bir iyilesme gézlemlenebilmektedir
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Sekil 4.4. En iyi bes katmanin ortalama yakinsama grafikleri

4.4. istatiksel Analiz

Res5b_branch2b, resba relu, bn5b_branch2a, res5b _branch2a ve resba branch2a
katmanlarindan elde edilen sonuglar da istatistiksel olarak birbirleriyle karsilastirilmistir.
Wilcoxon isaretlenmis siralar testi temel istatistiki degerler iizerinden Tablo 4.4'te
gosterilmistir. Tablo 4.4'te sunulan sonuglara gore, resSb_branch2b ve resba_branch2a
arasinda anlamli bir fark yoktur (p - degeri > 0,05). Fakat diger tiim kombinasyonlarda
istatistiksel olarak anlamli bir fark vardir (p - degeri < 0,05).

Tablo 4.4. En iyi bes katmanin istatistiksel olarak karsilastirma tablosu

© © I o]
N N o (qN]
< < - e
2 2 o 2
5| 8 3 S s 8
% _Ql = Ql QI Ql
£ S S ) 2 my
"c_'cs ) ) %] "8 [%]
¥ e 2 L o L
resba_branch2a 1 0,0004 0,0002 0,0045 0,0555
resba_relu 0,0004 1 0,0001 0,0001 0,0025
ressb_branch2a 0,0002 0,0001 1 0,0029 0,0003
bn5b_branch2a 0,0045 0,0001 0,0029 1 0,0014
ressb_branch2b 0,0555 0,0025 0,0003 0,0014 1
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4.5. Sonuclarin literatiirle kiyaslanmasi ve zaman analizi

Bu tezde kullanilan veri setinin temel makalesi [97] paydaslar tarafindan yayinlanmustir.
Onerilen ydntemin sonuglarini literatiirde ayni1 veri setini kullanan diger yontemlerin
sonuglariyla karsilastirmak i¢in Oncelikle [97] numarali makaleye atifta bulunan toplam 40
adet makale Web of Science (11), PubMed (7) ve Google Scholar (22) veri tabanlarindan
alinmistir. Bunlardan 25'i birbirinin tekrart oldugu icin goz ardi edilmistir. Kalan 15 makale
0zgundlr ve karsilastirma i¢in degerlendirilmistir. Segmentasyon (5) ve medikal (3) olmak
lizere toplam 8 ¢alisma, siniflandirmaya odaklanmadigi i¢in hari¢ tutulmustur. Kalan 5
calismada, kornea tilseri tipleri olan noktasal kornea, noktasal- pullu karigik kornea ve pullu
kornea iilserleri, transfer Ogrenme kullanilarak kornea {ilseri tespit edilmeden
smiflandirilmasi amaglanmistir [100],[20]. Geriye kalan ¢alismalarda, 6nerilen yontemler
uygulanmadan 6nce goriintiiler maskelenmistir. Sonug¢ olarak, bilgimiz dahilinde adil bir

karsilastirma i¢in herhangi bir ¢alisma bulunamamastir.

Hesaplama zamami (HZ), bir algoritmanin verimliligini degerlendirmek i¢in 6nemli bir
parametredir. Onerilen yontemin HZ'sini hesaplamada metasezgisel yaklasimlar igin
onerilen[49] yontem kullanilmistir. Onerilen yontemin kontrol parametreleri, 6znitelik
haritalar1 se¢imini (FMS) ve segilen 0znitelik haritalari tizerinden siiflandirmay1 (SFM)
hesaplamak icin Tablo 3.2'de sunuldugu gibi kullanilmigtir. Simiilasyonlar i3-7130U 2.7
GHz, 20 GB RAM sahip bir PC Uzerinden gergeklestirilmistir. Onerilen ydntemin
hesaplanan HZ'leri Tablo 4.5'de verilmistir. Bu tablo incelendiginde, FMS isleminin her
katmandaki HZ'lerinin yiiksek hesaplama degerleri oldugu goriilmektedir. Bununla birlikte
SFM'ler iizerinden smiflandirmanin her katmandaki HZ'leri kabul edilebilir hesaplama

degerleridir. Ancak bu durum, elde edilen kazang sayesinde goz ard1 edilebilir diizeydedir.

Tablo 4.5.0nerilen metodun zaman karmasiklig

FMS Hesaplama Zamani SFM Hesaplama Zamam
Katmanlar
Ort. Std. Karmagsikhk |Ort. Std. Karmasikhk

ressb_branch2a |4,68E+03 |1,84E+02 |1,46E+04 6,80E-02 |6,11E-03 |2,12E-01
bn5b_branch2a |4,42E+03 |1,26E+02 | 1,38E+04 6,27E-02 |6,69E-03 |1,95E-01
resba_branch2a |4,46E+03 |2,90E+02 |1,39E+04 8,23E-02 |5,44E-02 |2,56E-01
resSb_branch2b | 4,25E+03 | 1,22E+02 | 1,32E+04 6,71E-02 |1,82E-02 |2,09E-01
resSa_relu 4,36E+03 | 3,12E+02 |1,36E+04 6,28E-02 |9,09E-03 |1,95E-01
Satir Ort. 4,44E+03 | 2,07E+02 | 1,38E+04 6,86E-02 |1,89E-02 |2,13E-01
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5. TARTISMA, SONUCLAR VE ONERILER

Bu tezde elde edilen sonuglar ResNet derin sinir aginin ara katmanlarinda olusan imgelerin
Oznitelik olarak klasik bir siiflandiric1 olan SVM’de kullanildiginda ne kadar iyi sonuglar
elde edilebilecegini gostermistir. Calismamizda 512 6znitelikten en etkili 192 6znitelik
secilmistir. Boylece yaklasik %37.5 oraninda Oznitelik azaltilmigtir Bu da ¢alismamizda
oncelikle ResNet gibi ¢ok fazla katmana sahip bir ag yapisinin 6znitelik ¢ikarici olarak
kullanildiginda olusan dezavantajlarin ortaya ¢ikarilip analiz edilmesini saglamistir. Analiz
sonuglar1 grafiksel ve tablo seklinde sunulmus olup, incelemeyi daha verimli hale getirmistir.
Bu tezde 6nerilen framework Resnet, GA ve SVM gibi ana yapilardan meydana gelmektedir.
Calismamizda yapilarin dezavantajlart bertaraf edilerek avantajli hale getirilmeye
calistlmistir ve sunuldugu iizere biiyilk oranda performans artist saglanmustir. ileriki
calismalarda bu yapilarin farkli versiyonlari denenerek daha {istiin basarimlar elde etmek
mimkun olabilir. Calismamiz ileriki ¢alismalara 1s1k tutarak bu alanda daha 6nemli adimlar
atilmasina olanak saglayacaktir. Bu ¢alismada karsilagilan en énemli sorun GA ile Resnet
gibi bir yapidan imge se¢imi isleminin hesaplama siiresinin yiiksek kalmasidir. Bu
problemin ¢6zumi icin populasyon buyikligi azaltilabilir. Ancak bu durumda
smiflandirma basarimi diismektedir. Optimum popiilasyon biyiikliigii son derece kritiktir.
Ileriki caligmalarda bu durum goz 6niinde bulundurulmalidir. Ayrica ileriki calismalarda GA
yerine farkli optimizasyon algoritmalari, SVM yerine farkli siniflandiricilar, ResNet yerine
farkli derin sinir ag1 modeli farkli veri setleriyle daha genis bir ¢alisma yapilabilir.
Sonuglarin umut vericidir bununla birlikte zaman alict olmasi en buyuk dezavantajidir. Bu
dezavantaji g6z oniinde bulundurarak deneylerin kapasitesi daha yuksek bilgisayarlarla

yapilmasi gerekmektedir.
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