T.C.
Istanbul
YENI YUZYIL UNIVERSITESI

FEN BILIMLERI ENSTITUSU
BiYOMEDIKAL MUHENDISLiIGi ANA BiLiM DALI

Yapay Zeka Ile Melanom Tespiti

YUKSEK LISANS TEZi

Tutku KUCUKERBIR

Tez Danigsmani
Dr. Ogr. Uyesi Sevil OZER

ISTANBUL
Aralik 2022



T.C.
Istanbul
YENIi YUZYIL UNIVERSITESI
Fen Bilimleri Enstitiisii

KABUL ONAY

Biyomedikal Miihendisligi Ana Bilim Dal1 Yiiksek Lisans Programi ¢er¢evesinde
yiirlitiilmiis olan bu ¢alima asagidaki jiiri tarafindan Yiiksek Lisans Tezi olarak kabul

edilmistir.

Tez Savunma Tarihi:

Tez Danismam

Dr. Ogr. Uyesi Sevil OZER

Istanbul Yeni Yiizyil Universitesi

Jiiri Uyeleri

Dr. Ogr. Uyesi Sevil OZER

Istanbul Yeni Yiizyil Universitesi

Dr. Ogr. Uyesi Gokalp TULUM

Istanbul Nisantas1 Universitesi

Dr. Ogr. Uyesi Diyadin CAN

Istanbul Yeni Yiizy1l Universitesi




ETiK BEYAN

Istanbul Yeni Yiizy1l Universitesi Fen Bilimleri Enstitiisii Tez Yazim Kurallarina uygun
olarak hazirladigim bu tez galismasinda;
e Tez icinde sundugum verileri, bilgileri ve dokiimanlar1 akademik ve etik kurallar

cergevesinde elde ettigimi,

Tiim bilgi, belge, degerlendirme ve sonuclar1 bilimsel etik ve ahlak kurallarina uygun

olarak sundugumu,

Tez galismasinda yararlandigim eserlerin tiimiine uygun atifta bulunarak kaynak

gosterdigimi,

Kullanilan verilerde herhangi bir degisiklik yapmadigimi,

Bu tezde sundugum galigmanin 6zgiin oldugunu,
bildirir, aksi bir durumda aleyhime dogabilecek tiim hak kayiplarin1 kabullendigimi beyan

ederim.

07/12/ 2022

Tutku KUCUKERBR



Tesekkiir

Hayatta emek verdigim her konuda en az benim kadar emek veren aileme, sonsuz
destegini her zaman hissettifim Onur Gilimiis’e, sabir ve ilgiyle bilgi birikimini
benden esirgemeden ¢almmama yon veren degerli hocam Dr. Sevil Ozer’e sonsuz

tesekkiir ederim.



Icindekiler

KCABUL ONALY ettt ettt ettt b e b et et e e e ab e bt e e be e e beesaneebeeaneas i
ETIK BEY AN ..ottt ii
TESEKIUIT ...ttt e e e e s s s bbb et e e e e e s s sa b bbb et e e e e e e e s snaabbbeeeaaeens il
Sembol ve Kisaltma LiStesi .............cccooiiiiiiiiic e v
TADIO LLISTEST ..ttt Vi
OZET ..o IX
AB ST R A CT ettt b et e bR b e e e e re e re e X
O € 12 13RO 1
2. YAPAY ZEKA ILE MELANOM CILT KANSERININ TESPITIL. .......cccccccoovvnrinnn. 3
2.1 MEIaNOM NEUIT 2. ...ttt bbb nn et b b ene 3
2.2 YaPAY ZKa ALZOTTEMAS. ... .eiiuiiiiiiiiiietie sttt be ettt n e e sae e neesnne s 6
2.2.1 YaPAY SINIT AGIATT. c.eiiiiiiiieiiie ittt 10
2.2.2 Derin Ogrenme KGtHPhANEIEri. .........c.cevivieceivereriiiieieie e 12

LY APAY ZEKA. bbbt 14
4. YONTEM METHOD. ....ooiuiiiiiiiiiiiintieieeesiet ettt 20
5. SONUCLAR ...ttt s e s e s s e st es e s aee s es e seeeses s eeseees e 31
B. TARTISIMAL ...ttt e e s e s e e e et e e e sat e e e aae e e e eaeeeabeeeataeeeneeeaneeeaaneas 36
KAYNAKCA ..ottt e e seee s s e st es et s et e st es e es et es e ee e eseseseeenes 39
EILER. ..ttt b et b e e h et h e bbb e e nn e b e aneas 44



Sembol ve kisaltma Listesi

MM

CNN

API

YYM

ALMM

LSVRC-2010

Vggnet-16

ABCD

LMM

Oneiros

AUC

ESA

GPU

CPU

Akiec

Bcc

Malign Melanom
Konvoliisyonel Sinir Aglari

Program Uygulama Arayiizii (Application Programming Interface)

Yiizeysel Yayilan Melanom

Akral Lentijinoz Malign Melanom

Large Scale Visual Recognition (Biiyiik Olgekli Gérsel Tanima)

visual Geometry Group (Gorsel geometri grubu)

Asimetri,Border,Color,Diameter

Lentigo melanom

Acik uglu noro-elektronik akilli robot iGletim sistemi

Area Under Curve (Egri Altinda Kalan Alan)

European Space Agency (Avrupa Uzay Ajansi)

Graphics Processing Unit (Grafik Islemci Unitesi)

Central Process Unit (Merkezi islem Birimi)

Aktinik Keratoz

Bazal Hiicreli Karsinom



Bkl

Df

Mel

Nv

Vasc

Benign keratoz

Dermatofibrom

Melanom

Melanositik Neviis

Vaskiiler Cilt Lezyonu



Sekil ve Grafik Listesi

Sekil 2.1. Melanoma olusmus Cilt @OrUNtUST[7].....cvververrerriierierieiiereeie e 3
Sekil 2.2. Melanom gozlemlenen doku ve organlar[13]........cccccoevveiiiieiiene e, 4
Sekil 2.3. Biyopsi i¢in par¢a alinmasi[ 17].....ccueeiviiiiiiniiiiiiieiieesiee e 6
Sekil 2.4. Softmax. Aktivasyon FONKSIYONU ...........ccccviieiieiiiic e 7
Sekil 2.5. Yapay zeka 6grenme algoritmast Ornegi[19]......ccccvrreiiierienieniieniee e 8
Sekil 2.6. Yetersiz uyum, istenilen uyum, asir1 UyUm[22] .......cccooveiieieiieiiese e 10
Sekil 2.7. Girdi, ara katmanlar Ve GIKtI[27] .....c.cvvvereiieieeieiiesie et ste et 11
Sekil 2.8. Yapay sinir agi modelinin ¢alisma sekli [28] ..........ccovviviiiiiniiiniiirieeeee 11
Sekil 2.9. Pyhton iizerindeki derin 6grenme kiitiiphaneleri[29] ........cccovviiiiiinnieiiee e, 12
Sekil 3.1. Gergek goriintiiniin kil temizleme sonrast gorinirligi[34]......cccovvvvvrieniverinrinnn. 14
Sekil 3.2. Asil goriintiide hastalikli alan- bilgisayarin gordiigii hastalikli alan[36]............... 15
Sekil 3.3. Yolo ile timdr tespiti ve grabcut uygulamasif37] .....cvevvvveervireiieerr e 16
Sekil 3.4. Farkli modellerde dogruluk oranlari[39] .......ccccceiiiiiiiiniiiiiie e 18
Sekil 4.1. SIStEM AlZOTTIEMAST .....e.veviiiiiiiieieeii ettt 20
Sekil 4.2. HAM10000 veri seti 6rnek bazal hiicreli Karsinom ...........cccocevevveiieeiiecivee e 23
Sekil 4.3. HAM10000 veri seti @0rSelleri.......ccvviieiiiiiiiiiiiie e 24
Sekil 4.4. HAMZ10000 dataset tabloSU .........cccveeiiuiieiiiiee ettt e vae e 25

Vi



Sekil 4.5. Val_dir ve train_dir i¢indeki lezyon alt KIasorleri.........ccocvvvvereiieieeiesieseece e, 25

SeKil 4.6. Veri artirim OINEGT ......voivveviiiiiieiiiiiesieesi st 27
SeKil 4.7, EZIIM QSAMAST ..euveiviiiiieiiiiaiie st stie st stee sttt et eesbeessseesbeeabeesbeeanbeesbeeanbeesseeensee e 28
Sekil 5.1. 1. Tahmin i¢in dOZruluk OTANI .......cveiieiiiiieiieiie e e 31
Sekil 5.2. 2. Tahmin igin dOZruluk OTANT .......ecveiiieiiieie e neeas 32
Sekil 5.3. 3. Tahmin i¢in dOZIrulUK OTANT ......eiviiviiiiiiiiieieiee e 32
Sekil 5.4. Hata matriSi CIKLIST......iiuiiieiiiiiieciiiiie e s siiiee e e e e s st e e e s e e e e st e e e e snn e e e e snnneeeeeannneas 33
Sekil 5.5. Melanom oldugu kesin olan cilt lezyonu gorintliisii.........c.cvevverereneieninisisieienns 34
Sekil 5.6. Melanom oldugu kesin bilinen gorselin sistem GIKHIST ...o..vvveierierieiiieiiiiseeieiees 35

Sekil 6.1. AlexNet,Denset121,Resnet18,SqueezeNet ve Vggnet-16 i¢in adim-
OGIUIUK OTANI[4 1] .ot b e e b e be e e s bn e e e neeeanes 38

vii



Tablo Listesi

Tablo 3.1. Farkli modellerin dogruluk-hassasiyet skor tablosu[40]

Tablo 4.1. Veri setleri TabloSU .......oooeo v,

viii



OZET

Yapay Zeka ile Melanom Tespiti
Tutku KUCUKERBIR

Istanbul Yeni Yiizy1l Universitesi, Fen Bilimleri
Enstitiisii Yiiksek Lisans Tezi, Biyomedikal Miihendisligi Anabilim DahTez
Damsmani: Dr. Ogr. Uyesi. Sevil OZER
Aralik 2022, 69 sayfa

Melanom, kotii huylu bir cilt kanseri tiirii olup yayilim hizinin yiliksek olmasi sebebiyle
Oliim oran1 en yiiksek cilt kanseridir. Melanom kaynakli 6liimlerin azalmasi erken teshis ile
miimkiin- diir. Glinlimiizde kullanilan teshis yontemlerinde doktorun profesyonelligine,
gorlintiileme tekniklerine, patoloji sonucu elde edilen verilerin doktor tarafindan
yorumlanmasina baghdir. Giinlimiizde yapay zekanin kullanildigi alanlar her gecen giin
artmakta olup, bu alanlardan biri de saglik sektoriidiir. Ozellikle goriintii islemede oldukca
basarili sonuglar vermesi sebebi ile yapay zekanin bir alt dali olan derin 6grenme, tibbi
goriintiilerin iglenmesinde ve yorumlanmasinda sikg¢a tercih edilmektedir. Bu g¢aligmanin
amaci bugiine kadar yapilan ¢alismalardaki dogruluk oranindan yiiksek oranlara erisen bir
yapay zeka modeli olusturmaktir. Bu dogrultuda PHYTON iizerindeki yapay zeka
kiitliphaneleri kullanarak, Kaggle iizerinden elde edilen HAM10000 veri seti egitilmistir.
Veri setini maksimum verimde kullanabilmek adina veri artirim yontemi uygulanmistir. Veri
sayis1 artirilarak veri setinin hem egitim hem de kontrol amaciyla kullanilmasi saglanmaistir.
Kullanilan veri seti sadece melanom degil, ayn1 zamanda 7 farkli cilt lezyonunu ta-
niyabilecek sekilde egitilmistir. Tensorflow.jp ile olusturulan yapay zeka modelinin web
uygulamasi iizerinde ¢aligsmasi saglanmigtir. Uygulama .jpg formatinda yiiklenen bir cilt
lezyonu i¢in3 ayri tahminde bulunarak, lezyonun tiirii ve iyi huylu ya da kotii huylu oldugu

konusunda %97 basari oran1 gostermektedir.

Anahtar Kelimeler: Kanser,Melanom Kanseri,Yapay Zeka,Cilt lezyonu, PHYTON,



ABSTRACT

Detection of Melanoma with Artifical Intelligence

Tutku KUCUKERBIR
Istanbul Yeni Yuzyil University, Science and Engineering Institute
Master Thesis, Biomedical Engineering Department
Supervisor: Dr. Sevil OZER
Dec 2022, 69 pages

Melanoma is a malignant skin cancer and has the highest mortality rate due to its high rate of
me tastasis. Reduction of melanoma related deaths is possible with early diagnosis.
Diagnostic methods used today place great burdens on physicians and depend entirely on the
professionalism of the physician and the interpretation of the imaging techniques and
pathology results by the phy- sician. For this reason, in this study, it was aimed to reduce the
diagnosis time by making a fasterdiagnosis of cancer patients by doctors. In this direction, the
HAM10000 dataset obtained from Kaggle was trained using artificial intelligence libraries on
PHYTON. In order to use the data set with maximum efficiency, data augmentation method
has been applied. By increasing the number of data, the data set was used for both trainingand
control purposes. The data set used was trained to recognize 7 different skin lesions, not just
melanoma. The artificial intelligence model created with Tensorflow.jp was enabled to work
on the web application. The application makes 3 different predictions for a skin lesion
uploaded in .jpg format and shows a %97 success rate in terms of the type of lesion and

whether it is benign or malignant.

Keywords: Cancer, Melanoma, Artificial Intelligence, Skin lesion, PHYTON



1. GIRIS

Cilt kanseri, 6zellikle beyaz tenli insanlarda sik¢a goriilen bir hastaliktir. Bununla beraber cilt
kanserine yakalanma oranlar1 tiim diinyada giderek artmaktadir [1]. Kotii huylu cilt kanseri
melanom olarak adlandirilmaktadir. Melanom en 6liimciil cilt kanserlerinden biri olmakla
beraber diinya genelinde yilda 55.000 kisinin 6liimiine neden olmaktadir. Bu tiim kanser
tirlerinin %0.07’sine tekabiil etmektedir. Melanom cevresel ve genetik faktorlere bagh
oldugundan, melanom goriilme siklig1 cografi konuma gore degisiklik gdstermektedir. Cilt
kanseri nedeni ile meydana gelen oliimlerin %75’i melanomdan kaynaklanmaktadir [2].
Melanom hizli yayilim gostermesinden &tiirii en ¢ok Oliime neden olan cilt kanseri tiirii
olmasiyla birlikte erken teshis ile tedavisi miimkiindiir. Cilt kanseri teshisi ile ilgili bugiine
kadar yapilan caligmalardan en sik kullanilan biyopsi ile parca alarak, parganin patolojik
incelemesi sonucu doktorlarin verdigi karardir. Bu yontem doktorun ve patologun deneyimine
bagli oldugundan dogruluk orani degiskenlik gostermektedir. Teshiste yiizeysel olarak, deride
c¢ikan lezyonlar1 degerlendirmede kullanilan ABCD yo6ntemi, 1985°te ortaya atilmistir. Ciplak
gozle uygulanan ABCD yontemi, (A)symmetry, (B)order, (C)olor, ve (D)iameter ingilizce
kelimelerinin ilk harflerinden olugmaktadir. Giiniimiizde teknolojinin gelisimi ile kanser
teshisinde yapay zeka uygulamalar1 oldukca revactadir. Genel itibariyle ¢esitli tekniklerle
hazirlanan dogrulugundan emin olunan verilerin bilgisayara 6gretilmesi esasina dayanan bir
yontem ile yapay zeka egitilir. Dogrulugundan emin olunan veri seti ile egitilen yapay zeka,
gosterilen goriintii lizerinde Ogretilen goriintii ile benzerlik kurarak gosterilen goriintiiniin
tiirtini 6grenebilir. Dermatologlarin biyopsi alip patolojik tanisinin elde edildigi iyi ve koti
huylu lezyonlarin dermatoskopik fotograflarinin oldugu genis Arsivleri vardir. Bu 6grenmeler
sonucunda deri kanseri tanimadaki basarilar1 cesitli seviyelerdeki dermatologlarla
karsilattirllarak  yapay zekanin verimligi degerlendirilmistir. Yakin zamana yapilan
caligmalarda bilgisayar algoritmalart melanomu tanimada dermatologlar1 iist iiste yenmeyi
basarmistir[5]. Bu ¢alismanin amaci bugiine kadar yapilan ¢aligmalardaki dogruluk oranindan
yiiksek oranlara erigen bir sistem tasarlamaktir. Burada yapilmak istenen teshis koyma islemi
degil, teshisi kolaylastirarak melanoma sahip hastalarin erken teshisi konusunda doktorlara
destek olarak gelecek donemde melanom kaynakli 6liim oranlarmin diismesine yardimeci
olacak bir sistemin protatipini gergeklestirmektir. Calismada HAM10000 veri seti kullanilarak

yapay zeka, 7 farkli cilt lezyonu i¢in egitilmistir. Bu egitim Phyton iizerinde yapay zeka



kiitiiphaneleri kullanilarak yapilmistir. Melanom tespiti ilizerine yapilan g¢alismalar genel
itibariyle sadece melanom tespiti iizerine ¢alisirken, bu calismada 7 farkli cilt lezyonu
tizerinden yapay zekanin en yiiksek olasilik olmak {izere 3 tahminde bulunmasi esas
alimmistir. Bu da kanser tiirliniin melanom olmasa dahi iyi huyluya da kotii huylu olmasina
kars1 daha dogru bir veri vermesini saglayacaktir. Veri setinde yapilan artirnm sayesinde daha
biiyiik bir 6grenim verisi olusturularak dogruluk oranmi yiikseltilmistir. Calismada tensorflow
ile birlikte keras kiitiiphaneleri kullanilmigtir. Tezin ikinci bolimiinde melanom kanseri
hakkinda bilgiler verilmistir. Melanom kanser tiirleri, melanom kanserinin olusumu, teshisine
yonelik ¢alismalar bu boliimde verilmektedir. Caligmanin tgilincii bolimii yapay zeka
algoritmalarmin aciklandigr boliimdiir. Yapay sinir aglarmin olusumu, yapay zeka
kiitliphaneleri bu boliimde agiklanmistir. Calismanin dordiincii kisminda yapay zeka ile
melanom tespitine dair literatiirde yapilan ¢alismalara yer verilmistir. Gegmis ¢alismalar ile
yapilan calisma arasindaki farklara tartisma boliimiinde yer verilmistir. Yontem-metot
kisminda calismanin amaci, ¢alismada kullanilan programlama dili, kiitiiphaneler ayrintili
olarak agiklanmistir. Sonug¢ boliimiinde uygulanan yontem ve metotlar sonucunda elde

edilen ¢iktilar degerlendirilmistir.



2. YAPAY ZEKA iLE MELANOM CILT KANSERININ TESPIiTI

2.1 Melanom Nedir ?

Malign melanom cilt dokusunda olusan ve 6liim ile sonug¢lanma ihtimali yiiksekolan bir cilt
kanseri tiiriidiir. Bircok kanser tiirlinde oldugu gibi erken teshis edildiginde hastaligin
tedavisi miimkiindiir. Melanosit kokenli malign koti huylu bir kanser tiiriidiir. Melanosit
hiicreleri, deride koyu renkli bir pigment olan melanin {ireten hiicrelerdir. Melanositler cilde
rengini verme gorevini ustlenmektedir (Sekil 2.1). Genellikle deride bulunurlar fakat
viicudun farkli bolgelerinde de bulunma ihtimalleri vardir. Malign Melanomlar (MM),

viicutta melanosit igeren herhangi bir boliimde olusabilmektedir [6].

Melanoma

Sekil 2.1: Melanoma olugmus cilt gorintiisii [7]

Melanom, deri kanserlerinin en az rastlanilan tiirii olmakla birlikte erken teshis edilmedigi
takdirde oldukga tehlikelidir. Deri kanserinden kaynaklanan 6liimlerin biiylik cogunlugunun
nedeni melanomdur [8]. Melanomun kadinlarda goriilme orani erkeklerde goriilme oranindan
yiiksektir. Kadinlarda genellikle bacaklarda meydana gelirken erkeklerde en sik sirtta mey



dana gelmektedir. Melanom goriilme orani cografi konuma gore degiskenlik gostermektedir.
Cografi yayilimin etkin olmasinin temel nedeni ultraviyole Isik maruziyeti farklilagmasi veya

niifustaki deri pigmentasyon oraninin diisiikliigi ile agiklanmaktadir [9].

Diinya Saglik Orgiitii (DSO)“niin raporuna gore, her y1l diinya genelinde 48.000 kisi melanom
ile iliskili nedenlerden dolay1 hayatin1 kaybetmektedir[10].

MM-“larin goriilme sikligi tim diinyada son yillarda en hizli artan kanser tiirii olarak
gozlemlenmistir. Kutanéz maligniteler (KM) arasinda bazal hiicreli kar- sinom ve skuamoz
hiicreli karsinoma gére MM“ler daha az goriilmekle birlikte, 6lim hiz1 en yiiksek cilt kanseri
tiirli oldugu ifade edilmektedr. Diinya Saglik Orgiitii verilerine gére diinya genelinde her yil
160.000 yeni Melanom vakasi tespitedilmektedir [11]. MM’u olusturan tiimér Kitlesi, diger
timorlerde de oldugu gibi sadece kanser hiicrelerinden degil tiimér mikro ¢evresinden de
olusmakta ve diger dokulara metaztaz yapmaktadir. Tiimorin ilerleme hizi ve buna bagh
metastaz yapmasi kanser hiicrelerinin bu ¢evre ile etkilesimine baglidir [12]. Ensik deride
goriilmekle birlikte diger dokularda da 6rnegin gbézde konjuntiva ve iiveada, mukozalar ve
leptomeninkslerde de gelisebilmektedir. Sekil 2.2°de, farkli dokularda gézlenmis melanom

tiplerine yer verilmistir.

. ' : Agiz igi
Yanakta noduler Lentigo maligna
ti mel(anom Yuzeysellyayllarw melaﬁoma< . mukoza
P tipte melanom srtstnde
melanom

Bacakta amelanotik Akral lentijin6z G&z kiiresinde Tlrnlak yatag
(renksiz) melanom tip melanom melanomu
melanom

Sekil 2.2: Melanom gozlemlenen doku ve organlar [13]



Kutan6z melanomlar (KM), tiim melanomlarin %91,2’sini olusturmaktadir [14]. KM i¢in en
biiyiik risk faktorleri; agik ten rengi, kizil sag, kisinin ailesinde melanom geg¢misinin olmast,
kronik olarak gilines maruziyeti ve bunun sonucu giines yanigi oykiisiiyle birlikte asir1 oranda
solaryum maruziyetidir [15]. KM i¢in tanimlanmis dort ana alt tip mevcuttur. En sik goriilen
yiizeysel yayilan melanom (YYM) tipidir. Genellikle renk ¢esitliginin gorildigi kahve-siyah
renk degisimi olarak baslaylp plak haline gelir, iizerinde papiil veya nodiil gelisimi
olabilmektedir. Ikinci en siklikta goriilen tipi lentigo malign melanom (LMM) nodiilerdir.
Ozellikle giines maruziyetinden kaynaklanan LMM, daha ¢ok yash kisilerin yiizlerinde
asimetrik kahverengi-siyah lekeyi andiran izler olarak izlenmektedir. Karsilagilmasikligi en
diisik olan tipi olan akral lentijinbz malign melanom (ALMM) ise en ¢ok tirnakta
goriilmektedir. (Sekil 2.2).

Melanomun birincil tedavisi cerrahi olup Melanom tespitinde ilk olarak fiziksel muayene
yapilmaktadir. Fizik muayene esnasinda; deride olusan lezyonun biyiikliigi, sekli, rengi ve
dokusu ile birlikte bu bolgede kanama ya da soyulma olup olmadigi incelenmektedir. Fiziksel
muayene sonunda eger melonomadan siipheleniliyorsa, stipheli bélgeden mikroskop altinda
incelenmek tiizere parga alinip, biyopsisi yoluna gidilmektedir [16]. Deriden biyopsisinin
(Sekil 2.3) alinabilmesi i¢in ¢esitli metotlar uygulanmaktadir. Hangi yontemin segilecegi, deri
kanserinin viicuttaki yerine ve boyutuna gore degisim gostermektedir. Deriden alinan ornek,
mikroskopta doku Orneklerini inceleyerek tani koyma konusunda egitimli olan bir patologa
gonderilerek, lezyonun durumu deri hastaliklar1 ve deri kanserleri konusunda 6zellesmis bir

dermotolog ile birlikte degerlendirilmektedir.



Sekil 2.3: Biyopsi i¢in parga alinmasi [17]

Giintimiizde teknolojinin ilerlemesi ile kanser teshisinde bilgisayar 6grenmesi ve yapay
zekadan destek alinmaktadir. Bunun baslica nedeni makine 6grenmesi sonucu bilgisayardan
alinan verilerin dogruluk oraniin olduk¢a yiiksek olmasidir. Derin sinir aglari, yiiksek veri
setleri ile egitildiginde 1yi huylu veya kotii huylu kanser ayrimini kolaylikla yapabilmektedir.
Bu egi- tim sonucunda bilgisayar, iyi huylu veya kot huylu kanseri dogrusal olma- yan bir
yontem ile dgrenerek sonucu yliksek dogruluk orani ile tespit ede- bilmektedir. Bu yontemin
en biiyiilk avantaji hizli sonu¢ vermesidir. Bu sayede erken teshis ile kanser hastalarinin

hayatta kalma oranlar yiikselmis olacaktir.

2.2 Yapay Zeka Algoritmasi

Giliniimlizde yapay zeka bircok alanda oldukga sik kullanilabilir hale gelmistir. Bu alanlarin
basinda saglk sektorii gelmektedir. Ozellikle goriintii isleme konusunda oldukga basarili
sonuclar veren yapay zeka uygulamalar1 giin gectik¢ce daha ¢ok tercih edilir duruma gelmistir.
Derin 6grenme yapay zekanimn alt dalidir. Goriintiilerin islenmesi ve yorumlanmasi hususunda
oldukca sik kullanilmaktadir. Tibbi goriintiileme siirecinde kullanilan derin 6grenme algorit-
malar1 her ne kadar teshis konusunda uzmanlara yardimci olsa da giinlimiizde bu goriintiilerin
uzmanlar tarafindan yorumlanmasi gerekmektedir. Tek basina yapay zeka algoritmalarini
verdigi sonuclar teshis icin yeterli degildir. Ancak, yapay zeka ile otomatik tani sistemleri

olusturmak artik gelisen teknoloji ve algoritmalar sayesinde her gegen giin ilerleme katetmistir.



Yapay sinir aglari, bir makine 6grenmesi metodudur. Burada amag insan 6grenmesini, insan sinir
sistemini taklit etmektir. Yapay sinir aglar1 3 katmandan olugsmaktadir. Bunlar, giris katmani, ara
katmanlar ve ¢ikti katmanlaridir (Sekil 2.7). Yapay sinir aglarini olusturan hiicreler birbirine
baglidir. Bu baglar1 olusturan baglanti noktalari insan sinir hiicresindeki sinapslara karsilik
gelmektedir. Olusan bu baglantilara agirlik (weight) adi verilmektedir. Sekil 2.7°de gorildiigi
gibi, bir yapay sinir hiicresinde girdiler weight (agirlik) ile carpilir ve tiim degerler toplanir.
Ardindan bias degeri bu top- lama eklenir. Sonugcta olusan net girdi aktivasyon fonksiyonundan

geger ve bir ¢ikt1 olusur. Birg¢ok farkli aktivasyon fonksiyonu vardir.

Bu calismada ise kullanilan aktivasyon fonksiyonu softmaxtir. Softmax aktivasyon fonksiyonu
olasilik islemlerinde kullanilmaktadir. Fonksiyon, girdileri 0 ile 1 arasinda bir degere
dontstiriir.(Sekil 2.4).

1 -
P
= 0.5
[ <}
0 l—
—4 —2 0 2 4
=~

Sekil: 2.4: Softmax aktivasyon fonksiyonu



Yapay zekanin bu alandaki kullanimindan elde edilen basarili sonuglar, etmektedir. Buna ek
olarak, tibbi goriintiileme alaninda goriilen gelismeler bu alanda ¢alismalar yapan radyolog ve
teknisyenlerin bu teknolojiyi ne denli benimsediklerinin iyi bir 6rnegidir. 2019 senesi ile birlikte
yapay zekacaligmalar saglik alaninda oldukga sik kullanilir duruma gelmistir. Buna karsin tibbi
goriintilleme alaninda yapay zeka kullanimi hala spekiilasyona agik ve Kkesinligi kanitlanmis

degildir [18].

Makine Ogrenmesi, insan zekasini taklit ederek kendi Ogrenim algoritmalarmi gelistirerek
ilerleyen algoritmalar biitiiniidiir. Insan o6grenmesi ile makine 6grenmesi benzerlik
gostermektedir. Insan, duydugu ve gordiigii kavramlar1 algilarken beyin bunu otomatik olarak
yapar. Ayn1 durum makine 6grenmesi uygulamalarinda da gegerlidir. Makine, kendisine girilen
veri kiimelerini 6ziimseyerek, veri kiimesini ve gergeklesmesi beklenen gorevi dgrenmektedir.
Geleneksel kodlama ve makine §grenmesi algoritmalar: arasindaki fark, bir bebegin 6grenme
siireciyle analoji yapilarak agiklanabilir. Ornegin, hayvanlar hakkinda bilgisi olmayan bebegin
ogrenim siirecinin basinda bebek, kedi ile kopek kavramimi ve ikisinin arasinda- ki farki
bilmemektedir. Bu deneyde bebegi; yapay zeka algoritmasi olarak, ona farklar1 6gretecek kisiyi
ise, bir bilgisayar mithendisi ya da yazilimci olarak diisiinmek miimkiindiir. Klasik yapay zeka
uygulamalarina bakilacak olursa; bebege oncelikle, kedi ve kopek arasindaki farki 6gretmek
yerine, ona kedi ve kopegi ayirt etmesini saglayacak yonergeler verilmektedir. Bu hem 6gretici
hem bebek i¢in olduk¢a zor bir uzun siirece sebep olmaktadir. Ancak bebege cok sayida kedi ve
kopek fotografi gostererek yiiksek veri saglayarak, hangisinin kedi hangisinin kopek oldugunu
tekrarlamak bebegin bir noktadan sonra yiiksek bir dogruluk ile bu ikisini ayirt etmesini

saglayacaktir.

uuuuuu

—
Sekil 2.5: Yapay zeka 6grenme algoritmasi 6rnegi[19]



Makine 0grenmesi algoritmalarinin calisma prensibi yukaridaki drnekleme dayanmaktadir.
Makineye gosterilen kedi-kdpek goriintii setleri ile makinenin kedi ve kopegi 6grenmesi
saglanmaktadir. Bu sadece Sekil 2.4’de oldugu gibi c¢ikis makine tarafindan dogru
bulunacaktir. Yapay zekaya kiyasla makine 6grenmesi; daha dar bir alan olarak goziikse de,
icerisinde ¢ok fazla algoritma ve yontem bulunduran bir alan olarak karsimiza ¢ikmaktadir.
Makine ogrenmesi, ¢esitli verilerin yazilim bilimciler tarafindan bilgisayara 6gretilmesi,
bilgisayarin gercek diinya ile etkilesimi sonucunda elde ettigi bu verileri isleyerek karar
vermesi, anlamasi ve yorumlama yetenegi kazanmasini saglayan bir arastirma alanini

olusturmaktadir [20].

Ogrenmenin hedeflenen ilk amaci, egitim seti kullanilarak egitilmis olan bir modelin egitimin
sonunda, test veri seti iizerinde basarili sonuclar elde etmesini saglamaktir. Egitilmis modelin
daha once gormedigi, yani egitiminde kullanilmamis bir veri lizerindeki basarisi, o modelin
genelleme sigasmin ne denli yiiksek oldugunu gosterir. Modelin egitiminde, veri sayisinin
smirli olmasi sonucunda, iki istenmeyen durum ortaya cikabilir. Ilki asir1 uyum, Sekil 2.5°te
goriildigli iizere, modelin egitim verisi lizerindeki basariy1 test verisi tlizerinde
gosterememesinden ortaya ¢ikan bir durum olarak karsimiza ¢ikar. Yani model egitim
sirasinda gosterilen verileri ezberleyerek sadece o veriler iizerinde basar1 gostermektedir. Bu
durum, modelin egitim verisini ezberlemesi olarak tanimlanabilir.

Ikinci istenmeyen durum olan yetersiz uyum ise, kullanilan modelin egitim setinde bile iyi
sonuglar vermedigi durumlara karsilik gelmektedir [21]. Egitim verisi dagilimi dogrusal
degilken tahmin modeli olusturmak icin dogrusal bir algoritma secildigi takdirde model
dogrusal olmayan iliskiyi géremedigi i¢in dogruluk azalmaktadir. Problemin karmasikligi
modelin 6grenmek icin olusturdugu algoritmadan karigik oldugunda yetersiz uyum
olusmaktadir. Olusturulan algoritma egitim setindeki verilere ulagmak adina calistiginda
model dogrusal olmayan egitim setinde yer verilmemis ya da farkl bir sekli ile yer verilmis

verileri tantyamaz. Bu durum asir1 uyum problemini ortaya koymaktadir.
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Sekil 2.6: Yetersizuyum, istenilen uyum, agiriuyum [22]

2.2.1 Yapay Sinir Aglarn

Yapay sinir aglari, insan sinir hiicrelerine benzer yapida olup, makine &grenmesinde
kullanilan bir tiir algoritma taslagidir [23]. Yapay sinir aglart taslagi, bir memeli beyninden
esinlenilerek tasarlanmistir. 2010 yilinda Toronto Universitesi'nden Alex ve arkadaslari
tarafindan AlexNet isminde yapay sinir ag1 modeli gelistirmistir [24]. AlexNet’in énemi, 1000
farkli sinifa ait olan 1.2 milyon gorselin yer aldigi ImageNet veri kiimesinde egitilerek,
ImageNet LSVRC*nin 2010 yilinda gerceklestirdigi yarismada, gorsel siniflandirma
kategorisinde oldukga yliksek basari elde etmesidir. Bu durum zorlu problemdeki basari

oranlarinin ¢ok yiiksek olmasini sagladigindan yapay sinir aglariin giiciinii ispat etmistir.

Ancak, ilk yapay sinir hiicresini, McCullohg ve Pitts bundan yillar 6nce, 1943 senesinde
uygulamistir [25]. Bu calismada, girdilerin dogrusal kombinasyonun belli bir esik degeri
gecmesi ile aktive olan ndron yapisi basit bir elektrik devresi ile olusturulmustur. McCullogh
ve Pitts tarafindan yapilan ¢aligmalarin sonucunda ilk algilayici ise, Rosenblaatt tarafindan
1957 senesinde yapilan bir calismada modellenmistir. Bu c¢alismada, ikili siniflandirma
gorevleri igin tasarlanan modelde, gergek girdiler ve agirliklar, belirlenenégrenme kurallari ile
birlikte goriintii siniflandirma goérevleri i¢in kullanilmustir. Minsky ve Papert’de 1969

senesinde yapilan bir bagka ¢alismada da, basit bir sinir agi mimarisini 6nermislerdir.
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Girdi katmani, ara katman ve ¢ikt1 olmak iizere {i¢ katmandan meydana gelmektedir. Ancak

tek katmanl sinir aglar1 6grenme agisindan yeterli olmadigindan sonralar1 gizli katmanlarda

eklenmistir [26].
1O o
Girdiler _— _.Q< )O< Gkt
LA O
Girdi Ara Ciktt
Katman Katman Katmam

Sekil 2.7: Girdi, ara katmanlar ve ¢ikt1 [27]

Basit bir yapay sinir hiicresindeki iletim incelendiginde (Sekil 2.8); ilk katmandaki
algilayicilar, girdileri ve girdilerin agirliklarimi dikkate alarak ti¢ basit karar vermektedir.
Ardindan ikinci katmandaki algilayicilar, ilk katmandaki algilayicilardan iletilen kararlar ve
agirliklar 15181inda dort karar vermektedir. Son katmandaki algilayicilar ise ikinci katmandan
gelen doniitler dogrultusunda kararlar vermektedir. Dolayisiyla alinan kararlar ¢ikisa dogru

giderek karmasik bir hal almaktadir.

Esik deger
by

X O—— Wk

T Aktivasyon
fonksiyomu Cikt

Girdiler X2 00— W} ——r (p(.) — Yk

/ Birlestirme

Xp O——— Wyi

Agrliklar

Sekil 2.8: Yapay sinir agi modelinin ¢aligma sekli[28]
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Yapay sinir ag1 bircok sayida yogun katmanlardan olusmaktadir. Yani bir katmandaki tiim
diiglimler, bir sonraki katmandaki biitin diiglimlere bagli olacaktir. Derin 6grenme
yontemlerinin dogrusal olmayan iligkilerini modellemesi amaciyla, tiim diigiimlerde

gerceklesen islemler dogrusal olmayan bir aktivasyon fonksiyonundan gegirilmektedir.
2.2.2: Derin Ogrenme Kiitiiphaneleri

Makine Ogrenmesi ve derin 6grenme amaciyla cesitli liniversiteler ve Sirketler tarafindan
gelistirilmis, farkli 6zelliklerde ve derin 6grenme alaninda yapilan ¢aligsmalar1 pratiklestirip
kolaylastiran birgok hazir derin 6grenme kiitiiphaneleri ve Uygulama Programlama Ara
yiizleri (Application Programming Interface-API) bulunmaktadir. Arastirmacinin, ¢alisilacagi
konuya uygun kiitiiphaneleri bilgisayarina kurmasi gerekmektedir. Bu derin 6grenme
kiitiiphanelerin uygulama ara yiizlerinin her biri farkli isleve sahiptir. Ornegin, Python
programlama diline uygun yazilmis bir diizineden fazla derin Ogrenme kiitiiphanesi
mevcuttur. Python programlama dilinde kullanilan bazi kiitiiphaneler, gelistiricisi ve islevleri
Sekil 2.9’de verilmistir. Bu c¢alismada, Keras ve TensorFlow Kkiitiiphanelerinden

yararlanilmigtir

Kiitiiphane Ad1 | Dili Gelistiricisi islevi

Cok boyutlu diziler dahil, matematik ifadeleri etkili bir
Theano Python MILA Lab sekilde tamimlamayi, en iyilemeyi ve degerlendirmeyi
saglayan bir Python kiitiiphanesidir.

Veri akisi grafikleriyle verimli sayisal hesaplamalara olanak

TensorFlow Python | Google tamimaktadir.

Caffe derin 6grenme yapist hizli ve modiiler olacak sekilde
Caffe Python BVLC tasarlanmigtir. Model ve optimizasyonlar kodlama
yapilmaksizin ayar dosyasi iizerinden yapilabilmektedir.

Keras kiitiiphanesi Tensorflow ve Theano’ya iist katman
Keras Python Google olarak yazilmis, daha kolay model gelistirmeyi saglayan bir
Python kiitiiphanesidir.

Keras gibi yiiksek seviye kiitiiphanedir, bir polyglot (¢cok
dilli) olmasindan dolayi, farkh dillerde model paylasan
ekipler i¢in harika ¢oziimler sunmaktadir. Diger bir avantaji
ise dagitilmus bilgi islemini desteklemesidir.

Mxnet Python Amazon

Sekil 2.9: Phyton tizerindeki derin 6grenme kiitiiphaneleri [29]
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Yapay zekanin farkli program dilleri ile kodlanmasi miimkiindiir. Bu ¢alismada, giliniimiizde
yapay zeka alaninda sik¢a karsilasilan bir programlama dili olan Python kullanilmistir.
Python, bir¢ok programlama dillerinin (C ve C++ vb.) aksine derlenmis bir dil degildir.
Python, yorumlanan bir programlama dilidir. Bunun sayesinde daha esnek olup daha diisiik
program boyutlarina sahiptir. Ayrica, yorumlayicilar kaynak kodlarini kendileri yiiriittiikleri

icin, kodun kendisi platformdan bagimsizdir ve birgok cihazda kullanilabilir.

Acik kaynak kodlarini i¢erisinde barindiran TensorFlow, bir derin 6grenme (Deep Learning)
kiitliphanesidir. TensorFlow, veri akig grafikleri kullanarak sayisal hesaplama yapan agik
kaynakli bir derin 6grenme yazilim kiitiiphanesidir. Ayrica, TensorFlow ile derin 6grenme
destekli olan yapay zekd uygulamalarinin gelistirilmesinde miimkiindiir. Buna ek olarak
JavaScript kullanimiyla, TensorFlow.js internet tarayicilarindan yapay zeka ile ilgili ¢ok fazla
islem yapabilmektedir [30]. TensorFlow, 2015 yilinda Apache License siirlimii ad1 altinda
Google Brain ekibi tarafindan piyasaya siirtilmiistiir [31] JavaScript tarafindan da desteklenen
TensorFlow kiitiiphaneleriyle, internet tarayicilar1 (Browser) araciligiyla derin 6grenme ve

makine 6grenmesi yazilimlar gelistirilebilmekte ve kullanilabilmektedir. [32].

Keras, Python'da yazilmis, yapay zeka ¢alinmalarinda sik¢a kullanilan agik kaynakli sinir
ag1 kiitiiphanesidir. Derin sinir aglari ile hizli deney yapabilmek i¢in tasarlanan Keras, daha
cok kullanic1 dostu, modiiler ve genisletile- bilir olmaya odaklanmistir. ONEIROS (Agik
Uclu Néro- Elektronik Akilli Robot Isletim Sistemi) projesinin arastirma siirecinde ortaya
¢ikmis ve gelistirilmistir. Ana yazari ve siirdiiriiclisit Google miihendisi Frangois Chollet

daha sonra, ayrica XCeption denilen bir derin sinir ag1 modelini de gelistirmistir [33].

Keras ile derin 6grenme modeli olusturmak oldukga kolaydir. Bu adimlar asagidaki sirayladir;

e Egitim verisi tanimlanir.
e Katmanlar ve model tanimlanir.

e Epoch (Tur sayisi), loss fonksiyonu ve optimizer gibi hiper parametreleri tanimlanir.

e Egitim verisi ile model beslenir.
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3. YAPAY ZEKA

Yapay zeka ile kanser tespiti, bilgisayar teknolojisinin ve derin Ogrenme kavraminin
ilerlemesi ile giiniimiizde oldukg¢a popiilerlesmis bir yontem haline gelmistir. Farkli veri
setleri ile farkli yontemler kullanilarak farkli 6§renme yontemleri uygulamak miimkiindiir.
Burada 6grenmenin kalitesini belirleyecek en 6nemli unsur veri setinin kalitesi olacaktir.
Daha oOnce yapilan ¢alismalarda direkt melanom tespiti tizerine yapilan ¢alisma sayisi oldukca
fazladir. Caligmalarin bir kismi veriseti beslemesi yaparak yapay zeka 6grenmesi tizerine iken
bir kismi1 goriintii isleme metotlarni tercih etmektedir. Goriintii isleme ile yapilan melanom
tespit ¢alismalarinda genel itibariyle filtreleme islemi uygulanmaktadir. Filtreleme sonrasi
kanserli alanin rengi, ¢6zlinlirligli, boyutu gibi faktorler yapay zekaya tanitilarak geleneksel
kodlama ile giiniimiiz teknolojisinin birlestirilmesine dayali ¢alismalar oldukea fazladir. Sekil
3.1’de bir goriintliniin kil temizleme teknigi sonrasi goriintii isleme ile bilgisayar goriisiine
uygun hale gelme prosesi adimadim gosterilmektedir. Bu islem sayesinde goriintii tizerindeki
giiriiltii azaltilmig, goriintii bilgisayarin 6grenebilmesi adina bilgisayar diline evirilmistir. Bu

sayede bilgisayarin goriintliyli 6grenmesi giirtiltiiler, goriintli icerisinden ¢ikartildig i¢in daha

o
4L

kolay bir hale gelmistir.

© (d)

Sekil 3.1: Gergek goriintiiniin kil temizleme teknigi sonrast goriiniirligi [34]
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Yapay zeka ile melanom tespitine dair yapilan son ¢alismalarda lezyon goriintiileri alinarak
smiflandirma iglemlerinden gegirilmistir. Bu siniflandirmada lezyonun boyutu, rengi,
asimetrisi gibi c¢esitli parametreler islenmektedir. Fakat sadece bu parametrelerden
yararlanarak yapilan lezyon tahminlerinde dogruluk orani diisilk olacagindan caligmaya

makine 6grenimi kullanilarak devam edilmistir.

Bu caligmada kullanilan yontem bir veri setini egitim, 6grenme ve test amaciyla kullanarak
biitlin deri goriintiisii iizerinden melanom olan bolgenin ¢ikartilmasi esasina dayanmaktadir.
Daha 6nce yapilan filtreleme islemi sayesinde sistemin melanomu tespit edebilme ihtimali

daha yiiksek olmaktadir [35].

Ground_Truth Predicted_Mask

Result Image

Ground_Truth Predicted_Mask
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Sekil 3.2: Asil goriintiide hastalikli alan- bilgisa-yarin goérdiigii hastalikli alan [36]




York ve ark. tarafindan yapilan bir ¢alismada, melanomun tespiti i¢in kaggle {izerinden veri
setleri alinmistir. Ardindan kil filtreleme islemi uygulanmis ve filtrelenmis gorsellerde
kanserli dokunun yeri YOLO modeli ile Sekil 3.2°de gosterildigi gibi tespit edilmistir.
Kanserli doku ile saglikli dokuyu ayristirma islemini ve yapay zekanin Ogrenimini
kolaylastirmak i¢in YOLOile yer tespiti yapilmistir. Kanserli olmadigina emin olunan doku
gorselleri goriintii lizerinden silinerek yapay zekanin is yiikiiniin sadece kanserli dokuyu

tespit etmek olmasi saglanmustir.

YoloV3
Lezyon Lezyon yerinin
resmi tespiti
- | I
Segmentasyon
Yer bilgismin
elde edilmesi GrabCut
Adka plan
- . Son islem
’ —  Giriitti
temizleme
On plan

Sekil 3.3: Yolo ile tiimér yeri tespiti ve grabcutuygulamasi [37]
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Ardindan GRABCUT  goriinti  isleme algoritmast ile segmentasyon islemi
gerceklestirilmistir. Onerilen sistemin son asamasi olan smiflandirma asamasinda segmente
edilen goriintiler ile Xception, MobileNet ve ResNet-50 ESA ile egitim modelleri
olusturulmustur. Veri seti olarak ISIC kullanilmistir. ISIC veri setinden alinan 500001 saglan
400001 melanoma olmak tizere toplam 90000 veride veri artirma islemi yapilmistir. Veri
artinm isleminde; belirli agilarla dondiirme, rasgele kirpma, parlaklik, kontrast gelistirme,
yakinlagtirma gibi islemler uygulanmistir. Egitim sonucunda elde edilen cogaltilarak elde
edilen 50.000 goriintii ile sinir aglar1 egitilmistir. Egitim sonunda elde edilen (weight)
agirliklar kaydedilmigtir. Ikinci egitim siirecinde ise modellerin segmente edilmis gériintiiler
ile egitimine bu agirliklar kullanilarak baslanmistir. Egitim siirecinde 6grenim konusunda
verim alman katmanlar egitime katilmistir Fakat modeller tam egitilmemis modelin
biiytlikliigiine gore bazi evrisimsel katmanlar egitime katilmamistir. Her bir ag toplamda

20000 goriintii ile egitilmis 1000 goriintii ile dogrulama islemi gerceklestirilmistir [38].

Sekil 3.4’te ResNet-50, Mobile-Net ve Xception modellerde dogruluk oranlarini
gostermektedir. Her modelde dogruluk-adim ve hata-adim olmak iizere iki tablo verilmistir.
Bu tablolarda kirmizi renkli ¢izgi egitim (train), mavi renkli ¢izgi dogrulama (valid)
fonksiyonunu ifade etmektedir. Egitim ¢izgisi ile dogrulama ¢izgisi birbirine ne kadar yakinsa
ve dogruluk orani ne kadar yiiksekse egitim o kadar basarili gegmistir. Ayn1 Sekilde hata ne
kadar diistikse egitim o kadar basarili gegmistir. Sekil 3.4’te goriildiigii lizere MobileNet train
ve valid ¢iktilar1 birbirine en yakin olup hata parametresi en diisiik olan modeldir. Bu durum

calismada MobileNet kullanma olasiligin1 yiiksek kilmaktadir.
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Sekil 3.4: Farkl modellerde dogruluk oranlari[39]
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Yapilan bir bagka calismada HAM10000 data seti kullanilarak, bu data setin egitiminde farkl
yapay sinir ag1 modellerinin ¢ikt1 verileri gdzlenmistir. Yapay sinir aglar1 ayni verilerle ayni
sartlar altinda egitildiginde, hangi yapay sinir ag1 modelinin 6grenim iizerindeki dogruluk

oraninin daha yiiksek olacagina dair bir ¢alisma yapilmistir.

Tablo 3.1: Farkli modellerin dogruluk- hassasiyetskor tablosu [40]

Modeller Dogruluk AUC F-Skor Kesinlik Hassasiyet = Hata Orani
AlexNet* 0,8303 0,8987 0,7866 0,8046 0,7693 0,1696
AlexNet 0,6438 0,7209 0,6545 0,6403 0,6695 0,3561
DenseNet-121* 0,8593 0,9292 0,8231 0,8494 0,7984 0,1406
DenseNet-121 0,7758 0,8526 0,7041 0,7495 0,6640 0,2241
ResNet-18* 0,8661 0,9303 0,8320 0,8590 0,8066 0,1338
ResNet-18 0,7709 0,8453 0,6985 0,7350 0,6655 0,2290
ResNet-34* 0,8751 0,9404 0,8438 0,8761 0,8137 0,1248
ResNet-34 0,8514 0,8980 0,8122 0,8460 0,7811 0,1485
SqueezeNet* 0,7687 0,8106 0,7281 0,7227 0,7336 0,2312
SqueezeNet 0,5690 0,6476 0,6061 0,5972 0,6154 0,4309
VGGNet-16* 0,8695 0,9385 0,8366 0,8602 0,8143 0,1305
VGGNet-16 0,8149 0,8808 0,7619 0,8021 0,7256 0,1850

Tablo 3.1’de farkli modellerin dogruluk, AUC, F-skor, kesinlik, hassasiyet ve hata oranlarina
yer verilmistir. Bir parametre mutlak dogru iken, dogruluk orani 1 olacaktir. Hata orani
yiiksek olan modelin dogruluk orani diisiiktiir. AUC degerinin yiiksek olmasi modelin
istenilen uyuma yakmlhigini ifade etmektedir. F-skor degeri, keskinlik ve duyarliligin
harmonik ortalamasii vermektedir. F- skor degeri yiiksek olan modelin hata orani diisiik

olacaktir. Bu durumda 6grenim i¢in en dogru modelin VGGNet-16 oldugunu goériilmektedir.
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Daha once yapilan ¢alismalar ve elde edilen veriler 1s18inda, bu ¢alismada HAMZ10000 veri
seti ile 7 farkli cilt lezyonunun egitimi PHYTON dilinde keras iizerinden tensorflow
kiitiiphanesi ile saglanmistir. Calismada weight (agirlik) degeri melanom {izerine sistemi
hassaslastirmak adina, melanom i¢in Ozellestirilmistir. Sistem melanoma hassaslastirilmak
lizerine tasarlansada calismada yapilmak istenen ilk agama, lezyon tipinin iyi huylu/kéti huylu
analizidir. Bu nedenle sistemden 3 farkli tahminde bulunmasi istenmistir. Sistemin tahminde
bulunmasi olasilik fonksiyonunu beraberinde getireceginden aktivasyon fonksiyonu olarak
softmax segilmistir. Sistem; HAM10000 veri setinin igerdigi bazal hiicreli karsinom,
dermatofibrom, aktinik keratoz, benign keratoz, melanom, melanositlik neviis ve vaskiiler cilt
lezyonlar1 igin egitilmistir. Sistem egitimi i¢in veri setinden 50 gorselde sentetik veri elde
etme ¢alismasi yapilmistir. Her veriden 6000 adet gorsel olusacak Sekilde sistemdeki sentetik
veri olusturma islemi gerceklemistir. Sentetik veriler gercek verilerin yatay eksende
dondiiriilme, dikey eksendedondiiriilme, uzaklastirma, yakinlastirma, parlakligini degistirme,
90 derece dondiirme 180 derece dondiirme gibi islemler yaparak elde edilmistir. Egitimin
ardindan egitimi degerlendirebilmek adina bir hata matrisi elde edilir. Hata matrisi, sistemde
egitime katilan verileri sistemin ne derece 6grendigini gostermek adina kullanilmaktadir.
Egitim isleminin ardindan egitilmis sinir hiicrelerini bir web uygulamasinda kullanabilmek

adima tensorflow.jpgfonksiyonu kullanilmistir.

Bu calismada kaggle icerisinde bulunan agik kaynak veri setlerinden HAMZ10000 veri seti
kullanilmigtir. Sebebi, 7 farkli lezyon tipini bilgisayar 6grenmesi ile inceleme firsati

sunmasidir.
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Tablo 4.1: Veri setleri Tablosu

Topla Patolojik

lisans m Dogruluk

akiec bcc
Gorse Orani

PH2 Arastirma Egitim 200 20,5% - - - - 40 160 -
Atlas Yok 1024 Bilinmeyen 5 42 70 20 275 582 30
ISIC cco 13786 26,3% 2 33 575 7 1019 11861 15
2017
Rosendah ~ CCBY-NC 4.0 2259 100,0% 295 296 49 30 342 803 3
|
VIiDIR

0 5 10 4 67 350 3
Legacy CCBY-NC4.0 439 100,0%
VIiDIR

32 211 475 51 680  1.832 82
Current  CCBY-NC 4.0 3363 77,1%
VIiDIR

0 2 124 30 24 3720 54
MoleMax ~ CCBY-NC 4.0 3954 1,2%
HAMI100  CCBY-NC 4.0 10015 53.3% 327 514 1099 115 1113 6705 142
00

Tablo 4.1“de farkli veri setlerinin igerdigi toplam gorsel sayisi ve farkli cilt lezyonlarina ait
gorilintli kiimelerindeki veri sayisina yer verilmistir. Calismada kullanilan HAM10000 veri
setinin kullanim nedenlerinin basinda farkli modaliteler tarafindan elde edilen ve saklanan
farkli popiilasyonlardan dermatoskopik goriintiiler toplanarak hazirlanmis olmasi gelmektedir.
Veri seti, 10015 farkli goriintiiden olugmaktadir. Dolayisiyla insanin/makinanin tespiti
konusunda bize bir fikir sunabilmek adina yeterli igerige sahiptir. Bunlardan 6705 tanesi
melanositik neviisler, 1113 tanesi melanom, 1099 tanesi bening keratoz, 514 tanesi bazal
hiicreli karsinom, 327 tanesi aktinik keratoz, 142 tanesi vaskiiler cilt lezyonu ve 115 tanesi

defibroma olarak siniflandirilmaktadir.
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Sekil:4.2: HAM10000 veri seti 6rnek bazal hiicreli karsinom
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Sekil 4.3: HAM10000 veri seti gorselleri
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HAM10000 metadata

lesion_id image_id dx dx_type age sex localization
HAM_0000118 | ISIC_0027419 bkl histo 80.0 male  scalp
HAM_0000118 | ISIC_0025030 bkl histo 80.0 | male  scalp
HAM_0002730 | ISIC_0026769 bkl histo 80.0 male scalp
HAM_0002730 | ISIC_0025661 bkl histo 80.0 male  scalp
HAM_0001466 | ISIC_0031633 bkl  histo 75.0 male ear
HAM_0001466 | ISIC_0027850 bkl histo 75.0 male ear
HAM_0002761 | ISIC_0029176 | bkl ' histo 60.0 | male  face
HAM_0002761 | ISIC_0029068 bkl histo 60.0 male face
HAM_0005132 | ISIC_0025837 bkl histo 70.0 female back
HAM_0005132 | ISIC_0025209 bkl histo 70.0 female back

Sekil 4.4: HAM10000 dataset tablosu

Sekil 4.5: Val_dir ve Train_dir i¢indeki lezyon alt klasorleri
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HAM10000 veri setinin dataset tablosunda her bir gorselin lezyon tiirli, ka¢ yasinda ve hangi

cinsiyette bir bireye ait oldugu ve bireyin hangi viicut boliimiinden alindig: listelenmistir




Calismada ilk olarak kullanilacak kiitiiphaneler tanimlanmistir. Ardindan base dir adinda bir
klasor ve bu klasor igerisinde val_dir ve train_dir alt klasorlerini olusturacak kodlamalar
terminal iizerinden yazilir. Val dir ve train_dir igerisinde de, 7 lezyon tiirii i¢in alt klasorler
olusur (sekil 4.5). Bu klasorlerin icerisine HAM10000 data setinden, dataset tablosundaki

bilgilerdogrultusunda veriler ¢ekilir.

Veri setinin fazla sayida veri igermesi modelin iyi egitilmesi i¢in olduk¢a onemlidir. Veri
sayisinin fazla olmasi ile birlikte veri ¢esitliligi de olmak zorundadir. Aksi takdirde
ezberleme sorunu ortaya c¢ikmaktadir. Iyi 6grenme beraberinde yiiksek basarimi da
getirecek, fazla olmasi model basarimi artiminin yani sira ezberlemeyi (overfitting) de
onleyecektir. Verinin boyutunun az oldugu durumlarda veri setini artirmak i¢in kullanilan
yontemler arasinda ilk sirada sentetik veri tretilmesi gelmektedir. Bu ¢aligmada da sentetik
veri tiretiminden faydalanilmistir. Sentetik veri tiretirken dikkat edilmesi gereken baslica
unsurlardan biri verileri gercek veri karmasasinda iiretmektir. Bu da ezberlemeyi minimuma
indirmek i¢in yapilmasi gereken islemlerin basinda gelmektedir. Veri setini bu prensibe ne
kadar uydurabilirsek, basarim da o oranda artacaktir. Bu anlamda verinin farkli
versiyonlarinin veri setinde bulunmasi, veri setinin prensibe uygunlugunu artiracaktir. Bu
nedenle verinin farkli varyasyonlarini, farkli boyuttaki goriiniimleri veri setine dahil edilerek
veri setinin boyutu basarimi artiracak Sekilde biiyiitiilmiistiir. Sentetik veri ile verisetinin
boyutunun artirtlmast belli oranda overfitting olusumunu onlese bile, genelde yetersiz
kalmaktadir. Ciinkii olusturulan sentetik veriler, belli miktarda farklilasma olsa bile mevcut
veri seti ile korelasyonunu korumaya devam edecektir. Bu nedenle veri seti artirma yontemi
sirasinda alakasiz verilerde 6grenim setine eklenerek sistemin gorselleri 6grenmek yerine
ezberlemesi engellenmistir. Veri seti artirnmi ve egitimigin 50 adet gérsel HAM10000 veri
seti igerisinden sec¢ilmistir. Ardindan bu veriler ig¢in dondiirme, genisletme, daraltma,
yakinlastirma, yatay cevirme, dikey ¢evirme i¢lemleri uygulanarak veri ¢ogaltma islemi

gergeklestirilmistir.
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Sekil 4.6: Veri artirim 6rnegi

Veri hazirliginin ardindan egitim asamasina gecilmektedir. Egitim asamasiin ilk adimi

egitim parametrelerinin belirlenmesidir.

Ogrenim boyunca ilk 23 adimi sistemin atlamasi istenmistir. Ciinkii sistem her katmanda bir
onceki katmanda 6grendigi bilginin iistiine yeni bilgiler edinerek egitilmektedir. Dolayisiyla
ilk 23 katmanda 6grendikleri sistemin ham bilgilerini ifadeetmektedir. Sistem 3 farkli lezyon
tahmini yapacak Sekilde egitilecektir. Sistemin 7farkli lezyon i¢in sinif agirligi1 belirlenmistir.
sinif agirhig, sistemin agirlik ¢arpanidir. Dolayisiyla hangi lezyona ne kadar duyarl olacagi
verilen degerle ilgili olarak degisiklik gosterecektir. Olusturulan sistemin melanoma duyarl
olmasi istendigi i¢cin melanom class weight diger lezyonlardan farkli ve biiyiik secilmistir.
Melanomun smif agirlik degeri, diger cilt lezyonlarina gore yiiksek tutulmustur. Bu sayede
yapay zekanin 6grenim sirasinda melanoma karsi duyarliligi artirilmistir. Calismada ulagsmak
istenen nihai sonug¢ 7 farkli cilt lezyonu igerisinden sistemin ii¢ farkli tahminde bulunarak
lezyonu dogru tespit etmesini saglamak oldugundan yani sistemin bir olasilik ¢iktis1 vermesi

istendiginden kullanilan fonksiyon Sekil 2.6’da goriilen softmax aktivasyon fonksiyonu
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olmustur. Bir yapay sinir hiicresinde egitim, agirlik ve bias degerlerinin giincellenmesi ile
olusmaktadir. Bias degerini sistemin hata degeri olarak ifade etmek miimkiindiir. Sistemdeki
degisikliklere kars1 gosterdigi hassasiyet bias degeri olarak adlandirilmaktadir. Bu
parametreler degistirilerek en optimal Ogrenim degerleri elde edilmektedir. Tiim veri
setlerinin bir sinir ag1 boyunca bir kez gidip gelmesi (tur atmasi) islemine epoch adi
verilmektedir. Epoch degeri her calisma ig¢in farklilik gdstermektedir. Epoch degerinin ¢ok
olmasi ezberlemeye, az olmasi diisiik performansa neden olabileceginden epoch degeri de
caligma boyunca degistirilerek sistem i¢in optimum deger bulunmalidir. Her epoch (adim) da

egitilecek veri boyutu batch size olarak ifade edilmektedir.

Fpoch 1/38
GT/908 [sussssssssssssssssunsannnsns>, | - ETA: 05 - loss: 1,380 - categorical accuracy: 0.5224 - top 2 accuracy: 0.7223 - top_3 accuracy: 0.8461
Epoch 00001: val_top_3_accuracy improved from -inf to 0.87420, saving model to model.h5

908/908 [====== s=szzmmzezsac] - 725 19ms/step - loss: 1,3806 - categorical_accuracy: 0.5224 - top_2_accuracy: 0.7224 - top_3_accuracy: 0.8403 - val_loss: 2.1385 - val_categorical _accuracy: 0.3316 -
val_top_2_accuracy: .7111 - val_top_3_accuracy: 0,8742

Epoch 2/30

907/908 (s==ssssmessssmsssssssssmmmasy, | - ETAD 05 - loss: 1.0002 - cateqorxal accuracy: 0.6115 - top_2_accuracy: 0.8094 - top_3_accuracy: 0.9130

Epoch 00002: val_top_3_accuracy improved from 0.87420 to 0.87740, saving model to model.hS

908/908 [s==ssss=sssssssssssssssmmmemec] - 665 T2ns/step - loss: 1,0011 - categorical_accuracy: 0,613 - top_2_accuracy: 0.8094 - top_3_accuracy: 0,913 - val_loss: 1.4391 - val_categorical_accuracy: ,7260 -
val_top_2_accuracy: 08,8475 - val_top_3_accuracy: 0,8774

Epach 3/30

907/908 (= ==>,] - ETA: @5 - loss: .8964 - categorical accuracy: 0.6525 - top 2 accuracy: 9.8387 - top_3_accuracy: 0,9319

Epoch 00003
908/908 (==
val_top_2_a racy
Epach 4/39
906/908 [s==ssssssssssssssssssssszzssy,| - ETA: 05 - loss: 0.8512 - categoncal accuracy: 0.6681 - top_2 accuracy: 0.8498 - top_3.accuracy: 0.9418
Epoch OBGM val |_top_3_accuracy improved from 0,87740 to 0,96299, saving model to model,hS

ingrove from 0.87740
==2z) - 665 72ms/step - loss: 0.8963 - categorical_accuracy: 0.6524 - top_2_accuracy: 0.8385 - top_3_accuracy: 0.9318 - val_loss: 1.7711 - val_categorical_accuracy: 0.3230 -
p_3_accuracy: 9,8571

908/908 (=== =e2z] - 655 7lms/step - loss: 0.8509 - categorical_accuracy: 0.6681 - top_2_accuracy: 0.8496 - top_3_accuracy: 0.9419 - val_loss: 1,0005 - val_categorical_accuracy: 0,799 -
val_top_2_accuracy: 0.8582 - val_top_3_accuracy: 0,930

Epoch 5/30

907/908 (== o) = ETA: 0s = loss: 0.7764 - categoricel_sccuracy: 0,702 = top_2-accuracy: 0.8743 - top_3_accuracy: 0,954

not improve from 0.96299

] - 655 72ms/step - loss: 0.7766 - categorical_accuracy: 08,7003 - top_2_accuracy: 0.8743 - top_3_accuracy: 0.9523 - val_loss: 2.7245 - val_categorical_accuracy: .3945 -
val_top_2_accuracy: 0.7748 - val_top_3_accuracy: 0,8838

Epoch 6/30

Epoch 00005: val_top.
908/908 [=

Epoch 00006: val_top_3_accuracy did not mpmve 1rom0 !0299

Epoch 00906: ReducelROnPlateau reducing learning rate to 0,004999999888241291,
908/908 [ss=ssssssssssssssssssssssssssz| - 655 12ms/step - loss: .7395 - categorical_accuracy: 0.7151 - top_2_accuracy: 0.8831 - top_3_accuracy: 0.9563 - val_loss: 1.4583 - val_categorical_accuracy: 0.5896 -
val_top_2_accuracy: 0,8177 - val_top_3_accuracy: 0.8966

=2>,] - ETA: Os - loss: 0.6413 - categorical_accuracy: 0.7466 - top_2_accuracy: 8,9087 - top 3 accuracy:.0.9720

d from 0,90299 to 0,94456, saving model to model.h5

] = 64s 76ms/step - loss: 0.6419 - categorical_accuracy: 0.7466 - top_2_accuracy: 0.9087 - top_3_accuracy: 0.9719 - val_loss: 0.5817 - val_categorical_accuracy: 0.8358 -
_accuracy: 0,946

X P
Epoch 8/30

9077908 sssssssnsssasssssnnsansunsns>, | - ETA: @5 - loss: 0.6029 - cateqorical accuracy: 0,7638 - top 2 accuracy: 8.9175 = ton 3 accuracy: .9724
Epoch 00008: val_top_3_accuracy did not mprove from 0. !4456

+ 0.8265 - val_categorical_accuracy: 0.7495 -

val_top_2_accuracy: 0.8891 - val_top_3_accuracy: 09382

Epach 9/38

907/908 [s===sssmesssmmssssmsssssmsesy | - ETAD 05 - lossi 0.5824 - categorical_accuracy: 0.7708 - top_2_accuracy: 0,9221 - top_3_accuracy: 0.9741
Epoch 00009: val_top_3_accuracy did not improve from 0.94456

Sekil 4.7: Egitim asamas1

Sekil 4.7“de pembe ile isarelenen kisim Epoch (adim), mavi ile isaretli kisim loss (hata
orani), yesil ile isaretlenen kisimlar ise yapay zekanin 3 tahmini i¢in dogruluk oranlarini
sunmaktadir. Sekilde gorildigi iizere asagi dogru devam ettikce epoch (adim) sayisi
artmaktadir.
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Adim sayist arttikga mavi ile gosterilen loss (hata) degerleri azalmakta, yesil ile gdsterilen 3
lezyon tahmini i¢in dogruluk orani artmaktadir. Bunun nedeni yapay zekanin her 6grenim
adiminda bir o6nceki katmanda 6grendiklerini ekleyerek sonrakiadimdaki 6grenme islemine
devam ediyor olmasidir. Bu sayede 6grenim ileri beslemeli olarak devam edebilmektedir.
Burada, veri seti, adim sayisi, smif agirligi, tur sayisi gibi daha once tanimladigimiz
parametreler ile egitim asamasi baslatilmaktadir. Bu parametreler 1s18inda yapay zeka sinir
ag1 olusturmaya baglar. Callbacks ile her tur sonunda olusan yapay sinir ag1 kaydedilir.
Kaydedilen sinir ag1 {izerinden diger tur baslar. Bu sayede egitim ileri beslemeli olarak
devam eder. Boylece terminal iginde galisan bir yapay sinir ag1 olusturmus oluruz fakat bu
yapay sinir agimi bir ortamda calisarak sonu¢ vermesini saglayacak deger matrisine
dontistirmemiz gerekmektedir. Yani yapay zekanin ¢alima mantigini bize verecek bir matrise
ihtiyag duymaktayiz. Bu matrise hata matrisi denmektedir. Hata Matrisi kullanarak
yaptigimiz classification (siniflandirma) modeliyle, performansi degerlendirebiliriz. Ayni
zamanda hata matrisi yardimi ile farkli metrik degerlerimizi de bulabilir ve model basarimizi
yaptigimiz isleme gore detayl sekilde degerlendirebiliriz. Ogrenme sirasinda validation loss
ile test loss arasindaki fark agilmaya basladigi durumda model ezberliyor (overfitting) ya da
giiriltiiyli 6greniyor (noisy) demektir. Bu durumda validation error artmaya basladiginda
egitim durdurulur ve bir 6nceki adima geri doniiliir. Bir 6ncekiadima geri donebilmek icin
egitim esnasinda her bir 6grenme adiminda (epoch) bir 6nceki adimin verileri saklanmig
olmalidir. Sekil 4.7°de goriildiigli lizere her epochda (adimda) kayip giderek azalmaktadir.
Burada yapmak istedigimiz, 7 farkli cilt lezyonunun arasindaki farki dogru kavrayarak egitim
sonunda gosterilen lezyon i¢in yapay zekanin ii¢ parametrede benzerlik kurmasi saglanarak

dogru ¢iktiyr vermesidir.

Hata matrisi sayesinde terminal iizerinde c¢alisan yapay zekanin ¢alima mantigi bilgisayar
diline cevrilmistir. Yapay zekanin karar verme mekanizmasinin verileri bir hata matrisine
cevrilmistir. Bu hata matrisindeki verileri kullanarak bilgisayar programlar ile yapay zekayi
taklit ederek karar verebilir ve bunu internette calisabilir bir koda c¢evrilebilir bir hale
getirmek miimkiin kilinmigstir. Internette calisabilir bir kod olusmas1 icin bilgisayara
tensorflow.js kurulmustur. Bunu yapmak i¢in terminale pip install tensorflow.js komutu

girilir. Phyton terminaline gegilir. Ardindan;
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import tensorflowjs as tfjs os.mkdir('tfjs_dir")
tfjs.converters.save_keras_model(model, 'tfjs_dir")

kodu terminale yazilir.

Bu kod ile tensorflow.js kiitiiphanesi yiiklenir ardindan tfjs dir isimli bir klasoér agilir.
Tensorflow.js kiitliphanesi kullanilarak save keras model metodu cagirilir. Bu sayede,
onceden olusturulmus hata matrisi dogrultusunda tarayici lizerinde g¢aligabilen bir yapay
zeka modeli iiretilmis olur. Bu kod ile yapay zekanin arka planda calisarak iirettigi kodlarin
herhangi bir tarayici ile galigtirilabilir hale gelmesi saglanmistir. Boylelikle bu kod dosyast
kullanilarak, baska herhangi bir yerde bu yapay sinir aglari kullanilabilir hale gelmistir.

30



5. SONUCLAR

Calismaya baslarken hedeflenen nihai sonug, doktorlar i¢in cilt lezyonuna sahip hastalarin
verileri lizerinde Onceliklendirme yapabilmelerine olanak taniyacak bir sistem gelistirmektir.
Sistemin 7 farkli cilt lezyonunu, gosterilen dataset ile yapay zekdya dogru besleme yaparak
ayirt edebilecek bir sistem gelistirmesi planlanmistir. Sistemin Sekil 5.5°te gdsterilen ,jpg
formatindaki bir cilt lezyonu i¢in 3 farkli tahminde bulunmasi saglanmistir. Tahminleri
yapay zekanin ezberleyerek degil 6grenerck yaptigr Sekil 5.1, Sekil 5.2 ve Sekil 5.3 deki
verilerle ortaya konmustur. Sekil 5.1°de 3 tahmin i¢in de dogruluk oranlarina ver verilmistir.
Training cat acc (egitim dogruluk orani) ve validation cat acc (test dogruluk orani) birbirine
ne kadar yakinsa istenilen uyuma o kadar yakin bir ¢alima oldugu anlamina gelmektedir. Se-
kil 5.1, Sekil 5.2 ve Sekil 5.3’te sirasiyla 1, 2 ve 3. tahminler i¢in test ve egitim verilerinin
dogruluk oranlarma yer verilmistir. Sekillerde, x eksenleriepoch (adim) sayisini, y eksenleri
ise dogruluk oranlarin1 vermektedir. Egitim dogruluk orani ile test dogruluk oranlari
birbirine ne kadar yakin ve adimlar ilerledik¢e dogruluk oranlar1 ne kadar yliksekse yapay

zeka egitimi 0 kadar basarili sonug verir.

Training and validation cat accuracy
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Sekil 5.1: 1. Tahmin i¢in dogruluk orani
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Traiming and validation top2 accuracy
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Sekil 5.3: 3. tahmin i¢in dogruluk orani

HAM10000 veri seti ile 6grenmesi yiiksek oranda saglanan veri setinin 6grenim oranlarini
test etmek i¢in dogrulugundan emin olunan veriler kullanilmigtir. Javaspt ile olusturulan
yapay zeka tabanli web server iizerinden jpg formatinda farkli cilt lezyonlarini sisteme yiik-
leyerek 3 farkli tahmin degeri almak miimkiin kilinmustir.

Bu sayede sistem c¢iktist dogrulugu 3 parametreli olarak kontrol edilmistir.
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Sekil 5.4: Hata matrisi ¢iktist

Sekil 5.4°te sistemin validasyonunun hata matrisi ¢iktist verilmistir. Validasyon i¢in kullani-
lan veri sayisi, egitim i¢in kullanilan veri sayisinin %17°si Akiec (aktinik keratoz), bcc
(bazal hiicreli karsinom), bkl (bening keratoz), df (dermofibrom), mel (melanom), nv
(melanositik neviis), vasc (vaskiiler cilt lezyonu)na ait dogruluk oranlarini vermektedir. Bu
matris incelendiginde satirdaki sayilarin toplami lezyona ait toplam goriintii sayisimi ifade
etmektedir. Burada amag, satir ve siitundaki ayni lezyon tiiriindeki veri sayisinin en yiiksek
degerde olmasidir. Bu tahminin dogruluk oraniin yiiksek oldugu anlamina gelmektedir.
Sistemde vasc i¢in 11 veri yiliklenmistir. Sistem 11 veriden 8’ini vasc, 3 adedini nv olarak
yorumlamustir. Sistemin nv i¢in dogruluk oranmi %72,72“dir. Aym Sekilde melanom igin
toplam goriintii sayis1 39°dur. Sistem bu gorsellerin 19’unu melanom olarak dogru tahmin

etmistir.
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Sistem 7 farkli lezyon tipi i¢in yliksek oranda dogru sonuglar verse de kesin sonug ve tani

i¢in kullanilmasi miimkiin degildir.

Sekil 5.5: Melanom oldugu kesin olan ciltlezyonu gériintiisii

Sekil 5.5’de melanom oldugu kesin olan bir lezyon bulunmaktadir. Yapay zeka tabanli
sisteme bu gorsel yiiklendiginde verdigi ¢ikt1 sonuglar kisminda goziikmektedir. Gortildiigii
iizere lezyon gorseli yiiklendiginde sistem 3 farkli lezyon tahmini yapmaktadir. Egitim
sonunda yiiklenen goriintii tizerindeki basarisi, %0.03’1iik bir yanilma payna sahiptir.

Sistem HAM10000 egitim seti ile egitildiginden yiiklenen gorsele gore dogruluk orani
degiskenlik gostermektedir.
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@ Cilt Lezyonu Gorintisi Yiikle

Sonugclar

melanoma-nedir.jpg

nv, Melanositik Neviis: 0.998
mel, Melanom: 0.002

bkl, iyi huylu keratoz: 0.000

Sekil 5.6: Melanom oldugu kesin bilinen gérselinsistem giktist
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6. TARTISMA

Daha 6nce melanom tespitine dair yapilmig ¢alismalarda genel itibariyle filtreleme islemi ve
goriintli isleme konular1 {izerinde durulmustur. Filtreleme islemleri giirtiltiiyii azaltmak
amaciyla tiim ¢alismalarda kullanilabilmektedir. Fakat kisiler laboratuvar ortaminda degil
kendi imkanlari ile sisteme yiikleyecekleri. jpg formatindaki gorseller ile ¢ikt1 alacaklar igin
gliriiltiiniin sifirlanmas1 islemine bu ¢aligma tabi degildir. Daha 6nce yapilan ¢alismalar
genel itibariyle sadece melanomun tespiti iizerine cesitli veri setleri kullanilarak tespitte
bulunurken HAM10000 veri setini 7 farkli cilt lezyonu iizerine egiterek yiiklenen lezyon
gorseli i¢in 3 ayr1 yiizdesel lezyon ihtimali ¢iktist alinmaktadir. Caligmanin 3 lezyon tahmini
yapma sebebi kotii huylu lezyonu tiiriine bakmaksizin dogru tahmin etmesini saglamaktir.
Bu durum ¢iktinin kot huylu/iyi huylu lezyonu algilamasi konusunda dogruluk oranini

yiikseltmektedir.

Tablo 4.1°de farkli veri setleri igerisindeki lezyon tiplerinde var olan veri sayilar1 verilmistir.
HAMI10000 veri seti icerdigi 100015 veri sayisi ile ¢alismanin egitim ve test setlerini
olugturmak agisindan yeterli veriyi saglamaktadir. Bununla birlikte egitim verisini daha
dogru sonuglar elde edebilmek adina sentetik veriler elde etmek i¢in kullanarak her lezyon
tipinden 6000 jpg goriintiisii elde edilmistir. Yapilan calismalar gostermektedir ki veri

setinin biytikliigi sistemin egitimi i¢in olduk¢a 6nemlidir.

Sekil 5.4’te hata matrisi incelendiginde sistemin 7 farkli lezyon tipi i¢in hata matrisi
ciktisinda da goriildiigii iizere akiec dogruluk orani %42.30, bee dogruluk oran1 %86.66, bkl
dogruluk orani %13.33, df dogruluk oranm1 %50, mel dogruluk oran1 %48.71, nv dogruluk

orani 68.51 ve vasc dogruluk oran1 %72.72 olarak sonuglanmustir.

Melanom dogruluk oran1 %48.71 olmasina karsin melanom igin Sistemin yaptigi en yiiksek
oranli ikinci tahmin nv olmustur. Bu da sistemin kotii huylu lezyon tiiriine hassasiyetinin

yiiksek oldugu, sistemin amacina uygun olarak c¢alistig1 anlamina gelmektedir.
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Olusturulan yapay zeka ile melanom tespiti projesinde hedeflenen sonug; doktorlara erken
teshis konusunda destek olabilecek bir sistem olusturmakti. Bu sistem var olan veri setinin
cogaltilmasi ile miimkiin olan en biyiik veri seti ile beslenerek maksimum verim ile

olusturulmustur.

Sistem, dogru besleme ile en dogru sonucu verdigi noktadadir. Sekil 3.3’te YOLO ve Grabcut
kullanilarak kil temizleme teknigi ile yapilan calinmadaki dogruluk oranlar1 verilmistir. Kil
segmentasyon islemi dogruluk oranini arttirtyor gibi goriinse de bu ¢alismada .jpg formatinda
caligsan bir sistem tasarlandigi ve bu sistemin insanlarin rahat¢a kullanabilmesi hedeflendigi
icinkil temizleme teknigi kullanmak segmentasyonu arttirirken kisisel kullanimdaki dogruluk
oranini diistirecektir. Tablo 4.1’de bulunan diger veri setleri kullanilarak yapilan ¢aligmalarda
veri seti igerisindeki veri sayist daha kisith oldugundan sistem egitiminde ezberleme olma
thtimali yliksek olacaktir. Bu nedenle HAM 10000 veri seti ile artirim yaptirarak ¢alismak sis-
temi ezberlemeden uzaklastirmistir. Bu durum sekil 5.4°te hata matrisi ile ortaya konmustur.
Literatiirde bulunan HAM10000 veri seti ile yapilmis caligmalara bakildiginda farkli 6grenim
parametreleri ile AlexNet, DenseNet121, Resnet118,SqueezeNet ve Vggnet-16 kullanilarak
egitim yapilmigstir. Sekil 6.1°de bu modeller ile yapilan egitimlerin dogruluk sonuglar1 ve-
rilmistir. Sekil 5.1°de goriildiigl iizere MobileNet yapay sinir ag1 modeli kullanarak yapilan
calismada dogruluk orani 0.9 ile 1.0 arasinda iken literatiirde HAM10000 veri seti ile yapilan
farkli bir ¢alismada kullanilan diger yapay sinir ag1 modelleri ile dogruluk orani 0.85-0.9

arasinda seyretmektedir.
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e AlexNet —=-DenseNet-121 ResNet-18 ——ResNet-34 —=-SqueezeNet - VGGNet-16
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Dogruluk (Accuracy) %

e 15 20

Evre (Epcch)
Sekil 6.1: AlexNet,Denset121,Resnet18,SqueezeNet ve VVggnet-16 i¢in adim-dogruluk orani[41]

Yapilan eski caligmalarda gortldigi lizere, yapay sinir ag1 olusumu icin kullanilacak en
hizli veen dogru sonu¢ veren model MobileNet“tir. Bu c¢alisma esnasinda MobileNet
modelinin kullanim amaci da, literatiir kisminda detaylar1 verilen modellerin sonuglarini1 en

yiiksek dogrulukla veren model olmasindan ileri gelmektedir.
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print(len(os.listdir('base_dir/train_dir/bcc')))
print(len(os.listdir('base_dir/train_dir/akiec")))
print(len(os.listdir('base_dir/train_dir/vasc")))
print(len(os.listdir('base_dir/train_dir/df")))

print(len(os.listdir('base_dir/val_dir/nv')))
print(len(os.listdir('base_dir/val_dir/mel’)))
print(len(os.listdir('base_dir/val_dir/bkl")))
print(len(os.listdir('base_dir/val_dir/bcc)))
print(len(os.listdir('base_dir/val_dir/akiec")))
print(len(os.listdir('base_dir/val_dir/vasc")))
print(len(os.listdir('base_dir/val_dir/df"))

= ['mel','bkl','bcc’,'akiec’,'vasc','df']




='aug_dir'
os.mkdir( )

= 0s. Jjoin( , 'Img_dir")
os.mkdir( )

Join(‘base_dir/train_dir/* +

Join(

shutil.copyfile(src, dst)

= 'base_dir/train_dir/' +

= ImageDataGenerator(
=180,

='nearest’)

flow from directory(




='ipg’,
=(224,224),
= )

= len(os.listdir(
= int(np.ceil((

for i in range(O,

= next(

shutil.rmtree(‘aug_dir’)

print(len(os.listdir('base_dir/train_dir/nv')))
print(len(os.listdir('base_dir/train_dir/mel’)))
print(len(os.listdir('base_dir/train_dir/bkl")))
print(len(os.listdir('base_dir/train_dir/bcc)))
print(len(os.listdir('base_dir/train_dir/akiec")))
print(len(os.listdir('base_dir/train_dir/vasc')))
print(len(os.listdir('base_dir/train_dir/df")))

print(len(os.listdir('base_dir/val_dir/nv')))
print(len(os.listdir('base_dir/val_dir/mel’)))
print(len(os.listdir('base_dir/val_dir/bkl")))
print(len(os.listdir('base_dir/val_dir/bcc))
print(len(os.listdir('base_dir/val_dir/akiec")))
print(len(os.listdir('base_dir/val dir/vasc")))




print(len(os.listdir('base_dir/val_dir/df")))

= 'base_dir/train_dir'
= 'base_dir/val_dir'

= len(

= len(
=10
=10

= ImageDataGenerator(
=\
tensorflow.keras.applications.mobilenet.preprocess_input)

flow_from_directory(

=(

flow_from_directory(

flow_from_directory(

=il
=False)

= tensorflow.keras.applications.mobilenet.MobileNet()




.summary()

type( Jlayers)

len( Jlayers)

layers[-6].output

= Dropout(0.25)(x)
= Dense(7, ='softmax’)(x)

= Model(

.summary()

for in Jlayers[:-23]:
.trainable = False

from tensorflow.keras.metrics import categorical_accuracy, top_k categorical _accuracy

def top_3 accuracy( , ):
return top_k_categorical_accuracy( , k=3)

def top_2 accuracy( , ):
return top_k_categorical_accuracy( , , k=2)

.compile(Adam(Ir=0.01), ='categorical_crossentropy’,
=[categorical_accuracy, top_2_ accuracy, top_3 accuracy])

.class_indices)




= "model.h5"
= ModelCheckpoint( : ='val_top_3_accuracy’,
=True, ='max’)

= ReduceLROnPlateau( ='val_top_3_accuracy’,
=1, ='max’, =0.00001)

= tensorflow.keras.datasets.cifar100
, ), ( : ) = Joad_data()
= tensorflow.keras.applications.ResNet50(
=True,
=None,
=(32, 32, 3),
=100,)

= tensorflow.keras.losses.SparseCategoricalCrossentropy(
.compile( ="adam", = , =["accuracy"])

fit( =30, =64)

1 ’

.evaluate generator(
=len(




print(‘'val_loss:',
print(‘val_cat_acc:',
print('val_top_2_acc:',
print(‘'val_top_3 acc:',

Joad_weights(‘model.h5")

l ’

.evaluate_generator(
=len(

print(val_loss:',
print(‘val_cat_acc:',
print('val_top_2_acc:',
print(‘'val_top_3 acc:',

import matplotlib.pyplot as plt

.history['categorical_accuracy']
.history['val_categorical_accuracy']
.history['loss']
.history['val_loss']
history['top_2_accuracy']
.history['val_top_2_ accuracy']
history['top_3_accuracy']

= history['val_top_3 accuracy']
= range(1, len(acc) + 1)

plt.plot( , , 'bo’, ='Training loss')
plt.plot( , , D', ='Validation loss')
plt.title('Training and validation loss")

plt.legend()

plt.figure()

plt.plot( , 'bo’, ='Training cat acc')
plt.plot( ) ,'b', ='Validation cat acc')
plt.title("Training and validation cat accuracy’)
plt.legend()

plt.figure()




plt.plot( ) , 'bo’, ='Training top2 acc)
plt.plot( ) ,'b', ='Validation top2 acc')
plt.title("Training and validation top2 accuracy’)

plt.legend()

plt.figure()

plt.plot( , 'bo’, ='Training top3 acc)
plt.plot( ) ,'b', ='Validation top3 acc')
plt.title("Training and validation top3 accuracy’)

plt.legend()

plt.show()

.classes

.predict_generator(

def plot_confusion_matrix(cm,
=False,
='Confusion matrix’,
=plt.cm.Blues):

This function prints and plots the confusion matrix.
Normalization can be applied by setting ‘normalize=True".

= cm.astype(‘float’) / cm.sum(axis=1)[:, np.
print("Normalized confusion matrix")
else:

print('Confusion matrix, without normalization')




print(cm)
plt.imshow(
plt.title(title)
plt.colorbar()
= np.arange(len(

plt.xticks( )
plt.yticks(

="2f if else 'd'
.max() / 2.

for i,  in itertools.product(range(

plt.text(j, i, format(cmli, j],

—0

="white" if

[,

plt.ylabel(True label’)
plt.xlabel('Predicted label’)
plt.tight_layout()

.Shape

= confusion_matrix(

.class_indices

= ['akiec', 'bcc’,

plot_confusion_matrix(cm,

='nearest’,

.shape[0]), range(
),

‘center",
] >

.shape[1])):

else "black™)

.argmax(

bkl', 'df', ‘mel','nv', ‘'vasc']

='Confusion Matrix")




