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ONSOZ

Biyosinyal tabanli duygu tanima sistemleri zorlu bir arastirma problemidir. Duygu
tanima problemlerinin ¢ogu yiiz ifade goriintilerinin analizine dayanir. Ancak bilimsel
bilginin artmasi ve teknolojik gelismelerle birlikte cok modlu duygu tanima yaklagimlarina
dogru bir egilimin oldugu goriilmektedir. Cok modlu duygu tanima yaklasimlari belirli bir
duygu durumunu tespit etmek igin farkli biyolojik bilgileri bir arada kullanir. Ozelikle son
yillarda, farkli biyolojik bilgilerin es zamanli kullanimu literatiire pozitif katki sunmustur.

Tez c¢alismasinda, ¢ok modlu duygu tanima sistemleri igin Oriintii tanima
tekniklerinden faydalanarak cevresel etkilerden arindirilmis bir sistemin olusturulmasi
amagclanmustir. ilk olarak literatiire kiyasla daha genis olgekli ve zengin bir veri seti
(Karadeniz Teknik Universitesi Multimodal Emotion Dataset, KMED) olusturulmustur.
Ikinci olarak, bu veri setinde makine 6grenmesi ve bilgisayarli gérme yaklasimlari
kullanarak duygulari tanima igin 6zgiin sinyal-goriintii doniisiimii yaklasimlari 6nerilmistir.
Son olarak, literatiirde siklikla kullanilan DEAP veri seti ve bu ¢alismada olusturulan KMED
veri setiyle cok modlu yaklagimlar i¢in degerlendirmeler yapilmistir. Calismada, ayrica yeni
¢ok modlu bir yaklasim 6nerilerek mevcut literatiire bilimsel katkida bulunulmustur.

Doktora egitim-ogretimim, tez ¢aligmalarim ve akademik yasantim boyunca goriis ve
tecriibeleriyle yol gosteren cok degerli danismanim Prof. Dr. Cemal KOSE’ye minnet ve
stikranlarimi1 sunarim. Calismalarim siirecinde rehberlik eden tez izleme komitesi liyeleri
Prof. Dr. Mustafa ULUTAS ve Dog. Dr. Onder AYDEMIR’e tesekkiirlerimi sunarim.
Doktora hayatim boyunca yanimda olan esim Cagatay Murat YILMAZ’a, kiymetli annem
ve babam Fatma ve Osman HATIPOGLU’na, kardeslerim Muhammet ve Bedirhan
HATIPOGLU’na, egitim hayatimda yol gosteren amcam Saim HATIPOGLU’na, tez
calismamin baslangicinda hayatima dahil olup bu zorlu siiregte yasantima anlam katan
biricik kizzim Leyla Giilfem’e, arkadaslarima ve veri seti olusturulmasinda katki saglayan
degerli katilimcilara siikranlarimi sunarim. Tez ¢alismasina 121E002 ve 119E397 numarali

projelerle destek veren TUBITAK 'a da tesekkiirlerimi saygilarimla arz ederim.

Bahar HATIiPOGLU YILMAZ
Trabzon 2022
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Doktora Tezi
OZET

SINYAL GORUNTU DONUSUMLERI YARDIMIYLA COK MODLU DUYGU
TANIMA SISTEMININ GELISTIRILMESI

Bahar Hatipoglu YILMAZ

Karadeniz Teknik Universitesi
Fen Bilimleri Enstitiisti
Bilgisayar Miihendisligi Anabilim Dali
Danisman: Prof. Dr. Cemal KOSE
2022, 164 Sayfa

Duygu tanima, insanlar arasinda akil yiiritme ve etkilesimi gelistirmek i¢in c¢esitli
uygulamalarda 6nemli bir yere sahiptir. Fakat duygu dis uyaranlarin da etkisiyle ¢ok hizli
degisebildiginden duygu tanima problemlerinin klasik yontemlerle ¢6ziilmesi oldukga
zordur. Tez caligmasinda ¢ok modlu duygu tanima sistemleri i¢in hem 6zgilin ag1 genlik
doniisiimii (AGD) yontemleri hem de farkl tiirdeki giris verilerini birlestiren 6zgiin fiizyon
yontemleri Onerilmistir. Tez ¢alismasinin ilk boliimiinde Elektroensefalografi (EEG) ve
Elektrookiilografi (EOG) sinyallerine AGD’ler uygulanmistir. Elde edilen a¢1 genlik
goriintiileri (AGG) iki farkl1 yaklasimla (OSB-1, OSB-2) 6znitelik seviyesinde birlestirilmis
ve destek vektdr makineleriyle (DVM) siniflandiriimistir. Ikinci boliimde ise EEG sinyalleri
ve yiiz goriintiileri giris verileri olarak kullanilmistir. EEG sinyallerine 6zgiin iki AGD
yontemi uygulanmistir. Yiiz goriintiileri arasindaki en benzersiz goriintii ise otomatik olarak
belirlenmistir. Bu iki farkli giris verisi Sensér Seviyesinde Birlestirme (SSB), OSB-3 olarak
adlandirilan iki farkli yaklagimla birlestirilmistir. Son olarak hem k-en yakin komsuluk (K-
EYK) hem de DVM ile siniflandirma gergeklestirilmistir. Tiim bunlara ek olarak, ¢cok modlu
duygu tanima caligmalari i¢in 6zglin KMED c¢ok modlu veri seti olusturulmustur.

Yontemlerin performanslart hem KMED hem de DEAP veri setlerinde sinanmustir.

Anahtar Kelimeler: Elektroensefalografi, Elektrookiilografi, Yiiz goriintiileri, Cok modlu
duygu tanima, Agi-genlik doniisiimii, Agi-genlik goriintiileri, Sensor
seviyesinde birlestirme, Oznitelik seviyesinde birlestirme.



PhD. Thesis

SUMMARY

DEVELOPMENT OF MULTIMODAL EMOTION RECOGNITION SYSTEM
WITH THE HELP OF SIGNAL TO IMAGE TRANSFORMATIONS

Bahar Hatipoglu YILMAZ

Karadeniz Technical University
The Graduate School of Natural and Applied Sciences
Computer Engineering Graduate Program
Supervisor: Prof. Dr. Cemal KOSE
2022, 164 Pages

Emotion recognition has gained significant attention in various applications to develop
reasoning and interaction between people. However, emotion recognition problems are very
difficult two solve with classical methods, because emotions can change quickly because of
complex external stimuli. In this thesis, both novel angle amplitude transformation (AAT)
methods and fusion methods for combining different types of input data were proposed for
multimodal emotion recognition. In the first part of the thesis, AAT was applied to
Electroencephalography (EEG) and Electrooculogram (EOG) signals. The obtained angle
amplitude graph (AAG) images were then combined with two different approaches (FLF-1
and FLF-2) at the feature level, and classified with support vector machines (SVM). In the
second part, EEG signals and facial images were used as input data. Also, two new AAT
methods were applied to the EEG signals. Among all face images, the most unique one is
determined automatically. Then, the two different input data were combined with two newly
proposed approaches (Sensor level fusion (SLF) and FLF-3). Finally, classification was
performed with both k-nearest neighbor (kNN) and SVM. In addition to all these, a novel
multimodal dataset KMED was created for multimodal emotion recognition studies. The
performances of the proposed methods were tested on both KMED and DEAP datasets.

Key Words: Electroencephalography, Electrooculogram, Facial images, Multimodal
emotion recognition, Angle-amplitude transformation, Angle amplitude
graph images, Sensor level fusion, Feature level fusion.
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1. GENEL BILGILER

1.1. Giris

Duygu tanima insanlar arasi iletisim kurabilme, muhakeme yapabilme ve etkili karar
verebilme gibi konular nedeniyle dikkat ¢ekici bir baslik haline gelmistir. Duygular ¢esitli
his, diisiince ve davraniglardan iiretilen psikolojik durumlar dizisini ifade etmekle birlikte
insan iletisiminde 6nemli rol oynamaktadir [1]. Dahili ve harici aktivitelerle ilgili karmasik
psiko-fizyolojik bir siire¢ olan duygu giinlik yasantimizda 6nemli bir yer tutar ve insan
zekasmin biiylik bir kisminit duygusal zekanin olusturdugu diistintliir [2]. Ayrica, insan
duygusunun karmasik dis uyaranlar nedeniyle kolay ve hizli degisebilen bir duruma sahip
oldugu goriilmistiir [3]. Literatiirde insan duygusunu ifade etmek igin evrensel diizeyde
kabul edilmis bir tanim olmamakla birlikte bazilari su sekilde listelenebilir: (i) zihinsel degil
ayni zamanda biligsel ve davranigsal unsurlarla ilgili fizyolojik bir durum; (ii) bir¢ok sinirsel
ve kimyasal biitiinlesmeyi igeren karmasik bir davranissal olay [4, 5]; (iii) genellikle bilingli
caba gostermeden meydana gelen kisa ve keskin duyu dalgalari. Tiim bu tanimlamalardan
yola ¢ikarak duygu tanima problemi her gegen giin arastirmacilarin dikkatini daha ¢ok
cekmistir. Arastirmacilar insan duygusunu anlamak ve dogru kategorize etmek icin yiiz
ifadeleri, ses sinyalleri, mimik gibi digsal etkenler ile elektroansefalografi (EEG),
elektrokardiyografi (EKG) gibi sinyalleri analiz etmeye calismaktadir [5]. Veri toplama
asamasi nispeten basit ve ulasilabilirligi kolay olmasi sebebiyle duygu tanima ¢aligmalari
daha ¢ok yiiz goriintiileri kullanilarak gergeklestirilmistir. Ancak, yiiz ifadesinin analizi
sirasinda On plandaki deneklerin gegici hareketleri, ortamin karmasik ve giiriiltiilii olmasi
gibi nedenler arastirmacilar1 goriintii disinda farkli verilerle g¢alismaya yonlendirmistir.
Bunun yaninda aydinlatma degisimi, denege bagimlilik ve kafa hareketlerinin degismesi
duygu tanima sisteminin performansini olumsuz etkilemektedir. Bu durumlar g6z oniine
alindiginda, otomatik duygu tanima sistemleri i¢in ¢ok modlu yaklagimlar teknolojik
gelismelere bagli olarak arastirmalarin odak noktasi haline gelmistir.

Cok modlu duygu tanima sistemleri igin farkl tiirdeki bilgilerin uygun sekilde bir
arada kullanilmasi gerekir. Literatiirde cok modlu duygu tanima sistemleri, farkli biyolojik
sinyalleri veya biyolojik bilgileri en uygun sekilde birlestirmek i¢in kullanilan fiizyon

yontemler sayesinde gergeklestirilir. Bu yontemler genel olarak sensor, 6znitelik ve karar



seviyesinde birlestirme olarak ii¢ ana baslik altinda toplanabilir. Farkli birlestirme
yontemleri gelistirilecek ¢gok modlu sistemin performansini oldukga etkilemektedir. Clinkii
duyguyu ifade eden farkl: tiirdeki Oriintiilere ait bilgilerin dogru birlestirilmesi, kodlanmasi,
analizi ve yorumlanmasi sistematik yaklasimlar sayesinde dogru bir sekilde olusturulabilir.
Literatiirde dogru ve pratik calisabilecek ¢ok modlu duygu tanima sistemlerinin insan
hayatina kazandirilmasi igin birgok problemin ¢oziilmesi gerektigi goriilmektedir. Doktora
calismasinda bu amagla, gercekgi sonuglar tireten ve farkli tiirdeki bilgilerin (2B’lu
goriintiilere doniistiiriilmiis EEG sinyalleri-2B’1u goriintiilere doniistiiriilmiis EOG sinyalleri
ve 2B’lu goriintiilere doniistiiriilmiis EEG sinyalleri-Yiiz goriintiileri) bir arada kullanildig:
¢ok modlu bir duygu tanima sisteminin olusturulmasi hedeflenmistir. Onerilen yontemin
gegerliligi ¢alisma biinyesinde olusturulan veri setinde ve ¢ok modlu duygu tanima sistemi
icin EEG sinyalleri, ¢evresel sinyaller ve yiiz goriintii verilerini barindiran DEAP [6] veri
seti ile de smamalarla gergeklestirilmistir. Calismada kullanilan tiim giris verileri (EEG
sinyalleri, EOG sinyalleri ve yliz goriintiileri) deneklere c¢esitli duygulari igerisinde
barindiran kisa videolar izletilmesi sirasinda kaydedilmis giris verileridir.

Onerilen yéntemle; (1) gok modlu bilgi iceren calismalar igin etkili ve basaril1 yeni bir
yaklagim literatiire kazandirilmig, (2) bu tiir sistemlere ait Oriintiilerin siniflandirma
performanslari arttiritlmis ve (3) mevcut problemlerde kullanilabilecek ¢ok modlu yeni bir

veri seti literatiire kazandirilmistir.

1.2. Cok Modlu Yaklasimlar

Insanlar duygularini ifade etmek icin yiiz ifadeleri, mimik ve ses gibi farkli ipuglari
kullanir. Yiiz ifadelerini kullanarak insan iletisiminin gergeklesme oran1 %55’e ulasirken,
sozli dil kullanim1 ve diger benzer yollar ise yaklagik %7°lik bir orana ulagsmstir [7].
Insanlar arasi etkilesimin en etkin yolu kabul edilen yiiz ifadelerini genel olarak pozitif ve
negatif yiiz ifadeleri olarak iki genel baslik altinda toplanmak miimkiindiir. Pozitif yiiz
ifadeleri, mutluluk ve memnuniyet gibi saglikli duygu durumlarini ifade ederken, negatif
yiiz ifadeleri iiziintii ve kizginlik gibi sagliksiz duygu durumlarimi ifade etmektedir. Bu
duygu durumlarint belirlemek amaciyla bir¢ok duygu tanima sistemi Onerilmistir. Yiiz

ifadelerinden duygu tanima bu sistemlerin en genel 6rneklerinden biridir. Bu sistemleri



geligigiizel (spontane) ve poz-tabanli olarak adlandirilan iki baglik altinda toplanmak
mimkiindiir. Gelisigiizel sistemler insanlarin giinliik rutinlerini kaydettikleri sirada olusan
yiiz ifadeleri kullanilarak gelistirilirken, poz-tabanli sistemlerde insanlardan bir seyi
yapmalari istenir ve bu istege gore verilen tepkiler yardimiyla sistem gergeklestirilir [8]. Bu
tarz duygu tanima sistemlerinde en popiiler sensér kameradir. Fakat kamera tabanli bir
sistem s0z konusu oldugunda aydinlatma varyasyonu, kafa pozu ve denek bagimlilig1 gibi
etkenler sistemin performansini oldukea etkilemektedir. Bu vb. kisitlamalar nedeniyle ¢ok
modlu yaklasimlar devreye girmekte ve iki farkli sensor (kamera, EEG, EOG, vb.)
kullanilarak duygu verileri kaydedilmektedir. Bu islem farkli tiirden verileri bir araya getiren
fiizyon yontemler (multimodal-¢ok modlu yaklagimlar) olarak adlandirilmaktadir.

Cok modlu yaklagimlarda kullanilan bilgiler farkli sensérlerden edinilen verilerden
olusmaktadir. Insanlarin birbirleriyle olan iletisiminde duygularini sozlii veya gorsel olarak
ifade edebilmeleri nedeniyle duygular ¢ok modlu kabul edilmektedir [9]. Yapilan ¢aligmalar
incelendiginde, duyguyu yiiz ifadesi, fonetik tonlama gibi ¢cok modlu bilgiler yardimiyla
tanimlamanin zor bir siireci kapsadig1 goriilmektedir. Tiim bu zorlu siirece ragmen heterojen
verilerin tamamlayicilig1 saglama, daha saglam tahmin yapmaya yardimci olma ve tanima
giivenirliligini arttirma gibi nedenlerle ¢ok modlu fiizyon duygu tanima arastirmalar1 da
olduk¢a popiiler olmustur [9]. Literatiir incelendiginde, duygu tanima sistemlerinin
performansina katki saglayacak fiizyon yaklasimlarda kullanilacak sensorlerin (1) detayl
yiiz sensorleri, (2) gorsel olmayan sensorler ve (3) hedef odakli sensorler seklinde ii¢ ana

bagslikta toplanabilecegi goriilmektedir.

1.2.1. Detayh Yiiz Sensorleri

Duygular1 tespit etmek i¢in tiim yiizli analiz etmenin yaninda yiiziin her boliimiinden
yakalanacak yeni &riintiileri bulmak da énemlidir. Ornegin, goz yiiziin ayrilmaz bir parcasi
olmasmin yaninda, dikkat, odaklanma ve uyusukluk gibi zihinsel durumlar1 da ortaya
koymaktadir. Gozlerin tam olarak nereye ve nasil odaklandiklar1 sorularina cevap verebilen
g0z izleme sensorleri sayesinde bireylerin zihinsel faaliyetleri hakkinda bilgiler toplamak
miimkiindiir. Literatiirdeki birgok ¢alismada bu sensorlerden faydalanilarak bireylerin duygu

durum tespitleri belirlenmeye ¢alisilmistir. Ornegin, [10] yiiz goriintiileri ile yaptiklar: duygu



tanima caligmasinda Onceki caligmalarin aksine keyfi yiiz goriintiilerini kullanmig ve yiiz
goriintiilerinin bolgesel kovaryans matrisi temsiline dayanan bir yontem dnermistir. [11] yiiz
goriintiilerinden duygunun tanindig literatiir ¢alismalarinda genellikle 6nyiiz veya Onyiize
yakin yiiz ifadelerinin kullanildigini vurgulamustir. [12] evrisimsel sinir aglar1 modellerini
kullanan bir derin 6grenme teknigi ile yliz goriintiilerinden duygu tanima yapmistir. Bu

calismada ayni zamanda yliz goriintiilerinden yas ve cinsiyet tespiti de yapilmaya ¢aligmistir.

1.2.2. Gorsel Olmayan Sensorler

1.2.2.1. Ses

Kamera sistemlerinde goriintii kaydi yapilirken ayni anda ses kaydi da yapilmaktadir.
Fakat literatiirde yer alan bir¢cok calismada duygu tanima yalnizca yiiz goriintiileri olan
gorsel verilerden faydalanarak gercgeklestirilmistir. Bazi arastirmalarda nadiren ses sinyalleri
de kullanilarak dogru ve giivenilir sistemler irdelenmistir. Yiiz ifadelerinin beden ve ses ile
iyi seviyede iliskili oldugu kanitlanmis bir gergektir. Fakat sesli ve gorsel bilgileri
birlestirmek igin uygun flizyon yontemleri bulmak olduk¢a zordur. Sadece ses yardimiyla
yapilan duygu tanima ¢alismalarindan bazilari su sekildedir: [13] derin bir evrisimli sinir ag1
mimarisi ile ses 6rneklerinden duygu tanimustir. [14] ¢cagr1 merkezleri i¢in dnemli olan 6fke
ve nétr konugma durumlarini ayirt etmek igin yine ses sinyallerini kullanarak duygu

tanimastir.

1.2.2.2. EEG ve EKG Sensorleri

Fizyolojik sinyallerden EKG, EEG, Elektromiyografi (EMG) ve Elektrookiilografi
(EOG) genel olarak medikal alanda kullanilmaktadir. EKG kalbin elektriksel aktivitesi
sonucunda olusan bir sinyal tiiriidiir ve kalbe takilan elektrotlar ile kaydedilir. EEG sinyalleri
ise beynin elektriksel aktivitesi sonucunda olusur ve kafaya takilan elektrotlar yardimiyla
kaydedilir [15]. EMG sinyalleri kaslarda olusan elektriksel aktiviteyi degerlendirmek igin
kullanilir. Tipta EMG testi néromiiskiiler anormallikleri tespit etmek icin kullanilirken,

duygu tanima alaninda ise biligsel duygu ve fizyolojik tepkiler arasindaki iliskiyi bulmak



icin kullanilir [16, 17]. Literatiirde EMG temelli arastirmalarin ¢ogunun, yiiz taklitlerinin
cesitli uyaranlara verilen duygusal tepkiye katkida bulundugu hipoteziyle yiiz ifadelerinin
analizinde kullanildig: belirtilmistir [18]. EOG sinyalleri ise insan gdziiniin 6n ve arkasi
arasinda var olan kornea retinal potansiyeli dlgiilerek kaydedilir. Genellikle oftalmolojik
(ophtalmological) tanis1 koyma veya gz hareketlerini kaydetmek i¢in kullanilir. Tim bu
sinyal tiirleri arasinda duygu tanima ¢alismalarinda en cok EEG sinyalleri tercih edilir. EKG,
EMG ve EOG ise tek baslarina kullanilmayip genellikle ¢ok modlu yaklasimlardaki en az
iki giris verisinden birisi olarak kullanilir. Bu ¢alismalardan bazilar su sekildedir: [19] yiiz
ifadelerinin yani sira EKG sinyallerini de kullanarak duygu tanimisgtir. Bu ¢alismada seving,
igrenme, eglenme gibi duygular ortaya ¢ikarmak i¢in farkli film/video klipleri kullanilip
EKG ve solunum sinyalleri 6zelliklerine dayali danismanli bir duygusal tepkileri 6grenme
yaklagimi Onerilmistir. [20] ise EOG ve EMG sinyalleri ile duygu tanimaya calismustir.
Calismada oOncelikle zaman domeni, frekans domeni ve entropi tabanli Oznitelikler
cikarilmig, Sonrasinda hesaplanan oznitelikler DVM, Naive Bayes ve Yapay Sinir Agi
(YSA) ile simiflandirilmustir. [21] ¢alismas1 EEG, Galvanik Cilt Tepkisi (GCT), EMG ve
kalp atimi bilgilerini kullanarak duygusal durumu giivenilir bir sekilde tanimlamaya
calismustir. [22] ise giyilebilir edinim cihazi ile elektro-dermal aktivite (EDA), kalp atis hizi,
EMG ve cilt sicakligr verilerini kullanarak yaslilardaki duygu durumunu izleme ve
saptamaya caligmistir. [23] dort kanalli biyosensorler yardimiyla deneklere miizik
dinletirken kaydettikleri EMG, EKG, cilt iletkenligi ve solunum degisikligi bilgileriyle
duygu tamima i¢in veri analizi ve simiflandirma yapmistir. Calismalar incelendiginde EEG
disindaki tekniklerin yardimci bir veri ile kullanilarak duygu tanimaya katki sagladiklari
goriilmiistir. EEG sinyalleri, analiz edilmelerinin basitligi, iyi zaman ve uzamsal
¢Oziiniirliige sahip olmalar1 nedeniyle duygu tanimada yaygin kullanilir hale gelmistir [24].
EEG kayit sistemleri ayrica ucuz ve erisilebilir olmasi nedeniyle hem ¢ok modlu hem de tek
basma duygu tanima caligmalarinda sikca tercih edilir. Ornegin [25] duygu icerikli
fotograflara bakilirken 26 kadin denekten kaydedilen EEG sinyallerini ile g¢esitli duygu
tiirlerini tanimustir. [26] ise benzer sekilde 26 kadin denekten kaydedilen EEG sinyalleri ile

duygu degerlik ayrimi i¢in bir rezervuar hesaplama modeli 6nermistir.



1.2.2.3. Derinlik Kamerasi

Derinlik kamerasi, kamera mesafesine gore piksel yogunluklarini derinlemesine
goriintiiler olarak ayirabilen bir sensordiir. Derinlik goriintiileri KYM (Kirmizi, Yesil ve
Mavi) goriintiilerinden daha etkin 6znitelik saglamaktadir. Ayrica kolay temin edilebilen
derinlik kameralari, yliziin geometrik seklini aydinlatma degisikliklerine karst gelistirilmis
saglamliklariyla yakalayarak arastirmacilara giivenilir ii¢ boyutlu yiiz goriintiileri
sunmaktadir [27]. Bu goriintiiler viicut hareketi ve yliz tanima gibi bilgisayar destekli bir¢ok

uygulamada kullanilmaktadir.

1.2.3. Hedef Odakl Sensorler

Gorilintlinlin ¢esitli kisimlarinda dagitilan sicakliklart hesaplayan kizilotesi termal
goriintiiler yiiz ifade sistemlerinin tasariminda karsilasilan aydinlatma sorunlarini ¢6zmek
icin kullanilabilir. Kizilotesi termal kameralar on bes yildan fazla zamandir benzer
calismalarda kullanilir. Fakat genellikle smirli sayida veri iceren veri setleri ile

calisildigindan sistemin ger¢ek diinya problemlerine uygulanabilirligi azalmistir.

1.3. Tezin Kapsami

Veri toplama zorluklar1 ve dogru birlestirme (fiizyon) yonteminin belirlenmesi EEG
tabanli ¢cok modlu duygu tanima sistemlerinin yaygin kullanimini engelleyen en 6nemli
sebeplerdir. Calismalarin birgogu bu problemlerden dolay1 yeterli veri icermemekte ve
diisiik dogrulukta calismaktadir. Bu problemler gesitli yaklasimlarla ¢oziilebilir. Ornegin; (i)
biyolojik bilgi diizeyinde birbirleriyle dogru bir sekilde korele edilebilen bilgilere
yogunlagilabilir, (ii) denek diizeyinde kullanicilar egitilip duygu tanima sistemlerinde
tiretilen EEG sinyallerinin veya herhangi bir biyolojik bilginin dogru ve istikrarli kontrolii
saglanabilir veya (iii) bilgi toplama seviyesinde ise giriiltii, oturum gibi degisimlere
dayanikli, yeterli verilerden olusan veri setleri olusturulabilir. Yeni ¢oziimlerin {iretilmesi

i¢in ¢alismalar 6zellikle cok modlu duygu tanima teknikleri kullanilarak devam etmektedir.



Tez galismasinda, bu problemlerden bir kismini veri seti hazirlama seviyesinde, diger
kismmin ise farkli biyolojik bilgilerin dogru bir sekilde ¢ok modlu yaklagimlarla
birlestirilmesi seviyesinde ¢6ziimii amaglanmistir. Tezin hipotezi bu nedenle “gok modlu
duygu tanimanin iki 6nemli asamasi olan biyolojik bilgi toplama ve farkli biyolojik bilgilerin
birlestirilmesi asamalari i¢in probleme uygun 6zgiin yaklasimlarin tasarlanmasiyla EEG ve
temelli duygu tanima sistemlerinin performanslart iyilestirilebilir” kurami iizerine
temellendirilmistir.

Duygu durumlarinin EEG norogoriintiileme teknigi ve kamera ile kaydedilen yiiz
goriintiilerinden edinilmesi, Oriintii tanima teknikleri ile anlamlandirilmasi ve karar verici
sistemlerin gelistirilmesi glinlimiizdeki popililer aragtirma alanlaridir. Bir¢ok c¢aligmada,
biyomedikal duygu tanima sistemlerinin gelistirilmesi, iyilestirilmesi ve gerekli
arastirmalarin tamamlanmasina destek olunmaya c¢alisilmaktadir. Bu nedenlerle, EEG
temelli gok modlu duygu tanima sistemlerini giivenilir bir sekilde siniflandirabilecek 6zgiin
Ortintii tanima yaklasimlarinin irdelenmesi bu tez ¢calismasinda amaglanmastir.

Calismalarda oncelikle rastlantisal sinyal verilerinin oniine gegmek igin birgok
kanaldan gelen EEG sinyallerinin dogru se¢imi saglanmistir. EEG sinyallerinin zaman
diizlemindeki farkli geg¢is noktalarina ait aci-genlik bilgilerinden faydalanarak 6zgiin 2
Boyutlu (2B) goriintiiler olusturulmustur. Daha sonra bu goriintiilerin farkli biyolojik
bilgilerle birlestirilmesi (sensor, 6znitelik ve karar seviyelerinde) asamasinda goriilen
eksiklikler giderilmeye ¢alisilmigtir. Birlestirme islemi sensor ve 6znitelik seviyesi olmak
iizere iki farkli seviyede gerceklestirilmistir. Oncelikli olarak sensdr seviyesinde
birlestirmeye odaklanilmistir. Hatalarin azaltilip daha 1yi sonuglarin alinmasi i¢in hem sinyal
gortiintii donistimiinde hem de birlestirilmesinde diizenlemeler yapilmis, gerektiginde
smiflandirma modelleri giincellenmistir. Oznitelik ¢ikarma ve siniflandirma ydntemlerinin
parametre degerlerinin otomatik belirlenmesine yoénelik diizenlemeler yapilip bu degerler
sadece egitim verileri kullanilarak tespit edilmistir. Ayrica, ¢ok modlu duygu tanima igin
EEG kayitlar ve yliz goriintiilerini igeren yeni bir veri seti olusturulmustur. EEG kayitlar
EPOC Flex Salin Sensor Kiti ile miidahalesiz alinmistir. Yontemlerin performanslari hem tez
calismasinda hazirlanan veri seti ile hem de ¢ok modlu yaklagimlar igin literatiirde siklikla
tercih edilen DEAP veri seti ile 6l¢iilmiistiir. Kayitlarin alinmasindan siniflandirilmasina
kadar olan siirecin yiritiilmesiyle ¢cok modlu duygu tanima problemlerinin daha iyi

gozlenmesi ve bu alandaki eksikliklerin giderilmesine katki saglanmistir.



Tez caligmasinda oncelikle cok modlu duygu tanima sistemleri hakkinda detayli
bilgiler verilmistir. Daha sonra konunun i¢inde barindirdigi yontemlerin tanimlari yapilmis
ve literatiirde yer alan ¢alismalar sunularak eksik goriilen yonler anlatilmistir. Genel bilgiler
kisminda, sirasiyla ¢ok modlu yaklasimlarla gergeklestirilen duygu tanima aragtirmalari
hakkinda genel bilgilendirmeler yapilarak kullanilan sensor tiirleri gibi konular agiklanmus,
sonrasinda tezin kapsami ve literatiirdeki duygu tanima calismalar listelenmistir. Yapilan
caligmalar kisminda, tez kapsaminda hazirlanan ¢ok modlu duygu veri seti hazirlik asamalari
ile detaylica sunulmus, ardindan tez ¢alismasinda Onerilen sinyal gériintii dontisiimleri ve
flizyon yontemler agiklanmigtir. Bulgular ve irdeleme bolimiinde, deneylerin
gerceklestirilmesi ve deneyler sonucunda elde edilen bulgular detayli agiklamalar ile
verilmistir. Sonuglar boliimiinde, c¢aligmalardan elde edilen temel sonuglar detayli
irdelenerek verilmistir. Oneriler ve tartigmalar béliimiinde ise deneyler sonucunda ¢ok
modlu duygu tanima arastirmalarindan yapilan ¢ikarimlar ve tez ¢aligmalari siirecinde elde

edilen deneyimlerle sekillenen Oneriler sunulmustur.

1.4. Literatiir

Duygusal bilgi insan iletisiminin temelini olusturdugundan, duygu tanima insan
makine arasindaki tam etkilesime yonelik temel bir bilesen olarak kabul edilir [28]. Duygu
tanima caligmalar1 bu nedenle son dénemlerde popiiler hale gelmistir. Yiiz goriintiileri, ses
veya fizyolojik sinyaller gibi girig verilerinin ayr1 ayr1 kullanildig: tek girisli duygu tanima
caligmalarinin yani sira giiniimiizde artarak calisilan ¢ok modlu duygu tanima ¢aligmalar1 da
literatlirde yer almaktadir. Dogru siniflandirma i¢in davranigsal ve biyometrik 6zniteliklerin
tahmin yeteneklerini birlestirmeyi amaglayan ¢ok modlu duygu tanima sistemleri, tek girigli
duygu tanima sistemlerinde veri islemenin getirdigi sinirlamalarin tistesinden gelmek ve
tanima saglamligini artirmak i¢in 6zellikle son donemlerde oldukga ilgi gormektedir [5]. Bu
sistemler genellikle EEG sinyallerinin farkli biyolojik bilgilerle birlestirilmesi, 6n islemler,
Oznitelik ¢ikarma ve smiflandirma seklinde dort asamadan olusmaktadir. Tez ¢alismasinda
tim bu asamalar gercgeklestirilerek ¢ok modlu bir duygu tanima sistemi olusturulmaya
calistlmigtir. Bolim 1.4.1°de yalnizca EEG sinyalleri ve Boliim 1.4.2°de EEG tabanli ¢ok

modlu yaklagimlar kullanilarak literatiirde gergeklestirilen ¢alismalar verilmistir.



1.4.1. Yalmzca EEG Sinyalleri ile Yapilan Duygu Tanima Cahsmalar:

Literatiirde duygu tanima amaciyla yiiz gériintiileri, ses bilgileri ve EEG gibi fizyolojik
sinyaller kullanilmistir. Yalnizca EEG sinyalleri kullanilarak gergeklestirilmis duygu tanima
calismalarindan bazilari su sekildedir. Yang ve ark. [29] ¢alismalarinda elde ettikleri yliksek
boyutlu Oznitelikleri destek vektor makineleri (DVM) ile smiflandirmistir. Yo6ntemin
performansi literatiirde siklikla kullanilan DEAP ve SEED veri setlerinde olgiilmiistiir.
Wang ve ark. [30] faz-kilitleme degeri (FKD) tabanli grafiksel evrisimli sinir ag1 (ESA)
modelini dnermistir. Bu ¢alismalar da DEAP ve SEED veri setlerinde yiiriitiilmiistiir. Ozel
ve ark. [31] ¢ok kanalli EEG sinyallerini smiflandirmak amaciyla ¢ok degiskenli
senkrosikistirma dontisimii (MSST) kullanarak zaman-frekans analizine dayali bir yontem
Onermistir. Yontem DEAP veri setinde smanmis ve Oznitelikler dogrusal DVM’ler
yardimiyla siniflandirilmistir. Choi ve Kim [32] uzun kisa vadeli hafiza aglar1 (Long Short
Term Memory-LSTM) kullanan bir siniflandirma modeli 6nermis, model verimliligini
DEAP veri setinde smamustir. Li ve ark. [33] DEAP veri setinde yiirtittiikleri ¢alismada
oncelikle 6n islenmis sinyalleri dort alt frekans bandina bolmiistiir. Daha sonra bu alt
bantlardan entropi ve enerji 6zniteliklerini ¢gikarip k-en yakin komsuluk (k-EYK) algoritmasi
yardimiyla smiflandirmistir. Chen ve ark. [34] DEAP veri setine ait duygu tabanli EEG
sinyallerinin ESA’lar yardimiyla siniflandirilmasina odaklanmistir. Zamana ait (temporal)
oOznitelikler ile frekans 6znitelikleri ve bunlarin kombinasyonlarini kullanmis ve 6znitelikleri
bagging tree (BT), DVM, dogrusal ayirta¢ analizi (DAA), Bayes DAA ve ESA yardimiyla
siiflandirmiglardir. Zhang ve ark. [35] deneysel bi¢cim ayristirma yontemi ve otoregresif
model kullanarak EEG sinyalleri ile galisan bir duygu tanima sistemi onermislerdir.
Deneyleri DEAP veri setinde yiiriitmiis ve siniflandirict olarak DVM kullanmiglardir.
Atkinson ve Campos [36] minimum artiklik maksimum alaka diizeyi (minimum redundancy
maximum relevance) yontemini kullanarak ¢ok kanalli EEG sinyallerinden 6znitelikler
cikarmig ve elde ettikleri 6znitelikleri DVM ile siniflandirmistir. Verma ve Tiwary [37]
cekirdek tabanli temel bilesenler analizi ile EEG sinyallerine 6nislem yapmis, k-EYK ve
radyal tabanli DVM’ler ile duygulart siniflandirmislardir. Zheng ve ark. ise [38] ¢ok kanalli

EEG sinyallerine ait entropi 6znitelik degerlerini derin inang aglarina ile siniflandirmiglardir.



10

1.4.2. EEG-tabanh Cok Modlu Duygu Tanima Cahsmalari

Cok modlu duygu tanima yaklasimlar1 tek bir kaynaktan gelen veriyi islemenin
getirdigi smirlamalarin iistesinden gelmek ve tanima saglamligini artirmak icin son
donemlerde oldukga ilgi kazanmistir [5]. EEG tabanli ¢ok modlu bazi duygu tanima
caligmalart su sekildedir. Thammason ve ark. [39] ¢cok modlu duygu tanima igin yeni bir
sistem Onermislerdir. Yontemin etkililigi miizik dinleyen deneklerden elde edilen beyin
dalgalar1 ve psikolojik sinyaller (EEG, EKG, GCT) kullanilarak anlamaya c¢alisilmistir.
Denek grubu 22-32 yas araliginda 8 kadin ve 1 erkek bireyden olugsmaktadir. Sinyaller
EEGLAB kiitiiphanesinin pop_eegfiltnew isimli fonksiyonuyla filtrelenmistir. Filtrelenmis
sinyallere gii¢ spektral yogunlugu yontemi uygulanarak 6znitelikler ¢ikarilmig ve DVM ile
Oznitelikler siniflandirilmistir. Calismada karar seviyesinde birlestirme yaklasimi ¢oklu veri
kaynaginin sonuglarini birlestirmek i¢in kullanilmistir. Zhalehpour ve ark. [40] peak
(benzersiz) cergeve olarak adlandirilan ve videolardan ¢ikarilan yiiz goriintiileri arasinda en
benzersiz yliz goriintiisiinii ifade eden video ¢ergevelerinin seg¢imine dayanan ¢ok modlu bir
yaklasim onermislerdir. Onerilen yaklasimlar sirasiyla maksimum benzersizlik tabanli
(MAX-DIST), kiimeleme tabanli (DEND-CLUSTER) ve duygu yogunlugu tabanli (IEFS)
yontemler olarak adlandirilmistir. Yontemlerin performanslart eNTERFACE [41] ve
BAUM 1la [42] veri setlerinde sinanmugtir. Yerel faz kuantalama (Local Phase Quantization-
LPQ) kullanarak en benzersiz g¢ercevelerden ¢ikarilan yiiz goriintiilerinden Oznitelikler
cikarilmigtir. Benzer sekilde Mel frekans kepstral katsayilari (Mel Frequency Cepstral
Coefficients- MFCC) ve bagil spektral oznitelikler (Relative Spectral Features) tabanli
algisal dogrusal tahmin (Perceptual Linear Prediction) yontemleri 6znitelik ¢ikarmada
kullanilmistir. Ses oznitelikleri radyal tabanli DVM’ler, goriintii dznitelikleri ise dogrusal
cekirdek tabanli DVM’ler yardimiyla simiflandirilmistir. Son asamada ise karar seviyesinde
birlestirme yaklagimiyla ses ve video bilgileri birlestirilmistir. Torres ve ark. [43] ¢cok modlu
duygu tanima i¢in DVM tabanli bir 6znitelik secme ydntemi Onermislerdir. Deneyler
literatiirde siklikla kullanilan DEAP ve MAHNOB-HCI veri setlerinde gergeklestirilmistir.
Soleymani ve ark. [44] kullanic1 bagimsiz bir duygu tanima modeli 6nermislerdir. Giris
verisi olarak EEG sinyalleri, g6z bebeginde biiylime oran1 ve bakis uzaklhigi bilgileri
kullanmilmistir. Cikarilan 6zniteliklere maksimum-minimum normalizasyonu uygulamig ve

radyal tabanli DVM’ler ile de elde edilen normalize edilmis 6znitelikler siiflandirilmistir.
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Calismalarda ek olarak hem 6znitelik hem de karar seviyesinde birlestirme kullanilmistir.
Huang ve ark. [45] iki farkli karar seviyesinde birlestirme yontemi 6nermis ve ¢ok yonlii
duygu tanima yapmustir. Giris verisi olarak EEG sinyalleri ve yliz goriintiileri kullanilmistir.
Yz gorintiileri AdaBoost algoritmasiyla tespit edilmis ve 6znitelikler ileri beslemeli sinir
aglari ile siiflandirlmistir. Diger taraftan EEG sinyallerine giic spektral yogunlugu
uygulanarak Oznitelikler hesaplanip DVM’lere verilmistir. Yin ve ark. [46] ¢oklu flizyon
katmani tabanli yiginlasmis otomatik kodlayicinin topluluk siniflandiricilariyla (multiple-
fusion layer based ensemble classifier of stacked auto-encoder - MESAE) yaptiklar
calismalarin performans degerlendirmelerini DEAP veri setinde gergeklestirmislerdir.
Kortelainen ve ark. [47] fizyolojik sinyallerle yiiz ifadelerini birlestirerek ¢cok modlu
yontemlerle duygu tanima yapmuslardir. Deneklere duygusal igerikli fotograflar gosterilerek
kalp atis degisikligi, nabiz siklig1 ve yiiz ifade bilgileri kaydedilmistir. Oznitelikler sinif
ortalamal1 ve bir birimlik standart sapmali olacak sekilde normalize edilmis ve K-EYK
algoritmasiyla simiflandirilmistir. Shu ve Wang [48] fizyolojik sinyaller arasindaki dogal
bagimliliklari modellemek igin kisitli Boltzmann makinelerini 6nermislerdir. Coklu
fizyolojik sinyal Oznitelikleri kisitli Boltzmann makineleriyle ¢ikarilmis ve DVM’lerle
siiflandirarak ¢ok modlu taninmistir. Zhang [49] ifade ve EEG etkilesimli ¢ok modlu bir
duygu tanima yaklagimi onermistir. Calismada sirasiyla karar agaclar1 yardimiyla 6znitelik
secme yontemi uygulanmis, EEG sinyalleri ve yiiz ifadelerini birlestirmek i¢in bimodal derin
otomatik ¢oziimleyici kullanilmis ve DVM’lerle siniflandirma yapilmistir. Huang ve ark.
[50] c¢ok kanalli EEG sinyalleri ile g¢evresel fizyolojik sinyaller arasindaki korelasyonu
otomatik arastirmak i¢in topluluk ESA modelini 6nermislerdir. Huang ve ark. diger bir
calismada [51] yiiz gorintiileri ve EEG sinyallerini kullanarak ¢ok modlu duygu tanima
yapmaya calismislardir. Onerdikleri iki farkli karar seviyesinde birlestirme yaklasimini
DEAP ve MAHNOB-HCI veri setlerinde sinamiglardir. Li ve ark. yaptiklart ¢ok modlu
duygu tanima g¢alismasi [71] i¢in EEG sinyalleri ve yliz goriintiilerini kullanmiglardir. Yiiz
ifadelerini transfer 6grenmeye dayali cok gorevli ESA ile tespit etmislerdir. EEG sinyalleri
icin denek bagimli modeli DVM ile denek bagimsiz modeli ise UKVH ile
siniflandirmislardir. Fiizyon asamasinda ise KSB ydntemini kullanmislardir. Onerdikleri
yontemi ise DEAP ve MAHNOB-HCI veri setleri tizerinde sinamiglardir. Zhao ve Chen ise
[72] yine ¢ok modlu duygu tanima g¢aligmalart i¢cin EEG sinyalleri ve yiiz ifadelerini

kullanmiglardir. Ikili-dogrusal evrisimsel ag ile yiiz goriintiilerinin 6zniteliklerini
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cikarmiglardir. EEG sinyallerini ise ¢ gruplu frekans bandi goriintii dizisine
dontistiirmiislerdir. Son olarak yiiz goriintiilerinden ve sinyallerden ¢ikardiklari 6znitelikleri
birlestirmek i¢in 3 katmanli ve ¢ift yonli bir UKVH kullanmiglardir. Yine 6nerilen yéntemi
DEAP ve MAHNOB-HCI veri setleri iizerinde smamislardir. Tan ve ark. [73] ise
caligmalarinda yine EEG sinyallerini ve yiiz goriintiilerini kullanan bagka bir ¢aligma
yapmislardir. Ve bu iki giris bilgisine ait sonuglar1 birlestirmek i¢in Monte Carlo yontemini
kullanmislardir. Calismalarini ise Fer2013 ve SEED-IV veri setleri tizerinden sinamislardir.

Ozetlemek gerekirse, EEG tabanli ok modlu duygu tanima sistemleri igin literatiirde
cok sayida yontem Onerilmistir. Bu yontemler genel olarak biyolojik bilgilere ait
oriintiilerden faydalanarak duygu tanimada kullanilir ve giivenilir tanima sistemlerinin
tasarimi1 i¢in Onem tasir. Kullanilan siniflandiricilar genel olarak: (i) destek vektor
makineleri, (i1) uzun kisa vadeli hafiza aglari, (iii) en yakin komsu siniflandiricilar, (iv)
dogrusal ayirtag analizi yaklasimlari ve (v) smiflandirici kombinasyonlar1 seklindedir.
Literatiirde ¢cok modlu duygu tanima ¢aligmalarinda DVM en ¢ok kullanilan yontemdir ve
caligmalar genellikle DEAP veri setinde yiiriitilmiistiir. DVM giinliik yasam problemlerinde
dogrusal ayrilabilir verilere olduk¢a az rastlanmasi ve yiiksek genelleme yetenegindeki
basarisindan dolay1 6zellikle bilgisayarla gérme alaninda oldukga tercih edilmektedir [52,
53]. DVM temelinde dogrusal ayristirilabilen dagilimlar i¢in en basarili ayirict hiper
diizlemleri bulmaya ¢alisir (6grenme) ve destek vektorler sayesinde belirledigi bu basarili
hiper diizlemlere gore siniflandirma gergeklestirir. Ancak, Oznitelik uzayinda dogrusal
ayristirmanin miimkiin olmadig1 durumlarda, veriler ¢esitli doniisiimlerle farkli boyutta ve

dogrusal ayristirmanin gerceklesebilecegi uzaylara taginarak siniflandirilmaya calisilir.

1.5. Oznitelik Cikarma Yontemleri

1.5.1. Yerel ikili Oriintiiler

Yerel ikili ériintiiler (YIO) goriintii dokularini tanimlamak amaciyla onerilmis bir
algoritmadir [88]. YIO operatériinii gelistirmek icin temel fikir 2 boyutlu yiizey dokularinin
iki tanimlayici 6l¢ii ile tanimlanabilmesidir [89]. Bu iki tanimlayici yerel uzamsal 6riintiiler

(local spatial patterns) ve gri derece kontrastidir (gray scale contrast). YiO algoritmasinin
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avantajlar1 ortam aydinlatma degisimlerine kars1 duyarli olmasi ve hesaplama maliyetinin
diisiik olmasidir [90]. Algoritmanin temeli ise, YIO operatoriiniin bir piksel etrafinda yer
alan 3x3’liikk komsulugundaki sekiz pikselin gri seviyedeki degerlerini Karsilastirmasina ve
sonucunda ikili bir degerin elde edilmesine dayanmaktadir [89, 123]. YIO operatorii bu
nedenle merkez pikselin gri seviyeleri arasindaki ikili karsilagtirmalarin siralanmis seti
olarak diisiiniilebilir. Son olarak ikili degerler YiO’leri hesaplamak i¢in onluk say1ya gevrilir

ve ¢ikis degeri esitlik (1.1)’de ki gibi tanimlanir [91].

YIO(x.,y.) = ; 2'5(gi—9c) (1.1)

Esitlikteki g, degeri merkez pikseldeki gri seviye degerini, g;(i = 0,1, ...,7) merkez
piksel etrafindaki sekiz pikselin gri seviye degerini, (x.,V.) merkez pikselin koordinat
degerlerini ifade etmektedir [90]. Ornegin, bir goriintiiye ait herhangi bir koordinatta yer
alan bir merkez piksel icin 3x3’liik komsulukta YIO degeri asagidaki gibi (Sekil 1.1)
hesaplanir. Merkez piksel degeri 45 ve gevresindeki 8 komsu piksel degerleri dizisi (sol {ist
koseden itibaren sirasiyla 45, 44, 78, 48, 34, 12, 31 ve 54) seklinde asagidaki gibi gosterilsin.

45 44|78

54 (4348

31112134 &

Sekil 1.1. Merkez ve komsu piksel 6rnekleri

Merkez ve komsu piksel degerleri arasinda ok yoniinde sol iist kdseden itibaren
ilerlenerek esitlik (1.2)’deki karsilastirma yapilir. Bu karsilastirma igleminde merkez piksel
degeri (45) komsu piksel degerlerinden biiylik veya esitse komsu piksel degeri 1, diger

durumlarda ise 0 olarak atanir.

_ 1 g9i=gc
$(9i=9c) = {O, diger durumlarda (1.2)
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Bu karsilastirma islemi tamamlandiktan sonra merkez piksel etrafindaki yeni degerler

Sekil 1.2’de ki gibi olur.

101
1 (@3 1
000 |

Sekil 1.2. Karsilagtirma sonucu yeni piksel degerleri

Son olarak yine sol iist kdseden baglanarak ok yoniinde ilerleyip degerler birlestirilerek
10110001 seklinde ikili bir say1 degeri elde edilir. Bu ikili degerin onluk tabandaki karsiligi
ise (= 1x2° + 0x2 + 0x22 + 0x23 + 1x2* + 1x2° + 0x2% + 1x27) 177 olarak
hesaplanmaktadir. Yukarida verilen hesaplamalara ek olarak YIO algoritmas: icin 3x3
komsuluk disinda daha verimli sonuglar elde edebilmek amaciyla yarigap degeri ve komsu
nokta sayisi degistirilebilir [91]. Tez ¢alismasinda algoritma 3 farkli yarigap degeri ve buna
bagl olarak 3 farkli sayida komsu nokta i¢in denenmistir. Bu yarigap degerleri ve

komsulugun temsili gosterimi Sekil 1.3’te ki gibi verilmektedir.

Lofek ]
ol ®t '3 .
® - - |
o ®le : E 4 ®
¢o|o|e ® ) ® ® e ®
L M id
S o @ LY 5
1"‘- . i 7
(a) (b) (c)

Sekil 1.3. Farkli yarigap ve komsu nokta sayilari icin temsili YIO gosterimleri: (a) r=1 ve
komsu nokta sayist 8, (b) r=2 ve komsu nokta sayis1 16, (¢) r=3 ve komsu nokta
sayis1 24

Tez ¢aligmasi kapsaminda YIO algoritmasi; (i) sinyal goriintiilerinden 6znitelik

cikarilirken (flizyondan 6nce), (i) sensor seviyesinde birlestirilmis goriintiilerden 6znitelik
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cikarilirken ve (iii) Oznitelik seviyesinde fiizyon yapilirken sadece yiiz goriintiilerinden
Oznitelik ¢ikarma amaciyla kullanilmistir. Bu goriintillerden Oznitelikler c¢ikarilirken

sirastyla agsagidaki adimlar uygulanmstir.

e Algoritmadan daha etkin sonuglar elde edebilmek amaciyla goriintiiler dortgensel alt
bolgelere ayrilir. Calismada yer alan tiim goriintiler 200x200 boyutunda
kaydedilmis ve 3x3 boyutunda alt bolgelere ayrilmustir.

e Dahasonrabu alt bolgelerin tek tek YIO kodlar1 hesaplanir ve histogramlar1 ¢ikarilir.

e Dahasonrabu bolgesel histogramlar bir histogramda toplanir [92]. En son elde edilen
histogram (1x256) boyutlu YIO 6znitelik vektériinii temsil eder.

e Son olarak basit histogram benzerlikleri kullanilarak siniflandirma gergeklestirilir.

Sekil 1.4’te bir denege ait yiiz goriintiisii ve bir adet AGG’sii icin Y1O goriintiileri ve

elde edilen histogramlar verilmektedir.
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Sekil 1.4. (a) Orijinal yiiz goriintist, Yio gortintiisii ve Y10 histogramu, (b) érnek ag1 genlik
goriintiisii, YIO goriintiisii ve YIO histogrami
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1.5.2. Olgekten Bagimsiz Oznitelik Doniisiimii

Olgekten bagimsiz dznitelik doniisiimii (OBOD/Scale Invariant Feature Transform-
SIFT) anahtar nokta elde etmek ve tanimlamak i¢in Onerilen Gteleme, Olgekleme ve
dondiirmeden bagimsiz bir algoritmadir. Algoritma temel olarak, dlgeksel uzaydaki ug
noktalarin (min-maks) tespit edilmesi (scale-space extrema detection), kilit noktalarinin
konumlarmin belirlenmesi (keypoint localization), dongiisel degisime karsi dayaniklilik
kazanilmasi (orientation assignment) ve anahtar nokta tanimlayicisinin (description
generation) bulunmasi seklinde dort adimdan olusur.

Adim 1: Olgeksel uzaydaki u¢ noktalarm tespiti asamasinda goriintiileri farkl
Olgeklerde evristirmek i¢in Gauss filtresi kullanilir. Gauss bulanik goriintiiler siirekli orijinal
goriintiiden olusturulur. Yani siirekli asil goriintiiniin yaris1 boyutunda yeni bulanik bir
goriintli olusturulur. Daha sonra anahtar noktalar esitlik (1.3) ve (1.4)’te verilen Gauss farki
(DoG) fonksiyonuyla hesaplanir [60]. Esitliklerde G ifadesi Gauss fonksiyonunu, I
kullanilan goriintiiyd, L ise giris goriintiistiniin 6l¢ek uzayi temsilini eder. k degeri carpimsal

sabiti, (x, y) koordinat degerlerini ve * sembolii ise konvoliisyon islemini ifade eder.

L(x,y) = G(x,y,0) * [(x,y) (1.3)

D(x,y,0) = L(x,y,ko) — L(x,y,0) (1.4)

Adim 2: Belirsiz olarak kabul edilen bazi anahtar noktalar filtrelenir. Ciinkii ilk adimda
cok fazla sayida olusturulan aday anahtar noktalarin bazilari istikrarsiz (duragan olmayan)
yapida kabul edilir [61]. Dolayisiyla bu agamada sadece duragan yapidaki anahtar noktalar
saklanip digerleri elenir. DoG fonksiyonu kenarlara duyarli oldugundan kenarlarin
kaldirilmasi gerekir. Bu islem igin Harris kdse bulma algoritmasi kullanilir,

Adim 3: Goriintiiye rotasyondan bagimsizlik kazandirmak amaciyla her anahtar
noktaya oryantasyon atanir [62]. Gauss uygulanarak bulaniklastirilmis goriintiilerde yer alan
her anahtar nokta i¢in etrafindaki komsu bolgelerde yer alan her piksel i¢in gradyan (egim)
bliytikliigli ve yoniine bakilir. Hesaplanan degerler, her kutusu 10 derece igeren 36 kutuluk

bir histograma yerlestirilir. Histogramin tepe noktasi hedef oryantasyon bilgisini ifade eder.
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Adim 4: Her anahtar nokta i¢in tanimlayict (descriptor) vektorler hesaplanir. Bu
tanimlayicilar icin oncelikle her biri 8 kutu iceren 4x4 piksel komsulugunda oryantasyon
histogramlar1 olusturulur. Yani bu 8 kutu iceren 4x4 piksel komsulugundaki histogramlar

128 vektor belirtir. Bu vektorler anahtar nokta tanimlayicilarini ifade eder.

1.5.3. Harris Kose Bulma Algoritmasi

Harris kOse bulma algoritmasi bir sinyalin lokal otokorelasyon fonksiyonuna yani
sinyalin farkli zamanlardaki degerleri arasindaki korelasyona dayanir [63, 64]. Algoritma
genel olarak kamera kalibrasyonu, goriintii eslestirme, izleme veya video sabitleme igin
kullanilir [65]. Genel yaklasimi g¢evreleyen komsulukta birden fazla yondeki kenarlar
gosteren ilgi noktalarinin bulunmasina dayanir. Bulunan bu ilgi noktalar1 da goriintiiniin
kose noktalari olarak adlandirilir. Algoritma adimlar1 asagidaki gibidir.

Adim 1: Goriintiideki her piksel i¢in (x, y) otokorelasyon matrisi M esitlik (1.5)’te Ki

gibi hesaplanir. Bu notasyonda I, Ve I, tiirevleri gostermektedir.

M Z Ly 15
= X,y L, 132/ (1.5)

Adim 2: M matrisine esitlik (1.6)’da ki Gauss filtresi uygulanir.

G(x,y,0)= ( ! >e_(x2+y2)/202 (1.6)

2mo?

Adim 3: Her (x,y) piksel degeri igin kdselerin cevap olgiisii esitlik (1.7)’de ki yanit
fonksiyonuyla hesaplanir. Esitlikteki k sabiti genellikle [0.04 — 0.06] araligindan segilen
bir katsay1 degeridir.

R = {12 x 12 — (1212)} — k{12 + 12}’ (L.7)
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Adim 4: Kose noktalarin1 aramak i¢in yanit fonksiyonunun yerel bir maksimumu

belirlenir ve kdse noktalari t esik degeri araciligiyla saptanir.

1.5.4. Ki-karesel Uzakhigi

Ki-karesel uzakligi herhangi bir veri 6rneginin iki veya daha fazla siniflandirilmasinin
bagimsiz olup olmadigini belirlemek icin kullanilan ve parametrik olmayan istatistiksel bir
testtir [86]. Uzaklik tespiti i¢in yapilan test, bir kategori i¢in beklenen ve gozlenen frekans
degerleri arasinda istatistiksel olarak anlamli bir farkin (sansa bagli olmayan muhtemel bir
fark) olup olmadigini belirlemek i¢in kullanilir [87]. Bu uzaklik degeri olan d(x,y) iki
histogram arasindaki uzaklig1 ifade eder ve esitlik (1.8)’deki gibi hesaplanir. Notasyonda
X = [x1, X3, ..., X] gOzlenen ve y = [y1, Vs, ..., Vo] beklenen degerler igin girisleri ifade

eder.

n
10 (g —y0)?
d(x,y) = 2. 1 = T A (1.8)
=

Tez calismasinda ki-karesel uzaklig1 en benzersiz yiiz goriintiisiiniin belirlenmesi

asamasinda Boliim 2.5.9’da kullanilmistir.

1.6. Simiflandirma Yontemleri
1.6.1. K-En Yakin Komsuluk Algoritmasi

K en yakin komsuluk (K-EYK) ilk olarak 1951°de Evelyn Fix ve Joseph Hodges
tarafindan Onerilen daha sonra Thomas Cover tarafindan gelistirilen danigmanli 6grenme
teknigine dayali en basit makine 6grenmesi algoritmalarindan birisidir [93, 94]. Ayni
zamanda Oriintii tanima, siiflandirma ve regresyon i¢in sikga tercih edilen ve parametrik
olmayan bir algoritmadir [91]. Parametrik olmayan bir algoritma olmasi temel veriler

tizerinde herhangi bir varsayimda bulunmadigimi gostermektedir [95, 96]. Aym1 zamanda
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tembel algoritma olarak da bilinir ¢iinkii 6grenme islemini egitim kiimesi iizerinden yapmaz
bunun yerine egitim asamasinda veri kiimesini depolar ve test 6rnegi geldiginde bu veriyi
kendisine en gok benzeyen kategoride siiflandirir [97]. Algoritma, yeni durum/veriler ile
mevcut durumlar arasindaki benzerligi varsayar ve yeni durumu mevcut kategorilere en ¢ok
benzeyen kategoriye dahil eder. K-EYK algoritmasinin avantajlari, uygulamasinin oldukg¢a
basit olmasi ve biiyiik egitim verileri i¢in bazen daha etkili sonuglar iiretmesidir [98].
Dezavantaji ise tiim egitim 6rnekleri i¢in veri noktalari arasinda uzaklik hesab1 yapildigindan

maliyeti oldukea yiiksektir [99]. Algoritmanin asamalar1 genel olarak asagidaki gibidir:

o ko adet etiketi bilinen egitim seti 6rnegi (komsu nokta) segilir,

e kadet komsu nokta ile test 6rnegi arasinda uzaklik hesab1 yapilir,

e Hesaplanan uzaklik degerine gore k en yakin komsu nokta ahnir,

e Bu k adet komsunun her kategorideki egitim 6rnegi sayisini belirlenir,

e Bu oOrneklerin yer aldigi kategorilerin ¢ogunluguna bakarak test 6rneginin

kategorisi belirlenir [93].

Sekil 1.5°’te A ve B gibi iki farkli sinifa ait egitim Ornekleri verilmektedir. Mavi
noktalar A sinifina ait egitim 6rneklerini, kirmizi noktalar ise B sinifina ait egitim 6rneklerini
gostermektedir. Test ornegi olarak yesil nokta verilmektedir. Bu nokta i¢in yukaridaki

algoritmanin tiim agsamalar1 uygulandiginda A smifina dahil oldugu goriilmektedir.

X2 X2
B Simfi * BSmfi *
[ ° [ .
o o @ o o ®
o @ ° ®
[ ] . [ ] ®
o TestVerisi @ o TestVerisi @
[ ] L
® []
[ ] [ ]
L ] o ® [ ) . ®
[ [] L [ ]
L ® ASmf L] ® A Smifi
> X1 » X1
(a) (h)

Sekil 1.5. K-EYK’da test verisinin siniflandirmasi: (2) K-EYK 6nce ve (b) sonrasi
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Literatiirde fakli problemler igin Manhattan d(x,y) = Xi-|x; — y;|, Minkowski

d(x,y) = Qieqlx — yilp)l/ P, Oklid, vb. gibi farkli uzaklik hesaplama olgiitleri
onerilmistir. Tez calismasinda esitlik (1.9)’da ki Oklid uzaklik metrigi kullanilmistir [92].
Denklemde yer alan x ve y noktalari aralarinda uzaklik hesabi yapilacak noktalari, k ise

komsu nokta sayisini1 ifade etmektedir.

d(x,y) = (1.9)

1.6.2. Destek Vektor Makineleri

Destek Vektor Makineleri (DVM) ilk olarak Cortes ve Vapnik tarafindan
tasarlanmistir  [100, 101]. Ozellikle bilgisayarla gérme alanindaki giinliik yasam
problemlerinde dogrusal ayrilabilir verilere olduk¢a az rastlanmaktadir. Bu nedenle yiiksek
genelleme yetenegine sahip olan DVM literatiirdeki ¢aligmalarda siklikla kullanilmistir [52,
53]. DVM temel olarak dogrusal ayristirilabilen veriler i¢in en iyi ayirici hiper diizlemi
bulmaya calisir ve bu hiper diizleme goére siniflandirma gergeklestirir. Yani DVM
mekanizmasi siniflandirma gereksinimlerini karsilayabilecek en uygun siniflandiran hiper
diizlemleri bulmaya calisacak sekilde diizenlenmistir [67]. Ornegin; DVM yiizlerce veya
binlerce hileli ve hileli olmayan kredi karti faaliyet raporunu inceleyerek hileli kredi kartinm

taniyabilecek yetenektedir [102].

1.6.2.1. Dogrusal Ayrilabilir ikili Simiflandirma

Iki farkli smifa ait verilerin dogrusal ayrilabildigini varsayalim. K tane egitim
ornegimiz olsun. Her x; girisi igin y; etiketi vardir ve egitim verileri {x;,y;},i = 1,...,K y; €
{—1,1} seklinde gosterilmektedir. Formiildeki K degeri boyutu ifade eder. Burada iki farkli
simifa ait verilerin dogrusal ayrilabildigini varsaymak tek bir dogru ile bu smiflarin
ayrilabilmesi anlamma gelir [52]. Bu ayirici diizlem (hiper diizlem) wx +b =0 ile

hesaplanir ki formiilde yer alan w hiper diizlemin normalini ifade eder [52, 103]. Ek olarak
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destek vektorleri hiper diizleme en yakin olan 6rneklerdir [104]. DVM algoritmast genel
olarak w ve b parametrelerinin bulunmasina odaklanir ve egitim orneklerinin esitlik (1.10)

ve (1.11)’de ki kisitlart saglamas1 gerekir.

xxw+b=>4+1 vy, =+1 (1.10)

xw+b<-1 y,=-1 (1.11)

Yukaridaki denklemler bilestirildiginde y;(x;w + b) —1 > 0 V; esitligi elde edilir.
Hiper diizlemi destek vektorlerinden oldukga uzaga yerlestirmek i¢in marjinin 1/||w||
maksimum olmasi ve bunun i¢in [|w|| degerinin minimum olmasi gerekir. Yukarida verilen
kisitlar altinda marjinin maksimum olabilmesi i¢in lagrange ¢arpani a’nin «; > 0V;
denkleme dahil edilmesi yani lagrange formiilasyonu yapilmasi gerekir [105]. Lagrange

formiilasyonu sonucunda elde edilen esitlikler (1.12) ve (1.13)’te ki gibidir.

L
1
Ly =5 IWl? = ) alyiGeaw+b) — 1] (112)
i=1
1 - -
Ly =5 Iwl? —Za:l-yi(xl-w+b) - 1+Zai (1.13)
i=1 i=1

Daha sonra denklem w’ye (esitlik (1.14)) ve b’ye (esitlik (1.15)) gore ayri ayri
tiirevleri alinarak sifira esitlenir ve minimize eden w ve b ve maksimize eden a degeri

bulunmaya ¢alisilir [105].

oL

L
9 0 5w Z @YX (1.14)
O i=1

oL \
ey _,Zal.yi =0 (1.15)
9y i=1
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Bu denklemler L,, formiiliinde yerine koyuldugunda esitlik (1.16) elde edilir.

L L

Lp = z a; — 1/22 a;iq;y;yiXxXiXj Q; >0 Vi, z a;y; = 0 (116)

i=1 i, i=1

1.6.2.2. Ufak Bir Hatayla Dogrusal Ayrilamama Durumu

Egitim ornekleri tamamen dogrusal ayrilabilir durumda degilse Bolim 1.6.2.1°de
anlatilan denklemlere pozitif zayiflik degiskeni ¢;,i=1,..,K olarak adlandirilan

degiskenler eklenerek giincellenir [106] (esitlik (1.17) ve (1.18)).

Yukaridaki  denklemler bilestirildiginde y;(x;w+b)—1+ & >0 & =0,V;
esitligi elde edilir. Dogrusal ayrilamama durumunda denklemlere bir C iist smirinin
eklenmesi gerekir [107]. Bu C {ist sinir degeri lagrange ¢arpanlarinin alabilecegi maksimum
degeri ifade eder [108]. Bu sartlar altinda lagrange formiilasyonu esitlik (1.19)’da ki gibi
diizenlenir. Formiilasyonda yer alan p; degeri zayiflik degiskeninin pozitif olmasini

garantilemek i¢in kullanilan lagrange parametresidir [52].

K

K K
1
t=1 : i=1

i=1
Yukaridaki formiiliin ¢6ziimii olduk¢a zor oldugundan denklemin w’ye (esitlik

(1.20)), b’ye (esitlik (1.21)) ve &;’ye (esitlik (1.22)) gore ayr1 ayr tiirevleri alinarak sifira

esitlenir.

oL

L
—P =0 ->w= Z a;yixi (120)
Ow i=1
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oL -

=205 ) ay=0 (1.21)
O i=1

JdL

8;:0 ->C=a;+ (1.22)

Bu denklemlerden elde edilenler L,, formiiliinde yerine konursa esitlik (1.23) elde

edilir.

L L

Lp = Z a; — 1/22 al-ajyl-ijl-xj 0<a<c_C Vl' z a;y; = 0 (123)

i=1 i) i=1

1.6.2.3. Dogrusal Olmayan Destek Vektor Makineleri

Ancak, tez calismasinda oldugu gibi Oznitelik uzayinda dogrusal ayristirmanin
miimkiin olmadig1 durumlarda, orijinal giris uzay1 6znitelik uzayi olarak adlandirilan yiiksek
boyutlu bir baska uzaya tasmir [68]. Bu islem ise lineer ¢ekirdek K (xi,xj) = (xl-.xj),
polinomsal c¢ekirdek K (xi,xj) = (xi.xj + 1)p, radyal tabanli ¢ekirdek K (xi,xj) =

2
e Y(xix)" e sigmoid ¢ekirdek K(xi,xj)=tanh(r1xi.xj+v) fonksiyonu olarak
adlandirllan dort ayr1 c¢ekirdek fonksiyonu yardimiyla gergeklestirilir [109]. Tez
calismasinda Oznitelik uzayinda dogrusal ayrilmayan veriler iizerindeki siniflandirma

isleminde radyal temelli ¢ekirdek fonksiyonu kullanilmigtir.



2. YAPILAN CALISMALAR

2.1. Ac1-Genlik Doniisiimii Yaklasimlari-I

Tez caligmasiin bu kisminda DEAP veri setinde yer alan EEG ve EOG sinyallerine
farkli agi-genlik dontisiimii (AGD) yaklasimlari uygulanarak bir sinyalden yedi ayri sinyal
goriintiisii elde edilmistir [59]. Uygulanan doniisiim yontemlerine ait detayli agiklamalar

Bolim 2.1.1 ile 2.1.3 arasinda verilmistir.

maks;

a;

miny,

MENL+1

ming

(a) (b)

Sekil 2.1. (a) Yerel maksimum ve (b) minimum noktalarinin gosterimleri

2.1.1. Degisim Noktalar1 Arasindaki Uzakhgin Hesaplanmasi

Hesaplamada 6ncelikle bir sinyaldeki tiim yerel maksimum (maks) ve yerel minimum
(min) noktalar1 tespit edilmektedir. Bir yerel maks noktas1 Sekil 2.1 (a)’daki gibi yerel
maksimum olarak kabul edilen bolgedeki en yiiksek genlik degerine sahip nokta olarak kabul
edilmektedir. Bir yerel minimum noktasi ise Sekil 2.1 (b)’deki gibi yerel minimum olarak
kabul edilen bolgedeki en disiik genlik degerine sahip nokta olarak kabul edilmektedir
[110]. Ikinci asamada, mevcut degisim noktasinin sag ve sol yanindaki degisim noktalartyla
arasindaki uzakliklar Oklid metrigi ile hesaplanmaktadir. Herhangi bir yerel maksimum
bolgesi i¢in; t;. yerel maksimum bolgesinde yer alan sol a;(t;) uzakhigi maks;(x;, y;) ve

miny (xy, y,) noktalar1 arasinda yer almakta ve esitlik (2.1) ile hesaplanmaktadir.
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a = () + (5)°) @y

Bu esitlikte X;, ve VY;, degerleri sirastyla maks;(x;)-min; (x;) ve maks;(y;)-
min (y,) farklarindan yola ¢ikarak belirlenmektedir. Benzer sekilde; herhangi bir yerel
maksimum bolgesi i¢in t ;. yerel maks. bolgesinde yer alan sag b; (t;) uzakhg maks;(x;, y;)
ve ming,q(Xx41, Yi+1) nNoktalart arasindaki uzakliktan faydalanarak esitlik (2.2) ile
hesaplanmaktadir. Bu esitlikte ise X;,.q Ve Yjx4q degerleri sirasiyla maks;(x;)-

ming.,(xy41) Ve maks;(y;)-ming (yy41) ile hesaplanmaktadir.

) = ((Kesa)” + Viera)”) @2)

Herhangi bir yerel minimum bolgesi i¢in; t . yerel min. bélgesinde yer alan sol ay, (t;)
uzakligir miny (xi, yi) ve maks;(x;, y;) noktalar1 arasinda yer almakta ve esitlik (2.3) ile

hesaplanmaktadir.

ag(ty) = J((Xk,i)z + (Yk,i)z) (2.3)

Bu esitlikte X, ; ve Y, ; degerleri sirasiyla ming(x,)-maks;(x;) ve min; (yy)-
max;(y;) farklarindan yola ¢ikarak belirlenmektedir. Benzer sekilde; herhangi bir yerel
minimum bélgesi i¢in t . yerel min. bolgesinde yer alan sag by (t;) uzakligr ming (xy, yx)
ve maks;,q(x;41,Yi+1) noktalart arasindaki uzakliktan faydalanarak esitlik (2.4) ile
hesaplanmaktadir. Bu esitlikte Xy ;41 Ve  Yi;4q  degerleri sirastyla ming (xy)-

maks;,q(x;41) ve ming (yy)-maks;,,(y;,+,) farklarindan yola ¢ikarak belirlenmektedir.

et = J((Kesss)” + (essn)’) @4
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2.1.2. A¢1ve Genlik Degerlerinin Belirlenmesi

Algoritmanin bu asamasinda a¢1 ve buna baglh olarak genlik degerleri
hesaplanmaktadir [111]. A¢1 hesabi i¢in 6ncelikle herhangi bir degisim noktasinin sag ve sol
yanindaki degisim noktalarina dogrular ¢ekilmektedir. Daha sonra bu dogrularin arasinda
yer alan agmnin arktanjanti (tan =, — o= tan~'(;)) hesaplanmaktadir. A¢1 (c)
notasyonunda, <€ {«,.} ve r € {0,1, ..., K} aralifinda bir a¢1 dizisi olarak kabul edilmistir.
Gosterimdeki K degeri a¢1 sayisini ifade etmektedir. « agisinin hesaplanmasi detayli olarak

asagidaki gibidir.

Oncelikle, &rnegin Sekil 2.1 (a)’da verilen maks;(x;,y;) — ming (xx, vi) Ve
maks;(x;, v;) — Mming11(Xx41, Vie+1) noktalar: ve Sekil 2.1 (b)’de verilen ming (xy, yi) —
maks;(x;, y;) ve ming (xy, yx) — maks;;1(x;+1,Vi+1) noktalari arasinda kalan dogrularin
egimleri hesaplanmaktadir. Sirasiyla m, ve m,,, seklinde isimlendirilen dogru egimleri
esitlik (2.5) yardimiyla hesaplanmaktadir. Bu esitlikte yer alan x,. ve y, degerleri mevcut
degisim noktasina ait birinci boyut degerlerini ifade ederken, x,-,; Ve y, ., degerleri ise ayni

degisim noktasina ait ikinci boyut degerlerini ifade etmektedir.

Yr+1 = Wr
m, = ————
" Xr+1 — Xr (2l5)

Ikinci olarak, ac1 degerleri esitlik (2.6) yardimiyla pozitif veya negatif tanimli iki ayr1

gruba ayrilmaktadir.

my —My4q

Pozitif tanimli agilar icin «;
1- (mrxmr+1) l

< my — Myyq
—1x
1- (mrxmr+1)

o = (2.6)

> Negatif tanimli acilar igin o«

Mevcut noktanin genlik degeri R,.(t,) ise esitlik (2.7)’de ile hesaplanmaktadir. Bu
esitlige gore Oncelikle degisim noktasinin sag veya sol yanindaki uzaklik degerlerinden
(Sekil 1 (a) igin a;(t;) veya b;(t;) ve Sekil 1 (b) i¢in a;(t;) veya by (t;)) mutlak degerce
daha biiyiik olan tespit edilmektedir. Daha sonra, R,.(t,) genlik degeri kiigiik olan degerin
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biiylik olana boliinmesiyle elde edilmektedir. Bu islemin amaci mevcut genlik degerini

[—1,1] araligina cekmektir.

br(tr) ar(tr) br(tr) < ar(tr)

R.(t,) = 2.7)

—1x (ar(tr)/br(tr)) diger durumlarda

2.1.3. A¢1-Genlik Degerlerinin Koordinat Diizlemine Yerlestirilmesi

Bir onceki kisimda hesaplan ag1 ve ilgili genlik degerleri bu asamada bir diizleme
yerlestirilir. Bu diizlemde normalizeli genlik degerini x ekseni ve ac1 degerini ise y ekseni
temsil etmektedir. Buna bagli olarak diizlem 4 esit pargaya ayrilmakta ve noktalarin diizleme

yerlestirilmeleri su kurallar dikkat alinarak yapilmaktadir.

» Ac1 pozitif olarak tanimlanmigsa, sag veya sol iist koordinat diizlemine yerlestirilir.

» Ac1 negatif olarak tanimlanmissa, sag veya sol alt koordinat diizlemine yerlestirilir.

» Eger agiya bagli hesaplanan genlik degeri pozitif olarak tanimlanmissa, sag alt veya
st koordinat diizlemine yerlestirilir.

» Eger agiya bagli hesaplanan genlik degeri negatif olarak tanimlanmissa, sol alt veya

iist koordinat diizlemine yerlestirilir.

Tiim bu adimlar tamamlanip hesaplanan aci-genlik degerlerini temsil eden noktalar
diizleme yerlestirildikten sonra ilgili sinyale ait Img(i,j) goriintiisii elde edilir. Bu

goriintiiniin matematiksel temsili esitlik (2.8)’de ki gibidir.

Img(i.f) = ) Imgy( (t), Ry(6,)) 28)

Sekil 2.2’de herhangi bir sinyalde yer alan iki farkli maksimum noktasinin temsili
gosterimi yer almaktadir. Sekildeki o¢; ve o, agilar1 pozitif tanimli agilar olarak kabul
edilmektedir. Dolayisiyla bu sekildeki maksimum noktalarina bagli olan tiim ag1 ve genlik

degerleri koordinat diizleminin iist kismina yerlestirilmektedir. Diizlemde sag m1 yoksa sol
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konuma mu yerlestirilecekleri ise bu agilara bagl olarak hesaplanan genlik degerleriyle
belirlenmektedir. maks; noktasinin sol yanindaki minimum noktasiyla arasindaki a,
uzaklik degeri, sag yanindaki minimum noktasiyla arasindaki b, uzaklik degerinden daha
biiyiikse, genlik degeri b, /a; ile hesaplanir. Daha sonra elde edilen genlik degeri pozitif

taniml1 olarak etiketlenip koordinat diizleminin sag tarafina yerlestirilir.

maxo

maxr

Sekil 2.2. Ornek bir sinyalde temsili iki maksimum noktas1

Acl
+100
max
°
max,
]
= 0 |
5 -1 +1
&)
-100

Sekil 2.3. Maksimum noktalar1 i¢in ag¢1 ve genlik degerlerinin koordinat
diizlemindeki konumlari
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maks, noktasiin sol yanindaki minimum noktastyla arasindaki a, uzakligi, sag
yanindaki minimum noktasiyla arasindaki b, uzakligindan kiiciikse, genlik degeri a,/b, ile
hesaplanir. Daha sonra elde edilen genlik degeri negatif tanimli olarak etiketlenip koordinat
diizleminin sol kismina yerlestirilir. Sekil 2.3’te maks; ve maks, noktalar i¢in hesaplanan
act ve genlik degerlerinin koordinat diizlemine yerlestirilmis temsili goriintiileri
verilmektedir.

Herhangi bir sinyal iizerinde yer alan iki farkli minimum noktasinin temsili gésterimi
Sekil 2.4’te ki gibidir. Sekildeki «; ve «, agilar1 negatif tanimli agilar olarak kabul
edilmektedir. Dolayisiyla bu sekildeki minimum noktalarina bagl tiim a¢1 ve genlik
degerleri koordinat diizleminin alt kismina yerlestirilmektedir. Diizlemde sag mi1 yoksa sol
konuma mu yerlestirilecekleri ise yine bu agilara bagli olarak hesaplanan genlik degerleriyle
belirlenmektedir. min,; noktasinin sol yanindaki maks noktasiyla arasindaki a; uzaklik
degeri, sag yanindaki maks noktasiyla arasindaki b; uzakligindan kiigiikse, genlik degeri
a1/ b ile hesaplanir. Daha sonra elde edilen genlik degeri negatif tanimli olarak etiketlenip
koordinat diizleminin sol tarafina yerlestirilir. min, noktasinin sol yanindaki maks
noktasiyla arasindaki a, uzaklik degeri, sag yanindaki maks noktasiyla arasindaki b,
uzakligindan biyiikse genlik degeri b,/a, ile hesaplanir. Elde edilen genlik degeri pozitif
tanimli olarak etiketlenip koordinat diizleminin sag tarafina yerlestirilir. min,; ve min,
noktalar1 i¢in hesaplanan a¢1 ve genlik degerlerinin koordinat diizlemine yerlestirilmis

temsili gortintiileri Sekil 2.5’te verilmektedir.

min,

mins

Sekil 2.4. Ornek bir sinyalde temsili iki minimum noktas:



30

Act
+100

+1

Genlik

-100

Sekil 2.5. Minimum noktalar1 i¢in a¢1 ve genlik degerlerinin koordinat
diizlemindeki konumlari

2.1.4. Ac1-Genlik Goriintiileri

Calismanin bu kisminda, B6liim 2.1.1 ile Boliim 2.1.3 arasinda irdelenmis olan tiim
bu islemler farkli degisim noktalarinin kombinasyonlarinin bir araya getirilmesiyle yedi
farkli kez tekrarlanmis ve yedi ayr1 yaklasim onerilmistir (Yaklagim 1-7). Bu yaklagimlarin
uygulanmasiyla bir duygu tabanli sinyalden yedi ayri Ag¢i-Genlik Goriintiisii (AGG) elde
edilmis ve bu goriintilerin ¢ok modlu yaklasimlardaki etkisi incelenmistir. Bu
yaklasimlarda, mevcut degisim noktasinin hemen sol yanindaki nokta daima sabit tutulmus
ve tiim yaklasim kombinasyonlarinda bu nokta kullanilmistir. Ayrica, cesitlilik
olusturulmasi i¢in mevcut defisim noktasinin sag yanindaki birinci, ikinci ve tigiinci
degisim noktalar1 ayr1 ayr1 kullamlmustir. Onerilen bu yaklasimlar ve her yaklasimda

kullanilan degisim nokta bilgileri asagida detayl olarak listelenmistir.

Yaklasim 1: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktasi ile sag yanindaki birinci min. degisim noktasinin
Sekil 2.6’da ki gibi birlikte kullanildigi yaklasimdir. Yaklasim 1 ile elde edilen sinyal
goriintlisli A¢t Genlik Goriintiisii 1 (AGG-1) olarak adlandirilmistir.
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™ML

Sekil 2.6. Herhangi bir maks. noktasinin sag ve sol yanindaki birinci min.
noktalar1

Yaklasim 2: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktast ile sag yanindaki ikinci min. degisim noktasinin Sekil
2.7°de ki gibi birlikte kullanildigi yaklasimdir. Yaklasim 2 ile elde edilen sinyal goriintiisii
Acg1 Genlik Goriintiisii 2 (AGG-2) olarak adlandirilmastir.

W/\/

Sekil 2.7. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi ve
sag yanindaki ikinci min. noktasi

Yaklasim 3: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktasi ile sag yanindaki iiglincii min. degisim noktasinin
Sekil 2.8’de ki gibi birlikte kullanildig1 yaklagimdir. Yaklasim 3 ile elde edilen sinyal
goriintlisi A¢t Genlik Goriintiisii 3 (AGG-3) olarak adlandirilmastir.
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¥

Sekil 2.8. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi ve
sag yanindaki {i¢lincii min. noktasi

Yaklasim-4: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktasi ile sag yanindaki birinci ve ikinci min. degisim
noktalarinin Sekil 2.9°da ki gibi birlikte kullanildigi yaklagimdir. Yaklasim 4 ile elde edilen
sinyal goriintiisii A¢1 Genlik Goriintiisii 4 (AGG-4) olarak adlandirilmistir.

AV

L

Sekil 2.9. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi ve
sag yanindaki bir ve ikinci min. noktalari

Yaklasim-5: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktas1 ile sag yanindaki birinci ve iglincli min. degisim
noktalarimin Sekil 2.10°da ki gibi birlikte kullanildig1 yaklagimdir. Yaklasim 5 ile elde edilen
sinyal goriintiisii A¢1 Genlik Goriintiisii 5 (AGG-5) olarak adlandirilmistir.
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Ve
L

Sekil 2.10. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi
ve sag yanindaki bir ve {li¢lincii min. noktalar1

Yaklasim-6: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktasi ile sag yanindaki ikinci ve {igiinci min. degisim
noktalarinin Sekil 2.11°de ki birlikte kullanildigi yaklasimdir. Yaklasim 6 ile elde edilen
sinyal goriintiisii Ac¢1 Genlik Goriintiisii 6 (AGG-6) olarak adlandirilmistir.

¥

Sekil 2.11. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi
ve sag yanindaki iki ve ti¢lincii min. noktalar

Yaklasim-7: Herhangi bir sinyalde rastgele segilen bir maks. degisim noktasinin sol
yanindaki birinci min. degisim noktasi ile sag yanindaki birinci, ikinci ve ti¢iincli min.
degisim noktalarinin Sekil 2.12’de ki birlikte kullanildig1 yaklasimdir. Yaklasim 7 ile elde
edilen sinyal goriintlisii A¢1 Genlik Goriintiisii 7 (AGG-7) olarak adlandirilmistir.
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Sekil 2.12. Herhangi bir maks. noktasinin sol yanindaki birinci min. noktasi
ve sag yanindaki bir, iki ve ti¢lincli min. noktalari

Onerilen 7 doniisiim yontemi DEAP veri setindeki EEG ve EOG sinyallerine ayr1 ayri
uygulanmistir. Sekil 2.6 ile Sekil 2.12 araliginda, rastgele bir yerel maks. noktasi i¢in sinyal
tizerinde verilen tiim hesaplamalar ayn1 zamanda (Sekil 2.1 (b)’de ki gibi) tiim yerel min.
noktalar1 igin de tekrar edilmistir. SO1 denegine ait bir sinyaldeki tiim yerel maks. ve min.
noktalarin kullanilmasi sonucunda elde edilen AGG’ler Sekil 2.13 ile Sekil 2.19 araliginda
verilmektedir. Bu goriintiiler DEAP veri setinde arousal sinifinda yer alan EEG sinyallerine

yedi farkli a1 genlik doniisiimii uygulanmasiyla elde edilen a¢1 genlik goriintiileridir.

(b)

Sekil 2.13. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklasim-1 uygulanmasiyla
elde edilen goriintiiler (AGG-1)
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Sekil 2.14. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklasim-2 uygulanmasiyla
elde edilen goriintiiler (AGG-2)

Sekil 2.15. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklasim-3 uygulanmasiyla
elde edilen goriintiiler (AGG-3)
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(b)

Sekil 2.16. High (a) ve low (b) arousal siniflarina ait bir goriintiiye Yaklagim-4
uygulanmasiyla elde edilen goriintiiler (AGG-4)

@ )

Sekil 2.17. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklagim-5 uygulanmasiyla
elde edilen goriintiiler (AGG-5)
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o

Sekil 2.18. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklasim-6 uygulanmasiyla
elde edilen goriintiiler (AGG-6)

(b)

Sekil 2.19. High (a) ve low (b) arousal siniflarina ait bir sinyale Yaklasim-7 uygulanmasiyla
elde edilen goriintiiler (AGG-7)

DEAP veri setinde valence siifinda yer alan EEG sinyallerine yedi farkli a¢1 genlik
donlisimii uygulanmasiyla elde edilen a¢1 genlik gortntiileri Sekil 2.20 ile Sekil 2.26

araliginda verilmektedir.
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(a) (b)

Sekil 2.20. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklagim-1
uygulanmasiyla elde edilen goriintiiler (AGG-1)

(a) (b)

Sekil 2.21. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklagim-2
uygulanmasiyla elde edilen goriintiiler (AGG-2)
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(a) (b)

Sekil 2.22. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklasim-3
uygulanmasiyla elde edilen goriintiiler (AGG-3)

Sekil 2.23. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklagim-4
uygulanmasiyla elde edilen goriintiiler (AGG-4)
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(a) (b)

Sekil 2.24. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklasim-5
uygulanmasiyla elde edilen goriintiiler (AGG-5)

(a) (b)

Sekil 2.25. S01’e ait (a) high ve (b) low valence smiflarina ait bir sinyale Yaklagim-6
uygulanmasiyla elde edilen goriintiiler (AGG-6)
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(a) (b)

Sekil 2.26. S01’e ait (a) high ve (b) low valence siniflarina ait bir sinyale Yaklasim-7
uygulanmasiyla elde edilen goriintiiler (AGG-7)

2.1.5. Oznitelik Seviyesinde Birlestirme Yaklasimlari

Fiizyon yontemler literatiirde {i¢ ana baslik altinda toplanir [129]. Bu basliklar sensor
seviyesinde birlestirme (SSB), 6znitelik seviyesinde birlestirme (OSB) ve karar seviyesinde
birlestirmedir (KSB). Tez c¢alismasinin bu kisminda iki farkli 6znitelik seviyesinde
birlestirme yaklasimi &nerilmistir. Oznitelik seviyesinde birlestirme yaklasiminda iki veya
daha fazla 6znitelik vektorii birlestirilip tek bir 6znitelik vektori elde edilir [66]. Bu basit
Oznitelik vektorii veriyle iligkili ve smiflandirmaya katki saglayacak sekilde bilgiler
igermelidir [122]. Calismada uygulanan 6znitelik birlestirme yontemi, duygu tabanli EEG
sinyallerinden olusturulmus AAG goriintiileri ve yine duygu tabanli EOG sinyallerinden
olusturulmus AAG goriintiilerinden ayr1 ayri elde edilen OBOD vektorlerinin

birlestirilmesiyle gerceklestirilmistir.

2.1.5.1. Oznitelik Seviyesinde Birlestirme-1

Iki farkl1 sinyal goriintiisiinden elde edilen dznitelik vektorlerini birlestirmek amaciyla
onerilen ilk yaklasim dznitelik seviyesinde birlestirme-1 (OSB-1) olarak adlandirilmustir.

OSB-1 yaklasiminda izlenen akis Sekil 2.27°de verildigi gibidir. Yaklasimdaki birinci giris
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verisi, EEG sinyaline herhangi bir agi-genlik doniisiimii yaklasiminin uygulanmasiyla elde
edilen AGG’ye &znitelik ¢ikarma asamasinda OBOD uygulanmasiyla elde edilen vektordiir.
Ikinci giris verisi ise EOG sinyaline yine birinci giris verisine uygulanan aci-genlik
donilisiimii yaklasiminin aynisinin uygulanmasiyla elde edilen AGG’ye 6znitelik ¢ikarma
asamasinda OBOD uygulanmasi sonucu elde edilen vektordiir.

Iki giris verisinin elde edilmesi sonrasi asamada bu giris verilerinin toplanmasiyla
flizyon vektorii hesaplanir. Fiizyon vektoriin hesaplanmasi su sekildedir. EEG sinyalinden
elde edilen AGG’ye ait OBOD vektorii A = {ay, ..., a;,5} seklinde, EOG sinyalinden elde
edilen AGG’ye ait OBOD vektorii de B = {by, ..., by,g} seklinde ifade edilsin. Final fiizyon
vektorii € = A + B giris vektorlerinin tiim bilesenlerinin ayr1 ayr1 toplanmasiyla 1 X 128

b0yUt|U O|al’ak C = {Cl, ke« 5 C128} = {al + bl' ., 128 + b128} hesaplamr.

a0
00 0 1000 2000 3000 4000 5000 6000 7000 8000 8OO0

Rastgele bir EEG sinyali al, Yaklagim- Rastgele bir EOG sinyali al, Yaklagim-
1 uygula ve AGG-1 elde et 1 uygula ve AGG-1 elde et

|

| 4
|

EEG sinyalinden elde edilen AGG-1’e EOG sinyalinden elde edilen AGG-1"e | X

OBOD uygula ve (Nx128) GBOD OBOD uygula ve (Nx128) OBOD  —»| &
tanumlayic vektorini elde et tanimlayict vektoriinii elde et |
|
: : |

Elde edilen tanumlayic vektorin Elde edilen tanimlayic vektoriin s

ortalamasini al: ort(Nx128)=1x128 ortalamasim al: ort(Nx128)=1x128 I
A={ay, ..., a1z8} 1 1 B = {b,, ..., byzg} :

OSB-1: Goriintiilerden elde edilen OBOD
tammlayici vektérlerini topla ve birlestirilmis Final fiizyon vektori C = A+ B
oznitelik vektdriinii (1x128) hesapla C= {Cl, o, C1zg} = {al 4+ by, . Qg2 + bug}
i
DVM ile
swiflandir

Sekil 2.27. Oznitelik seviyesinde birlestirme-1 yonteminin akis diyagrami

Sekil 2.27°de gorildiigii gibi ilk giris verisi rastgele olarak se¢ilmis bir EEG sinyalini,

ikincisi ise rastgele se¢ilmis bir EOG sinyalini gosterir. Ikinci asamada, sinyallere rastgele



43

olarak Yaklasim-1 uygulanmis ve her ikisi i¢in de ayr1 ayr1 sinyal goriintiileri (AGG-1) elde
edilmistir. Elde edilen sinyal goriintiilerine dznitelik ¢ikarma asamasinda ayr1 ayr1 OBOD
uygulanmis ve N X 128 boyutlu vektorler elde edilmistir. Daha sonra her bir N x 128
boyutlu OBOD vektdriiniin ortalamas1 almarak 1 X 128 boyutlu dznitelik vektorii elde
edilmistir. Bu ortalama islemi [130, 131, 132, 133] c¢alismalarindan esinlenerek
gergeklestirilmistir. Bu islem sonunda her bir sinyal goriintiisii 1 X 128 boyutlu 6znitelik
vektori ile temsil edilmistir. Son asamada ise EEG sinyalinden elde edilen AGG’ye ait
1 x 128 boyutlu vektor ile EOG sinyalinden elde edilen AGG’ye ait 1 X 128 boyutlu vektor
OSB-1 yaklasimi yardimiyla birlestirilerek 1 x 128 boyutlu fiizyon vektérii elde edilmistir.

2.1.5.2. Oznitelik Seviyesinde Birlestirme-2

Iki farkli sinyal goriintiisiinden elde edilen dznitelik vektorlerini birlestirmek igin
onerilen ikinci yaklasim 6znitelik seviyesinde birlestirme-2 (OSB-2) olarak adlandirilmustir.
OSB-2 yaklasiminda izlenen akis Sekil 2.28’de verildigi gibidir. Ikinci yaklasimda da
birinci giris verisi EEG sinyaline herhangi bir agi-genlik yaklasiminin uygulanmasiyla elde
edilen AGG’ye Oznitelik cikarma asamasinda OBOD uygulanmasiyla elde edilen
vektoriidiir. Ikinci giris verisi ise EOG sinyaline yine birinci giris verisine uygulanan ag1-
genlik yaklagiminin aynisinin uygulanmasiyla elde edilen AGG’ye Oznitelik ¢ikarma
asamasinda OBOD uygulanmasiyla elde edilen vektordiir. Bu yaklagimin ilk &znitelik
seviyesinde birlestirme yonteminden farki asagidaki fiizyon vektoriin elde edildigi asamadir.

Yine birinci yaklasimda oldugu gibi EEG sinyalinden elde edilen AGG’ye ait OBOD
vektorii A = {a, ..., a;,5} seklinde ve EOG sinyalinden elde edilen AGG’ye ait OBOD
vektorii de B = {by, ..., bypg} seklinde ifade edilsin. Final fiizyon vektorii C = AB giris
vektorlerinin arka arkaya eklenmesiyle 1 X 256 boyutlu olarak C = {cy, ..., c128} =
{ay, ..., 4128, by, ..., b12g} seklinde hesaplanir. Sekil 2.28’de goriildiigii gibi ilk giris verisi
rastgele olarak se¢ilmis bir EEG sinyalini, ikincisi ise rastgele sec¢ilmis bir EOG sinyalini
ifade eder. Ikinci asamada, sinyallere rastgele olarak Yaklasim-1 uygulanmis ve her ikisi
icin de ayr1 ayr1 sinyal goriintiileri (AGG-1) elde edilmistir. Elde edilen sinyal goriintiilerine
oznitelik ¢ikarma asamasinda ayr1 ayrt OBOD algoritmasi uygulanmis ve N X 128 boyutlu
OBOD vektorleri elde edilmistir. Daha sonra her bir N x 128 boyutlu OBOD vektériiniin
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ortalamast alinarak 1 X 128 boyutlu 6znitelik vektorii elde edilmistir. Yani bu islemin
sonunda her bir sinyal goriintiisii artik 1 X 128 boyutlu 6znitelik vektorii ile temsil
edilmistir. Son asamada ise EEG sinyalinden elde edilen AGG’ye ait 1 X 128 boyutlu vektor
ile EOG sinyalinden elde edilen AGG’ye ait 1 X 128 boyutlu vektor OSB-1 yaklasimi
yardimiyla birlestirilerek 1 X 256 boyutlu flizyon vektorii elde edilmistir.

a0
0 1000 2000 3000 4000 5000 6000 7000 BOOD 9000 O 1000 2000 3000 4000 5000 6000 7000 8OO0 9000

Rastgele bir EEG sinyali al, Rastgele bir EOG sinyali al,
Yaklasim-1 uygula ve AGG-1 elde et Yaklagim-1 uygula ve AGG-1 elde et

EEG sinyalinden elde edilen AGG- EOG sinyalinden elde edilen AGG-
1’e OBOD uygula ve (Nx128) 1’e OBOD uygula ve (Nx128)
OBOD tammlayic vektortini elde et OBOD tamumlayici vektoriinii elde et

Elde edilen tanimlayict vektériin Elde edilen tammlayic: vektoriin
ortalamasint al: ort(Nx128)=1x128 ortalamasini al: ort(Nx128)=1x128
A={a,,.. a5} l 1 B = {b,, ..., by}
OSB-2: Goriintilerden elde edilen OBOD
tanumlayict vektorlerini arka arkaya ekle ve Final fiizyon vektorii C=AB
birlestirilmis éznitelik vektartint (1x256) hesapla | ¢ — {Cgr s €256} = {Ag, wors @yogs By, vees Byog)
!
DVM ile
siuflandir

Sekil 2.28. Oznitelik seviyesinde birlestirme-2 yonteminin akis diyagrami

2.1.6. Simflandirma

2.1.6.1. Destek Vektor Makineleri

Tez kapsaminda 6nerilen OSB-1 ve OSB-2 yaklagimlariyla elde edilen fiizyon
vektorlerin 6grenilip siniflandirilmasi istatiksel 6grenme teorisi lizerine kurulan destek

vektdr makineleri (DVM) ile gergeklestirilmistir. Ozellikle bilgisayarla gérme alanindaki

gibi giinliik yasam problemlerinde dogrusal ayrilabilir verilere olduk¢a az rastlandigindan,
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DVM’ler yiiksek genelleme yeteneklerinden dolayr siklikla kullanilmaktadir [52, 53].
Oznitelik uzayinda dogrusal ayrismasinin miimkiin olmadig1 durumlarda, ayrismanin daha
basarili olacag diisiiniilen yiiksek boyutlu baska bir uzaya tasima yapilmaktadir [68]. Tez
calismasinda Oznitelik uzayinda dogrusal ayrilmayan verilerin siniflandirmasinda radyal

temelli gekirdek fonksiyonu Kullanarak bu islem gergeklestirilmistir.

2.2. Ac1-Genlik Doniisiimii Yaklasgimlari-11

Tez calismasinin bu boliimiinde iki yeni ve farkli agi-genlik doniisiimii (AGD)
yaklasimi 6nerilmistir. Onerilen yaklasimlara ait matematiksel hesaplamalarin temeli Bélim
2.1.1, Bolim 2.1.2 ve Bolim 2.1.3’te anlatilmistir. Farklilagan kisimlari alt boliimlerde
detayl1 olarak anlatilmistir.

Onerilen birinci yaklasimda herhangi bir maks. noktasmin sadece sol yanindaki min.
noktast ile sag yanindaki ilk {i¢ min. noktasinin beraber kullanimiyla elde edilen sinyal
goriintiileri kullanilmustir. Ikinci yaklasimda ise bir maks. noktasinin sol yaninda yer alip art
arda gelen ilk {i¢ min. noktasi ile sag yaninda yer alip art arda gelen ilk ii¢ min. noktasinin
birlikte kullanilmastyla elde edilen sinyal goriintiileri kullanilmistir. Onerilen yaklasimlarda
yalnizca maks. noktasindan min. noktalarina olan uzakliklarla agi-genlik goriintiileri elde
edilirken min. noktalar1 igin islemler tekrarlanmamistir. Kisaca AGG’ler elde edilirken
yalnizca Sekil 2.1 (a)’da yer alan temsili yerel maks. bolgesi i¢in hesaplamalar yapilmis ve
Sekil 2.1 (b)’de yer alan temsili yerel min. bolgesi i¢in herhangi bir hesaplama

yapilmamastir.

2.2.1. Birinci AGD Yaklasimi

Birinci AGD yaklasimi, mevcut yerel maks. noktasinin hemen sol yanindaki min.
noktast ve hemen sag yanindaki art arda gelen ilk ii¢ min. noktasinin kullanilmasiyla
AGG’lerin elde edilmesine dayanir. Tez calismasinin bu kisminda, Boliim 2.1’de 6nerilen
yaklasimlardan farkli olarak herhangi bir min. noktasindan maks. noktasina uzaklik hesab1
yapilmamistir. Tiim hesaplamalar yerel maks. noktalarindan yerel min. noktalarina ¢ekilen

dogrular arasinda kalan acilar ve bunlara bagli hesaplanan genlik degerlerinin
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kullanilmasiyla yapilmstir. Sekil 2.29°da birinci AGD yaklagimi igin kullanilan noktalar
ornek bir sinyalde gosterilmektedir. Sekildeki yerel maks. noktasi sinyaldeki herhangi bir
yerel maks. noktasini gostermektedir. Yontemde sinyal lizerinde gezilerek tiim yerel maks.

noktalar1 i¢in hesaplamalar tekrarlanmistir.

/

Sekil 2.29. Birinci AGD yaklagimi igin temsili yerel maks. ve min. noktalari

Birinci AGD yaklagiminin uygulanmasi sonucunda 4 farkli kategori i¢in elde edilen
AGG’ler Sekil 2.30’da verilmistir. Sekil 2.30 (a)’da komik kategorisine ait bir sinyale
Birinci AGD uygulanmasiyla elde edilen AGG, Sekil 2.30 (b)’de korku kategorisine ait bir
sinyale Birinci AGD uygulanmasiyla elde edilen AGG, Sekil 2.30 (c)’de tiksing kategorisine
ait bir sinyale Birinci AGD uygulanmasiyla elde edilen AGG ve Sekil 2.30 (d)’de rahatlama

kategorisine ait bir sinyale Birinci AGD uygulanmasiyla elde edilen AGG gosterilmektedir.
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Sekil 2.30. Birinci AGD ile (a) komik, (b) korku, (c) tiksing ve (d) rahatlama duygu
kategorileri i¢in elde edilen AGG’ler

2.2.2. ikinci AGD Yaklasim

Birinci AGD yaklasimi, mevcut yerel maks. noktasinin hemen sol yanindaki art arda
gelen ilk li¢ min. noktast ve hemen sag yanindaki art arda gelen ilk {i¢ min. noktasinin
kullanilmastyla AGG’lerin elde edilmesine dayanir. Tez ¢alismasinin bu kisminda, Bolim
2.1°de onerilen yaklasimlardan farkli olarak, herhangi bir min. noktasindan maks. noktasina
uzaklik hesab1 yapilmamistir. Tiim hesaplamalar yerel maks. noktalarindan yerel min.
noktalarina ¢ekilen dogrular arasinda kalan agilar ve buna bagli hesaplanan genlik degerleri
ile yapilmistir. Sekil 2.31°de ikinci AGD yaklasiminda kullanilan noktalar 6rnek bir sinyalde

gosterilmigtir. Sekilde yer alan yerel maks. noktasi sinyaldeki herhangi bir yerel maks.
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noktasini gostermektedir. Yontemde sinyal lizerinde gezilerek tiim yerel maks. noktalar1 i¢in

hesaplamalar tekrarlanmaistir.

Sekil 2.31. ikinci AGD yaklasimi i¢in temsili yerel maks. ve min. noktalar

-1 08 06 -04 -02 0 0.2 04 06 08 1

Sekil 2.32. Ikinci AGD ile (a) komik, (b) korku, (c) tiksing ve (d) rahatlama kategorileri igin
elde edilen AGG’ler
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Ikinci AGD yaklagimimin uygulanmasi sonucunda 4 farkli kategori igin elde edilen
AGG’ler Sekil 2.32’de verilmistir. Sekil 2.32 (a)’da komik Kkategorisine ait bir sinyale
Birinci AGD uygulanmasiyla elde edilen AGG, Sekil 2.32 (b)’de korku kategorisine ait bir
sinyale Birinci AGD uygulanmasiyla elde edilen AGG, Sekil 2.32 (c)’de tiksing kategorisine
ait bir sinyale Birinci AGD uygulanmasiyla elde edilen AGG ve Sekil 2.32 (d)’de rahatlama
kategorisine ait bir sinyale Birinci AGD uygulanmasiyla elde edilen AGG gosterilmektedir.

2.3. Onerilen Fiizyon Yontemleri

2.3.1. Sensor Seviyesinde Birlestirme

Birlestirme yontemlerinde temel amag farkli iki veya daha fazla biyolojik bilgiyi bir
araya getirerek tek bir biyolojik bilgi olusturmak ve daha etkili, giivenilir sonuglar elde
etmektir. Sensor seviyesinde fiizyon, biyometrik olarak 6znitelik ¢ikarma asamasindan 6nce
gerceklestirilmektedir [124, 125, 126, 127, 128, 129]. Tez ¢alismasinin bu kisminda sensor
seviyesinde birlestirme (SSB) yapilmistir. Yontemde oncelikle deneklere ait EEG kayitlari
2B goriintiilere doniistiiriilmiistiir. Ikinci olarak EEG sinyalleri ile ayn1 zamanda elde edilen
deneklerin yiiz ifadelerine ait video kayitlarindan en benzersiz yiiz goriintiileri otomatik
olarak tespit edilmistir. Videolardan en benzersiz yiiz goriintiisiinii otomatik olarak bulmak
icin kullanilan yontem Bolim 2.5.8 ve Bolim 2.5.9°da detaylica anlatilmigtir. Gereksiz
goriintii bolgeleri hem smiflandirma bagarisin1 azaltmakta hem de islem maliyetini
arttirmaktadir. Bu amagla, yliz goriintiilerinden duygu bilgisi igermeyen yiiz bolgesi
disindaki kisimlar ¢ikarilip net yiiz bolgeleri elde edilmistir. Son olarak, elde edilen iki
goriintli sensor seviyesinde birlestirilerek tek bir goriintii elde edilmistir. Tim &znitelik
cikarma ve simiflandirma iglemleri bu goriintiilerle gerceklestirilmistir. Sekil 2.33’te tez
calismasinda hazirlanan KMED veri setindeki D08 denegi igin tiksing kategorisinde
kaydedilen en benzersiz yiiz goriintiisii ve EEG sinyalinin 2B goriintiisiiniin birlestirilmesi
sonucunda elde edilen birlestirilmis goriintii verilmistir. Ek olarak yine Sekil 2.33’te SSB

isleminin akis1 verilmistir.
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Sekil 2.33. Tiksing kategorisinde kaydedilmis bir EEG sinyali ve yiiz goriintiisii
icin SSB isleminin akist

2.3.2. Oznitelik Seviyesinde Birlestirme-3

Tez ¢alismasinin bu kisminda EEG sinyallerine AGD-II yaklagimlarinin uygulanmasi
sonucunda elde edilen sinyal goriintiilerinden ¢ikarilan oznitelik vektorleri ile yiiz
goriintiilerinden ¢ikarilan 6znitelik vektorlerini birlestirilmesiyle dnerilen yaklagim 6znitelik
seviyesinde birlestirme-3 (OSB-3) olarak adlandirilmistir. Bu yaklasimda, birinci giris verisi
EEG sinyaline herhangi bir agi-genlik yaklagiminin uygulanmasiyla elde edilen AGG’ye
oznitelik ¢ikarma asamasinda OBOD uygulanmasiyla elde edilen vektordiir. Ikinci giris
verisi ise yiiz goriintiisiine 6znitelik ¢ikarma asamasinda YIO uygulanmasiyla elde edilen
vektordiir. Yaklasimin asamalar1 su sekildedir. EEG sinyalinden elde edilen AGG’ye ait
OBOD vektorii A = {ay, ..., @125} Ve yiiz goriintiisiinden elde edilen YIO vektérii de B =
{b1, ..., bys6} seklinde ifade edilsin. Final fiizyon vektorii C = AB giris vektorlerinin arka
arkaya eklenmesiyle 1 x 384 boyutlu olarak C = {cj, ..., ¢34} = {a4, ..., @128, b1, .., D256}

hesaplanir. OSB-3’iin akis diyagram Sekil 2.34’te ki gibidir. Goriilecegi iizere, 6ncelikle
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herhangi bir duygu kategorisi i¢in kaydedilen bir EEG sinyaline AGD-I uygulanarak
goriintilye donistiiriilmiistiir. Ayrica, EEG sinyalleri ile es zamanli kaydedilen yiiz
goriintiilerinden en benzersiz olan elde edilmis ve gereksiz bolgeler ¢gikarilmistir. Son olarak

olusturulan bu iki gériintiiden 6znitelikler ayr1 ayr1 ¢ikarilip birlestirilip siniflandirilmastir.

Wmll

Rastgele bir EEG sinyali al, AGD-1
uygula ve AGG elde et

AGG’ne OBOD uygula (Nx128) Yiiz Gériinttistine YIO uygula ve
<«— vektoriinii elde et ve ortalamasini (1x256) vektoritn elde et
al: ort(Nx128)=1x128

1Yi(") vektorii de B = {by, ..., by56}

OSB-3: Goriintiilerden elde edilen | Final fiizyon vektéorii C=4B
vektorleri arka arkaya ekle ve nihai C ={cy,..,C384}
OBOD vektorii znitelik vektoriinii (1x384) hesapla ={ay, .., @128, by, ..., b256}
A={ay, .., asz8} ¥
DVM ve K-EYK ile
smuflandir

Sekil 2.34. Oznitelik seviyesinde birlestirme-3 yonteminin akis diyagrami

2.4. Oznitelik Cikarma ve Simflandirma

Bilimsel ¢alismalarda dogru Oznitelik ¢ikarma ve smiflandirma yonteminin
belirlenmesi girdiler ile ¢iktilar arasi iliskiyi en dogru ifade edecek 6grenme modellerinin
bulunmasint saglamaktadir. Tez calismasinda giiriiltiiden olabildigince armndirilmis bir
ortamda ¢ok modlu bir duygu tanima sisteminin gelistirilmesi amag¢lanmigtir. Literatiir
incelendiginde, duygu tanima sistemlerinin barindirdigi sorunlarin ¢6ziimii i¢in birgok
Oznitelik ¢ikarma ve siiflandirma yénteminin onerildigi goriilmektedir. Ancak, ¢alismalarin

daha saglikli ilerleyebilmesi i¢in kullanilabilecek veri setlerinin sayis1 artirilmalidir. Ayrica,
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farkli 6znitelik ¢ikarma ve siniflandirma yontemlerin bir arada kullanilmasina bagli olarak
sonuglarin genellenmesi konusunda yeni yontemler onerilmelidir. Tez ¢aligmasinda, son
yillarda 6zellikle, bilgisayarla gorme, goriintii isleme gibi alanlarda basarili sonuglar iireten
oznitelik ¢ikarma yontemleri (TBA, YIO, OBOD-SIFT) vb.) arasindan en uygun olan
belirlenerek etkin 6znitelikler ¢ikarilmaya ¢alisilmistir.

Tez calismasinda farkli dokuya sahip iki goriintiiniin (yiiz goriintiisii ve 2B sinyal
goriintiisii) sensor seviyesinde birlestirilmesiyle olusan yeni goriintiiden 6znitelik ¢ikarmak
i¢in Y10 algoritmasi (bknz. Béliim 1.5.1) tercih edilmistir. Oznitelik seviyesinde birlestirme
asamasinda ise yiiz goriintiilerine ait dznitelikler Y1O ile ¢ikarirken, sinyal goriintiilerine ait
oznitelikler OBOD (bknz. Béliim 1.5.2) ile ¢ikarilmistir. Elde edilen etkin 6zniteliklerin
siniflandirilmasi asamasinda ise literatiirde siklikla kullanilan ve basarili sonuglar iireten
siiflandiricilar (DVM, RO, K-EYK vb.) arasindan secim yapilmistir. Hem sensor
seviyesinde hem de Oznitelik seviyesinde yapilan fiizyon islemi sonrasinda elde edilen
Oznitelikler hem K-EYK (bknz. Bolim 1.6.1) hem de DVM (bknz. Bolim 1.6.2) ile
smiflandirilmustir. Ozniteliklerin iki farkli yontemle siniflandirilma nedeni, yontemlerin
farkli siniflandiricilar kullanildiginda da basarili sonuglar iiretebildigini gostermek ve farkl

siiflandiricilar i¢in performans degerlendirmesi yapmaktir.

2.5. Cok Modlu Duygu Tanima Veri Setinin Olusturulmasi

Duygu tanima amaciyla ¢ok modlu yani birden fazla biyolojik bilgi igeren KMED veri
setinin olusturulmasi i¢in Oncelikle etik kurul raporu alinmasi gerekmektedir. Bu nedenle,
deneklerin verilerini kaydetmek igin, lilkemizde yiiriitilecek olan katilimcist insan olan
aragtirmalarda 5237 sayili Tirk Ceza Kanunu Madde 90, 3359 sayili Saglik Hizmetleri
Kanunu Ek 10. Madde ve Tiirkiye nin taraf oldugu anlasmalar geregince KTU Tip Fakiiltesi
Bilimsel Arastirmalar Etik Kurulu’ndan etik kurul yonergesine uygun olarak 10.05.2019
tarih, 24237859-351 sayili ve 2019/74 protokol numarali Etik Kurul raporu alinmustir.

Cok modlu duygu tanima sistemlerinin dogru bir sekilde analiz edilmesi ve
performanslarmin gelistirilmesi gerekmektedir. Calismalar incelendiginde genellikle ayn
veri setlerinde c¢alisildigl ve yeterli sayida ¢ok modlu veri seti olmadig1 goriilmektedir.

Ciinki katilimcilardan ayni anda birden fazla biyolojik bilgi kaydini almak kolay bir islem
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degildir. Cok modlu duygu tanima ¢aligmalarinin basarisi, sistemli olusturulmus, giiriiltiiden
ve tim dis etkenlerden arindirilmis bir ortam, iyi bilgilendirilmis yeterli sayida denek ve
materyallerin eksiksiz olmasina baglidir. Var olan sistemler incelediginde umut vaat eden
sonuglarin elde edildigi goriilmektedir. Ancak, bu sistemler i¢in faydali olacak biyolojik
bilgilerin dogru kullanim1 ve birlestirme yontemlerinin birgogunun da heniiz uygulanmamis
olmasi bu sistemlerin gelistirmeye agik oldugunu gostermektedir. Tez ¢aligmasinda, literatiir
detaylica irdelenmis ve gelecekteki potansiyel ¢alismalar géz oniine alinarak KMED adli
yeni bir veri seti olusturulmustur. Bu islemde ¢esitli kategorilerdeki videolar deneklere

izletilmis ve izleme sirasindaki EEG sinyalleri ile yiiz goriintiileri es zamanli kaydedilmistir.

2.5.1. Denek Bilgileri

KMED veri seti 15 farkli denege ait kayitlarin alinmasiyla olusturulmustur. Denekler
Karadeniz Teknik Universitesi’nde dgrenim goren lisans, lisansiistii diizeydeki 6grenciler ile
akademisyenlerin olusturdugu bir c¢alisma grubudur. Kayitlarin alinmasi Oncesinde
calismanin amag, detaylar ve etik ilkelerini i¢eren asgari bilgilendirilmis goniillii olur formu
deneklere okutulmus ve sonrasinda imzalamalar1 istenmistir. Dogru kayitlarin alinmasi i¢in
duygu tanima sistemi, kayitlarin nasil alinacagi, kayit sirasinda nelere dikkat edilmesi
gerektigi, hangi durumlarda kayit aliminin basarisiz olacagi ve durdurulacagi gibi konularda

denekler bilgilendirilmistir. Deneklere ait bazi bilgiler Tablo 2.1’de ki gibidir.

Tablo 2.1. Denek bilgileri

Denek Yas Cinsiyet Egitim durumu
D01 30 Erkek Yiksek Lisans

D02 25 Erkek Lisans
D03 24 Erkek Lisans
D04 33 Erkek Doktora
D05 30 Erkek Yiiksek Lisans
D06 25 Erkek Lisans

D07 34 Erkek Yiiksek Lisans
D08 25 Erkek Lisans
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Tablo 2.1’in devami

D09 35 Erkek Yiksek Lisans
D10 31 Erkek Yiksek Lisans

D11 32 Kadin Doktora
D12 30 Erkek Yiiksek Lisans
D13 35 Kadin Lisans
D14 27 Kadin Yiksek Lisans
D15 26 Erkek Lisans

2.5.2. Kayit Sirasinda Deneklere izletilecek Paradigmanin Hazirlanmasi

Paradigma i¢in ilk asamada bircok kategoriden film kesitini bir arada bulunduran ve
duygusal video igerik analizi i¢in hazirlanan LIRIS-ACCEDE [69] veri setinden
faydalanilmistir. Bu veri setindeki videolar kategorilere boliindiikten sonra belirli bir denek
grubuna (iki erkek ve bes kadindan olusan) izletilmistir. Deneklerden videolar1 komik,
korkung, tiksing ve rahatlama kategorinde 1-10 aras1 puanlama ile oylamalari istenmistir. Bu
video belirleme asamasinda herhangi bir kayit alinmayip denek grubunu en ¢ok etkileyen
duygu durumlar belirlenmeye calisilmistir. Oylanan her video i¢in verilen puan degerlerine
gore ortalama bir deger hesaplanarak, en ¢ok ve en az giiltinen duygu durumlari ile en ¢ok
ve en az korkulan duygu durumlar1 degerlendirilmeye ¢alisiimistir. Bu degerlendirmeler ve
geri doniislerle veri setindeki video igeriklerinin ¢aligmalar i¢in uygun olmadigi kanisina
varilmigtir. Bu nedenle, ¢ok modlu duygu tanima veri setini olusturmada kullanilacak deney
paradigmasi tarafimizca hazirlanmistir. Duygu tanima paradigmasinda komik, korkung,
tiksin¢g ve rahatlama icerikli dort farkli kategorideki video kayitlarina yer verilmistir.
Deneyler sirasinda izletilen video icerikleri ¢esitli filmler ve Youtube platformu kullanilarak

hazirlanmistir. Deneylerde karisik bir sirada izletilen videolara ait detaylar su sekildedir.

1 Komik igerikli 10 saniyelik video kayitlari (kaynak: komedi filmleri ve youtube)
2 Korku igerikli 13 saniyelik video kayitlari (kaynak: korku filmleri ve youtube)
3. Tiksinme icerikli 10 saniyelik video kayitlar1 (kaynak: youtube)

4 Rahatlama igerikli 10 saniyelik video kayitlar1 (kaynak: youtube)
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2.5.3. Deney Paradigmasi Zaman Cizelgesi

KMED veri seti literatiir ¢alismalarinda siklikla kullanilan DEAP veri setinin deney
paradigmasi 6rnek alinarak hazirlanmistir. Sekil 2.35’te zaman gizelgesi verilen paradigma

adim adim su sekildedir:

1. Her deneme dinlenme siireci ile baslamistir. Daha sonra ekranda t=0 sn’de bir
odaklanma isareti gosterilmis ve odaklanmanin baslangicinda ayrica sesli bir uyari
yapilmistir. Deneklerin gergeklestirecekleri goreve daha iyi odaklanmalari igin her
biri 1 sn olacak sekilde ligten geriye sayim yapilmuistir.

2. Geri sayim bittikten sonra herhangi bir bilgi vermeksizin rastgele igerikli bir video
izletilmistir. Bu video korku kategorisi i¢cin 13 sn ve diger kategoriler i¢in 10 sn
olarak belirlenmistir. Boylelikle deneklerin izledikleri videolara olabildigince dogal
olarak tepki vermeleri saglanmstir.

3. Video bitene kadar kayit alinmaya devam edilmis ve kayit bittiginde yine sesli uyar1
verilerek bilgilendirme yapilmistir.

4. Son olarak ekran karartilip kayit alimina ara verilmis ve deneklerden izledikleri
videoyu dahil oldugu kategoride (1-9) araliginda oylamalar1 istenerek sonraki

denemeye gecilmistir.

Korku videosu:13 sn.

3 sn. Diger videolar:10 sn. 5 sn. 5 sn.
Odaklanma Vid Videonun Dinl
isaretinin —_— - lt eglnun . ——— | denek tarafindan | ——— "}_ enme
gosterilmesi gosterimest degerlendirilmesi strect

- | ,

ser s (K-2). Deneme = (K-1). Deneme ——— K. Deneme = (K+1). Deneme ——— (K+2). Deneme —— ...

Sekil 2.35. Duygu tanima veri seti hazirlanirken kullanilan paradigma
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Kayitlar saglikli 12 erkek ve 3 kadin olmak iizere toplam 15 denekten (bknz. Tablo
2.1) her bir denek icin 2 farkli giinde kaydedilmistir. ilk giin almanlar egitim, ikinci giin
alinanlar ise test seti olarak kullanilmistir. Tiim Kayitlarda kisa zaman bosluklari igeren aralar
verilerek deneklerin dinlenmesini saglanmistir. Oylama islemi veri setinin kullanilacagi
diger ¢alismalarda duygunun derecesinin belirli olmasi ve her duygunun kendi igerisinde de
smiflandirilmasini  saglamak amaciyla yapilmistir. Oylamalar sonucunda duygunun

bireylerin i¢ diinyasinda uyandirdig1 izlenimler oldugu net bir sekilde goriilmiistiir.

Tablo 2.2. Erkek deneklere ait kayit sayilar

Duygu Tiirii Otururp 1 Oturur.n 2 Topla'm
EEG/Video EEG/Video EEG/Video
Sinif 1 (korku) 40 40 80
Sinif 2 (tiksing) 40 40 80
Sinif 3 (komik) 40 40 80
Sinif 4 (rahat) 40 40 80
Toplam 160 160 320

Oturumlara ait kayit sayilart ve bu kayitlarin hangi duygu sinifina dahil olduklar1 erkek
ve kadin denekler i¢in sirasiyla Tablo 2.2 ve Tablo 2.3’te verilmistir. Kadin deneklerin kayit
sayilar1 erkeklere gore daha azdir. Bunun nedeni kadin deneklerin sa¢ yogunlugunun

oldukga fazla olmasi ve kafa yapilarmin erkeklere gére daha kiigiik olmasindandir.

Tablo 2.3. Kadin deneklere ait kayit sayilari

Duygu Tiirii Oturum 1 OtururT\ 2 Topla.m
EEG/Video EEG/Video EEG/Video
Sinif 1 (korku) 35 35 70
Sinif 2 (tiksing) 35 35 70
Sinif 3 (komik) 35 35 70
Sinif 4 (rahat) 35 35 70
Toplam 140 140 280




57

2.5.4. Kayit Aminda Dikkat Edilen Hususlar

Deneklere duygu durumlarini igeren videolar izletilirken hem EEG sinyalleri hem de
yliz goriintiilerine ait video kayitlar1 alinmistir. Calismada kayitlar1 alinan ilk biyolojik bilgi
olan EEG sinyallerinin kaydi cerrahi bir operasyon gerektirmeyen diisiik maliyetli bir
islemdir. Ayrica diger birgok gorlintiileme sisteminin aksine genis laboratuvar
ekipmanlarina ihtiya¢ duymamasi nedeniyle sikga tercih edilmektedir. Kayitlari alinan ikinci
biyolojik bilgi olan yiiz goriintiileri ise duygu tanima c¢aligmalarinda en ¢ok kullanilan giris
verisidir. Calismada deneklerin yiiz goriintiilerini igeren video bilgileri basit ve
ulagilabilirligi kolay olan standart bir kamerasi ile kaydedilmistir. Bu iki giris verisinin ayri
ayr1 kaydedilmesi olduk¢a kolay bir islem olsa da ikisinin senkronize bir sekilde
kaydedilmesi bir o kadar zordur. Bu nedenle kayitlarin alimlarinda 6nemli olan bir¢cok detaya

dikkat edilmistir. Bunlardan bazilar1 asagidaki gibidir.

1. Giivenilir kayitlar i¢in en 6nemli faktorlerden biri deneklerin goniillii olmalari ve
kayit aliminda gerceklestirmeleri istenen gorevleri anlayarak dogru bir sekilde
yerine getirmeleridir. Bu nedenle, benzer sistemlerde tecriibesi olup kayit alimi
sliresince istenecek gorevleri dogru bir sekilde yerine getirebilecek en az lisans
diizeyinde egitim almakta olan denekler tercih edilmistir.

2. Deneklerin hem video goriintiilerini hem de beyin sinyallerini dogru bir sekilde
kaydetmek ve yiriitecekleri gorevlere tam odaklanmalari i¢in dinlenmis ve tok
olarak deneylere katilmalar istenmistir.

3. EEG sinyalleri ve yiiz goriintiilerinin en az hatayla alinmasi i¢in kKayit siiresince
deneklerin konforlu bir koltukta olabildigince sabit bir sekilde oturmalar
istenmistir. Aksi durumlarda kayitlar durdurulup yeniden alinmustir.

4. Deney ortami EEG sinyalleri ve yiiz goriintiilerini dogru bir sekilde kaydedebilecek
sekilde olusturulmustur. Ornegin, ekran parlakligi, ortam aydinlanma diizeyi ve
ortam havalandirmasi1 gibi faktorlere dikkat edilmistir. Ayrica, dikkat dagitict
unsurlar miimkiin olduk¢a ortamdan kaldirilmistir. Kayitlar sirasinda deney
ortaminda ¢ekilmis drnek bir kadin denege ait goriinti Sekil 2.36°da ki gibidir.

5. Sensorlerin tiimiiniin sa¢ killar1 arasindan deriye dogrudan temas etmelerine 6zen

gosterilmistir. Deneklerin saglarimin temiz ve kuru olmasina da dikkat edilmistir.
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6. Radyo dalgalarinin giiriiltiiye neden olup EEG sinyallerini etkileyebilecegi goz
Oniine alinarak radyo, cep telefonu gibi cihazlar miimkiin olduk¢a ortamdan
uzaklastirilmistir.

7. Kayitlar genel olarak sabah saat 09:30-12:30 arasinda bir laboratuvar ortaminda
alinmistir. Deneklerin goziiniin yorulmasi ve konsantrasyonun dagilmasi gibi 6zel
durumlarda kisa aralar verilerek deneyler uzamistir. Buna bagli olarak 6gleden

sonra da kayit alimina devam edilmistir.

Sekil 2.36. Deney ortaminda ¢ekilmis bir kadin denek goriintiisii

2.5.5. Kayitlar Sirasinda Karsilasilan Zorluklar

Duygu tanima sistemleri i¢in ¢ok modlu veri setleri hazirlanirken birgok zorlukla
karsilagilabilir. Tki farkli biyolojik bilginin iki farkli materyal yardimiyla senkronize bir
sekilde kaydedilmesi olduk¢a zordur ve literatiirde sinirhi sayida ¢ok modlu veri seti yer
almaktadir. Bu veri setlerindeki sinyal ve goriintii sayilart da sinirlidir. Bu sebeple tez
calismasinda olabildiginde fazla sayida 6rnek iceren bir veri seti olusturulmaya calisilmistir.

Veri seti olusturulurken karsilasilan bazi zorluklar su sekildedir.

= Her denekten bir giinde 200 kayit olmak tizere iki ayr1 giin i¢in toplamda 400 kayit
alinmasi planlanmigti. Fakat deneklerin bu sayiy1 ¢ok fazla bulmalari, goz
yorulmalar1 ve kayit i¢in belirlenen silirenin oldukca asilmasi gibi nedenlerle

hedeflenen sayida kayit alinamamustir. Erkek denekler igin bir giinde 160 olmak
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tizere iki glinde toplam 320, kadin denekler igin ise sag¢ faktorii nedeniyle bir glinde
140 olmak tiizere iki glinde toplamda 280 kayit alinmigtir.

» Gozlik kullanan deneklere ait kayitlar oncelikle gozliikleriyle birlikte alinmaya
calisilmistir. Fakat gozliik camlarinin parlamasi sebebiyle yliz goriintiilerinin
diizgiin kaydedilemedigi belirlenmis ve gozliiklerini ¢ikarmalart istenmistir. Bu
denekler bilgisayar ekranina uzun siire bakamadiklari i¢in daha fazla dinlenme arasi
verilerek yeterli sayida kayit alinmistir.

= Deneklerden bazilar1 uzun siire video izlemede zorlanmistir. Béyle durumlarda
dinlenme aralar1 verilmis, tekrarlamalar yapilarak hatali kayitlar yeniden alinmustir.

= Test kayitlar1 igin yiiz goriintiileri alinirken kamera ¢oziiniirliigliniin yeterince iyi
olmadig1 goriilmiistiir. Bu problemi ¢ozmek i¢in ¢Oziiniirliigii yeterli yeni bir
kamera temin edilerek yiiz goriintiilerinin iyi bir sekilde kaydedilmesi saglanmustir.

» EPOC Flex EEG kayit kitinin 58 cm’lik EasyCap baslig1 6zellikle bazi kadin
deneklerin kafasina bilyiik gelmistir. Bu sorunlari ¢oziip iletisim kalitesini en iist
diizeyde tutmak i¢in basligin ayarlanmasi ve yerlestirilmesine énem verilmistir.

= Toplam 15 denekten alinan kayitlarin yani sira 2 kadin denekten de kayit alinmaya
caligilmistir. Ancak, bazi zorluklar nedeniyle kayit alimi iptal edilmistir. Ornegin,
bir denege yerlestirilen EEG baslig1 olduk¢a biiyiik geldiginden iletisim kalitesi
istenen seviyeye c¢ikarilamamustir. Diger bir denek ise tiksing kategorisindeki
videolar1 izlemekte zorlanmis ve devam etmek istemedigini belirtmistir.

= Baslik her kayit islemi sonrasinda yikanarak temizlenmistir. Sensor elektrotlarin
kirlenmesi ve kafa derisiyle temas kalitesini korumak i¢in her oturum sonrasinda
sensOr igleri saf suyla temizlenmistir. Temizleme sonrasinda ise kuru 1siksiz bir
ortamda bekletilmistir. Bu islemler disinda Emotiv firmasi tarafindan tavsiye edilen

kullanim talimati dikkate alinarak kayitlar alinmistir.

2.5.6. EPOC Flex Salin Sensér Kayit Cihazi ile EEG Kayitlarinin Alinmasi

EEG kayitlarin1 igeren bir veri seti olusturmanin en dikkat edilmesi gereken
noktalarindan biri sinyallerin dogru elektrot konumlarindan alinmasi ve bilgisayar ortamina

eksiksiz bir sekilde aktarilmasidir. KMED veri setinde yer alan EEG sinyalleri salin
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sensdrler kullanan ve 119E397 numarali TUBITAK projesi ile edinilen EPOC Flex EEG
kay1t cihaziyla [70] kaydedilmistir. Kayit sirasinda kullanilacak elektrotlarin belirlenmesi ve
yerlestirilmesi gibi islemlerin tiimiinde DEAP veri seti 6rnek alinmistir. Kayit almaya
baslamadan kullanim kitap¢ig1 detayli incelenmis ve ¢caligma boyunca tiimiine uyularak kayit
islemi tamamlanmigtir. Salin sensorler kullanan EPOC Flex EEG kayit cihazi Kiti baglik
tabanli bir EEG sisteminin esnekligini hizli kurulum islevselligi ile birlestiren bir kayit
setidir. Kurulumu ortalama 15-20 dakika siirmekte ve hizli kullanima imkan vermektedir.
Kitin temel yapist Sekil 2.37°de ki gibidir.
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Sekil 2.37. EPOC Flex salin sensor kullanan EEG kayit cihazi Kiti

Cihaz kullanim bakimindan arastirmacilara bir¢ok avantaj sunmaktadir. Bunlardan
bazilar1 su sekildedir. Onceden yapilandiriimis olan esnek kep elektrotlarin yerlestirilecegi
bosluklarda konumlandirilmis olarak arastirmacilara ulastirilir. Bu sayede elektrotlarin farkl
kombinasyonlarda kafa yiizeyine yerlestirilmesine imkan saglar. EPOC Flex, 32 kanalli
esnek bir kayit sistemi olmakla birlikte yiliksek sensdr yogunluguna ve esnek sensor
yerlesimine sahip olmak isteyen arastirmacilar i¢in tasarlanmistir. 32 elektroda ek olarak iki
ayr referans elektrotu da mevcuttur. Bunlar kafa iizerinde herhangi bir yere ya da kulak
memesine yerlestirilebilir. Referans elektrotlarin kulak memesine yerlestirilme durumu jel
kullanilan EPOC Flex i¢in gecerlidir. Tez ¢alismasinda salin sensér kullanildigindan

referans elektrotlar kulak ardina yerlestirilmistir. Sensdrlerin iletisimini saglayan kece
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pedlerinin 1slatilmasi i¢in kepin ¢ikarilmasina gerek yoktur, kece pedleri kep takiliyken salin
soliisyonla doygunluga eristirilebilir.

Cihazin temas kalitesi ve sensorlerin  dogru  konumlara yerlestirilip
yerlestirilmediginin kontrolleri kayit sirasinda EmotivPro yazilimi ile gozlenip kontrolii de
kolaylikla saglanmaktadir. Sensorler istenilen konum kombinasyonlarina yerlestirildikten
sonra iletim kalitesinin %100 olmas1 beklenir. Sekil 2.38’de goriildiigii gibi iletim kalitesi
cihaz arayiiziinden takip edilebilir ve hepsi yesil olduktan sonra kayit alimi sorunsuz
gergeklestirilebilir. Diger durumlar iletim kalitesinin iyi olmadig1 anlamina gelir. Kayitlar
sirasinda iletim kalitesi bozulursa kayit iglemi durdurulur ve iletim kalitesi arttirildiktan

sonra yeniden baglatilir.

Ensuring good contact quality

Sekil 2.38. Ornek 32 elektrotun baslik setine yerlesimi

Kayit sirasinda sinyallerde meydana gelen bozulmalarin tespiti de yine bu arayiizden
kontrol edilmektedir. Herhangi bir durumda 32 kanaldan kaydedilen sinyallerin kayit
sirasinda arayiizdeki goriintiisti Sekil 2.39°da ki gibidir. Kaydedilen sinyallerin bu araytiizden
izlenebiliyor olmasi1 daha kaliteli ve diizgiin bir veri setinin olusturulmasina katki
saglamaktadir. Mevcut baslik seti Emotiv firmasina ait EmotivPro yazilimi ve araytiziiyle

basarili bir sekilde ¢alismaktadir.
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Sekil 2.39. Kaydedilen EEG sinyallerinin kayit arayiiziinde goriintiilenmesi

Tez calismasi kapsaminda hazirlanan KMED veri seti literatiirde siklikla kullanilan
DEAP veri seti 6rnek alinarak hazirlanmistir. Bu veri setinde miizik videolar: izlenirken
sinyaller 32 kanaldan kaydedilmistir. Tez ¢aligmasinda ise ilk 10 denek i¢in 32 kanaldan
kayit alinirken, son 5 denek i¢in ise 25 kanaldan alinmistir. Bunun nedeni, son bes denegin
sa¢c yogunlugunun fazla olmasi nedeniyle 32 kanaldan kayit alindigi durumlarda iletim

kalitesinin %100 oraninda saglanamamis olmasidir.

2.5.6.1. Cihazin Teknik Ozellikleri

Salin sensorler kullanan EPOC Flex kit paketinde bir adet denetleyici, bir adet USB
alici, bir adet kep, elektrot sensorleri, USB sarj kablosu, 80 adet salin kece peti ve 34 adet
silikon kenarlik yer alir [112]. Cihaz 32 kanaldan kayit alabilecek sekilde tiretilmis olup,
CMS ve DRL olarak adlandirilan referans elektrotlara sahiptir. Elektrotlarin kafa derisiyle
temasini saglayan kepte uluslararas1 10-20 standardina uygun olarak yapilandirilabilen 72
bosluk yer alir (Sekil 2.38). Cihaz denetleyicisi kablosuz olarak kayitlari iletmektedir. Cihaz
pili ise 595 mAh kapasiteye sahiptir ve ortalama alt1 ile dokuz saat arasinda kayit

yapabilmektedir.
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2.5.6.2. Cihaz I¢in Alinan Giivenlik Onlemleri

EPOC Flex tibbi cihaz olarak veya tehlikeli ortamlarda kullanilmak {izere tasarlanmis
bir tiriin degildir [113]. Cihaz 50 derecenin altindaki ortamlarda kullanici tarafindan
degistirilemeyen lityum polimer pil ile galisir. Ani sicaklik degisimleri amplifikatorlerin
performansini etkileyerek giiriiltii tabaninin artmasina ve cihazin dogru ¢aligmamasina sebep
olabilir. EPOC Flex salin soliisyon kullanmasi sebebiyle sensorlere su girmesini 6nleyecek

ve i¢indeki elektronik aksamlar1 koruyacak sekilde tasarlanmistir.

2.5.6.3. Denetleyici, Sarj ve LED Gostergeleri

EPOC Flex denetleyicisi sol tarafinda 16 ve sag tarafinda 16 olmak lizere toplam 32
kanal igerir [114]. Bu kanallar CMS ve DRL olarak adlandirilan referans elektrotlarin
tizerinde yer alan A-H ile J-Q harfleriyle gosterilen konumlara yerlestirilir. Cihazin gii¢
anahtari (Sekil 2.37°de verilmis olan) iinitenin alt kenarindaki USB baglayicinin yanindadir.
Giig anahtar1 saga ¢ekildiginde cihaz agilir ve sola ¢ekildiginde ise kapanir. Benzer sekilde
kayit sirasinda giicii ve sarji gosteren basit bir LED géstergeye sahiptir. Sarj durumu; cihazda
gii¢ varsa mavi, sarj oluyorsa turuncu ve sarj tamamlandiysa yesil olarak renklendirilir [115].

Kayitlara baglanmadan cihaz tamamen sarj edilmedir.

2.5.6.4. Sensorlerin Ozellikleri ve Renklendirilmesi

Cihazin lizerinde yer alan sensorler tim kafanin iyi bir sekilde kaplanmasini
saglayacak sekilde tasarlanmistir [116]. EPOC Flex kiti 34 sensor igerir. Bunlardan on altisi
kirmizi, on altis1 mavi ve ikisi ise siyah kabloya baghdir. Bu renklendirme sayesinde sol
taraf mavi renkle, sag taraf kirmizi renkle ve referanslar ise siyah olarak kodlanarak sensor
yerlesiminde sorun olugmasi onlemeye calisilmistir. Ek olarak, her sensor bireysel olarak
EPOC Flex’te bagli oldugu kanal adiyla da etiketlenmistir.

EPOC Flex hem jel hem de salin olmak iizere iki ayr1 sensor ¢esidine sahiptir [117,
118]. Tez ¢alismasinda salin sensorler kullanilmistir. Salin sensérler 19 mm genisliginde ve

7.9 mm boyundadir. Fazlaliklart en aza indirmek, kep iizerindeki herhangi bir konuma
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erisebilmek ve herhangi bir yerlesim konfigiirasyona izin vermek i¢in sensor kablolart iki
ayr1 uzunlukta tasarlanmistir. Ayrica, sensorlerin bagli oldugu kablolar sinyal kalitesini daha
da iyilestirmek i¢in altin kaplamalarla kivrilmistir. Salin sensorler kege pedlerini yanlardan
kavramak ve kaliteli iletim saglamak i¢in glimiis veya giimis kloriir kapli elektrotlar igerir.
Kege pedleri kayit oncesinde salin ¢ozeltiyle islatilarak kafa derisi iizerinden EEG
sinyallerinin kaydi alinir. Fakat kafaya yerlestirildikten yaklasik bir-iki saat sonra pedler
kurumaya baglar ve sensorlerin deriye temas kalitesinde bozulmalar goriilebilir. Bu
durumlarda, sensorler ilizerindeki doldurma deliklerine salin soliisyon uygulanarak kep
tamamen ¢ikarmadan yeniden 1slatma yapilabilir. EPOC Flex’in salin soliisyonlar kullanan

bu teknolojisi aragtirmacilara sundugu en 6nemli avantajlardan biridir.

2.5.6.5. EPOC Flex Kep

Standart EPOC Flex kepi Sekil 2.40’ta goriildiigti gibi 10-20 sistemine uygun olarak
72 bosluklu bir yapiya sahiptir [119]. Kepin {izerinde denetleyiciyi yerlestirebilmek igin iki
ayr1 cep mevcuttur. Bu ceplerden birisi Cz digeri ise 1z konumunun altinda yer alir. Kepin
standart Olgiileri 54, 56 ve 58 cm olarak tasarlanmistir. Kepin boyutunun dogru seg¢ilmesi
kayitlarin diizglin bir sekilde alinmasi i¢in olduk¢a 6nemlidir. Tez ¢alismasinda 58 cm
boyutundaki kep tercih edilmistir.

Sensorler kepin alt tarafindan tutulup ilgili boslugun ¢evresinden gerdirilmesiyle
kolayca yerlestirilmektedir. Cihaz i¢in iiretilen salin sensorler jel sensorlere gore daha biiyiik
oldugundan yerlestirme islemi ¢ok daha kolaydir. Sensorler istenilen konfigiirasyona gore
kepe yerlestirildikten sonra kece pedleri kep icinde kafa derisiyle temas edecek sekilde
yerlestirilmelidir. Diger yandan kayit alinmasini saglayan kontrol kutusu arka kafa ya da tist
kafa konumuna yerlestirerek calistirilabilir. Ust konuma yerlestirilmesi genellikle koltuk
baslig1 olan veya yatis pozisyonundayken kayit alimi yapilan arastirmalarda kullanilir.
Kontrol kutusunun yerlestirilmesi tamamlandiktan sonra sensor kablolarinin kontrol
kutusuna baglanir. Kirmizi kablolarin bagli oldugu beyaz konektor kontrol kutusunun sag

tarafina ve mavi kablolarin bagli oldugu beyaz konektor ise denetleyicinin sol tarafina takilir.
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Sekil 2.40. Epoc Flex kepinin 72 bosluklu sensor haritasi

2.5.6.6. Yiiksek Sinyal Kalitesiyle Kayit Alma

EPOC Flex ile kayit yaparken yiiksek sinyal kalitesi elde etmek onemlidir ve bunun
icin sensorler ile kafa derisi arasindaki empedansin en aza indirilmesi gerekir [120]. Bu
amagla deneklerin kayit islemine geldiklerinde saglari temiz olmalidir ve sag kremi gibi
iirlinler empedansin azalmasina engel oldugundan kullanilmamalidir. Deriyle tam temasin
saglanip diisiik empedans elde etmenin en etkili yolu her sensdr altindaki cildi iyice

temizleyip asindirmak ve ardindan salin soliisyon ¢ozeltisi uygulamaktir.

2.5.6.7. Cihazin Temizlenmesi

Kit igerisinde yer alan kep ve sensorler her kullanimdan sonra dikkatlice
temizlenmelidir [121]. Bu temizlik sirasinda sensor ve konektorlerin 1slanmamasi cihazin
sonraki kullanimlarinda sorun yasamamak i¢in oldukca Onemlidir. Kepin temizligi
elektrotlarin tiimii ¢ikarildiktan sonra ¢amasir makinesinde 30 derecede hafif bir deterjan
yardimziyla yapilabilir. Alternatif olarak, bebek sampuani gibi yumusak deterjan ve dis firgasi

yardimiyla temizlenmesi de Onerilir. %20’den fazla alkol iceren dezenfektanlar, giiclii
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oksitleyiciler veya agartma maddeleri kepin deformasyonuna neden olacagindan
onerilmemektedir. Temizlik islemi sonrasinda kep temiz hava ile iyice kurutulmalidir. Utii
veya kurutucular kepin Omriinii kisaltacagindan kullanilmamalidir. Daha sonra suyla
durulanmasi temizlenmesi i¢in yeterli olacaktir.

Salin elektrotlar da her kullanimdan sonra temizlenmelidir. Elektrotlar yalnizca kayit
sirasinda tuzlu suya maruz kalmali ve dmriinii uzatmak icin her kullanimdan sonra saf su ile
temizlenmelidir. Elektrotlar metal parcalar tarafindan kolayca ¢izilebilen glimiis/glimiis
kloriir gibi maddelerle kaplidir. Bu nedenle, elektrotlara ister istemez bulasan tuzlu suyun

her kullanimdan sonra saf su ile temizlenmesi ve havalandirilmasi gerekir.

2.5.7. EEG Sinyallerinin On Islenmesi

EEG sinyallerinin kaydedilmesi ve veri setinin olusturulmasinda, literatiirdeki benzer
veri setlerinin hazirlanisi, sinyallerin islenisi asamalar1 goz 6niine alinmistir. S6z konusu veri
setlerinden bazilar1 ve veri seti hazirlik siireglerine ait bazi 6nemli detaylar su sekildedir.
[74] ¢alismasinda 15 farkli denekten kaydedilen EEG sinyalleri kullanilmigtir. Kayitlar iki
farkli glinde ve aralikli alinmistir. Sinyaller 200 Hz ile 6rneklenip artefakt ve giiriiltiiler 0.3-
50 Hz araligindaki bant gegiren siizgecler yardimiyla filtrelenmistir. [75] calismasinda
DEAP veri seti kullanilmis, 512 Hz ile 6rneklenen sinyallerin 6rnekleme hizi 128 Hz’e
diistirilmiistiir. [76] calismasinda DEAP veri setinin 32 EEG kanalindan sadece F3, F4, Fpl,
Fp2, P3, P4, T7, T8, O1 ve O2 isimli 10 tanesi tercih edilmistir. Calismada bu kanallarin
digerlerine nazaran daha basarili sonuglar verdigi ifade edilmistir. [77] ¢alismasinda 20
denekle hazirlanmis 6zgiin bir veri seti kullanilmigtir. Sinyaller 24 farkli kanaldan 256 Hz
ornekleme frekansiyla kaydedilmistir. Calismada beyin aktivitelerini 6l¢gmek i¢in kaydedilen
EEG sinyallerine ait frekans araliginin 0.5-60 Hz oldugu belirtilmistir. Bununla birlikte
sinyallerin frekans araliginin yapayliklar ve 6rnekleme frekansi gibi nedenlerle farklilik
gosterebilecegi ifade edilmistir. Caligmada frontal ve temporal bolgelerin diirtii uyaricilara
bagl olarak beyindeki reaksiyonu gergeklestirmede 6nemli oldugu ifade edilmistir. ifade
ettikleri bolgede yer alan elektrotlar FP1, FP2, F3, F4, F7, F8, T3, T4, T5 ve T6 seklindedir.
[78] calismasinda DEAP ve LUMED-2 veri setleri kullanilmistir. LUMED-2 veri setinde
yer alan EEG sinyalleri ENOBIO isimli 8 kanall1 ve kablosuz EEG kayit cihaziyla 500 Hz.
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zamansal ¢ozliniirliikte kaydedilmistir. Daha sonra 0-75 Hz araliinda filtreleme yapilmistir.
[79] ¢alismasinda MAHNOB-HCI ve DEAP veri setleri kullanilmistir. MAHNOB-HCI veri
setindeki EEG sinyalleri 256 Hz 6rnekleme frekansiyla 32 kanaldan kaydedilmistir. [80]
caligmasinda kayitlar 11 saglikli denekten (8 erkek ve 3 kadin) alinmistir. Elektrotlar 10-20
standardina uygun olarak yerlestirilip 1 kHz ornekleme frekansiyla 32 kanaldan
kaydedilmistir. Oznitelik ¢ikarma asamasindan once EEG sinyalleri 0.5-70 Hz araliginda
bant gegiren siizge¢ yardimiyla filtrelenmistir. [81] c¢alismasinda 15 denege ait EEG
sinyallerinin farkli zamanlarda kaydedilmesiyle olusturulan SEED veri seti kullanilmistir.
Sinyaller 62 kanaldan 1000 Hz 6rnekleme frekansiyla kaydedilmistir. [82] ¢alismasinda
DEAP ve MAHNOB-HCI veri setlerinin yani sira 13 denek (20-38 yas araliginda) igeren
Ozgiin bir veri seti de kullanilmistir. Calismada denekler video klipleri izlerken EEG
sinyalleri kaydedilmistir. Kayitlar Emotiv baslik setiyle AF3, AF4, T7, T8 ve Pz
konumlarindan alinmustir. [83] calismasinda EEG kayitlart Emotiv EPOC ile 14 ayn
kanaldan (AF3, F7, F3, FC5, T7, P7,01, O2, P8, T8, FC6, F4, F8, AF4) alinmistir. Sinyaller
128 Hz ornekleme frekansiyla kaydedilmis ve daha sonra 0.5-70 Hz araliginda
filtrelenmistir. [84] calismasinda duygu tanima igin yararli sinyal bilgilerinin 4-45 Hz
frekans araliginda olduguna dikkat ¢ekilip verimli bir 6n isleme igin sinyallerin 128 Hz’e
indirgenmesi gerektigi vurgulanmistir. [85] ¢alismasinda elektrot konumlari uluslararasi 10-
20 standardina gore hazirlanmis 24 kanalli bir cihaz kullanilmistir. EEG sinyalleri 20
denekten 256 Hz ornekleme frekansiyla kaydedilmistir. Ayni ¢alismada duygu tanimada
kullanilacak faydali bilgilerin 40 Hz altinda bulundugunu belirtilmistir.

Literatiirde incelemesi sonucunda edinilen bu bilgi birikimi yapilan ¢alismalarda
kullanilmigtir. EEG sinyalleri Epoc Flex kayit cihazinin imkanlart neticesinde 128 Hz’le
orneklenmis, daha sonra hem 1-50 hem de 4-45 Hz araliginda filtrelenmistir. Filtrelenen
sinyallere doniisiim yontemleri ayri ayri uygulanarak ¢ok modlu duygu tanima sistemi
gelistirilmeye ¢alisilmistir. Yani Boliim 2.2 ve B6liim 2.3’te anlatilan tiim AGD yaklasimlari
ile sensor ve Oznitelik seviyesindeki fiizyon yontemleri hem 1-50 Hz hem de 4-45 Hz
araliginda filtrelenen EEG sinyallerine uygulanmistir. Sekil 2.41°de komik kategorisine ait
ornek bir video izlenirken kaydedilmis ham EEG sinyali (a) ile bu sinyalin 1-50 Hz (b) ve

4-45 Hz (c) araliklarinda filtrelenmesi sonucu elde edilen sinyaller verilmektedir.
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Sekil 2.41. Komik kategorisinde (a) 6rnek bir ham sinyal, (b) 1-50 Hz ve (c) 4-45
Hz araliklarinda filtrelenmis sinyaller

Sekil 2.42’de korku kategorisinde yer alan 6rnek bir video izlenirken kaydedilmis ham
EEG sinyali (a) ile 1-50 Hz (b) ve 4-45 Hz (c) araliklarinda filtrelenmesi sonucu elde edilen

sinyaller verilmektedir.
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Sekil 2.42. Korku kategorisinde (a) ham sinyal, (b) 1-50 Hz ve (c) 4-45 Hz
araliklarinda filtrelenmis sinyaller

Sekil 2.43’te tiksing kategorisinde yer alan 6rnek bir video izlenirken kaydedilmis ham
EEG sinyali (a) ile 1-50 Hz (b) ve 4-45 Hz (c) araliklarinda filtrelenmesi sonucu elde edilen
sinyaller verilmektedir.
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Sekil 2.43. Tiksing kategorisinde (a) ham sinyal, (b) 1-50 Hz ve (c) 4-45 Hz
araliklarinda filtrelenmis sinyaller

Sekil 2.44’te ise rahat kategorisinde yer alan 6rnek bir video izlenirken kaydedilmis
ham EEG sinyali (a) ile 1-50 Hz (b) ve 4-45 Hz (c) araliklarinda filtrelenmesi sonucu elde
edilen sinyaller verilmektedir.
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Sekil 2.44. Rahatlama kategorisinde (a) ham sinyal, (b) 1-50 Hz ve (c) 4-45 Hz
araliklarinda filtrelenmis sinyaller

2.5.8. Videolardan Cikarilan Yiiz Goriintiilerinin Hazirlanmasi

Tez calismasinda deneklerin video kayitlarimi izledikleri sirada standart bir web
kameras1 yardimiyla video goriintiileri kaydedilmistir. Web kameranin video ¢oziintirligi
1920x1080°dir ve 30 fps video cerceve hiziyla kayit almaktadir. Kaydedilen video
goriintiilerinden duygu bilgilerini tasiyan yiliz goriintiilerinin ¢ikarilmas: su sekilde
gerceklestirilmistir. Ilk asamada, yiiz goriintiilerini iceren video kayitlar1 tek tek
cercevelerine ayrilmustir. Ikinci asamada, her cercevedeki yiiz goriintiileri Matlab’in Kaskad
Nesne Algilayici fonksiyonuyla tespit edilmistir. Bu kaskad nesne algilayic1 Viola-Jones
algoritmasii kullanarak yliz, g6z, burun ve agizlar1 algilayabilmektedir. Bu islemler
sonunda herhangi bir denegin video kaydi izlerken ortalama 600 yiiz goriintiisii elde
edilmistir. Elde edilen bu yiiz goriintiilerinden duyguyu en belirgin ifade eden goriintiiler bir

algoritmayla secilmistir. Goriintiiler arasindan peak cergeve olarak adlandirilan en benzersiz
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goriintiilerin otomatik olarak tespiti i¢in literatiirde cesitli yaklasimlar 6nerilmistir. Ornegin
[14] calismasinda ¢ok modlu duygu tanima ¢alismalari i¢in video ¢ergeveleri arasindan en
benzersiz olanin se¢imine dayanan ii¢ farkli yaklasim Onerilmistir. Bu yaklagimlar
maksimum benzersizlik tabanli yontem (MAX-DIST), kiimeleme tabanli yontem (DEND-
CLUSTER) ve duygu yogunlugu tabanli yontem (EIFS) seklindedir. Yontemler
eNTERFACE ve BAUM la veri setlerinde sinanmustir. Tez ¢alismasinda ise [14]’te 6nerilen
i¢ yontem arasindan maksimum benzersizlik tabanli en benzersiz ger¢eve segme algoritmasi
uygulanmistir. [14] calismasinda en benzersiz video ¢ergevesi belirlenirken yerel faz
kuantalama (YFK) algoritmasi1 uygulanmis ve video g¢ercevelerinden elde edilen YFK
Oznitelikleri arasinda ki-karesel uzakligi hesaplanmistir. Tez ¢aligmasi kapsaminda kodlanan
algoritma da ise en benzersiz video ¢ergevesi belirlenirken yerel ikili oriintii (YIO)
algoritmas1 uygulanmis ve video gergevelerinden elde edilen YIO 6znitelikleri arasinda ki-

karesel uzakligi hesaplanmistir. Bu asamayla birlikte farkli bir yaklagim ortaya koyulmustur.

2.5.9. Maksimum Benzersizlik Tabanh En Benzersiz Goriintii Bulma

Videolardaki tiim yiiz goriintiilerinden en benzersizinin belirlenmesi otomatik olarak
gerceklestirilmigtir. Kayit alinmaya baslandiginda denekler sabit bir yiiz ifadesine sahip olur.
Video igerikleri izlendikce yiiz ifadeleri icerige gore degisir. Ornegin, komik kategorisine
ait bir video izlenirken zamanla giilme eylemine bagh olarak gozler kisilir veya agzin
actlmasiyla digler goriiniir. Tiksinme kategorisindeki bir video kaydi izlenirken ise denegin
yiiziinde bir eksime ifadesi olusur. Sekil 2.45’te komik ve tiksinme igerikli duygu durumlari
icin kadin ve erkek deneklerden kaydedilen 6rnek video gergeve dizileri verilmektedir.
(a)’da komik igerikli video izleyen bir kadin denek, (b)’de komik igerikli video izleyen bir
erkek denek, (c)’de tiksing icerikli video izleyen bir kadin denek ve (d)’de tiksing icerikli

video izleyen bir erkek denege ait video gerceve dizileri verilmistir.
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(b)

(d)

Sekil 2.45. Deneklerden (a-b) komik ve (c-d) tiksinme duygu durumlarinda kaydedilen 6rnek
video gerceve dizileri

Video ¢ergeve dizilerinde ortalama 600 adet yliz goriintiisii yer almaktadir. Bu goriintii
dizileri iginden en benzersiz goriintiilerin dogru tespiti ¢ok 6nemlidir. Ciinkii yanlis tespit
edilecek her benzersiz gorlintii denegin duygu durumunun yanlis belirlenmesine neden
olacak ve dolayisiyla duygu tanima sisteminin basarisin1 olumsuz etkileyecektir. Diger
taraftan, s6z konusu goriintiiniin elle segilmesi durumunda ise ¢alismalarin objektifligi
azalacaktir. Bu nedenlerle video g¢erceve dizilerinden en benzersiz olanin segiminde [14]
calismasinda onerilen maksimum benzersizlik tabanli yontem kullanilmistir. Algoritmanin

adimlarini su sekildedir.

= Herhangi bir V video dizisi V = {V;,V,, ..., Vy} seklinde N adet ¢cerceveden olussun.
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N X N boyutlu bir (M) benzersizlik matrisi olusturulur ki M(i,j) vei,j €
{1,2,...,N}.

= Bu benzersizlik matrisi i ve j'nci YIO 6znitelikleri arasindaki Ki-karesel (Chi-
Squared) uzakligidir. Daha agiklayici bir sekilde ifade edecek olursak, 6ncelikle her
goriintiiden YIO o6znitelikleri cikarilir, daha sonra bu 6znitelikler arasinda ki-
karesel uzaklig1 hesaplanarak bir matris olusturulur.

= j. gerceve igin ortalama benzersizlik skoru (d;) kalan N —1 cerceve ile M

matrisinin j. satirindaki elemanlarin ortalamalariyla hesaplanir.
» 3. adimda hesaplanan ortalamalar azalan sirada siralanir ve en yiiksek ortalama

degere sahip K adet ¢ergeve en benzersiz ¢erceveler olarak etiketlenir.

Secilen bu cergeveler video iceriklerinde yer alan en benzersiz (farkli) gerceveler
olarak adlandirilir. Tez ¢alismasinda tiim goriintiiler arasindan en benzersiz birinci goriintii
kullanilmustir. Sekil 2.46 (a)’da KMED veri setinde yer alan D01 denegi komik bir video
izlerken kaydedilmis video goriintiisiinden ¢ikarilan ¢ergeve dizisi ve Sekil 2.46 (b)’de bu
diziden segilen en benzersiz ilk ii¢ yliz goriintlisii verilmistir. Sekil 2.47 (a)’da DEAP veri
setinde yer alan bir kadin denege ait video goriintiisiinden ¢ikarilan gergeve dizisi ve Sekil
2.47 (b)’de bu diziden segilen en benzersiz ilk {i¢ yiiz goriintiisii verilmistir. Her iki veri seti
icin de elde edilen benzersiz yliz goriintiileri incelendiginde algoritmanin bazi 6zel durumlar
disinda sorunsuz calistigi goriilmektedir. Deneklerin komik igerikli videolar: izlerken
giilmeleri ve buna bagli olarak gozlerini kapamalari veya rahatlama igerikli videolar
izlerken tebessiim etmeleri bu 6zel durumlardan bazilaridir. Bu durumlarda da algoritma

hangi goriintiiyii en benzersiz olarak belirlediyse o goriinti kullanilmustir.
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(b)

Sekil 2.46. KMED veri seti i¢in (@) yiiz goriintiilerini i¢eren 6rnek bir ¢erceve dizisi ve (b)
ilk tic en benzersiz yiiz goriintiisi

(b)

Sekil 2.47. DEAP veri seti i¢in (a) yiiz goriintiilerini igeren 6rnek bir ¢ergeve dizisi ve (b)
ilk ti¢ en benzersiz yiiz goriintiisii



3. BULGULAR VE iRDELEME

3.1. DEAP Veri Seti I¢in Bulgular ve Irdeleme

Literatiirdeki hem tek modlu hem ¢ok modlu duygu tanima ¢alismalar1 incelendiginde
DEAP veri setinin en ¢ok tercih edilen kiyaslama veri setlerinden oldugu goriilmektedir. Bu
nedenle tez ¢alismas1 kapsaminda yapilan ilk deneyler DEAP veri seti ile yiiriitilmistiir. Tez
calismasimin bu kisminda DEAP veri setine uygulanan tiim yontemlerden elde edilen
smiflandirma dogruluklari ayri ayri verilmektedir. Ek olarak DEAP veri setine uygulanan
tiim yontemler ve bu yontemlerden elde edilen siniflandirma dogruluklarinin yer aldigi tim

tablolarin 6zeti ise Tablo 3.1’de verilmektedir.

Tablo 3.1. DEAP veri setine uygulanan tiim yontemler sonucunda elde edilen siniflandirma
dogruluklarinin yer aldig1 tablo isimleri

Sadece EEG sinyallerinin siniflandirilmasiyla elde edilen

sonuclar
VAL igin | ARO igin
Tablo 3.3’de Tablo 3.4’te
Sadece EOG sinyallerinin siniflandirilmasiyla elde edilen
) sonuglar
AGD-I .1n uygulanmastyla VAL icin ARO igin
elde edilen tiim sonuglar Tablo 3.5te Tablo 3.6’te
(Bolim 2.1) OSB-1 uygulanmasiyla elde edilen sonuglar
VAL igin | ARO i¢in

T —
Tablo 3.7°de Tablo 3.8’de
OSB-2 uygulanmasiyla elde edilen sonuglar

VAL i¢in ARO igin
Tablo 3.9’da Tablo 3.10’da
Birinci AGD yaklasiminin uygulanmasiyla elde edilen

AGD-II’ nin sonu<|;lar

K-EYK igin DVM i¢in

uygulanmasiyla -5
vEnanhasty Tablo 3.12de Tablo 3.13'te
elde edilen tiim sonuglar e GD vekl 7 a olde odil 7

(Boliim 2.2) inci yaklagiminin uygulanmasiyla elde edilen sonuglar

K-EYK i¢in
Tablo 3.14’te

| DVM igin
«—
Tablo 3.15’te
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Tablo 3.1°in ilk siitununda uygulanan AGD yaklasimlari (AGD-1 ve AGD-II)
verilmigtir. Diger siitunda ise AGD-I i¢in fiizyon yontemlerden 6nce (sadece EEG ve EOG)
ve sonra (OSB-1 ve OSB-2 i¢in) elde edilen smiflandirma dogruluklarmin yer aldig tablo
isimleri verilmistir. AGD-II i¢in 6nerilen iki ayr1 AGD yaklasimindan (Birinci AGD ve
Ikinci AGD) sonra fiizyon yontemlerin (SSB ve OSB-3) uygulanmasi ve ardindan fiizyon
vektorlerin siniflandirilmasindan (K-EYK ve DVM) elde edilen dogruluklariin yer aldig:

tablo isimleri verilmistir.

3.1.1. DEAP Veri Seti

DEAP veri seti (A database for emotion analysis using physiological signals)
Londra’daki Queen Mary Universitesinde yer alan bir grup arastirmaci tarafindan insan
duygu analizi i¢in hazirlanmis ¢ok kanalli bir veri setidir [6]. Veri seti EEG sinyalleri,
gevresel sinyaller ve ilk 22 denege ait yiiz goriintii videolarini igermektedir. Kayitlar 19 ve
37 yaslar1 arasinda 32 saglikli denekten 40 adet bir dakika uzunlugundaki miizik videolarinin
izlenmesi sirasinda alinmistir. Video izleme tamamlandiktan sonra deneklerden videolar:
oylamalari istenmistir. Bu oylama 1-9 araligindaki degerlerle dort farkli kategoride (arousal,
valence, liking ve dominance) gergeklestirilmistir.

Duygu durumu genel olarak Valence (VAL) ve Arousal (ARO) olarak adlandirilan iki
boyutlu parametre uzaylarinda temsil edilir [54]. Bu iki 6l¢ek duygulari tanimlamak igin
olumsuzdan olumluya (negatiften pozitife) degisir [15]. Olgeklere ait tamimlar ise sirasiyla
su sekildedir. Valence hos olan duygu durumundan (mutluluk vb.) hos olmayan duygu
durumuna (mutsuzluk vb.) kadar olumlu ve olumsuz duygu durumlarini ifade eder. Arousal
ise uyartlma durumunu temsil eder. Yani yiiksek seviyeden (heyecanli vb.) diisiik seviyeye
(stkilmig vb.) kadar olan araliktaki aktiviteyi veya hareketsizligi belirtir [55]. Tez
calismasinin bu kisminda duygu durumlarinin tespiti icin DEAP veri setinde yiiriitiilen
deneyler VAL ve ARO boyutlarinda gerceklestirilmistir. Gergek etiket degerlerini elde
etmek i¢in esik deger olarak 5 secildikten sonra [1, 5) araligi (sinif 0) olarak etiketlenirken
[5-9] aralig1 (siif 1) olarak etiketlenmistir. Diger bir deyisle eger ortalama deger 5’ten

kiiciikse veri “0” olarak, eger 5’e esit veya biiyilikse “1” olarak etiketlenmistir. Bu simif
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ayrimi [56, 57, 58] literatiir calismalarindan faydalanilarak yapilmistir. Veri setine ait bazi

tanimlamalar Tablo 3.2°de sunulmustur.

Tablo 3.2. DEAP veri seti i¢in detayl bilgi

Veri Veri Boyutu Veri Igerigi
Kayit Verisi 40x40x8064 (Video/deneme) Veri kanallar

(Video/deneme) Etiket (valence,
arousal, dominance, liking)

Etiket Verisi 40x4

3.1.2. AGD-I icin Deneysel Sonuclar ve Analizler

Tez calismasinda yontemlerin performanslari dogru bir sekilde degerlendirilmek
istenmistir. Bu nedenle 11-kat c¢apraz gegerleme prosediirii 10 kez yiriitiilerek ve
ortalamalar1 alinarak gergeklestirilmistir. Dogrulama siirecinde, tiim veri seti her bir ¢capraz
gercekleme prosediirii igin rastgele 11 farkli alt veri kiimesine ayrilmistir. Bu alt veri
kiimelerinden her seferinde birisi test i¢in kullanilirken digerleri egitim i¢in kullanilmistir.
Bu islem 10 kez tekrarlanarak ortalama sonuglar hesaplanmistir. Bu ¢apraz gergekleme
prosediiriinde rastgele 3 veya 4 ornek test i¢in ayrilirken geri kalan 36 veya 37 6rnek egitim
icin ayrilmistir. Ciinkii DEAP veri setindeki tiim denekler i¢in toplam deneme sayisi 40’tir
ve bu say1 kat sayisina boliindiigiinde 3 veya 4 arasinda bir deger elde edilmektedir. Bu
islemler 6nerilen 2B modellerin iiretecegi sonuglarin daha gergekgi ve giivenilir olmasi i¢in
gereklidir. Caligmada performans metrigi olarak kilavuzlu o6grenme yaklasimlarinin
smiflandirma performanslarmi ifade etmede siklikla tercih edilen dogruluk kriteri
Dogruluk = (TP +TN)/(TP + TN + FP + FN) kullanilmigtir. Bu sebeple, DP (Dogru
Pozitif), gercekte pozitif kiimeye dahil olup test sonucuna goére pozitif ¢ikan durum; YP
(Yanlis Pozitif), gercekte negatif kiimeye dahil olup test sonucunun hatali olarak pozitif
ciktig1 durum; YN (Yanlis Negatif), gercekte pozitif kiimeye dahil olup test sonucunun hatali
olarak negatif ¢iktig1 durum ve DN (Dogru Negatif), gercekte negatif kiimeye dahil olup test
sonucuna gore negatif ¢ikan durum degerleri hesaplanmistir. Ek olarak AGD-I ile ilgili
Oznitelik ¢ikarma ve smiflandirma asamalarinda kullanilan tiim algoritmalar igin

parametreler 1zgara tabanli arama yardimiyla sadece egitim verisi kullanilarak secilmistir.
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Bu agamada ilk denek olan SO1’e ait veriler rastgele 11 alt parcaya bolinmiis bunlardan biri
validasyon ve digerleri egitim i¢in kullanilmistir. Dikkat edilmesi gereken diger bir hususta
parametrelere ilk denege ait veriler iizerinden karar verilmis, digerleri icin de bu
parametreler kullanilmistir. Oznitelik ¢ikarma kisminda kullanilan OBOD igin yarigap
degeri r ile Harris algoritmasi i¢in t Ve o parametreleri olduk¢a 6nemlidir. Bu parametreler
icin belirlenen optimum degerler OBOD igin r = 6 ile Harris icin t = 3000 ve ¢ = 4 tiir.
Simiflandirmada kullanilan DVM algoritmasi i¢in de C ve y parametreleri oldukg¢a 6nemlidir.
Calismada C parametre degerleri 271° < € < 2% ve y parametre degerleri 1 < y < 300
araliklarinda smanmustir. Bu parametrelerin alt limitlerin daha fazla azaltildigi veya ist
limitlerinin daha fazla artirildigi durumlarda siniflandirma dogruluklarinin olumsuz
etkilendigi gozlendiginden alt ve iist limitler bu sekilde sinirlandirilmistir.

Tez ¢alismasinda Onerilen Oznitelik seviyesinde fiizyon yontemlerinden 6nce EEG ve
EOG sinyallerine sinyal gortintii dontisiimii uygulanmistir. Bunun nedeni hem EEG hem de
EOG sinyallerinden elde edilen sinyal goriintiilerini ayr1 ayri1 siniflandirilarak fiizyon

yontemin katkis1 ve gecerliligini agik¢a ortaya koymaktir.

3.1.2.1. EEG Sinyallerine SGD Uygulanmasiyla Elde Edilen AGG’ler icin
Deneysel Sonuclar ve Analizler

Sadece EEG sinyalleri ile elde edilmis sinyal goriintiilerine ait siniflandirma sonuglari
VAL boyutu i¢in Tablo 3.3 ve ARO boyutu i¢in Tablo 3.4’te verilmistir. B6liim 3.1.2°de yer
alan tiim tablolarm ilk siitunu S01-S16 seklinde denek isimlerini, diger siitunlar yedi ayri
yaklasima ait dogruluk degerlerini gostermektedir. Onerilen yaklagimlarin en yiiksek
dogruluk degerleri her denek igin ayrica kalin fontta gosterilmistir. Tablolarda yer alan tiim
sonuglar yiizde olarak verilmis olup DEAP veri setindeki ilk 16 denege ait sonuclar
igermektedir.

DEAP veri setinde yer alan EEG sinyalleri 32 kanaldan kaydedilmistir. Tez
calismasinda sinyaller her kanal icin ayr1 ayri goriintiilere doniistiiriiliip hepsi i¢in ayr1
sonuglar alinmistir. Tablolardaki dogruluk degerleri sinyal goriintiileri i¢in en basarili
sonuglart ifade etmektedir. Bu degerlerin yaninda sonucun alindigi elektrot konumuna denk
gelen degerler parantez i¢inde verilmistir. Ayni dogruluk degerlerinin birgok elektrottan elde

edildigi durumlarda tiim elektrot konumlarina denk gelen degerler parantez iginde
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verilmistir. Elektrotlarin karsilik geldigi degerler su sekildedir: (1) Fpl, (2) AF3, (3) F7, (4)
F3, (5) FC1, (6) FC5, (7) T7, (8) C3, (9) CP1, (10) CP5, (11) P7, (12) P3, (13) Pz, (14) PO3,
(15) 01, (16) Oz, (17) O2, (18) PO4, (19) P4, (20) P8, (21) CP6, (22) CP2, (23) C4, (24) T8,
(25) FC6, (26) FC2, (27) F4, (28) F8, (29) AF4, (30) Fp2, (31) Fz, (32) Cz.

Tablo 3.3. Sadece EEG sinyallerinden elde edilen sinyal goriintiilerinin VAL boyutundaki

siniflandirilma sonuglari

Denek | Yaklagim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklagim-5 | Yaklasim-6 | Yaklagim-7
85.61 84.85
S01 90.91(12) | 87.88(7) | 85.61(24) | 86.36 (4) (12,28) 82.58 (12) (17.28)
S02 85.76 (22) |84.5(10,29) | 86.97 (13) | 91.52(18) | 85.3(27) | 87.58 (28) | 91.06 (28)
S03 84.85 (14) | 83.33 (10) |84.85(13,2) | 83.33 (24) | 82.58 (19) | 88.64 (27) (127,?3?,?;9)
S04 90.91 (12) | 95.91(6) |90.15(6,18) | 88.64 (5,31) | 89.85(18) | 87.12 (10) | 90.91(9)
S05 85.61 (1) | 87.58 (24) | 83.94(1) 85.3 (6) 87.88 (18) | 81.97 (6) | 86.06 (26)
S06 95.45(8) [90.15(3,18) | 89.39 (10) | 87.88(26) |87.88(1,28)| 92.42(8) | 93.18 (32)
S07 89.09 (2) | 87.12(24) | 92.42 (11) | 90.15(12) | 90.15(13) |85.61 (2,16) | 90.91 (16)
S08 90.91(7) | 85.61(11) | 86.36(18) | 81.06(3) | 86.36(32) | 84.09 (32) | 83.33(25)
S09 88.64 (5,7) | 85.61(1) | 85.61(24) | 87.12(1) 82.58 (7) | 90.91(13) | 81.82(22)
S10 87.88(9) | 82.58(32) | 88.64 (10) |83.33(8,18) | 86.36 (22) | 89.39(10) | 90.91 (19)
S11 89,88 (10) | 87.28 (32) 85 (14) 85.3(24) | 83.79(10) | 86.52(26) | 87.12(2)
S12 87.12(28) | 87.88(6) | 90.15(32) | 88.64(23) | 90.15(12) | 84.85(11) | 88.64 (29)
93.64 90.91
S13 93.18 (1) |85.61(8,29) (13,19) (11,14,31) 88.64 (19) | 93.18 (29) | 86.36 (17)
S14 84.09 (13) | 88.64 (12) | 84.85(22) | 88.64 (29) |87.88(26,2) | 84.09 (11) | 89.39(3)
S15 87.88 (16) | 88.64 (11) | 93.18 (11) | 87.88(22) | 87.12(5) 86.36 (5) | 84.09 (30)
S16 88.64 (5) |[87.12(3,17)| 90.91 (20) | 94.69 (11) | 91.82(27) | 90.61 (22) |87.58 (2,27)
ORT4SS | 88.57+3.20 | 87.17+3.17 | 88.40+3.28 | 87.63+£3.55 | 87.2242.78 | 87.56+3.27 | 87.29+4.13

Tablo 3.3’te sadece EEG sinyallerinden elde edilen sinyal goriintiilerinin VAL

boyutundaki

simiflandirma  dogruluklari

verilmektedir.

Tim

denekler

icin farkli

yaklagimlarla elde edilen en basarili siniflandirma dogruluklar: sirasiyla su sekildedir: SO1
icin Yaklasim-1 ile %90.91, S02 i¢in Yaklasim-4 ile %91.52, S03 i¢in Yaklasim-6 ile
%88.64, S04 icin Yaklasim-2 ile %95.91, S05 i¢in Yaklasim-5 ile %87.88, S06 i¢in
Yaklasim-1 ile %95.45, S07 i¢in Yaklasim-3 ile %92.42, S08 i¢in Yaklasim-1 ile %90.91;
S09 i¢in Yaklasim-6 ile %90.91, S10 i¢in Yaklasim-7 ile %90.91, S11 i¢in Yaklasim-1 ile
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%89.88, S12 i¢in Yaklasim-3 ve Yaklasim-5 ile %90.15, S13 i¢in Yaklasim-3 ile %90.64,
S14 i¢in Yaklasim-7 ile %89.39, S15 igin Yaklasim-3 ile %93.18 ve S16 i¢in Yaklasim-4 ile
%94.69. Uygulanan yedi ag1-genlik doniistimii i¢in VAL boyutunda 16 denek boyunca DVM
ile elde edilen ortalama dogruluk ve standart sapmalar Yaklasim-1 i¢in %88.57+3.20,
Yaklasim-2 i¢in  %87.17£3.17, Yaklasim-3 icin %88.40+3.28, Yaklasim-4 igin
%87.6343.55, Yaklasim-5 i¢in %87.22+2.78, Yaklasim-6 i¢in %87.56+3.27 ve Yaklagim-7
icin %87.29+4.13 olarak hesaplanmistir. Tiim denekler boyunca yedi yaklasim arasinda
hesaplanan ortalama smiflandirma dogruluklar1 Yaklasim-1’de en yiiksek degerleri

Yaklagim-2’de ise en diisiik degerleri gostermistir.

Tablo 3.4. Sadece EEG sinyallerinden elde edilen sinyal goriintiilerinin ARO boyutundaki
siniflandirilma sonuglari

Denek | Yaklasim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklasim-5 | Yaklasim-6 | Yaklasim-7
S01 85.61 (19) | 89.09 (17) | 86.36 (8) 90.61 (1) | 84.85(17) | 87.12 (22) 87.27 (1)
S02 90.15 (25) | 83.33(30) | 95.15(14) | 92.42(28) | 90.61 (14) | 81.97 (2) 83.79 (28)

90.91 90.91

(18,19,29,32) 9545 (24) | 90.15(8) (6,18,24,30)

S04 90.91 (16) | 89.09 (6) | 89.39 (6,31) (89.39 (24,30)| 88.79 (16) | 97.73(4) | 93.18(6,31)

S05 84.09 (3) 87.88 (5) | 93.18 (17) 87.88 (7) 90.15 (3) | 92.42 (1) 84.85 (8)

S06 83.33(27) | 87.88(16) | 82.73(19) | 80.76 (20) | 84.85(21) | 81.82 (19) 79.55 (27)

S07 84.09 (30) | 84.09 (27) | 87.27 (3) 87.88 (2) | 85.76 (10) | 87.58 (11) 85.3 (5)

S08 85.3(10) | 82.73(27) | 89.85(3) 87.88 (21) | 90.61(3) | 83.33(28) 83.03 (8)

S09 88.03 (17) | 90.15(31) | 85.61(29) | 90.91 (20) | 85.61(28) | 85.3(28) 87.12 (6)

S10 84.85 (13) | 84.85(20) | 88.64 (31) 82.58 (8) 84.09 (8) | 90.15 (14) 83.33 (25)

S11 88.79 (5) 85.3 (16) 83.18 (9) 84.82 (17) | 86.85(20) | 90.61 (24) 87.88 (2)

93.17
S12 | 4 50.12.18) 95.45(5) | 97.73(2) |95.45(17,22)| 95.45 (23) |93.18 (6,17)| 93.18 (15,18)

S13 [93.18 (4,32)| 93.18 (27) | 90.18 (19) | 93.18(30) | 93.64 (2) | 93.18(32) | 93.64 (23,32)
S14 [89.39 (4,32)| 94.69 (14) | 83.79 (12) | 88.33(6) | 90.15(3) | 84.24(22) | 90.3(23)

S15 | 88.64(5) | 84.09 (21) | 84.85(20) | 84.85(17) | 87.88 (31) | 89.39 (12) |82.58 (6,26,30)
S16 | 95.45(5) [86.36 (3,19)| 85.61(20) | 92.42(2) | 87.12(20) | 85.61(9) | 87.88 (4,17)
ORT=SS| 88.89+4.10 | 88.15+4.31 | 88.54+4.46 | 88.95+4.44 | 88.78+3.21 | 88.49+4.70 | 87.10+4.39

S03 | 95.45(20) | 93.18 (18) 90.91 (11)

Tablo 3.4’te sadece EEG sinyallerinden elde edilen sinyal goriintiilerinin ARO
boyutundaki smiflandirilma dogruluklar1 verilmektedir. Tiim deneklere yaklagimlarin ayri

ayr1 uygulanmasi sonucu elde edilen en basarili dogruluk degerleri su sekildedir: SO1 igin
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Yaklasim-4 ile %90.61, S02 i¢in Yaklasim-3 ile %95.15, S03 igin Yaklasim-1 ve Yaklagim-
4 ile %95.45, S04 i¢in Yaklasim-6 ile %97.73, S05 i¢in Yaklasim-3 ile %93.18, S06 igin
Yaklasim-2 ile %87.88, SO7 i¢in Yaklasim-4 ile %87.88, S08 i¢in Yaklasim-5 ile %90.61;
S09 i¢in Yaklasim-4 ile %90.91, S10 i¢in Yaklasim-6 ile %90.15, S11 i¢in Yaklasim-6 ile
%90.61, S12 i¢in Yaklasim-3 ile %97.73, S13 i¢in Yaklasim-5 ve Yaklasim-7 ile %93.64,
S14 i¢in Yaklasim-2 ile %94.64, S15 igin Yaklasim-6 ile %89.39 ve S16 i¢in Yaklasim-1 ile
%95.45. Uygulanan 7 agi-genlik doniisiimii i¢in ARO boyutunda 16 denek boyunca DVM
ile hesaplanan ortalama dogruluk ve standart sapmalar Yaklasim-1 i¢in %88.89+4.10,
Yaklasim-2 i¢in  %88.15+4.31, Yaklasim-3 icin %88.54+4.46, Yaklasim-4 ig¢in
%88.954+4.44, Yaklasim-5 i¢in %88.78+3.21, Yaklasim-6 i¢in %88.49+4.70 ve Yaklagim-7
icin %87.10+4.39 olarak hesaplanmistir. Tiim denekler boyunca yedi yaklasim arasinda
hesaplanan ortalama siniflandirma dogruluklar1 Yaklasim-4 ile en yiiksek degerde olurken
Yaklasim-7°de en diisiik degerde olmaktadir.

Sonuglar incelendiginde Onerilen yaklasimlar sayesinde tek kanaldan edinilen
sinyallerin de duygu tanima isleminde kullanilabilecegi goriilmektedir. Buna ek olarak
uygulanan doniisiim yaklasimlar1 sayesinde sinyal tabanli duygu tanima calismalarinda

tercih edilmeyen 6znitelik ¢ikarma yontemlerinin de kullanilabilirligi saglanmstir.

3.1.2.2. EOG Sinyallerine SGD Uygulanmasiyla Elde Edilen AGG’ler icin
Deneysel Sonuglar ve Analizler

Tez ¢alismasinin bu kisminda EEG sinyallerine oldugu gibi EOG sinyallerine de sinyal
gorilintli doniisiimii uygulanmis ve doniisiim sonrasinda elde edilen sinyal goriintiileri
siniflandirilmigtir. Bu islemin amaci ¢ok modlu yaklasimin duygu tanima ¢aligmalarina olan
katkisini tam anlamiyla ortaya koymaktir. EOG sinyallerine sinyal goriintii doniisiimii
uygulanmasi sonucu ortaya c¢ikan sinyal goriintiilerinin VAL ve ARO boyutlarinda
smiflandirilmasindan elde edilen dogruluklar sirasiyla Tablo 3.5 ve Tablo 3.6°da ki gibidir.
Tablolarda hesaplanan dogruluk degerlerinin yaninda parantez iginde veriler degerler EOG
sensOr elektrot konumlarina karsilik gelen degerleri belirtmektedir. Sirasiyla 33 degeri
EXG1 (sol goziin sol tarafi), 34 EXG2 (sag goziin sag tarafi), 35 EXG3 (sag goziin iistii) ve

36 ise EXG4 (sag goziin alt1) sensor elektrot konumuna denk gelmektedir.
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Her bir denek i¢in EOG sinyallerinden elde edilen sinyal goriintiilerine yaklagimlarin
uygulanmasiyla VAL igin elde edilen en basarili dogruluklar su sekildedir: SO1 igin
Yaklasim-4 ile %83.83, S02 i¢in Yaklasim-7 ile %91.36, S03 i¢in Yaklasim-1 ve Yaklasim
7 ile %85.61, S04 i¢in Yaklasim-4 ile %87.58, S05 i¢in Yaklasim-3 ile %85.61, S06 igin
Yaklasim-4 ile %90.91, S07 i¢in Yaklasim-5 ile %90.15, S08 igin Yaklasim-7 ile %91.67;
S09 i¢in Yaklasim-1 ile %87.88, S10 i¢in Yaklasim-5 ile %80.3, S11 i¢in Yaklasim-7 ile
%86.52, S12 i¢in Yaklasim-1 ile %85, S13 i¢in Yaklasim-2 ile %84.85, S14 i¢in Yaklagim-
1 ile %83.33, S15 i¢in Yaklasim-2 ile %93.94 ve S16 i¢in Yaklasim-4 ile %82.73.
Uygulanan tiim ag¢i-genlik doniistimleri igin VAL boyutunda 16 denek boyunca DVM ile
hesaplanan ortalama dogruluk ve standart sapma degerleri Yaklasim-1 i¢in %81.93+3.98,
Yaklasim-2 %82.07+£5.06, Yaklasim-3 %80.17+£5.45, Yaklasim-4
%82.27+4.28, Yaklasim-5 icin %81.45+3.72, Yaklasim-6 i¢in %79.77+3.36 ve Yaklasim-7

i¢in i¢in i¢in
icin %83.24+4.73 seklindedir. Denekler boyunca yedi yaklasim arasinda ortalama dogruluk
Yaklasim-7 ile en yiiksek degeri elde ederken Yaklasim-6 ile en diistigii elde etmistir.

Tablo 3.5. Sadece EOG sinyallerinden elde edilen sinyal goriintiilerinin VAL boyutundaki
siniflandirma sonuglari

Denek | Yaklasim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklasim-5 | Yaklasim-6 | Yaklasim-7
S01 80 (33) 74.24 (33) | 70.45(34) | 83.83(33) 80.3 (34) 75 (36) 77.27 (34)
S02 83.18 (35) | 84.55(36) | 83.33(35) | 85.76 (36) | 76.21(34) 78.64 (35) | 91.36 (34)
S03 85.61 (35) | 84.85(35) 80.3 (34) 81.06 (35) | 80.03 (36) 77.27 (35) | 85.61 (36)
S04 83.03 (34) | 86.52 (34) | 86.52(34) | 87.58 (34) | 84.09(33) 81.52 (34) | 83.33(34)
S05 80.3(36) | 79.24 (34) | 85.61(34) | 81.52(35) | 81.21(34) 84.85 (36) | 80.45(34)
S06 90.15 (36) | 85.61(35) | 87.88(34) | 90.91 (35) | 87.88(34) 87.12 (34) | 89.39 (33)
S07 80 (33) 84.85(36) | 78.03(33) | 81.52(36) | 90.15 (36) 77.42 (33) | 84.85 (36)
S08 83.33 (35) | 82.58 (36) 75 (35) 81.82 (33) | 78.79 (33) 82.58 (35) | 91.67 (33)
S09 87.88 (34) |180.3(34,35)| 79.55(33) | 85.61(33) | 85.61(35) 82.58 (35) | 81.82(35)
S10 80 (33) 78.79 (36) | 78.79 (34) | 79.55(33) 80.3 (36) 76.52 (36) | 79.55 (36)
S11 76.97 (34) | 81.21(33) | 78.94(34) | 83.03(36) | 82.58 (35) 78.18 (36) | 86.52 (36)
S12 85 (33) 81.06 (35) | 79.55(33) | 74.24(35) | 79.55(35) 81.82 (36) | 78.03 (33)
S13 78.79 (34) | 84.85(36) | 84.09(34) | 77.27(33) | 79.55(36) |78.79 (33,34)| 80.3(35)
S14 83.33 (36) | 74.24 (36) |71.21(34,35)| 75.76 (33) |79.55(33,36)| 79.55(34) | 76.52(34)
S15 77.27 (35) | 93.94 (34) | 87.88(34) | 84.09 (33) |78.79 (33,34) | 75.76 (34,35) | 83.33 (36)
S16 76 (33) 76.21(36) | 75.61(34) | 82.73(35) | 78.64 (35) 78.79 (35) | 81.82(34)

ORT+SS| 81.93+3.98 | 82.0745.06 | 80.17+£5.45 | 82.27+4.28 | 81.45+£3.72 | 79.77+3.36 | 83.24+4.73
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Tablo 3.6. Sadece EOG sinyallerinden elde edilen sinyal goriintiilerinin ARO boyutundaki
siniflandirma sonuglari

Denek | Yaklagim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklagim-5 | Yaklasim-6 | Yaklagim-7
S01 76 (33) 80 (36) 89.85 (36) | 79.55(33) | 81.82(36) | 85.3(34) | 79.69 (36)
S02 82.58 (35) (;jgg) 73.64 (36) | 74.09 (33) | 76.97 (34) | 72.73(36) | 77.73(33)
S03 86 (33) 90.91 (36) | 86.36 (36) 88.64 88.64 (33) | 88.64 (33) | 93.18 (34)

' ' (33,34,35) ' ' '
S04 86 (33) 86.36 (34) | 82.27 (33) | 83.79 (34) | 82.73(34) | 82.27 (35) | 85.76 (34)
S05 85.61 (36) (231232) 72.73(36) | 86.36 (34) | 72.73(34) | 81.06(33) | 68.94 (35)
S06 80 (33) 81.52 (34) | 79.55(35) | 79.24 (33) | 78.03(35) | 73.64(35) | 81.82(34)
S07 78.94 (36) | 81.52(34) | 81.82(35) | 81.52(34) | 84.09(35) | 83.18(33) | 82.73(33)
S08 72.73 (36) | 82.58(35) | 75.76 (36) | 78.03(33) | 74.69(33) | 74.24(33) | 79.69 (35)
S09 75.0(33) | 75.15(33) | 67.58(35) | 74.39(35) | 81.21(34) | 77.73(35) | 82.27 (34)
S10 72.73 (36) | 81.06 (35) 75 (34) 83.33(35) | 75.76 (35) | 80.3(35) (gzgg)
S11 76 (33) 83.48 (34) | 77.42(35) 85 (34) 77.73(36) | 79.55(34) | 78.64 (36)
86.36 86.36 88.64
12 91 .64 91 .64
S 90.91 (36) | 88.64 (35) (33,35.36) | (33.34,35) 90.91 (35) | 88.64 (33) (33,35.36)
S13 93.64 (34) | 95.91(34) | 90.91 (35) | 93.18 (35) (2222) 95.45 (35) | 90.91 (35)
S14 81.21 (35) 80 (34) 85.3(35) | 80.76 (35) | 77.78(34) | 84.24(33) | 75.3(33)
S15 78.79 (33) | 75.76 (34) | 72.73(33) | 86.36 (33) | 74.24(36) | 87.12(36) | 83.33(36)
S16 89.39 (36) | 86.36 (36) | 84.09 (33) | 82.58 (36) | 88.64 (35) | 85.61(36) | 88.64 (36)
ORT4SS | 81.594+6.48 | 82.43+6.07 | 80.09+6.83 | 82.69+5.06 | 80.94+5.89 | 82.48+6.14 | 82.21+6.22

Deneklerin EOG sinyallerine ait sinyal goriintiilerine yaklagimlarin ayr1 ayr
uygulanmasi sonucu ARO ig¢in elde edilen en basarili dogruluk degerleri su sekildedir: SO1
icin Yaklasim-3 ile %89.85, S02 i¢in Yaklasim-1 ile %82.58, S03 i¢in Yaklasim-7 ile
%93.18, S04 i¢in Yaklasim-2 ile %86.36, SO05 i¢in Yaklasim-4 ile %86.36, S06 igin
Yaklasim-7 ile %81.82, S07 i¢in Yaklasim-5 ile %84.09, S08 i¢in Yaklasim-2 ile %82.58;
S09 i¢in Yaklasim-7 ile %82.27, S10 i¢in Yaklasim-4 ile %83.33, S11 i¢in Yaklasim-4 ile
%85, S12 igin Yaklasim-1 ve Yaklasim-5 ile %90.91, S13 i¢in Yaklasim-2 ile %95.91, S14
icin Yaklasim-3 ile %85.3, S15 i¢in Yaklasim-6 ile %87.12 ve S16 i¢in Yaklasim-1 ile
%89.39. Uygulanan agi-genlik doniisiimii yaklagimlarimin ARO boyutunda 16 denek

boyunca DVM ile hesaplanan ortalama dogruluk ve standart sapmalar1 Yaklagim-1 icin



85

%81.59+6.48, Yaklasim-2 icin %82.43+6.07, Yaklasim-3 i¢in %80.09+6.83, Yaklasim-4
icin %82.69+£5.06, Yaklasim-5 i¢in %80.94+5.89, Yaklasim-6 i¢in %82.48+6.14 ve
Yaklagim-7 i¢in %82.21+6.22 seklindedir. Tiim denekler boyunca yedi yaklagim arasinda
hesaplanan ortalama smiflandirma dogruluklar1 Yaklasim-4 ile en yiiksek sekilde

gozlenirken Yaklasim-3 ile en diisiik seviyede gozlenmistir.

3.1.2.3. EEG ve EOG Sinyallerinden Elde Edilen AGG’lere OSB-1 ve OSB-2
Uygulanmasiyla Elde Edilen Deneysel Sonuglar ve Analizler

Tez g¢aligmasinin esas amaci ¢ok modlu yaklagimlarin duygu tanimaya katkisin
incelemektir. Bu amagla Boliim 2.1.5.1°de énerilen OSB-1’in uygulanmasiyla elde edilen
smiflandirma dogruluklart VAL boyutu igin Tablo 3.7°de verilirken ARO boyutu i¢in ise
Tablo 3.8’de verilmistir. Benzer sekilde Béliim 2.1.5.2°de énerilen OSB-2’nin uygulanmasi
sonucu elde edilen siniflandirma dogruluklar1 VAL boyutu i¢in Tablo 3.9°da verilirken ARO
boyutu i¢in Tablo 3.10°da verilmistir. Sonuglar DEAP veri setinin ilk 16 denegine aittir ve
ylizde olarak sunulmustur. Dogruluklarin yaninda sonucun alindigi kanal numaralari
parantez i¢inde verilmistir. Degerlerden ilki EEG sinyal goriintiisiiniin elde edildigi kanal
numarasini ikincisi ise EOG sinyal goriintiisiiniin elde edildigi kanal numarasin
gostermektedir. Ayni dogruluk degerlerinin farkli kanal birlesimlerinden elde edildigi
durumlarda kanal bilgileri farkli parantezler i¢inde verilmistir. Ornegin Tablo 3.7°de
goriildiigi gibi S05 i¢in elde edilen %90.91°lik dogruluk degeri Yaklagim-3’iin uygulanmasi
sonucu olusan sinyal goriintiilerinin 6znitelik seviyesinde birlestirilmesiyle hesaplanmaistir.
Parantez i¢in verilen (18-36) degerlerinin anlami su sekildedir: %90.91 dogruluk degeri 18.
kanaldan elde edilen EEG sinyal goriintiisii ile 36. kanaldan elde edilen EOG sinyal
goriintiisiiniin 6znitelik seviyesinde birlestirilmesinden elde edilmistir. Benzer sekilde Tablo
3.8’de S16 i¢in kaydedilen %93.18 dogruluk degeri Yaklagim-2’nin uygulanmasiyla olugan
sinyal goriintiilerinin 6znitelik seviyesinde birlestirilmesiyle elde edilmistir. Parantez i¢inde
gosterilen (27-34) ve (32-34) numara c¢iftlerinin anlami su sekildedir: %93.18 dogruluk
degeri 24. kanaldan elde edilen EEG sinyal goriintiisii ile 34. kanaldan elde edilen EOG
sinyal goriintiisiiniin 6znitelik seviyesinde birlestirilmesinden elde edildigini gdstermekle
birlikte, %93.18’lik dogrulugun aymi zamanda 32. kanaldan elde edilen EEG sinyal

goriintlisti 1le 34. kanaldan elde edilen EOG sinyal goriintiisiiniin 6znitelik seviyesinde
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birlestirilmesinden de elde edildigini gostermektedir. Yine benzer sekilde Tablo 3.17°de S02
icin kaydedilen %88.33 dogruluk degeri Yaklasim-1’nin uygulanmasiyla olusan sinyal
goriintiilerinin  6znitelik seviyesinde birlestirilmesiyle elde edilmistir. Parantez icinde
gosterilen (16,19-33) numara giftlerinin anlami su sekildedir: %88.33 dogruluk degeri hem
16. kanaldan elde edilen EEG sinyal goriintiisii ile 33. kanaldan elde edilen EOG sinyal
goriintlislinlin 6znitelik seviyesinde birlestirilmesinden hem de 19. kanaldan elde edilen
EEG sinyal goriintiisii ile 33. kanaldan elde edilen EOG sinyal goriintiisiiniin 6znitelik
seviyesinde birlestirilmesinden ayni sonucun elde edildigini gostermektedir.

OSB-1 yaklasmmi ile VAL boyutunda elde edilen siniflandirma dogruluklar1 Tablo
3.7°de verilmektedir. Yaklasimlarin her bir denege ayr1 ayr1 uygulanmasi sonucu elde edilen
en basarili siniflandirma dogruluklar: su sekildedir: SO1 i¢in Yaklasim-1 ve Yaklagim-3 ile
%90.15, S02 i¢in Yaklasim-2 ve Yaklasim-7 ile %90.91, S03 i¢in Yaklasim-2 ile %90.91,
S04 i¢in Yaklasim-4 ile %95.15, S05 i¢in Yaklasim-3 ile %90.91, S06 i¢in Yaklasim-1 ile
%97.73, S07 i¢in Yaklasim-5 ile %93.18, S08 i¢in Yaklagim-2 ile %91.67; S09 igin
Yaklasim-1 ile %90.91, S10 i¢in Yaklasim-7 ile %95.45, S11 i¢in Yaklasim-4 ile %91.06,
S12 i¢in Yaklasim-6 ile %94.69, S13 i¢in Yaklasim-2 ile %92.42, S14 i¢in Yaklasim-1 ile
%90.91, S15 i¢in Yaklasim-2 ile %91.67 ve S16 igin Yaklagim-2 ile %93.64. Farkli a¢i-
genlik doniisimii yaklasimlarinin 16 denek boyunca VAL boyutunda DVM ile elde ettigi
ortalama dogruluk ve standart sapmalar Yaklagim-1 i¢in %90.31+2.43, Yaklasim-2 i¢in
%90.12+1.91, Yaklasim-3 i¢in %89.69+2.33, Yaklasim-4 i¢in %89.35+3.07, Yaklasim-5
icin %90.03+£2.35, Yaklasim-6 icin %89.36+2.63 ve Yaklasim-7 icin %89.69+2.94
seklindedir. Tim denekler boyunca yedi yaklasim arasinda hesaplanan ortalama
siniflandirma dogruluklart Yaklagim-1 ile en yiiksek degerde elde edilirken Yaklasim-4 ile
en diisiik seviyede gozlenmistir.

VAL boyutunda OSB-1 yaklasimi ile denekler boyunca gdzlenen ortalama dogruluk
kazanclar1 Yaklasim-1 i¢in %1.74 artisla %90.31, Yaklasim-2 icin %2.95 artisla %90.12,
Yaklasim-3 i¢in %1.28 artisla %89.69, Yaklasim-4 i¢in %1.72 artisla %89.35, Yaklasim-5
i¢in %2.81 artisla %90.03, Yaklasim-6 i¢in %1.79 artigla %89.36 ve Yaklasim-7 i¢in %2.40
artisla %89.69 seklindedir.
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Tablo 3.7. OSB-1 yaklasiminin uygulanmasi sonucunda elde edilen VAL boyutundaki
siniflandirma sonuglari

Denek | Yaklasim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklasim-5 | Yaklasim-6 | Yaklasim-7
s01 90,15 88,64 90,15 84,09 87,88 89,39 88,64
(12-34) (12-36) (17-36) (12-33) (23-34) (21-33) (15-35)
502 88,33 90,91 89,39 90,15 86,52 90,3 90,91
(16,19-36) (31-36) (6-35) (4-34) (29-36) (8-35) (30-35)
s | 8788 90,91 87,88 (21123) (%fég) 87,12 89,39
(31-36) (31-36) (25-36) (6,10-33) (3-33) (18-34) (6-36)
S04 92,42 90,61 93,18 95,15 90,15 92,88 90,15
(19,20-33) (4,15-34) (16-34) (28-34) (19-36) (9-35) (7-35)
05 88,79 89,39 90,91 85 87,58 87,88 90,15
(13-36) (1,9-35) (18-36) (12-34) (12-33) (9-35) (32-34)
90,91
506 97,73 90,91 93,18 92,42 94,69 92,42 (23-33) (16-
(17-36) (2,26,31-35) (6-33) (18-36) (28-33) (8-34) 34) (19,24-
36)
07 90,15 89,85 92,12 91,82 93,18 87,58 92,42
(24-35) (12-35) (8-36) (27-35) (18-35) (13-36) (19-35)
08 90,15 91,67 90,91 88,64 87,12 88,64 84,85
(17-34) (16-33) (29-35) (16-34) (7-35) (5-35) (26-33)
509 90,91 87,12 (18-34) 86,36 87,88 90,15 87,88 89,39
(6-35) (18-36) (19-35) (9-36) (28-33) (19-33) (18-36)
510 86,36 90,91 86,36 91,67 90,91 87,12 95,45
(17-34) (22-34) (3-34) (21-34) (5-33) (7-36) (23-33)
s11 90,91 87,58 90,61 91,06 89,85 83,79 88,33
(10-35) (10-35) (14-36) (4-33) (25-33) (21-35) (1,5-36)
s12 90,15 88,64 87,88 90,15 90,91 94,69 92,42
(25-33) (6-34) (18-35) (8,16-33) (5-35) (1-36) (2-34)
513 90,15 92,42 87,88 88,64 90,91 89,39 83,33
(28-34) (1-34) (8-33) (22-36) (17-36) (5-33) (4-34)
s14 90,91 87,12 87,12 84,85 88,64 89,39 88,64
(8-33) (10-33) (3-35) (11-33) (14-33) (5-33) (1-36)
s15 90,15 91,67 88,64 87,88 90,91 90,15 87,88
(2-34) (32-34) (5-36) (14,32-34) (5-36) (30-35) (8-35)
s16 89,85 93,64 92,42 92,27 93,18 91,06 92,27
(3-36) (12-36) (2-33) (9-35) (31-35) (29-36) (17-35)
ORT+SS| 90.31+2.43 | 90.12+1.91 | 89.69+2.33 | 89.35+3.07 | 90.03+2.35 | 89.36+2.63 | 89.69+2.94

Tablo 3.8’de OSB-1 yaklasiminin ARO boyutunda uygulanmasi sonucu elde edilen
dogruluk degerleri verilmektedir. Her bir denege yaklasimlarin ayri ayr1 uygulanmasi
sonucu elde edilen en basarili siniflandirma dogruluklari su sekildedir: SO1 igin Yaklagim-7
ile %92.42, S02 i¢in Yaklasim-1 ile %89.58, S03 i¢in Yaklasim-3 ile %97.73, S04 i¢in
Yaklasim-4 ile %98.18, S05 i¢in Yaklasim-7 ile %92.42, S06 i¢in Yaklagim-5 ile %94.69,
S07 igin Yaklasim-3 ile 9%95.15, S08 i¢in Yaklasim-5 ile %91.3; S09 i¢in Yaklasim-6 ile



88

%93.18, S10 i¢in Yaklasim-4 ile %90.91, S11 i¢in Yaklasim-3 ile %91.67, S12 igin
Yaklasim-5 ile %97.73, S13 igin Yaklasim-1 ve Yaklasim-6 ile %97.73, S14 i¢in Yaklagim-
2 ile %92.42, S15 i¢in Yaklasim-7 ile %90.15 ve S16 i¢in Yaklasim-7 ile %93.94. Her bir
ac1-genlik doniisiimii yaklagiminin 16 denek boyunca ARO boyutunda DVM ile hesaplanan
ortalama dogruluk ve standart sapmalar1 Yaklagim-1 i¢in %90.46+3.69, Yaklasim-2 i¢in
%91.0543.07, Yaklagim-3 i¢in %90.45+4.58, Yaklasim-4 i¢in %90.15+4.04, Yaklasim-5
icin %90.19+4.06, Yaklasim-6 icin %90.96+3.43 ve Yaklasim-7 i¢in %91.53+2.14
seklindedir. Tim denekler boyunca yedi yaklasim arasinda hesaplanan ortalama
smiflandirma dogruluklar1 Yaklasim-7 ile en iist seviyede gozlenirken Yaklasim-4 ile en
diisiik seviyede gozlenmistir.

ARO boyutunda OSB-1 yaklasimi ile denekler boyunca gozlenen ortalama dogruluk
kazanclar1 Yaklasim-1 i¢in %1.47 artisla %90.46, Yaklasim-2 i¢in %2.89 artisla %91.05,
Yaklasim-3 i¢in %1.91 artisla %90.45, Yaklasim-4 i¢in %1.20 artisla %90.15, Yaklasim-5
i¢in %1.41 artisla %90.19, Yaklasim-6 icin %2.46 artisla %90.96 ve Yaklasim-7 i¢in %4.42
artisla %91.53 olarak elde edilmistir.

Tablo 3.9’da OSB-2 yaklasiminin VAL boyutunda uygulanmasi sonucu elde edilen
simiflandirma dogruluklar1 verilmektedir. Her bir denege yaklasimlarin ayr1 ayri
uygulanmasi sonucu elde edilen en basarili siniflandirma dogruluklari su sekildedir: SO1 i¢in
Yaklasim-6 ile %88.64, S02 i¢in Yaklasim-2 ile %90.15, S03 i¢in Yaklasim-4 ile %90.15,
S04 i¢in Yaklasim-6 ile %92.27, S05 i¢in Yaklasim-2 ile %90.61, S06 i¢in Yaklasim-1 ile
%92.42, S07 i¢in Yaklasim-7 ile %90.61, S08 i¢in Yaklagim-2, Yaklasim-4, Yaklasim-6 ve
Yaklasim-7 ile %86.36; S09 i¢in Yaklasim-1 ile %89.39, S10 i¢in Yaklasim-1 ve Yaklagim-
4 ile %90.15, S11 igin Yaklasim-7 ile %89.85, S12 i¢in Yaklasim-4 ile %92.42, S13 igin
Yaklasim-5 ile %90.15, S14 igin Yaklasim-1 ile %92.42, S15 i¢in Yaklasim-4 ile %92.42
ve S16 igin Yaklasim-3 ile %91.36. Her bir agi-genlik doniisiimii yaklasiminin 16 denek
boyunca VAL boyutunda 16 DVM ile hesaplanan ortalama dogruluk ve standart sapma
degerleri Yaklasim-1 i¢in %87.76+3.24, Yaklasim-2 i¢in %87.57+2.34, Yaklasim-3 i¢in
%85.88+3.32, Yaklasim-4 i¢in %88.59+2.87, Yaklasim-5 i¢in %86.81+3.08, Yaklasim-6
icin %86.77+2.34 ve Yaklasim-7 i¢in %87.28+2.53 olarak gozlenmistir. Tiim denekler
boyunca yedi yaklasim arasinda hesaplanan ortalama siniflandirma dogruluklar1 Yaklagim-

4 ile en yiiksek degerde gozlenirken Yaklasim-3 ile en diisiik olarak gozlenmistir.
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Tablo 3.8. OSB-1 yaklasimmin uygulanmasi sonucunda elde edilen ARO boyutundaki
siniflandirilma sonuglari

Denek | Yaklasim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklasim-5 | Yaklagim-6 | Yaklasim-7
90,01 8333 83.94 89,09 89 55 92.42

SO1 | 87,58(4-36) | )5'35) (8-36) (8-33) (3-33) (2234) (4-33)
sop 89 58 87.12 85 61 83,03 8712 853 8833
(18-35) | (1236) | (24.35) | (28:36) | (23.35) | (21-34) | (18-33)

93,18 94,69 97.73 93,18 93.18 95.45 93,18

S03 (2-33) (22.30) Gy |@®es| ol | de | aesd
(27-37) 34) (21-36) (11,19-34)

S04 9636 94,69 95 61 9318 94,69 94,69 93.64
(16-33) | (7.11-33) | (10-33) | (9.12-34) | (18-36) (5-34) | (10,19-33)

<05 87.12 89 39 9001 88,64 83 64 9091 92.42
(30-36) (1-33) (2-36) (25-34) | (32-35) (5-33) (5-35)

. 83 64 91.36 87.88 90.15 94,60 90,61 90,61
(19-36) | (29-34) (9-35) (12-35) (1-35) (29-36) (8-34)

o7 90,61 8879 9515 92.88 90.15 90,61 89 85
(8-35) (14-34) | (26:36) | (2335) | (22:3%) | (11:33) | (13,15-33)

sos | %638 | Gram | 091 87,54 013 8864 | 91,06
(139) | (a0 (5-36) (1438) | (19-35) | (28-33) (8-33)

<08 90,61 91,06 83.94 89.39 (33133) 93.18 88,64
(8-34) (@833) | (13 | @39 | Geod | @83) (9-35)

s10 %53?51) 88,64 85,61 90,01 85,61 87,12 90,15
o) (5-35) (20-34) (3-35) (19-36) | (25.32-35) | (10.35)

o1t 8303 9015 91,67 85.76 87.88 89 24 89,09
(4-33) (14-38) | (1a.34) (8-34) 20-33) | (2a38) | (16:3)

93.18
s1o 95.45 (2_3%5)"?95_35) (293'_4355) (18.22-33) | 97,73 95.45 95.01
w033 | F 5 ae) | (111216 | (3035) |(7-34) (335)| (28.30-33)
: 19-34) (5-35)

9545 93.18

s13 9773 95.45 9545 |(11,1417-34)| 93,64 97.73 (24-34)
(12:35) | (223-38) | (12:34) |45.141530] (1-36) (18-35) | (13-35)

35) (13.24-36)

s14 8788 92.42 86.36 91.36 90.15 83.03 91.82
(1-36) (14-35) | (23:33) (6-33) (9-36) (12:36) | (22:35)

a5 89.39 (fgf,é) 84,09 87.88 81,06 88,64 (Sl’gég)
(5-34) a0 (7-34) (29-35) (7-36) (12:36) | ({35000

g | 9318 (gféi) 92,42 90,01 (ggéi) 90,15 93,94
(7-33) oo (8-33) @-3%) | Gos | 22939 | (2039)

ORT=SS | 90.46£3.69 | 91.0543.07 | 90.4544.58 | 90.15+4.04 | 90.19+4.06 | 90.96+3.43 | 91.53+2.14

VAL boyutunda OSB-2 yaklagimi ile denekler boyunca gdzlenen ortalama dogruluk
degisimleri Yaklagim-1 i¢in %0.82 diisiisle %87.76, Yaklasim-2 i¢in %0.39 artisla %87.57,
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Yaklasim-3 i¢in %2.52 diistisle %85.88, Yaklasim-4 i¢in %0.97 artisla %88.59, Yaklasim-5
icin %0.41 distisle %86.81, Yaklasim-6 i¢in %0.78 diisiisle %86.77, Yaklasim-7 igin %0.01
diistisle %87.28 olarak gbzlenmistir.

Tablo 3.9. OSB-2 yaklasiminin uygulanmasi sonucunda elde edilen VAL boyutundaki
siniflandirilma sonuglari

Denek | Yaklasim-1 | Yaklasim-2 | Yaklasim-3 | Yaklasim-4 | Yaklasim-5 | Yaklasim-6 | Yaklasim-7
w1 | 8561 86.36 8561 87.88 87.12 88.64 85 61
(28-35) | (12-35) | (935 | (12:34) | (12:36) | (14-36) | (17-33)
s | 882 90.15 82.73 (gg;;j) 84.85 86.52 88.64
162939 | (36 | (239 | (G | @ | @3:) | (@)
s | 8788 88.64 87,88 90.15 87,12 84.85 84.85
(2234) | (@635 | (1935 | (933) | (27:36) | (27-34) | (30-33)
son | 9061 89.39 89,55 91.06 90.15 92.27 88.33
(27-34) | (234) | (32-34) | (1435) | (1834) | (10-33) | (6-33)
w5 | 8788 90.61 83.94 8152 89.39 8379 87.88
(124-36) | (24-35) | (534) | (9-36) | (12:35) | (436) | (4-35)
ws | 9242 87.83 90.91 90.15 90.91 87.88 90.15
(17-35) | (1233) | (20-33) | (22-34) | (511-33) | (5-33) |(22-33,34,35)
7 | 8864 88.64 88.33 88.79 89.85 88.79 90.61
(24-36) | (16-35) | (18-33) | (12-35) | (18-35) | (15-36) | (16-36)
s | 8333 86.36 83.33 836 | (1yasy | 8636 86.36
(112935) | (734) | (133) | (@6%) | Soorae | @) | @)
o | 8939 84.09 85.61 86.36 83.33 86.36 87.12
(67-33) | (7-36) | (1927-33) | (26-34) | (16:33) | (8-33) | (3-36)
a0 | 9015 85.61 81.06 90.15 87.88 83.33 (%83?:)
(036 | @2%) | (03) | @183 | (033 | @636) | (5o
sii | aoen | 8909 85.61 87.88 87.88 83.79 89.85
loss | 63 | (433 | (433 | @3 | @03 | (@70
s, | 8333 86.36 803 92.42 84.85 84.85 84.85
(2933) | (1435 | (32-33) | (23-34) |(7-34)(7-35)| (2:39) | (29-34)
s | 8561 84.09 (gg;gé) 87.88 90.15 87.88 84.85
(135 | @83) | gaaan | @230 | 233 | (033 | (3239
s | 9242 84.09 86.36 84.85 83.33 87.88 81.06
(28-36) | (42934) | (1-35) | (2033) | (733) | (7-34) | (7-35)
a5 | 9091 88.64 87.88 92.42 85.61 88.64 88.64
(24-34) | (10-34) | (536) | (3234) | (5:36) | (32-33) | (17-35)
s | 8803 91.06 91.36 (38;22) 86.52 86.52 89.09
(39 | (93 | @33 | {339 | G | @) | @3
ORT=SS | 87.76+3.24 | 87.57+2.34 | 85.88+3.32 | 88.50+2.87 | 86.81=3.08 | 86.77+2.34 | 87.28+2.53
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Tablo 3.10. OSB-2 yaklasiminin uygulanmasi sonucunda elde edilen ARO boyutundaki
siniflandirilma sonuglari

Denek | Yaklagim-1 | Yaklagim-2 | Yaklasim-3 | Yaklasim-4 | Yaklagim-5 | Yaklagim-6 | Yaklasim-7
S01 | 86.21 (9-33) [87.88 (18-36) (8920;26) 86.06 (1-33) [86.52 (12-33)| 85.3 (18-33) | 90.61 (1-33)
S02 | 92.42 (8-35) |83.94 (30-34)|90.15 (14-35)|83.03 (15-33)[88.33 (14-35)[87.88 (14-34)| 83.79 (1-33)

55,64 90.91 (8-33)
S03 (93,18 (20-33)97.73 (18-36)| ., .2&: 90.91 (3-35) | 90.91 (6-34) |(17,18,24-34)[90.15 (24-36)
(3,13,32-33)
(18-36)
S04 (1192'14_233) 95.15 (5-36) [94.69 (31-33)[92.42 (29-34)(93.18 (25-33)|95.15 (19-35)| 93.33 (5-35)
SO5 | 84.00 (2-35) |82.58 (24-33)|84.85 (25-36)| 90.91 (5-34) [90.15 (32-34)| 92.42 (1-35) | 81.06 (5-35)
S06  |86.52 (28-33)84.09 (20-36)| 85.3 (17-35) |86.36 (32-34)[83.33 (32-35)| 88.33 (7-34) | 86.06 (8-34)
S07 |87.88 (30-36)[87.12 (27-34)|88.03 (26-34)| 87.27 (1-36) | 84.09 (1-33) [87.88 (13-33)| 92.88 (5-33)
S08 | 82.58 (3-35) |87.88 (22-35)| 88.64 (5-36) [86.36 (14-34)[88.33 (19-35)[84.85 (15-34)83.79 (25-34)
S09 |88.33 (18-33)[89.24 (28-35)| 83.94 (7-35) |88.64 (13-34)| 84.55 (5-34) [89.39 (28-33)| 85.3 (26-33)
82.58 83.33

S10 | (1agras [P333 (223 (1o yesy (6788 (30-35)84.85 (14-35) 87.88 (7-35) [84.09 (31-34)
S11 | 85.3 (32-34) | 85.3 (2-34) |82.73 (32-34)|87.12 (17-34)[86.82 (26-36)| 87.88 (2-34) | 85 (15-34)

@ o175 | 2091 0318 (19-34)  93.18
s12 |33) (8.12-34)|(2:27:29-39) 1 g3 18 (2.35) [ (5,18-35) | (423,30, |23:18(2-33))93.18 (5-34)

(5.25,229-35) (2,5-35) | (12-35)
(81835) (G520 (17-36) | 31-35)
2.18-36) | O
95.45 o1 36
S13 (95.45(16:35) (12226, | ppsoy |95.45 (13-35)95.91 (12-35)[95.91 (24-35)93.18 (13-35)
2934y | (224-34)
S14  [89.39 (21-36)|90.91 (16-35)|86.82 (13-35)|83.33 (18-34)| 87.58 (3-33) [86.52 (15-35)| 86.52 (9-35)
S15 | 84.09 (9-35) 83.33 (21-33)|84.09 (11-34) (68177'5_’23) 87.12 (18-34)[89.39 (12-33)| 87.88 (6-36)
S16 |93,18 (21-35)\93.94 (31-33)|91.67 (20-33)[87.88 (17-33)| 90.91 (8-36) | 92.42 (1-36) |88.64 (17-36)
ORTLSS| 88.55:4.28 | 88.6744.90 | 87.9743.71 | 88.42£3.40 | 88.49:3.63 | 89.7143.32 | 87.84+3.99

Tablo 3.10°da OSB-2 yaklasimmin ARO boyutunda uygulanmas: sonucunda elde

edilen simmiflandirma dogruluklar1 verilmektedir. Her bir denege yaklasimlarin ayri ayri

uygulanmasi sonucu elde edilen en basarili siniflandirma dogruluklari su sekildedir: SO1 i¢in
Yaklasim-7 ile %90.61, S02 i¢in Yaklasim-1 ile %92.42, S03 i¢in Yaklagim-2 ile %97.73,
S04 i¢in Yaklasim-2 ve Yaklasim-6 ile %95.15, S05 i¢in Yaklasim-6 ile %92.42, S06 i¢in
Yaklasim-6 ile %88.33, S07 i¢in Yaklasim-7 ile %92.88, S08 i¢in Yaklasim-3 ile %88.64;
S09 i¢in Yaklasim-6 ile %89.39, S10 i¢in Yaklasim-4 ve Yaklasim-6 ile %87.88, S11 i¢in
Yaklasim-6 ile %87.88, S12 igin Yaklasim-1, Yaklasim-(3-7) ile %93.18, S13 igin
Yaklasim-5 ve Yaklasim-6 ile %95.91, S14 igin Yaklasim-2 ile %90.91, S15 i¢in Yaklasim-

6 ile %89.39 ve S16 i¢in Yaklagim-2 ile %93.94. Her bir agi-genlik doniisiimii yaklagiminin
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16 denek boyunca ARO boyutunda DVM ile hesaplanan ortalama dogruluk ve standart
sapmalart Yaklagim-1 igin %88.55+4.28, Yaklagim-2 igin %88.67+4.90, Yaklasim-3 i¢in
%87.97+3.71, Yaklasim-4 i¢in %88.42+3.40, Yaklasim-5 icin %88.49+3.63, Yaklasim-6
icin %89.71+£3.32 ve Yaklasim-7 i¢in %87.8443.99 seklinde gbzlenmistir. Tiim denekler
boyunca yedi yaklagim arasinda hesaplanan ortalama siiflandirma dogruluklar1 Yaklagim-
6 ile en list seviyede Yaklagim-7 ile en diisiik seviyededir.

ARO boyutunda OSB-2 yaklasimi ile denekler boyunca gozlenen ortalama dogruluk
degisimleri Yaklasim-1 i¢in %0.44 diistisle %88.55, Yaklasim-2 i¢in %0.52 artisla %88.67,
Yaklasim-3 i¢in %0.56 diistisle %87.97, Yaklasim-4 i¢in %0.53 diisiisle %88.42, Yaklasim-
51i¢in %0.29 diisiisle %89.49, Yaklasim-6 i¢in %1.21 artisla %89.71, Yaklasim-7 i¢in %0.74
artisla %87.84 seklindedir.

Yukarida listelenen tiim sonuclara iliskin olarak hazirlanan karsilagtirmali grafikler

VAL smifi i¢in Sekil 3.1°de ve ARO smifi i¢in Sekil 3.2°de verilmektedir.
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Sekil 3.1. DEAP-VAL igin elde edilen tiim sonuglarin karsilagtirmal1 grafigi
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Sekil 3.2. DEAP-ARO i¢in elde edilen tiim sonuglarin karsilastirmali grafigi

Tiim yaklasimlara ait sonuglar irdelendiginde OSB-1 uygulandiktan sonra elde edilen
basar1 oranlarmin OSB-2’ye gére ¢ok daha iyi oldugu goriilmektedir. OSB-1 ile
smiflandirma dogruluklarinda gozle goriiliir artislar olurken OSB-2’in uygulanmasi
sonucunda genel olarak dogrulukta diisiisler gdzlenmistir. OSB-1 ve OSB-2’nin literatiir
caligmalariyla karsilagtirmalart Tablo 3.11’de detayli bir bigimde sunulmustur. Tablo
stitunlarinda sirasiyla ¢alisma, veri seti, giris verisi, siniflandirict ve flizyon yontemi, smif
bilgisi ve ¢aligmalarda elde edilen dogruluk degeri verilmektedir. Literatiir incelendiginde,
smiflandirmanin ARO ve VAL siniflari igin yapildigi hem OSB hem de KSB fiizyon
yonteminin kullanildigi ve siklikla DVM yonteminin gorevlendirildigi goriilmektedir. Yin
ve arkadaslar1 [46] ¢alismasinda bu tez galigmasi ile ayni veri setini ve flizyon yaklasimini
kullanmiglardir. Bu g¢alisma literatirde VAL ve ARO boyutlarinda en yiiksek dogruluk
degerlerine sahip ¢aligmadir. Calisma VAL ve ARO boyutlarinda sirasiyla %76.17 ve
%77.19 dogruluklarmi elde etmistir. Yaklasim-1 ve OSB-1 teknikleri beraber
kullanildiginda DVM siniflandiricist ayni problemde %90.31 dogruluk gostermis ve
literatiirden yaklasik %14.14 oraninda daha iyi dogruluk elde etmistir. Benzer sekilde
Yaklasim-7 ve OSB-1 teknikleri birlikte kullanildiginda DVM ARO boyutunda %91.53
dogruluk elde edip literatiirden yaklasik %14.34 daha iyi sonu¢ gostermistir. Tablo 3.11
incelendiginde tez calismasi kapsaminda Onerilen yaklasimlarin literatiire kiyasla daha

basarili sonuglar iirettigi goriilmektedir.
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Tablo 3.11. AGD-I igin literatiir karsilastirmasi

Yazar Veri Seti | Giris Verisi | Smiflandirict | Flizyon Siif Dogruluk
. Beyin ARO 60.90
Thammason Hazﬁfargﬂdan Dalgalari ve | Gauss Radyal KSB
ve ark. [39] Veri Seti Psikolojik | Tabanli DVM
Sinyaller VAL 58.47
Yiiz Ses i¢in Radyal
Zhalehpour |eNTERFACE| Goriintiileri | Tabanli DVM ve KSB
ve ark. [40] | BAUM-1a ve Ses Video igin - 79.57
Sinyalleri | Dogrusal DVM
.. VAL 58.4
| Kendi |.. EEG OSB
Soleymani Sinyalleri ve ARO 66.4
Hazirladiklar: .. DVM
ve ark. [44] N Goz Bakis VAL 68.5
Veri Seti Bilaileri KSB
griert ARO 76.4
EEG ve
Fizyolojik i 5 g VAL 76.17
Sinyaller Otomatik
(EOG, EMG, |
Yin ve ark Viicut i lay1cIul -
[46] ' DEAP sicakli31 Coklu Fiizyon | OSB
Kan ha (E:gr‘r;l Katmam Tabanli
Topluluk ARO 77.19
bagl” Siniflandiricisi
Galvanik cilt
tepkisi)
VAL
EEG ve . . 90.31
-1 |(Yakl -lile
c lT ez DEAP EOG DVM O?II: 1 |(Yaklasm-1 ile)
aliymast Sinyalleri ARO ) 91.53
(Yaklasim-7 ile)
VAL
EEG ve . . 88.89
-2 |(Yakl -4 ile
Cag;;m DEAP EOG DVM O?IIZ 2 |(ra f:g )
Sinyalleri
y (Yaklasim-6 ile) 89.71

3.1.3. AGD-II i¢in Deneysel Sonuclar ve Analizler

Tez ¢alismasinda onerilen fliizyon yontemleri literatiirde iyi bilinen ve siklikla tercih
edilen DEAP veri setinde de smanmistir. Bdylece oOnerilen yontemlerin sadece bu tez
calismasinda olusturulan KMED veri setinde degil ayn1 zamanda literatiirde siklikla tercih
edilen bir veri setindeki performansi da gézlenmek istenmistir. DEAP veri setinde sadece ilk
22 denege ait kaydedilmis yiiz goriintii videolar1 bulundugundan ¢alismalarda ilk olarak bu

deneklerden baslanmistir. Yiiz goriintii videolarindan yiliz goriintiilerini ¢ikarma (bknz.
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Boliim 2.5.8) ve en benzersiz yiiz goriintiisiinii bulmada (bknz. Boliim 2.5.9) bazi sorunlarla
kargilagilmistir. SO1, S05, S11 ve S14 isimli deneklerin 40 adet yiiz goriintii videosu
olmadigr ve S20 deneginin de yliz goriintiilerinin problemli oldugu belirlenmistir. Bu
nedenle bu denekler ¢alismadan ¢ikarilmis ve ¢alismanin tamami geri kalan 17 denege ait
verilerle yiirtitiilmiistiir.

AGD-Il igin yapilan c¢aligmalarda (hem KMED hem de DEAP veri setinde)
performans olgiitii olarak yine dogruluk degeri kullanilmis ve bu deger veri setinde yer alan
her bir denek i¢in 10-kat ¢apraz dogrulama ile hesaplanmistir. DEAP veri setinde egitim ve
test kiimeleri ayr1 olmadigindan tablolarda verilen tiim sonuglar 10-kat ¢apraz dogrulama
sonuglarinin 10 kez kosulup ortalamalar: almarak hesaplanmistir. Oznitelik ¢ikarma ve
smiflandirma asamalarinda c¢esitli parametre kombinasyonlart denenmistir. Optimum
parametreler egitim kiimesinin alt egitim ve dogrulama kiimeleriyle tespit edilmis ve test
kiimesi bu isleme dahil edilmemistir. Cok sayidaki parametre ¢ifti aday1 arasindan dogru
parametreyi bulmak oriintii tanima problemlerinin performansinda 6nemli bir role sahiptir.
Tez c¢alismasmin Oznitelik c¢ikarma ve smiflandirma asamalarinda kullanilan tim
parametreler egitim kiimesinin kullanilmasiyla belirlenmis ve test kiimesi parametre
belirleme islemine dahil edilmemistir. Tez ¢alismasi1 kapsaminda olusturulan KMED veri
setinde birinci oturumda alinan kayitlar egitim kiimesi ikinci oturumda alinan kayitlar ise
test kiimesi olarak kullanilmigtir. DEAP veri setinde egitim ve test kimeleri ayri
olmadigindan caligsmalarin basinda tiim veriler %50-%50 oraninda rastgele egitim ve test
kiimelerine ayrilip ve deneyler bu ayrik kiimelerle gerceklestirilmistir.

Oznitelik ¢ikarmada yontemleri igin taranan parametre araliklari su sekildedir. YIO
algoritmasi igin yaricap degeri 1< r < 3 arah@inda 1 artisla, OBOD igin yarigap degeri 4<
r < 6 araliginda 1 artisla ssnanmistir. Harris kose bulma algoritmasi i¢in t esik degeri 1000<
t < 3000 araliginda 500 artisla, o degeri 3< o < 6 araliginda 1 artisla ve yine yaricap degeri
4< r < 6 araliginda 1 artigla denenmistir. Siniflandirma yontemleri i¢in taranan parametre
araliklari su sekildedir. K-EYK i¢in k parametresi énemlidir. Bu nedenle k i¢in 1<k<(egitim
Ornegi/2) araliginda 2 artisla sinanmustir. Benzer sekilde DVM i¢in C ve y parametreleri
oldukca dnemlidir. Bu nedenle C parametre degerleri 271° < € < 2% araliginda 2° kat

artigla ve y parametre degerleri ise 1 < y < 300 araliginda 5 artisla stnanmustir. Listelenen
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tiim bu parametre araliklarinin alt limitlerin daha fazla azaldig: ve iist limitlerinin daha fazla

arttig1 durumlarda siniflandirma dogrulugunun olumsuz etkilendigi gézlenmistir.

3.1.3.1. Birinci AGD Yaklasimimn DEAP Veri Setindeki EEG Sinyallerine
Uygulanmasiyla Elde Edilen Sonuclar ve Analizler

3.1.3.1.1. Yiiz Gériintiilerinin, AGG’lerinin, SSB ve OSB Oncesi/Sonras1 K-EYK
ile Simiflandirilmasindan Elde Edilen Sonuglar ve Analizler

DEAP veri setinde yer alan sinyallere Boliim 2.2.1°de verilen Birinci AGD yaklagimi
uygulanmasi sonucu sinyal gorintiileri olusturulmus ve bu goriintillere ¢ok modlu
yaklagimlar uygulanmistir. Elde edilen verilerin K-EYK ile siniflandirilmasiyla gézlenen
sonuglar Tablo 3.12°de ki gibidir. Tablolarda sonuglar yiizde olarak verilmistir. Tablolarin
ilk stitununda denek isimleri verilmektedir. Geri kalan siitunlarmin ilk dérdiinde ARO son
dordiinde ise VAL boyutu icin sirasiyla Yiiz, AGG, SSB ve OSB sonrasi gdzlenen
smiflandirma dogruluklar: verilmektedir.

Her bir denek i¢in yiiz gorintiilerinin K-EYK ile siniflandirilmasindan elde edilen
dogruluklar sirasiyla su sekildedir: SO1 igin ARO boyutunda %57.5 ve VAL boyutunda
%52.63; S02 i¢in ARO boyutunda %78.5 ve VAL boyutunda %66.84; S04 icin ARO
boyutunda %60 ve VAL boyutunda %61; S06 i¢cin ARO boyutunda %61.58 ve VAL
boyutunda %72.5; S07 i¢in ARO boyutunda %62.11 ve VAL boyutunda %63.5; S08 igin
ARO boyutunda %62 ve VAL boyutunda %48; S09 i¢in ARO boyutunda %57.37 ve VAL
boyutunda %50.53; S10 i¢in ARO boyutunda %49 ve VAL boyutunda %61.5; S12 i¢in ARO
boyutunda %84.21 ve VAL boyutunda %55.26; S13 denegi igin ARO boyutunda %85 ve
VAL boyutunda %49.47; S15 i¢in ARO boyutunda %61.58 ve VAL boyutunda %53; S16
icin ARO boyutunda %53.5 ve VAL boyutunda %63.16; S17 i¢in ARO boyutunda %64.21
ve VAL boyutunda %62.5; S18 igin ARO boyutunda %62.11 ve VAL boyutunda %60.5;
S19 i¢in ARO boyutunda %74.74 ve VAL %58.95; S21 i¢cin ARO boyutunda %79 ve VAL
%65.26; S22 i¢in ARO boyutunda %69.47 ve VAL %48. ARO boyutunda denekler boyunca
elde edilen ortalama dogruluk ve standart sapma degerleri %65.99+10.67, VAL boyutu i¢in
ise %58.39+7.22°dir. ARO boyutu i¢in yliz goriintiilerinin VAL boyutundan daha iyi

siiflandirildigi goriilmektedir.
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ARO boyutu i¢in sirasiyla AGG ve flizyon yontemlerin uygulanmasi sonrasi elde
edilen kazanimlar ve siniflandirma dogruluklari su sekildedir. SO1 denegi i¢in AGG’nin
siniflandirilmasinda %70 dogruluk elde edilmistir. SSB uygulandiginda %5 artimla %75 ve
OSB uygulandiginda %15 artimla %85 dogruluk gozlenmistir. S02 icin AGG’nin
smniflandirilmasinda %80, SSB ve OSB uygulandiginda ise %5 artimla %85 dogruluk
gbzlenmistir. S04 i¢in AGG’nin siniflandirilmasinda %90, SSB’de %5 diisiisle %85 ve
OSB’de %2.5 diisiisle %87.5 dogruluk goriilmiistiir. S06 icin AGG’nin siniflandirilmasinda
%73.68 dogruluk elde edilirken SSB’de degisim olmamistir. OSB’de ise %9.82’lik bir
artisla %83.5 dogruluk gozlenmistir. SO7 i¢in AGG’nin smiflandirilmasinda %84.21,
SSB’de %5.26’lik bir diisiisle %78.95 ve OSB’de %1.71’lik bir diisiisle %82.5 dogruluk
elde edilmistir. SO8 i¢in AGG’nin siniflandirilmasinda %75 dogruluk elde edilirken SSB’de
degisim olmamustir. OSB’de ise %9.5’lik artisla %84.5 dogruluk gdzlenmistir. S09 icin
AGG’nin smiflandirilmasinda dogruluk %78.95 dogruluk elde edilirken SSB’de degisim
olmamistir. OSB’de ise %9.05’lik bir artisla %88 dogruluk gdzlenmistir. S10 i¢in AGG nin
siniflandiriimasinda %75, SSB’de %10°1uk bir artisla %85 ve OSB’de %8.5 artisla %83.5
degerleri elde edilmistir. S12 i¢in AGG’nin siniflandirilmasinda %94.74, SSB’de %5.27’lik
diisiisle %89.47 ve OSB’de %0.26’lik bir artisla %95 dogruluk elde edilmistir. S13 icin
AGG’nin siniflandirilmasinda dogruluk %90 dogruluk elde edilirken SSB’de degisim
olmamistir. OSB’de ise %5 artisla dogruluk %95 olarak gozlenmistir. S15 icin AGG’nin
smiflandirilmasinda %78.95 dogruluk elde edilirken SSB’de degisim olmamustir. OSB’de
%3.55 artisla dogruluk %82.5 olarak gézlenmistir. S16 i¢cin AGG’nin siniflandirilmasinda
%75, SSB’de %10 artisla %85 ve OSB’de %11 artisla %86 dogruluk elde edilmistir. S17
icin AGG’nin smiflandirilmasinda %78.95 dogruluk elde edilirken SSB’de degisim
olmamistir. OSB’de ise %3.05 artisla %82 dogruluk degeri elde edilmistir. S18 icin
AGG’nin siiflandirilmasinda %78.95, SSB’de % 5.26°lik bir artimla %84.21 ve OSB’de
%11.05 artimla %90 dogrulugu elde edilmistir. S19 i¢in AGG’nin smiflandirilmasinda
%78.95, SSB’de %5.26 artisla %84.21 ve OSB’de %12.55 artisla %91.5 dogruluk elde
edilmistir. S21 i¢in AGG’nin siniflandirilmasinda %90 dogruluk elde edilirken SSB’de
degisim olmamustir. OSB’de ise %5 artisla %95 dogruluk gozlenmistir. S22 icin AGG’nin
siniflandiriimasinda %78.95 dogruluk elde edilirken SSB’de degisim olmamistir. OSB’de
ise %8.05 artimla %87 dogruluk elde edilmistir.
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VAL boyutu i¢in sonuglar ise su sekildedir. SO1 i¢cin AGG’nin siniflandirilmasinda
%73.68 dogruluk elde edilmistir. SSB uygulandiginda %10.53 artisla %84.21 ve OSB
uygulandiginda %4.82 artisla %78.5 dogruluk elde edilmistir. S02 i¢in AGG’nin
siiflandirilmasinda %78.95 dogruluk elde edilirken SSB’de degisim olmamustir. OSB’de
ise %4.05 artimla %83 dogrulugu gézlenmistir. S04 i¢in AGG’nin siniflandirilmasinda %90,
SSB’de %5 diisiisle %85 ve OSB’de ise %1 diisiisle %89 dogruluk elde edilmistir. S06 icin
AGG’nin smiflandirilmasinda %85 dogruluk elde edilirken SSB’de degisim olmamustir.
OSB’de %6.5 artisla %91.5 dogrulugu goriilmiistiir. SO7 i¢in AGG’nin smiflandiriimasinda
%75, SSB’de %5 artisla %80 ve OSB’de ise %12 artisla %87 dogruluk elde edilmistir. SO8
icin AGG’nin siniflandirilmasinda %75 dogruluk elde edilirken SSB’de degisim olmamustir.
OSB’de ise 9%5’lik bir artisla %80 dogruluk gdzlenmistir. S09 icin AGG’nin
siniflandiriimasinda %73.68, SSB’de %5.27 artisla %78.95 ve OSB’de %12.32 artisla %86
dogruluk elde edilmistir. S10 i¢in AGG’nin siniflandirilmasinda %70, SSB’de %10 artigla
%80 ve OSB’de %11.5’lik bir artimla %81.5 dogruluk elde edilmistir. S12 i¢in AGG’nin
siniflandiriimasinda %73.68, SSB’de %10.53 artisla %84.21 ve OSB’de %21.32 artisla %95
dogruluk elde edilmistir. S13 icin AGG’nin siniflandirilmasinda %73.68, SSB’de %10.53
artimla %84.21 ve OSB’de %9.32 artimla %83 dogruluk elde edilmistir. S15 icin AGG’nin
siniflandiriimasinda dogruluk %70, SSB’de %15 artisla %85 ve OSB’de %11.5 artisla
%81.5 dogruluk gozlenmistir. S16 i¢in AGG nin siniflandirilmasinda %78.95 dogruluk elde
edilirken SSB’de degisim olmamustir. OSB’de ise %7.55 artimla %86.5 dogruluk elde
edilmistir. S17 i¢in AGG’nin siniflandirilmasinda %80 dogruluk gozlenirken SSB’de
degisim olmamistir. OSB’de ise %2 artisla %82 dogruluk elde edilmistir. S18 i¢in AGG nin
siniflandirilmasinda %80, SSB’de %5 artisla %85 ve OSB’de ise %4 artisla %84 dogruluk
elde edilmistir. S19 i¢in AGG’nin siniflandirilmasinda %84.21, SSB’de %5.26 diisiisle
%78.95 ve OSB’de %1.79 artisla %86 dogruluk gozlenmistir. S21 icin AGG’nin
siniflandirilmasinda %73.68, SSB’de %5.26’lik bir diisiisle %68.42 ve OSB’de %11.82
artigla %85.5 dogruluk elde edilmistir. S22 i¢in AGG’nin smiflandirilmasinda %80 dogruluk
gdzlenirken SSB’de degisim olmamistir. OSB’de ise %9 artisla %89 elde edilmistir.

K-EYK ile denekler boyunca hesaplanan ortalama dogruluk ve standart sapma
degerleri su sekildedir. ARO boyutu i¢in AGG goriintiilerinde %80.67+6.84, AGG’lerine
SSB uygulandiktan sonra %1.47 artisla %82.14+5.26 ve AGG’lerine OSB uygulandiktan
sonra %6.59 artigla %87.26+4.52 degerleri elde edilmistir. VAL boyutu igin ise AGG
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goriintiilerinde %77.38+5.47, AGG’lerine SSB uygulandiktan sonra %3.31 artisla
%80.69+4.39 ve AGG’lerine OSB uygulandiktan sonra %7.86 artisla %85.24+4.27 degerleri
elde edilmistir. Tiim denekler boyunca hesaplanan ortalama degerle goz atildiginda ARO

boyutunun VAL boyutuna gore siniflandirma daha basarili oldugu goriilmektedir.

Tablo 3.12. Birinci AGD Yaklasimi i¢in Yyiiz, AGG, sensor ve Oznitelik seviyesinde
birlestirme sonrasinda elde edilen K-EYK siniflandirma sonuglari

ARO VAL
Denek Yiiz AGG SSB OSB Yiiz AGG SSB OSB
75 73.68
s01 57.5 00 | 91017y | 856 52.63 | (169126 | 3421 (1) | 785 (13)
78.95 78.95
502 78.5 80(19) | 85(22) [85(152026) 6684 | ool | (gag) | 83(11)
S04 60 90(23) | 85(6) | 87.5(22) 61 90 (26) |85 (17,31)| 89 (10)
73.68 73.68
S06 6158 | (1907 | (5.oa06) | 8352 | 725 | 85(21) | 85(26) | 915(29)
84.21 75
s07 62.11 (13) [/895(14) | 825(10) | 635 | (), | 80(14) | 87(28)
75
S08 62 7560 | 41117y | 845@) 48 7521 | 75(5) 80 (7)
78.95 78.95 73.68
S09 57.37 @1 | (o30) | 8@ | 5053 | 35, |78.95(20)| 86(20)
75
510 49 (2627) | 85D | 835() 615 | 70(24) | 80(7) | 81.5(13)
95 95
94.74 89.47 (4,24,27,29 84.21 |(4,24,27,29
S12 84.21 (15) |(25,28,32) | harig tiim 55.26 | 73.68(30) (11,31) | hari¢ tim
kanallar) kanallar)
95 (til 73.68
S13 85 90 (12) | 90 (18,22) UM 4947 | (1,10, | 84.21(6) | 83(6)
kanallar)
18,24)
78.95
S15 61.58 32 | 78956) | 825(2) 53 70(12) | 85(13) | 81.5(1)
516 53.5 752) | 85(7) 86 (21) | 63.16 |78.95(12)|78.95(16)| 86.5 (1)
78.95 78.95
S17 64.21 15 | (02330 | 8203 625 | 80(21) | 80(13) | 82(27)
S18 62.11  |78.95(7)|84.21 (11) | 90 (15) 60.5 80(2) | 85(30) | 84(9)
s19 7474 175355552)) 8421(6) | 91.5(11) | 58.95 |84.21(27)|78.95(21)| 86 (26)

95 68.42

s21 79 90 (23) | 90(24) |10 1591 95)| 6526 |7368(21)| ()55 | 855(8)
7895 | 7895

522 69.47 @1 | (19.29) 87 (3) 48 80 (29) [80(27,30)| 89 (21)

ORT+SS |65.99:10.67 06756885 1415 26| 87.26:4.52 P23%572(77.38+5.47(80.69+4.39 85242427

4 2
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3.1.3.1.2. Yiiz, AGG, SSB ve OSB Yéntemlerinin DVM ile Simiflandirilmasiyla
Elde Edilen Sonuclar ve Analizler

DEAP veri setinde yer alan sinyallere Birinci AGD yaklagimi uygulanmasi sonucu
elde edilen sinyal goriintilerinin, yiiz goriintiilerinin ve ¢ok modlu yaklasimlarin
uygulanmasi sonucunda elde edilen verilerin DVM ile smiflandirilmasindan elde edilen
sonuglar Tablo 3.13’te ki gibidir.

ARO ve VAL boyutlari i¢in yiiz goriintiilerinden DVM ile elde edilen smiflandirilma
dogruluklar su sekildedir: SO1 i¢cin ARO boyutunda %62 ve VAL boyutunda %61.58; S02
icin ARO boyutunda %65 ve VAL boyutunda %63.16; S04 i¢in ARO boyutunda %66.5 ve
VAL boyutunda %68; S06 i¢cin ARO boyutunda %58.95 ve VAL boyutunda %76.5; SO7 i¢in
ARO boyutunda %63.68 ve VAL boyutunda %70; S08 i¢in ARO boyutunda %58.5 ve VAL
boyutunda %51.5; S09 i¢in ARO boyutunda %61.05 ve VAL boyutunda %52.63; S10 i¢in
ARO boyutunda %62.5 ve VAL boyutunda %49; S12 i¢in ARO boyutunda %84.21 ve VAL
boyutunda %48.95; S13 i¢in ARO boyutunda %85 ve VAL boyutunda %62.11; S15 i¢in ARO
boyutunda %58.95 ve VAL boyutunda %66; S16 i¢cin ARO boyutunda %81.5 ve VAL
boyutunda %68.42; S17 i¢cin ARO boyutunda %54.74 ve VAL boyutunda %60; S18 i¢cin ARO
boyutunda %68.42 ve VAL boyutunda %64.5; S19 i¢cin ARO boyutunda %73.68 ve VAL
boyutunda %61.05; S21 i¢cin ARO boyutunda %80 ve VAL boyutunda 60; S22 denegi i¢in
ARO ve VAL boyutlarinda %60. ARO boyutunda denekler boyunca ortalama dogruluk ve
standart sapma degerleri %67.33+9.81 iken, VAL boyutunda %61.38+7.58 seklindedir.
Sonuglar incelendiginde, yiiz goriintiileri ig¢in yine ARO boyutunda daha iyi siniflandirma
performansi elde edildigi goriilmektedir.

ARO boyutu igin sinyal goriintiileri ile sinyal goriintiilerine SSB ve OSB yaklagimlari
uygulandiktan sonra gozlenen smiflandirma dogruluklart su sekildedir: SO1 denegi igin
AGG’nin smiflandirilmasinda %65 dogruluk elde edilmistir. SSB uygulandiginda %10
artisla %75 ve OSB uygulandiginda %29.5 artisla %94.5 dogruluk gdzlenmistir. S02 i¢in
AGG’nin siniflandirilmasinda %80 dogruluk elde edilirken SSB’de dogrulukta degisiklik
olmamistir. OSB’de ise %9.5 artisla %89.5 dogruluk elde edilmistir. S04 icin AGG’nin
siniflandiriimasinda %85, SSB’de %5 diisiisle %80 ve OSB’de %9 artisla %94 dogruluk
elde edilmistir. S06 i¢in AGG’nin siniflandirilmasinda %78.95 dogruluk elde edilirken
SSB’de dogrulukta degisiklik olmamistir. OSB’de %8.55 artisla %87.5 dogruluk elde
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edilmistir. SO7 icin AGG’nin siniflandirilmasinda %73.68, SSB’de %5.27 artisla %78.95 ve
OSB’de ise 9%19.32 artisla %93 dogruluk goriilmiistir. S08 i¢in AGG’nin
smiflandirilmasinda %75 dogruluk elde edilirken SSB’de dogrulukta degisiklik olmamustir.
OSB’de ise %8.5 artisla %83.5 dogruluk elde edilmistir. S09 icin AGG’nin
smiflandirilmasinda  %78.95 dogruluk elde edilirken SSB’de dogrulukta degisiklik
olmamistir. OSB’de ise %7.55 artisla dogruluk %86.5 olarak elde edilmistir. S10 icin
AGG nin siniflandirilmasinda %75, SSB’de %5 diisiisle %70 OSB’de ise %5.5 artisla %80.5
dogruluk elde edilmistir. S12 i¢cin AGG’nin smiflandirilmasinda %84.21 dogruluk
gbzlenirken SSB ve OSB’de dogrulukta degisim olmamustir. S13 igin AGG’nin
smiflandirilmasinda %85 dogruluk elde edilirken SSB’de dogrulukta degisiklik olmamustir.
OSB’de ise %10 artimla dogruluk %95 olarak elde edilmistir. S15 i¢in AGG’nin
siniflandirilmasinda %78.95, SSB’de %10.52 artimla %89.47 ve OSB’de %11.05 artimla
%90 dogruluk elde edilmistir. S16 i¢in AGG’nin siniflandirilmasindan %80 dogruluk elde
edilmistir. SSB ve OSB uygulandiginda %15 artisla %95 oraninda dogruluk elde edilmistir.
S17 denegi i¢in AGG’nin smiflandirilmasinda %78.95 dogruluk elde edilirken SSB’de
dogrulukta degisiklik olmamstir. OSB’de ise %4.95 diisiisle %74 gozlenmistir. S18 icin
AGG’nin smiflandirilmasinda %78.95, SSB’de %10.52 artisla %89.47 ve OSB’de %4.95
diistisle %74 dogruluk elde edilmistir. S19 i¢cin AGG’nin smiflandirilmasinda %78.95,
SSB’de %10.26 artisla %84.21 ve OSB’de %3.45 diisiisle %75.5 dogruluk elde edilmistir.
S21 icin AGG’nin siniflandiriimasinda %80, SSB ile %5 artisla %85 ve OSB ile %18.89
artigla %88.89 dogruluk gozlenmistir. S22 igin ise AGG’nin siniflandirilmasinda %84.21,
SSB’de %10.26 diisiisle %78.95 ve OSB’de ise %7.21 diisiisle %77 dogruluk degeri elde
edilmistir.

VAL boyutundaki siniflandirma sonuglar ise su sekildedir. SO1 denegi i¢in AGG’nin
siniflandirilmasinda %84.21, SSB’de %10.53 diisiisle %73.68 ve OSB'de %9.29 artimla
%93.5 dogruluk elde edilmistir. SO02 i¢in AGG’nin siniflandirilmasinda %78.95, SSB'de
%5.26 artimla %84.21 ve OSB'de %16.05 artimla %95 dogruluk gozlenmistir . S04 igin
AGG’nin smiflandirilmasinda %85 dogruluk elde edilirken SSB'de degisim olmamis ve
OSB'de %4.5 artisla %89.5 dogruluk elde edilmistir. S06 i¢in AGG’nin siniflandirilmasinda
%80 dogruluk elde edilirken SSB'de degisim olmamustir. OSB'de ise %14 artisla %94
dogruluk elde edilmistir. SO7 icin AGG’nin siniflandirilmasinda %80, SSB'de %5 diisiisle
%75 ve OSB'de ise %8 artisla %88 dogruluk degeri goriilmiistiir. SO8 icin AGG’nin
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siniflandirilmasinda %75, SSB'de %35 artimla %80 ve OSB'de %38.5 artimla %83.5 dogruluk
elde edilmistir. S09 i¢cin AGG’nin simiflandirilmasinda %73.68, SSB'de %5.27 artisla
%78.95 ve OSB'de ise %10.32 artisla %84 godzlenmistir. S10 icin AGG’nin
siniflandirilmasinda %80 dogruluk elde edilirken SSB'de degisim olmamistir. OSB'de ise
%14.5 artimla dogruluk %94.5 olarak gozlenmistir. S12 i¢in AGG’nin siniflandirilmasinda
%78.95 dogruluk elde edilirken SSB'de degisim olmamistir. OSB'de ise %14.55 artisla
%93.5 dogruluk elde edilmistir. S13 i¢in AGG’nin siniflandirilmasinda %78.95, SSB'de
%35.27 diisiisle %73.68 ve OSB'de %11.05 artimla %90 dogruluk elde edilmistir. S15 igin
AGG’nin siniflandirilmasinda %75, SSB'de %10 artimla %85 ve OSB'de %20 artimla %95
dogruluk goézlenmistir. S16 i¢in AGG’nin siniflandiriimasinda %78.95, SSB'de %5.27
diisiisle %73.68 ve OSB'de %1.05 artimla %80 dogruluk gériilmiistiir. S17 i¢in AGG’nin
smiflandirilmasinda %75 dogruluk gozlenirken SSB'de degisim olmamistir. OSB'de ise %5
artisla %80 dogruluk elde edilmistir. S18 icin AGG’ nin siniflandirilmasinda %75 dogruluk
elde edilirken SSB'de degisim olmamustir. OSB'de ise %0.5 diisiisle %74.5 dogruluk
gbzlenmistir. S19 icin AGG’nin smiflandirilmasinda %73.68, SSB'de %10.53 artisla
%84.21 ve OSB'de %4.82 artimla %78.5 dogruluk elde edilmistir. S21 icin AGG’nin
siniflandiriimasinda %78.95, SSB'de %10.53 diisiisle %68.42 ve OSB'de %4.5 artimla %83
dogruluk elde edilmistir. S22 i¢cin AGG’nin smiflandirilmasinda %85, SSB'de %5 artimla
%90 ve OSB'de %8 artimla %93 dogruluk elde edilmistir.

DVM yontemi ile denekler boyunca elde edilen ortalama dogruluk ve standart sapma
degerleri su sekildedir. ARO boyutunda AGG goriintiilerinden %78.87+4.91 oraninda
dogruluk elde edilirken AGG’lerine SSB uygulandiktan sonra %2.72 artigla %81.59+6.13
dogruluk ve AGG’lerine OSB uygulandiktan sonra %7.17 artisla %86.04+7.52 dogruluk
degerleri gozlenmistir. VAL boyutunda ise AGG goriintiilerinde %78.61+3.71 oraninda
dogruluk, AGG’lerine SSB uygulandiktan sonra %0.26 artisla %78.87+5.56 dogruluk ve
AGG’lerine OSB uygulandiktan sonra %9.01 artisla %87.62+6.74 degerlerinde dogruluk

elde edilmistir.
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Tablo 3.13. Birinci AGD yaklasimi i¢in yiiz, AGG, sensdr ve Oznitelik seviyesinde
birlestirme sonrasinda elde edilen DVM siniflandirma sonuglari

ARO VAL
Denek Yiiz AGG SSB OSB Yiiz AGG SSB OSB
So1 62 65 (1) 75 (14) 94.5 (12) 61.58 |84.21(14) 73'618553’6’ 93.5(5)
S02 65 80 (5,32) |80(22,29) | 89.5(5) 63.16 | 78.95(2) |84.21(26) | 95(16)
85
S04 66.5 85 (7,17) | 80 (3,15) 94(18) 68 85 (20) (2,4,5.18) 89.5(12)
80 (3,6,13, 80
S06 58.95 |78.95(1,4)|78.95(22) | 87.5(14) 76.5 16,18) (7.21,31) 94(31)
73.68 75 (6,16,
So7 63.68 (4,14.23) 78.95 (32) 93(5) 70 80 (16,28) 29,32) 88(12)
75
S08 58.5 (8,20.30) 75 (7) 83.5(2,7) 51.5 75 (25) 80 (32) 83.5(7)
78.95 73.68
S09 61.05 (11.31) 78.95 (8) 86.5(9) 52.63 (2.10) 78.95(18) | 84(3)
S10 62.5 75(6) |70(1,7,10)| 80.5(8) 49 80 (2) 80 (6) 94.5(8)
84.21 (tiim | 84.21 (tiim | 84.21 (tiim 78.95
Si2 84.21 kanallar) | kanallar) kanallar) D | 7oKE) (12,15) 93.5(12)
85 (tim | 85 (tiim 73.68
S13 85 kanallar) | Kanallar) 95(4,5,6,8) | 62.11 |78.95(17) (7,22.31) 90 (22)
S15 58.95 78.95(9) |89.47 (12) | 90 (22) 66 75 (5,23) | 85(28) | 95(29,30)
80 95 7895 1 7368
S16 81.5 (21,22,30) 95 (17) |(5,6,7,12,16,| 68.42 | (9,18,22, (5,17.31) 80(2)
e 18,21,22,26) 27,30) Y
S17 54.74 78.95 78.95(23) | 74 (27) 60 75 (19) 75 (12) 80(26)
' (18,22,31) '
78.95 75 75
S18 68.42 (16.29) 89.47 (28) 74 (6) 64.5 (14.22,29) | (20,29,32) 74.5(16)
78.95 84.21 73.68
S19 73.68 (4,29.31) | (20.25.26) 75.5 (31) 61.05 (14.16) 84.21 (18) | 78.5(2)
80 (tim 85 60 68.42
s21 80 kanallar) |(3,9,10,27) 88.89 (4) 78.95 (31) (6.27) 83(7)
S22 60 84.21 (30) (718'192":; 77 (7) 60 85 (4) 90 (12) 93(6)
61.38+7.5
ORT=SS |67.33+£9.81|78.87+4.91|81.59+6.13 | 86.04+7.52 8 78.61+3.71|78.87+£5.56|87.62+6.74

3.1.3.2. ikinci AGD Yaklasimimin EEG Sinyallerine Uygulanmasiyla Elde Edilen
Sonuclar ve Analizler

DEAP veri setinde yer alan sinyallere ikinci AGD yaklasimi uygulanmasi sonucunda
elde edilen sinyal goriintiileri ve ¢ok modlu yaklasimlarin uygulanmasi sonucu elde edilen

verilerin K-EYK ile siniflandirilmasindan elde edilen sonuglar Tablo 3.14°te ki gibidir. Yiiz
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goriintiileri i¢in herhangi bir doniisiim yontemi uygulanmadigindan sonuglara ait detaylar
Bolim 3.1.3.1.1°de ki gibidir. ARO boyutunda elde edilen siniflandirma sonuglari su
sekildedir. SO1 i¢in AGG’nin smiflandirilmasinda %75 dogruluk elde edilmistir. SSB
uygulandiginda %5 artisla %80 ve OSB uygulandiginda %10 artisla %85 dogruluk elde
edilmistir. S02 i¢in AGG’nin siiflandirilmasinda %75 dogruluk elde edilirken SSB'de
degisim olmamstir. OSB'de ise %12 artisla %87 dogruluk gdzlenmistir. S04 i¢in AGG’nin
siniflandirilmasinda %75, SSB'de %20 diisiisle %55 ve OSB'de %13.5 artisla %88.5
dogruluk elde edilmistir. S06 i¢in AGG’nin smiflandirilmasinda %73.68, SSB'de %5.27
artisla %78.95 ve OSB'de ise %11.32 artisla %85 dogruluk goriilmiistiir. SO7 icin AGG’nin
siniflandiriimasinda %78.95, SSB'de %5.26 artisla %84.21 ve OSB'de %3.55 artisla %82.5
dogruluk elde edilmistir. SO8 icin AGG’nin siniflandirilmasinda %80, SSB'de %5 diisiisle
%75 ve OSB'de %5.5 artisla %85.5 dogruluk elde edilmistir. S09 icin AGG’nin
siniflandiriimasinda %84.21, SSB'de %5.26 diisiisle %78.95 ve OSB'de %3.21 diisiisle %81
dogruluk gozlenmistir. S10 i¢in AGG’nin siniflandirilmasinda %80, SSB'de %5 artigla %85
ve OSB'de %4 artisla %84 dogruluk elde edilmistir. S12 icin AGG’nin smiflandiriimasinda
%89.47 dogruluk elde edilirken SSB'de degisim olmamistir. OSB'de ise %5.53 artisla %95
dogruluk elde edilmistir. S13 i¢in AGG’nin siniflandirilmasinda %90 dogruluk elde
edilirken SSB'de degisim olmamistir. OSB'de ise %5 artisla %95 dogruluk gdzlenmistir. S15
icin AGG’nin siniflandirilmasinda %78.95, SSB'de %5.26 artimla %84.21 ve OSB'de %5.55
artimla %84.5 dogruluk elde edilmistir. S16 i¢in AGG’nin siniflandirilmasinda %85, SSB'de
%3 diisiisle %80 dogruluk elde edilirken ve OSB'de dogrulukta bir degisim olmamustir. S17
icin AGG’nin smiflandirilmasinda %73.68, SSB'de %5.27 artisla %78.95 ve OSB'de %9.32
artigla %83 dogruluk gozlenmistir. S18 i¢in AGG’nin siiflandiriimasinda %84.21, SSB'de
%35.26 diisiisle %78.95 ve OSB'de ise %5.29 artisla %89.5 dogruluk elde edilmistir. S19 icin
AGG’nin siniflandirilmasinda %84.21 dogruluk elde edilirken SSB'de degisim olmamustir.
OSB'de ise %6.79 artisla %91 dogruluk gézlenmistir. S21 i¢in AGG’nin siniflandirilmasinda
%85 dogruluk elde edilirken SSB'de degisim olmanmustir. OSB'de ise %10 artisla %95
dogruluk elde edilmistir. S22 i¢in AGG’nin smiflandirilmasinda %84.21, SSB'de %5.26
diisiisle %78.95 ve OSB'de ise %5.79 artisla %90 dogruluk elde edilmistir.

VAL boyutu i¢in sonuglar su sekildedir. SO1 icin AGG’nin siniflandirilmasinda
%73.68 dogruluk elde edilirken SSB'de degisim olmamistir. OSB'de ise %11.82 artimla
dogruluk %85.5 olarak elde edilmistir. S02 igin AGG’nin siniflandirilmasinda %89.47
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dogruluk elde edilirken SSB'de degisim olmamistir. OSB'de ise %2.97 artimla %86.5
dogruluk gézlenmistir. S04 icin AGG’nin siniflandirilmasinda %80, SSB'de %5 artimla %85
ve OSB'de %6 artimla %91 dogruluk elde edilmistir. S06 icin AGG’nin siniflandirilmasinda
%90, SSB'de %5 diisiisle %85 ve OSB'de %2 artisla %92 dogruluk elde edilmistir. SO7 igin
AGG’nin siniflandirilmasinda %85, SSB'de %5 diisiisle %80 ve OSB'de %3 artisla %88
dogruluk degeri gézlenmistir. SO8 icin AGG’nin simiflandirilmasinda %75 dogruluk elde
edilirken SSB'de degisim olmamustir. OSB'de ise %4.5 artisla %79.5 dogruluk elde
edilmistir. S09 i¢in AGG’nin smiflandirilmasinda %73.68, SSB'de %5.27 artisla %78.95 ve
OSB'de  %9.82 artisla  %83.5 dogruluk elde edilmistir. S10 icin AGG’nin
siiflandirilmasinda %75 dogruluk elde edilirken SSB'de %5 artimla %80 ve OSB'de %6.5
artimla %81.5 dogruluk goézlenmistir. S12 i¢cin AGG’nin smiflandirilmasinda %78.94,
SSB'de %5.26 diisiisle %73.68 ve OSB'de %3.56 artimla %82.5 dogruluk degeri elde
edilmistir. S13 i¢in AGG’nin smiflandirilmasinda %84.21, SSB'de %5.27 diisiisle %78.95
ve OSB'de ise %1.21 diisiisle %83 dogruluk elde edilmistir. S15 icin AGG’nin
siniflandirilmasinda %75, SSB'de %5 artimla %80 ve OSB'de ise %5.5 artimla %80.5
dogruluk goézlenmistir. S16 i¢in AGG’nin siniflandirilmasinda %73.68 dogruluk elde
edilirken SSB'de %10.53 artimla %84.21 ve OSB'de %14.82 artimla %88.5 dogruluk elde
edilmistir. S17 i¢cin AGG’nin smiflandirilmasinda %80, SSB'de %5 diisiisle %75 ve OSB'de
%2.5 artimla %82.5 dogruluk elde edilmistir. S18 i¢in AGG’nin siniflandirilmasinda %85
dogruluk elde edilirken SSB'de %10 diisiisle %75 ve OSB'de ise %1.5 artimla %83.5
dogruluk elde edilmistir. S19 i¢gin AGG’nin smiflandirilmasinda %84.21, SSB'de %5.26
diisiisle %78.95 ve OSB'de ise %2.79 artimla %87 dogruluk gdzlenmistir. S21 i¢in AGG’nin
siniflandirilmasinda %84.21, SSB'de %5.26 diisiisle %78.95 ve OSB'de %2.71 diisiisle
%81.5 dogruluk elde edilmistir. S22 i¢in AGG’nin smiflandirilmasinda %85 dogruluk elde
edilirken SSB'de %5 diisiisle %80 ve OSB'de %0.5 artimla %85.5 dogruluk elde edilmistir.

DVM ile denekler boyunca hesaplanan ortalama dogruluk ve standart sapma degerleri
su sekildedir. ARO boyutunda AGG goriintiilerinden %80.97+5.31, AGG’lerine SSB
uygulandiktan sonra %0.86°1ik bir diisiisle %80.11+7.79 ve AGG’lerine OSB uygulandiktan
sonra %6.47°lik bir artigla %87.44+4.49 degerleri elde edilmistir. VAL boyutunda AGG
goriintiilerinde %80.71+5.62, AGG’lerine SSB uygulandiktan sonra %1.19’luk bir diisiisle
%79.52+4.42 ve AGG’lerine OSB uygulandiktan sonra %4.11°lik bir artisla %84.82+3.61
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Bu sonuglar incelendiginde ARO boyutunda elde edilen

siiflandirma dogruluklarinin VAL boyutuna gére daha basarili oldugu goriilmektedir.

Tablo 3.14. ikinci AGD yaklasimi igin yiiz, AGG, sensor ve dznitelik seviyesinde birlestirme
sonrasinda elde edilen K-EYK siniflandirma sonuglari

ARO VAL
Denek|  Yizz AGG SSB OSB Yiiz AGG SSB OSB
so1 | 575 [75(82829)| 80(4) | 85(21) | 5263 (37131656) 73.68 (22) | 85.5 (13)
75
S02 | 785 | 7505 |,c05ay| 87D | 668 |89.47(27) |89.47(1) | 865 (27)
75 (2118, | 55 (4.12, 85
soe |60 | oS e lean) | 885 61 | 80(412) |1 ey SL(A
7368 | 78.95
S06 | 6158 | vl | gvog | 85O 725 | 90(24) | 85(8.29) |92 (19,25)
7895 | 8421
s07 | 6211 | g0 | 63z | 825 | 635 | 85(69) | 80(24) | 8B
75
S08 | 62 |80(2631) | 20y | 85503 | 48 75(26) | 75(9,23) | 79.5(3)
s09 | 5737 |8421(31)| 78.95(4) | 81(817) | 5053 (37%22) 78.95(7) | 83.5(1)
S10 | 49 80(17) | 85(28) | 84(7) 615 75(6) | 80(12) | 8L5 (16)
95 (2345,
89.47 6,7,10,11,
siz | sa2t | o9 [seary | G100 | 5526 | 78.94(15) 7368 (9032) 825(16)
20.22.23)
s13 | 8 | 90(825) | 90(925) | UM | 4947 lgan1(126) 78.95(3) | 83(17)
' ' kanallar) ' ' ' '
S15 | 6158 |78.95(2.25) 84.21 (15) | 845(12) | 53 | 75(13.28) | 80 (28) | 80.5(13)
Si6 | 535 85(2) | 80(17) |85(1322)| 6316 |73.68(17) 8421 (22)| 885 (9)
73.68
s17 | 42l | ;500 |7895(8)| 83(7) | 625 | 80(25) | 75(28) | 825(20)
78.95
s18 | 6211 |8421(10) | x50 | 895(1) | 605 85(5) | 75(3.12) | 835 (26)
S19 | 7474 | 8421(32) | 84.21(30) | 91(24) | 5895 | 8421(2) | 78.95(1) | 87 (25)
85 (3,5,10, | 85 (29,12,
sot |78 |G oe [P 95 (213.25) 6526 | 84.21(17) | 78.95(30) | L5 (1
8421 |78.95(23, 80 (2,415,
s22 | 6947 | daTo |4 erare)| %009 48 8523 |°h5 5| 8552
ORSHS 65'997i10'6 80.97+5.31|80.1147.79 | 87.44+4.49 | 58.39+7.22 | 80.71+5.62 | 79.52+4.42 | 84.82+3 61

DEAP veri setinde yer alan sinyallere ikinci AGD yaklasim1 uygulanmasi sonucunda

elde edilen sinyal goriintiileri ve ¢ok modlu yaklasimlarin uygulanmasi sonucunda elde

edilen verilerin DVM ile siniflandirilmasindan elde edilen sonuglar Tablo 3.15’te ki gibidir.
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Yine bu kisimda da yiiz goriintiileri i¢in herhangi bir doniisiim yontemi uygulanmadigindan
sonuglara ait detaylar Boliim 3.1.3.1.2°de ki gibidir. ARO boyutu i¢in siniflandirma
sonuglart su sekildedir. SO1 denegi igin AGG’nin siniflandirilmasinda %75 dogruluk elde
edilmistir. SSB uygulandiginda dogrulukta bir degisim olmazken OSB'de %20 artisla %95
dogruluk elde edilmistir. S02 i¢cin AGG’nin siniflandirilmasinda %70, SSB'de %5 artisla
%75 ve OSB'de %16 artisla %86 dogruluk gozlenmistir. S04 icin AGG’nin
siniflandirilmasinda %85 dogruluk gdzlenirken SSB'de degisim olmamustir. OSB'de ise %7
artisla %92 dogruluk elde edilmistir. S06 i¢in AGG’nin siniflandirilmasinda %84.21, SSB'de
%35.26 diisiisle %78.95 ve OSB'de %8.29 artisla %92.5 dogruluk elde edilmistir. SO7 i¢in
AGG’nin siniflandirilmasinda %78.95 dogruluk elde edilirken SSB'de %5.27 diistisle
%73.68 ve OSB'de ise %16.05 artisla %95 dogruluk gozlenmistir. SO8 icin AGG’nin
siniflandirilmasinda %75, SSB'de %5 artisla %80 ve OSB'de %17.5 artisla %92.5 dogruluk
elde edilmistir. S09 igin AGG nin siiflandirilmasinda %78.95 dogruluk gézlenirken SSB'de
degisim olmamistir. OSB'de ise %18.5 artisla %93.5 dogruluk elde edilmistir. S10 icin
AGG’nin smiflandirilmasinda %70, SSB'de %5 artisla %75 ve OSB'de %20 artisla %90
dogruluk elde edilmistir. S12 i¢in AGG’nin smiflandiriimasinda %84.21 dogruluk elde
edilirken SSB'de %5.26 artisla %89.47 ve OSB'de %10.79 artisla %95 dogruluk
gozlenmistir. S13 icin AGG’nin siniflandirilmasinda %85, SSB'de %4.47 artisla %89.47
dogruluk ve OSB'de ise %10 artisla %95 dogruluk elde edilmistir. S15 icin AGG’nin
smiflandirilmasinda %84.21 dogruluk gozlenirken SSB'de degisim olmamustir. OSB'de ise
%3.79 artisla %88 dogruluk elde edilmistir. S16 icin AGG’nin smiflandirilmasinda %75,
SSB'de %5 artisla %80 ve OSB'de %20 artisla %95 dogruluk elde edilmistir. S17 igin
AGG’nin smiflandirilmasinda %78.95 dogruluk elde edilirken SSB'de %5.26 artisla %84.21
ve OSB'de %15.55 artisla %94.5 dogruluk elde edilmistir. S18 i¢in AGG’nin
siniflandirilmasinda %78.95, SSB'de % 5.26 artisla %84.21 ve OSB'de ise %14.05 artisla
%93 dogruluk gozlenmistir. S19 i¢in AGG’nin smiflandirilmasinda %84.21, SSB'de %5.26
diisiisle %78.95 ve OSB'de ise %5.79 artisla %90 dogruluk elde edilmistir. S21 icin
AGG’nin smiflandiriimasinda %85, SSB'de %5 artisla %90 ve OSB'de ise %10 artisla %95
dogruluk goézlenmistir. S22 i¢in AGG’nin siniflandirilmasinda %89.47 dogruluk elde
edilirken SSB'de %5.26 diisiisle %84.21 ve OSB'de ise %0.03 artisla %89.5 dogruluk elde

edilmistir.
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VAL boyutu i¢in sonuglar ise su sekildedir. SO1 i¢cin AGG’nin siniflandiriimasinda
%78.95 dogruluk gozlenirken SSB'de degisim olmamistir. OSB'de ise %11.05 artisla
dogruluk %90 olarak eclde edilmistir. S02 i¢in AGG’nin smiflandirilmasinda %73.68,
SSB'de %5.27 artisla %78.95 ve OSB'de %18.32 artisla %92 dogruluk elde edilmistir. S04
icin AGG’nin siniflandirilmasinda %85 dogruluk gozlenirken SSB'de degisim olmamugtir.
OSB'de %8.5 artisla %93.5 dogruluk elde edilmistir. S06 i¢in AGG’nin siniflandiriimasinda
%85, SSB'de %5 diisiisle %80 ve OSB'de %1.5 diisiisle %83.5 dogruluk gdzlenmistir. SO7
icin AGG’nin smiflandiriimasinda %80, SSB'de %5 diisiisle %75 ve OSB'de %10.5 artisla
%90.5 dogruluk elde edilmistir. SO8 i¢in AGG’nin simiflandirilmasinda %80, SSB'de %5
diisiisle %75 ve OSB'de ise %7 artisla %87 dogruluk gdzlenmistir. S09 i¢in AGG’nin
smiflandirilmasinda %84.21 dogruluk gozlenirken SSB'de degisim olmamustir. OSB'de ise
%6.29 artisla %90.5 dogruluk gozlenmistir. S10 i¢in AGG’nin smiflandirilmasinda %75,
SSB'de %5 artisla %80 ve OSB'de ise %14.5 artisla %89.5 dogruluk elde edilmistir. S12 igin
AGG’nin smiflandirilmasinda %78.95 dogruluk gézlenirken SSB'de degisim olmamustir.
OSB'de ise %16.05 artisla %95 dogruluk godzlenmistir. S13 i¢in AGG’nin
smiflandirilmasinda %78.95 dogruluk gdzlenirken SSB'de degisim olmamustir. OSB'de ise
%7.05 artigla dogruluk %86 olarak gozlenmistir. S15 icin AGG’nin siniflandirilmasinda
%75, SSB'de %5 diisiisle %70 ve OSB'de %20 artisla %95 dogruluk elde edilmistir. S16 i¢in
AGG’nin smiflandirilmasinda %78.95 dogruluk gézlenirken SSB'de degisim olmamustir.
OSB'de ise %13.05 artisla dogruluk %92 olarak gozlenmistir. S17 icin AGG’nin
siniflandiriimasinda %80, SSB'de %5 diisiisle %75 ve OSB'de %11 artisla %91 dogruluk
elde edilmistir. S18 icin AGG’nin smiflandirilmasinda %80, SSB'de %5 diisiisle %75 ve
OSB'de ise %11 artisla %91 dogruluk goriilmiistiir. S19 i¢in AGG nin smniflandiriimasinda
%84.21 dogruluk elde edilirken SSB'de %5.26 diisiisle %78.95 ve OSB'de %8.79 artisla
%93 dogruluk elde edilmistir. S21 i¢in AGG’nin siniflandirilmasinda %78.95, SSB'de
%10.53 diisiisle %68.42 ve OSB'de %13.05 artisla %92 dogruluk elde edilmistir. S22 i¢in
AGG’nin smiflandirilmasinda %85 dogruluk elde edilirken SSB'de %5 diisiisle %80 ve
OSB'de ise %9.5 artisla dogruluk %94.5 olarak elde edilmistir.

DVM ile denekler boyunca hesaplanan ortalama dogruluk ve standart sapma degerleri
su sekildedir. ARO boyutunda AGG goriintiilerinde %80.12+5.67, AGG’lerine SSB
uygulanmasi sonras1 %1.43’liik bir artisla %81.55+5.32 ve AGG’lerine OSB uygulanmasi
sonrasinda %12.32’lik bir artisla %92.44 £2.73 degerleri elde edilmistir. VAL i¢in ise AGG
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goriintiilerinde %80.11+3.59, AGG’lerine SSB uygulanmasi sonrasinda %2.38’lik bir
diisiisle %77.73+4.29 ve AGG’lerine OSB uygulanmas1 sonrasinda %10.93’lik bir artisla
%90.94+3.15 degerleri gozlenmistir. Bu sonuglar incelendiginde ARO boyutunda elde
basarili oldugu

edilen simiflandirma dogruluklarmin VAL boyutuna gore daha

goriilmektedir.

Tablo 3.15. ikinci AGD yaklasimi i¢in Yiiz, AGG, sensdr ve dznitelik seviyesinde birlestirme

sonrasinda elde edilen DVM siniflandirma sonuglari

ARO VAL
Denek Yiiz AGG | SSB OSB Yiiz AGG SSB OSB
75
s01 62 | 155008 | 75(813) | 95(1-15) | 6158 |78.95(28) | 78.95(27) | 90 (1)
70 73.68
502 85 | 70280 75022 | 86 | 6316 |, 50| 78956) | 9209)
S04 | 665 85(5 | 85(22) | 92(8) 68 85(16) | 85(18) | 93.5(4)
85 (tim
S06 | 5895 |8421(11)| 7895(9) | 92510) | 765 | (UM | 80(932) | 835()
75 (510,12,
s07 | 6368 |78.95(25) | 388 (111 o5 70 |80 (11,17) [13,14.18.24| 90.5(1,2)
12,16,22) =
S08 | 585 | 75(12) | 80(22) |925(715)| 515 | 80(15) | 75(18) | 87(2)
78.95 | 78.95 (10, 84.21
S09 | 6LO5 | (1iie) | 341591 | 935049 | 5263 [8421(@5)| o5y | 905Q)
70 (41217,
s10 | 625 |"5y5350 5@ | 0@ 49 75(32) | 80(6,13) | 89.5(2)
8421 (tim| 89.47 7895 | 78.95 95
S12 1 8421 1onallar) | (25.30) | P | 4895 14591 30) | (5.1021) | (4,567.8)
85 (tiim | 89.47 (tim 78.95
s13 85 | ol | oty | %@ | 6211 | (2P| 789520) | 88 (@)
84.21 70 (5,9,12,
S15 | 5895 [8421(11)| pe% | 88(12) 66 | 750727 |57 | 5 ©
78.95
si6 | 815 75() | 80(32) | 95(1-7) | 6842 | (714,22, |78.95(14)| 92 (15)
23.24.25)
S17 | 5474 |7895(31)|84.21(23)| 945(8) 60 80(6) | 75(4) | 91(9)
78.95 75
SI8 | 6842 | (pg | 8421(5) | 93() 645 | 8012) | ppoazp | 91EO)
78.95 (18, 84.21
S19 | 7368 [8421(25) | ragg | 9@ | 6105 | UL |7895(0)| 93(9)
85 (10,12, 60 7895 | 68.42 (4,
s21 80 )5.28) | 90 (1012) | 95(4,5,8) (1110 | 18ota7) | 926
522 60 | 89.47 (10) (gg'g% 89.5(5) 60 85 (24) | 80(4,27) | 94.5(15)
ORTLSS|67.339.81|80.1245.67| 81.5545.32 92,44 +2.73|61.38+7.58 | 80.1123.59| 77.73+4.29 | 90,9443 15
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Boliim 3.1.3’te listelenen tiim sonuglara iliskin olarak hazirlanan karsilastirmali

grafikler VAL siifi igin Sekil 3.3’te ve ARO sinift i¢in Sekil 3.4°te verilmektedir.
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Sekil 3.3. DEAP-VAL igin elde edilen tiim sonuglarin karsilagtirmali grafigi
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Sekil 3.4. DEAP-ARO i¢in elde edilen tiim sonuglarin kargilastirmali grafigi
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3.2. KMED Veri Seti i¢in Bulgular ve irdeleme

3.2.1. AGD-II I¢cin Deneysel Sonuclar ve Analizler

Calismada performans o6lgiitii olarak kullanilan dogruluk degeri, veri setinde yer alan
her bir denek i¢in 10-kat capraz dogrulama yapilarak elde edilen sonuglarin ortalamalari
alinarak hesaplanmistir. Veri setinin egitim ve test kiimeleri farkli giinlerde alinan verilerle
olusturulmustur. Her farkli glin oturumlarinda farkli video igerikleri izletilmistir. Yani bir
video igerigi tiim deneyde sadece bir defa izletilmistir. Oznitelik ¢ikarma ve siniflandirma
asamalarinda kullanilmak i¢in optimum parametre degerleri egitim kiimesinin alt egitim ve
dogrulama kiimeleriyle belirlenip test kiimesi bu isleme dahil edilmemistir.

Veri seti hazirlarken ilk 10 denek igin kayitlar 32 kanaldan alinirken son 5 denek igin
25 kanaldan alinmigtir. Goriilecegi tizere son 5 denekte daha az elektrot kullanilmustir.
Bunun nedenleri sa¢ yogunlugu kaynakli kayit problemleri, Emotiv Flex kayit cihazinin
temizlenmesi sirasinda elektrotlara baglanan bazi kablolarda kesiklerin olusmasi, kesiklikler
nedeniyle veri iletim probleminin olusmasidir. Ilk 10 denek icin kayitlarin alindig1 sensor
elektrotlar su sekildedir: (1) Cz, (2) Fz, (3) Fp1, (4) AF3, (5) F7, (6) F3, (7) FC1, (8) C3, (9)
FC5, (10) T7, (11) CP5, (12) CP1, (13) P3, (14) P7, (15) PO3, (16) 01, (17) Pz, (18) Oz,
(19) 02, (20) PO4, (21) P8, (22) P4, (23) CP2, (24) CP6, (25) C4, (26) FC6, (27) T8, (28)
FC2, (29) F4, (30) F8, (31) AF4, (32) Fp2. Benzer sekilde son 5 denek i¢in kullanilan
elektrotlar su sekildedir: (1) Cz, (2) Fpl, (3) AF3, (4) F7, (5) F3, (6)FC1, (7) C3, (8) FC5,
(9) T7, (10) CP5, (11) CP1, (12) P3, (13) P7, (14) Pz, (15) P8, (16) P4, (17) CP2, (18) CP6,
(19) C4, (20) FC6, (21) T8, (22) FC2, (23) F4, (24) AF4, (25) Fp2. Bu boliimiinde (Bolim
3.2) yer alan tiim tablolarda siniflandirma dogruluklarmin yaninda parantez i¢inde numara
degerleri verilmistir. Bu degerler sinyallerin kaydedildigi sensor elektrotlara ait numaralari
belirtmektedir.

Kayit isleminin tamamlanmasiyla olusturulan KMED veri seti su sekilde dort farkl
smif verileri igermektedir: (1) komik, (2) korkung, (3) tiksing ve (4) rahatlama. Bu nedenle,
bu boélimdeki tiim tablolarda siitun basliklarindaki sinif ¢iftleri siif etiketlerini ifade

etmektedir. Sinif etiketi ve sinif ¢iftlerine ait eslesmeler su sekilde isaretlenmistir:

e Komik ve korku siniflarina ait veriler siniflandirilirken 1 ve 2 sinif ¢ifti
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e Komik ve tiksing siniflarina ait veriler siniflandirilirken 1 ve 3 sinif ¢ifti

e Komik ve rahatlama siniflarina ait veriler siniflandirilirken 1 ve 4 simif ¢ifti

e Korku ve tiksing siniflarina ait veriler siniflandirilirken 2 ve 3 simif ¢ifti

e Korku ve rahatlama siniflarina ait veriler siniflandirilirken 2 ve 4 smif ¢ifti

e Tiksing ve rahatlama siniflarina ait veriler siniflandirilirken 3 ve 4 simif ¢ifti

KMED veri setine uygulanan tim yontemler ve bu yontemlere ait siniflandirma

dogruluklarinin yer aldig1 tiim tablolarin 6zet olarak gosterimi Tablo 3.16°da verilmektedir.

Tablonun ilk satirinda sadece yiiz goriintiilerinin K-EYK ve DVM ile siniflandirilmasindan

elde edilen dogruluklarinin yer aldig1 tablo numaralar1 verilmistir. ikinci satirinda Birinci

AGD’nin K-EYK ve DVM ile fiizyondan 6nce (AGG igin) ve fiizyondan sonra (SSB ve

OSB-3 i¢in) smiflandiriimasindan elde edilen smiflandirma dogruluklarinin yer aldig: tablo

numaralar1 verilmektedir. Ugiincii satirinda ise Ikinci AGD’nin K-EYK ve DVM ile

fiizyondan 6nce (AGG igin) ve fiizyondan sonra (SSB ve OSB-3 i¢gin) siiflandiriimasidan

elde edilen siniflandirma dogruluklarinin yer aldigi tablo numaralari verilmektedir.

Tablo 3.16. KMED wveri setine uygulanan tiim yontemler sonucunda elde edilen
siniflandirma dogruluklarinin yer aldig tablo isimleri

Yiiz Goriintiileri i¢in K-EYK Tablo3.17
DVM Tablo 3.18

AGG Tablo 3.19

K-EYK SSB (Béliim 2.3.1) Tablo 3.20

Birinci AGD Yaklasimi i¢in OSB-3 (Béliim 2.3.2) Tablo 3.21

(Bolim 2.2.1) AGG Tablo 3.22

DVM SSB Tablo 3.23

OSB-3 Tablo 3.24

AGG Tablo 3.25

K-EYK SSB Tablo 3.26

fkinci AGD Yaklasimi igin OSB-3 Tablo 3.27

(Bélim 2.2.2) AGG Tablo 3.28

DVM SSB Tablo 3.29

OSB-3 Tablo 3.30
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3.2.2. KMED Veri Seti Yiiz Goriintiileri Siniflandirma Sonuclari

3.2.2.1. Yiiz Gériintiileri I¢in K-EYK Simiflandirma Sonuclar1 ve Analizler

KMED veri setindeki deneklerin yiiz goriintiileri ¢ok modlu ¢aligmanin katkilarinin
dogru irdelenmesi icin ayrica smiflandirilmistir. Ikili siuf giftleri icin K-EYK
smiflandiricisindan elde edilen siniflandirma dogruluklar1 Tablo 3.17°de verilmektedir.
D01-D15 denekleri i¢in farkli sinif ¢iftlerinde en basarili sonuglar su sekildedir: D01 i¢in 1
ve 2 ciftinde %67.09; D02 i¢in 1 ve 4 ¢iftinde %65.06; D03 i¢in 1 ve 2 ¢iftinde %67.07; D04
icin 1 ve 2 ¢iftinde %60.49; D05 i¢in 1 ve 3 ¢iftinde %59.76; D06 icin 1 ve 4 ¢iftinde %60.98;
D07 icin 2 ve 3 ¢iftinde %62.03; D08 icin 2 ve 3 ¢iftinde %62.82; D09 icin 3 ve 4 ¢iftinde
%61.73; D10 i¢in 1 ve 3 ¢iftinde %63.41; D11 igin 3 ve 4 ¢iftinde %65.28; D12 igin 1 ve 2
ciftinde %67.11; D13 i¢in 1 ve 2 ¢iftinde %64.71; D14 i¢in 3 ve 4 ¢iftinde %64.79 ve D15
icin 1 ve 4 ¢iftinde %63.75 oranindadir.

Tablo 3.17. Yiiz goriintiilerinde K-EYK ile elde edilen ikili siniflandirma sonuglar

Denek lve? lve3 lved 2ved 2ved 3ved
D01 67.09 67.07 65.85 63.29 59.49 59.76
D02 57.5 55.56 65.06 59.74 60.76 62.5
D03 67.07 63.41 58.54 62.5 55 58.75
D04 60.49 59.3 60 59.26 57.5 60
D05 58.75 59.76 54.88 56.25 55 58.54
D06 59.76 54.88 60.98 60 55 60
D07 58.75 56.79 58.75 62.03 60.26 58.23
D08 60.26 54.88 58.02 62.82 59.74 55.56
D09 60 60.98 58.02 60 60.76 61.73
D10 59.49 63.41 57.32 58.23 62.03 57.32
D11 57.53 58.11 61.11 61.64 59.15 65.28
D12 67.11 60 58.75 60.26 62.82 59.76
D13 64.71 60.29 55.07 58.82 58.82 57.97
D14 60.56 56.52 57.14 58.33 58.9 64.79
D15 59.49 60.49 63.75 62.5 56.96 61.73

ORT+SS | 61.24+3.45 | 59.43+3.47 | 59.55+3.29 | 60.38+2.04 | 58.81+2.48 | 60.13+2.68
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Tim sinif ¢iftleri i¢in 15 denek boyunca K-EYK ile gbzlenen ortalama dogruluk ve
standart sapma degerleri su sekildedir: 1 ve 2 siniflart i¢in %61.2443.45; 1 ve 3 smiflari igin
%59.43+£3.47; 1 ve 4 siiflar i¢in %59.55+£3.29; 2 ve 3 simiflari i¢in %60.38+2.04; 2 ve 4
siniflart i¢cin %58.81+£2.48; 3 ve 4 smiflar i¢in %60.13+2.68. Tiim denekler boyunca alt1
farkli sinif ¢ifti arasindaki siniflandirma sonuglari incelendiginde komik (1) ve korku (2)
ciftinin siniflandirilmasinda en basarili sonuclar elde edilmistir. Diger yandan en basarisiz
sonuglar korku (2) ve rahatlama (4) ¢iftine ait yiiz goriintiilerinin siniflandirilmasinda elde

edilmistir.

3.2.2.2. Yiiz Gériintiileri icin DVM Simflandirma Sonuclari ve Analizler

Tim ikili sinif giftleri iginde yiiz goriintiilerinin DVM ile siniflandirilmasi sonucu elde
edilen siniflandirma dogruluklar: Tablo 3.18de verilmistir. Farkli sinif giftlerinde D01-D15
denekleri i¢in en basarili sonuglar su sekildedir: DO1 icin 1 ve 3 ¢iftinde %70.73; D02 i¢in
2 ve 3 ciftinde %63.64; D03 i¢in 2 ve 4 ¢iftinde %58.75; D04 i¢in 1 ve 4 ¢iftinde %61.18;
DO05 icin 3 ve 4 ¢iftinde %60.98; D06 icin 2 ve 3 ¢giftinde %63.75; D07 icin 2 ve 3 ¢iftinde
%62.03; D08 i¢in 1 ve 4 ¢giftinde %65.43; D09 i¢in 1 ve 3 ¢iftinde %59.76; D10 i¢in 2 ve 3
ciftinde %63.29; D11 i¢in 1 ve 2 ¢iftinde %64.38; D12 i¢in 1 ve 4 ¢iftinde %65; D13 i¢in 2
ve 4 ¢iftinde %63.77; D14 i¢gin 2 ve 4 ¢iftinde %64.38 ve D15 igin 2 ve 3 ¢iftinde %66.25.
Tiim sinif ¢iftleri i¢in 15 denek boyunca DVM ile elde edilen ortalama dogruluk ve standart
sapma degerleri su sekildedir: 1 ve 2 smiflart i¢in %59.00+£3.79; 1 ve 3 siniflar igin
%58.38+4.08; 1 ve 4 siniflar1 i¢in %59.59+4.17; 2 ve 3 siniflari i¢in %59.64+4.53; 2 ve 4
smiflar igin %58.44+3.55; 3 ve 4 siniflari i¢in %57.58+3.22.

Tim denekler boyunca alti farkli simif cifti arasindaki siniflandirma sonuglari
incelendiginde komik (1) ve korku (2) ¢iftinin siniflandirilmasinda en yiiksek basar1 elde
edilmistir. Diger yandan tiksing (3) ve rahatlama (4) ciftine ait yiiz goriintiilerinin

siniflandirilmasinda en diisiik sonuglar elde edilmistir.
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Tablo 3.18. Yiiz goriintiilerinde DVM ile elde edilen ikili siniflandirma sonuglari

Denek lve?2 lve3 lved 2ve3 2ved 3ve4d
D01 63.29 70.73 67.07 62.03 56.96 58.54
D02 56.25 60.49 59.04 63.64 62.03 52.5
D03 57.32 54.88 53.66 56.25 58.75 57.5
D04 55.56 55.81 61.18 53.09 55 54.12
D05 60 53.66 59.76 55 56.25 60.98
D06 54.88 53.66 57.32 63.75 57.5 56.25
D07 53.75 60.49 57.5 62.03 60.26 53.16
D08 58.97 57.32 65.43 60.26 58.44 54.32
D09 56.25 59.76 53.09 57.5 59.49 58.02
D10 55.7 58.54 56.1 63.29 53.16 59.76
D11 64.38 59.46 62.5 63.01 53.52 62.5
D12 59.21 58.75 65 50 55.13 57.32
D13 60.29 57.35 56.52 58.82 63.77 59.42
D14 63.38 57.97 58.57 59.72 64.38 56.34
D15 65.82 56.79 61.25 66.25 62.03 62.96

ORT=£SS | 59.00+£3.79 | 58.38+4.08 | 59.59+4.17 | 59.64+4.53 | 58.44+3.55 | 57.58+3.22

3.2.3. Birinci AGD ile Elde Edilen Sinyal Goriintiileri ve Yiiz Goriintiilerinin
Fiizyon Oncesi ve Sonras1 K-EYK ile Smiflandirilmasiyla Elde Edilen
Sonuglar ve Analizler

Birinci AGD yaklasimma sonucu olusan sinyal goriintilerinin K-EYK ile
siiflandirilmasi sonucu gézlenen sonuglar Tablo 3.19°da ki gibidir. DO1-D15 denekleri i¢in
farkli sinif ¢iftleri arasinda en basarili sonuglar su sekildedir: DO1 i¢in 3 ve 4 giftinde
%380.49; D02 i¢in 2 ve 3 giftinde %68.24; D03 i¢in 1 ve 3 ¢iftinde %69.51; D04 igin 3 ve 4
ciftinde %70.93; DO5 icin 3 ve 4 ¢giftinde %73.17; D06 icin 2 ve 4 ¢iftinde %75.31; D07 i¢in
2 ve 3 giftinde %69.51; D08 i¢in 1 ve 4 ¢iftinde %70.37; D09 i¢in 1 ve 2 ¢iftinde %67.47,
D10 i¢in 3 ve 4 ¢iftinde %69.51; D11 i¢in 2 ve 3 ¢iftinde %75.34; D12 i¢in 2 ve 4 giftinde
%73.49; D13 i¢in 3 ve 4 ¢iftinde %67.12; D14 igin 2 ve 4 ¢iftinde %68.49 ve D15 igin 1 ve
2 ciftinde %70.73. Benzer sekilde AGG’nin her bir smif ¢ifti i¢in tiim denekler boyunca elde
ettigi ortalama dogruluk ve standart sapma degerleri sirasiyla 1 ve 2 i¢in %67.41+3.10; 1 ve
3 igin %67.37£2.18; 1 ve 4 i¢in %67.63£2.95; 2 ve 3 igin %68.03£2.86; 2 ve 4 igin
%67.514£3.49; 3 ve 4 icin %68.77+4.45 seklindedir. Tiim sinif giftleri igin elde edilen tiim

sonuglar g6z oOniine alindiginda sinyal goriintiileri tiksing (3) ve rahatlama (4) ¢iftinin
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siiflandirilmasinda en iyi performansi gostermistir. Diger yandan komik (1) ve tiksing (3)

problemine ait sinyal goriintiilerinin siniflandirilmasinda ise en diisiik degerler gézlenmistir.

Tablo 3.19. Birinci AGD yaklasimi sonucunda elde edilen AGG’nin K-EYK ile
siniflandirilmasindan elde edilen siniflandirma dogruluklari

Denek lve? lve3 lved 2ve3 2ved 3ved
D01 | 67.47(5) |67.07 (14.26)| 7561(3) | 72.29(32) | 69.88(5) | 80.49 (3,32)
D02 | 65.12(30) | 65.88(18) | 65.88(7) | 68.24(12) (15‘% 123) 63.10 (3,12)

D03 | 69.05(10) | 69.51(20) | 68.67(3) | 67.07(5) | 67.47(30) | 65.43(5)
D04 | 67.06(12) | 67.05(16) | 67.05(29) | 66.27 (2,27) | 66.27 (28) | 70.93 (32)
D05 | 68.67(27) | 67.07(31) | 70.73(31) |68.67 (10,28)| 63.86 (13) | 73.17 ()

D06 | 7470(3) | 69.05(12) | 65.85 (14) (86256059) 75.31(3) | 65.85(3,9)
63.86

DO7 | (159703 | 0543 (416) | 65.06(32) | 69.51(510) | 6548(4) | 68.29(30)

D08 63.10 (3,5,17)63.41 (14,16)| 70.37 (30) | 65.48(26) | 69.88 (5) (96§i4§2)

D09 | 67.47(29) | 66.27 (25) | 65.43(22) | 66.67 (3,27) |64.63 (18,23)| 65.85 (29)
D10 66.27 (2) | 67.07(30) | 68.29 (24) |66.27 (27,29)| 68.67 (11) | 69.51 (28)
D11 69.86 (3) | 71.62(8) | 65.28(20) | 75.34(8) | 66.20 (11) | 73.61(4)
D12 [69.14 (14,18)| 68.75 (1,20) | 68.75(1) | 69.88(25) | 73.49 (24) | 67.07 (21)
D13 [63.89(2,7,16)] 64.79(1) | 65.71(7) |65.33(21,23)| 64.86 (13) | 67.12(13)

D14 | 64.79(16) | 67.14 (17) (76f62§0) 65.75 (16) | 68.49 (21) | 65.28 (6,23)
D15 | 70.73(19) | 70371 |, 1687'250025) 68.67 (24) | 63.41(10) |70.37 (20,24)

ORT+SS | 67.41£3.10 | 67.37£2.18 | 67.63£2.95 | 68.03£2.86 | 67.51+£3.49 | 68.77+4.45

Birinci AGD yaklasimi uygulanmas1 sonucu olusan sinyal goriintiilerinin sensor
seviyesinde yiiz goriintiileri ile birlestirilmesi sonucu elde edilen birlestirilmis goriintiilerin
smiflandirma sonuglar1 Tablo 3.20°de ki gibidir. DO1-D15 denekleri i¢in farkli smif
ciftlerinde elde edilen en basarili sonuglar su sekildedir: DO1 i¢in 1 ve 4 ¢iftinde %80.49;
D02 i¢in 3 ve 4 ¢iftinde %69.05; D03 i¢in 1 ve 2 ¢iftinde %70.24; D04 icin 1 ve 4 ¢iftinde
%69.77; D05 icin 1 ve 2 ¢iftinde %67.47; D06 i¢in 1 ve 2 ¢iftinde %71.08; D07 i¢in 1 ve 3
ciftinde %67.90; D08 icin 1 ve 4 ciftinde %66.67; D09 icin 1 ve 3 ¢iftinde %72.29; D10 i¢in
1 ve 4 ¢iftinde %70.73; D11 igin 3 ve 4 ¢iftinde %77.78; D12 i¢in 1 ve 2 giftinde %71.60;
D13 i¢in 1 ve 2 ¢iftinde %69.44; D14 icin 1 ve 2 giftinde %69.01 ve D15 igin 1 ve 4 ¢iftinde
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%73.75. Her bir smif ¢ifti i¢in tiim denekler boyunca elde edilen ortalama dogruluk ve
standart sapma degerleri sirastyla 1 ve 2 i¢in %68.55+4.02; 1 ve 3 i¢in %67.61+2.53; 1 ve 4
icin %68.24+4.55; 2 ve 3 i¢in %66.72+2.07; 2 ve 4 i¢in %65.41+1.94; 3 ve 4 i¢in
%68.15+4.70 seklindedir. Tiim simf ¢iftleri i¢in elde edilen tim sonuglar goz Oniine
alindiginda komik (1) ve korku (2) ciftinin smiflandirilmasinda en basarili sonuglar
gozlenirken, korku (2) ve rahatlama (4) giftinin siniflandirilmasinda en diisiik sonuglar elde
edilmistir.

Sensor seviyesinde fiizyon sonucunda elde edilen goriintiilerin siiflandirilmasiyla
gozlenen dogruluk degerleri su sekildedir: DO1 i¢in 1ve 2 smif ¢iftinde %12.05 oraninda
artisla %79.52, 1 ve 3 ciftinde %2.44 artisla %69.51, 1 ve 4 ¢iftinde ise %4.87 artisla %80.49
dogruluk gozlenmistir. D02 igin 1 ve 3 giftinde %2.36 artisla %68.24, 3 ve 4 giftinde %5.95
artigsla %69.05 dogruluk elde edilmistir. D03 i¢in 1 ve 2 giftinde %1.19 artimla %70.24
degeri elde edilmistir. D04 i¢in 1ve 2 ¢iftinde %1.23 artisla %68.29, 1 ve 4 ¢iftinde %2.72
artigla %69.77, 2 ve 3 ciftinde ise %1.82 artisla %67.09 dogruluk gézlenmistir. DOS igin 2
ve 4 ciftinde %1.2’lik bir artisla %65.06 dogruluk elde edilmistir. D06 i¢in 1 ve 4 ¢iftinde
%3.66 artigla %69.51, 2 ve 3 ¢iftinde %4.82 artisla %69.88, 3 ve 4 ¢iftinde ise %3.66 artigla
%69.51 degeri gozlenmistir. D07 i¢in 1ve 2 ¢iftinde %1.2’lik bir artimla %65.06, 1 ve 3
ciftinde ise %2.47’lik bir artisla %67.90 dogruluk elde edilmistir. DOS8 igin 1ve 2 giftinde
%2.38 artigla %65.48 dogruluk elde edilirken 1 ve 3 ciftinde %1.22 artigla %64.63 dogruluk
elde edilmistir. D09 i¢in 1ve 3 ¢iftinde %6.02 artimla %72.29, 1 ve 4 ¢iftinde %4.94 artimla
%70.37, 2 ve 4 ¢iftinde %2.44 arimla %67.07, 3 ve 4 ¢iftinde ise %1.22 artimla %67.07
degeri elde edilmistir. D10 i¢in 1ve 2 ¢iftinde %1.2 artisla %67.47, 1 ve 3 ciftinde %2.44
artigla %69.51, 1 ve 4 giftinde ise %2.44 artisla %70.73 dogruluk degerleri gozlenmistir.
D11 igin 2 ve 4 giftinde %2.81 artigla %69.86 dogrulugu gozlenirken 3 ve 4 giftinde %4.17
artisla %77.78 elde edilmistir. D12 i¢in 1 ve 2 giftinde %2.46’lik bir artisla %71.60
dogrulugu elde edilmistir. D13 igin 1 ve 2 g¢iftinde %5.55 artisla %69.44 dogrulugu
gbzlenirken 2 ve 4 ciftinde %4.12 artisla %66.21 degeri elde edilmistir. D14 i¢in lve 2
ciftinde %12.05 artisla %69.01, 1 ve 4 ¢iftinde %1.42 artisla %65.71, 2 ve 3 ¢giftinde %1.37
artigla %67.12, 3 ve 4 ¢iftinde ise %2.78 artisla %68.06 dogruluk elde edilmistir. D15 igin
ise 1ve 4 giftinde %6.25 artisla %73.75 dogrulugu elde edilirken 3 ve 4 ¢giftinde %2.47 artigla
%72.84 dogruluk elde edilmistir. Denekler i¢in sonuglar1 verilmeyen diger sinif ¢iftlerinde

ya basar1 orani degismemistir ya da siniflandirma dogrulugunda azalma olmustur.
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Tablo 3.20. Birinci AGD yaklasimi sonucu elde edilen AGG’nin SS’de yiiz goriintiileri ile
birlestirilmesinden elde edilen goriintiilerin K-EYK ile smiflandirilmasindan
elde edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ved 3ve4d
69.51
D01 79.52 (10) (17.25,29) 80.49 (5) 66.27 (5) 66.27 (5) 78.05 (3)
62.35

D02 61.63 (26) 68.24 (29) (10,19,32) 64.71 (20) |64.71(10,31)| 69.05 (30)

D03 70.24 (25) 68.29 (14) |65.06 (19,29)| 67.07 (19) 67.47 (22) 65.43 (30)

D04 68.29 (26) 64.71 (29) 69.77 (22) 67.09 (8) 66.25 (30) 66.27 (29)

D05 67.47 (5) 67.07 (17) | 65.85(8,28) 66.27 (9) 65.06 (5,13) 64.63 (1)

D06 71.08 (3) 65.48 (25) 69.51 (1) 69.88 (14) 67.90 (3) 69.51 (14)

D07 65.06 (1) 67.90 (19) 65.06 (19) 65.85 (19) 64.29 (27) 63.41 (15)

D08 |65.48 (15,28)| 64.63 (16) 66.67 (30) 65.48 (30) 62.65 (5) 65.43 (2,8)

D09 66.27 (29) 72.29 (30) | 70.37 (3,10) 64.29 (4) 67.07 (27) 67.07 (22)

D10 | 67.47 (2,29) | 69.51 (9,24) | 70.73 (21) 66.27 (13) 63.86 (1,5) 67.07 (17)

D11 69.86 (4) 71.62 (4) |65.28 (2,6,23)| 72.60 (8) 69.01 (8,9) 77.78 (4)

D12 71.60 (22) 68.75 (22) 68.75 (13) |66.26 (16,25)| 62.65 (21) 64.63 (25)

63.01
D13 69.44 (6) 64.79 (1) 64.29 (22) 65.33 (15) 66.21 (3) (20,24,25)
67.12
D14 69.01 (12) 67.14 (12) 65.71 (17) (17,19.25) 64.38 (21) 68.06 (24)
64.20 73.75

D15 65.85 (3,20) (7.11,19) (4,20,24) 66.27 (2,20) | 63.41 (1,23) 72.84 (2)

ORT<SS| 68.55+4.02 | 67.61+£2.53 | 68.24+4.55 | 66.72+2.07 | 65.41+£1.94 | 68.15+4.70

Birinci AGD yaklagimi uygulanmasiyla olusan sinyal goriintiileri ile deneklere ait yiiz
gorilintlilerinin  Oznitelik seviyesinde birlestirilmesi sonucu elde edilen vektorlerin
smiflandirma sonuglar1 Tablo 3.21°de ki gibidir. Her bir denek i¢in farkli sinif ¢iftlerindeki
en basarili sonuglar su sekildedir: D01 i¢in 2 ve 4 ¢iftinde %95.18; D02 i¢in 2 ve 4 ¢iftinde
%92.94; D03 i¢in 2 ve 3 ¢giftinde %89.74; D04 i¢in 2 ve 3 ¢iftinde %92.41; D05 igin 2 ve 4
ciftinde %93.98; D06 icin 2 ve 4 ¢iftinde %96.30; D07 icin 2 ve 4 ¢iftinde %95.24; D08 i¢in
1 ve 3 ¢iftinde %96.34; D09 igin 3 ve 4 ¢iftinde %93.90; D10 i¢in 1 ve 4 ¢iftinde %97.56;
D11 igin 1 ve 3 ¢iftinde %93.24; D12 i¢in 1 ve 4 ¢iftinde %97.50; D13 i¢in 1 ve 3 giftinde
%92.86; D14 i¢in 2 ve 3 ¢iftinde %93.15 ve D15 igin 3 ve 4 ¢iftinde %93.83. Her bir sinif
ciftinin tiim denekler boyunca elde ettigi ortalama dogruluk ve standart sapma degerleri
strastyla 1 ve 2 igin %90.70+2.93, 1 ve 3 i¢in %90.41+3.79, 1 ve 4 i¢in %89.09+4.95, 2 ve
3 i¢in %89.76+3.72, 2 ve 4 i¢in %90.44+4.05, 3 ve 4 i¢in %89.86+4.06 seklindedir. Tiim bu

sonuglar géz oniine alindiginda komik (1) ve korku (2) siniflandirma probleminde en basarili
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dogruluk sonuglar1 alinirken, komik (1) ve rahatlama (4) ciftinde ise en diisiik sonuglar elde
edilmistir.

Oznitelik seviyesinde uygulanan birlestirilme sonucu elde edilen goriintiilerin
siiflandirmasina ait dogruluk degerleri her denek igin sirasiyla su sekildedir: D01 igin 1 ve
2 ciftinde %22.89 artisla %90.36, 1 ve 3 ciftinde %25.60 artisla %92.68, 1 ve 4 ¢iftinde
%17.07 artisla %92.68, 2 ve 3 ¢iftinde %20.48 artisla %92.77, 2 ve 4 giftinde %25.30 artisla
%95.18, 3 ve 4 ¢iftinde ise %14.63 artisla %95.12 dogruluk degerleri elde edilmistir. D02
denegi i¢in 1ve 2 ciftinde %22.09 artisla %87.21, 1 ve 3 ciftinde %21.17 artisla %87.06, 1
ve 4 ciftinde %21.17 artisla %87.06, 2 ve 3 ¢iftinde %16.47 artisla %84.71, 2 ve 4 ¢iftinde
%28.23 artigla %92.94, 3 ve 4 ¢iftinde ise %26.19 artisla %89.29 dogrulugu goézlenmistir.
D03 igin 1ve 2 ¢iftinde %16.49 artimla %85.54, 1 ve 3 ¢iftinde %16.73 artimla %86.25, 1
ve 4 ¢iftinde %15.47 artimla %84.15, 2 ve 3 ciftinde %22.67 artimla %89.74, 2 ve 4 ¢iftinde
%20.03 artimla %87.50, 3 ve 4 ise ciftinde %17.90 artimla %83.33 dogrulugu elde
edilmistir. D04 icin 1ve 2 ¢iftinde %23.18 artisla %90.24, 1 ve 3 giftinde %16.48 artisla
%83.53, 1 ve 4 ¢iftinde %20.16 artisla %87.21, 2 ve 3 ¢iftinde %26.14 artisla %92.41, 2 ve
4 giftinde %19.98 artisla %86.25, 3 ve 4 giftinde ise %19.43 artisla %90.37 dogruluk
gbzlenmistir. DOS i¢in 1ve 2 ¢iftinde %25.22 artisla %93.90, 1 ve 3 ¢iftinde %25.42 artigla
%92.50, 1 ve 4 ¢iftinde %18.15 artisla %88.89, 2 ve 3 ciftinde %24.00 artisla %92.68, 2 ve
4 ¢iftinde %30.12 artisla %93.98, 3 ve 4 ¢iftinde ise %20.65 artisla %93.83 dogrulugu elde
edilmistir. D06 i¢in 1ve 2 ciftinde %18.07 artimla %92.77, 1 ve 3 ¢iftinde %22.61 artimla
%91.67, 1 ve 4 ¢iftinde %26.82 artimla %92.68, 2 ve 3 ciftinde %26.50 artimla %91.57, 2
ve 4 ciftinde %20.98 artimla %96.30, 3 ve 4 ¢iftinde ise %26.82 artimla %92.68 dogrulugu
gbzlenmistir. DO7 i¢in 1ve 2 ¢iftinde %21.68 artisla %85.54, 1 ve 3 ¢iftinde %25.92 artigla
%91.36, 1 ve 4 ¢iftinde %14.45 artisla %79.52, 2 ve 3 ¢iftinde %23.17 artisla %92.68, 2 ve
4 ciftinde %29.76 artisla %95.24, 3 ve 4 ciftinde ise %15.85 artigla %84.15 dogruluk elde
edilmistir. DO8 i¢in 1ve 2 ciftinde %26.06 artisla %89.16, 1 ve 3 ¢iftinde %32.92 artisla
%96.34, 1 ve 4 ciftinde %21.09 artisla %91.46, 2 ve 3 ¢iftinde %24.88 artisla %90.36, 2 ve
4 ciftinde %?22.89 artisla %92.77, 3 ve 4 ¢iftinde %28.47 artisla %93.90 dogruluk
gbzlenmistir. D09 i¢in 1ve 2 giftinde %22.89 artimla %90.36, 1 ve 3 ¢iftinde %21.68 artimla
%87.95, 1 ve 4 ¢iftinde %23.45 artimla %88.89, 2 ve 3 ¢iftinde %20.23 artimla %86.91, 2
ve 4 ¢iftinde %28.04 artimla %92.68, 3 ve 4 ¢iftinde ise %28.04 artimla %93.90 dogrulugu
elde edilmistir. D10 denegi icin 1ve 2 ¢iftinde %27.71 artisla %93.98, 1 ve 3 ¢iftinde %19.34
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artisla %86.42, 1 ve 4 giftinde %29.26 artisla %97.56, 2 ve 3 ¢iftinde %26.41 artisla %92.68,
2 ve 4 ciftinde %16.86 artisla %85.54, 3 ve 4 ¢iftinde ise %16.90 artisla %86.42 dogruluk
elde edilmistir. D11 i¢in 1ve 2 ¢iftinde %23.28 artisla %93.15, 1 ve 3 ¢iftinde %21.62 artisla
%93.24, 1 ve 4 ¢iftinde %22.22 artisla %87.50, 2 ve 3 ciftinde %17.80 artisla %93.15, 2 ve
4 ¢iftinde %18.30 artisla %84.51, 3 ve 4 ¢iftinde ise %16.66 artisla %90.28 dogruluk degeri
gbzlenmistir. D12 denegi icin 1ve 2 ¢iftinde %25.92 artimla %95.06, 1 ve 3 ¢iftinde %26.25
artimla %95.00, 1 ve 4 ciftinde %28.75 artimla %97.50, 2 ve 3 giftinde %14.45 artimla
%84.34, 2 ve 4 giftinde %12.04 artimla %85.54, 3 ve 4 giftinde %23.17 artimla %90.24
dogrulugu elde edilmistir. D13 i¢in 1ve 2 ¢iftinde %26.38 artisla %90.28, 1 ve 3 ¢iftinde
%28.06 artisla %92.86, 1 ve 4 ¢iftinde %16.89 artisla %82.61, 2 ve 3 ¢iftinde %17.09 artisla
%82.43, 2 ve 4 ¢iftinde %22.80 artisla %87.67, 3 ve 4 ciftinde ise %17.38 artisla %84.51
dogruluk elde edilmistir. D14 denegi i¢in lve 2 g¢iftinde %26.76 artisla %91.55, 1 ve 3
giftinde %25.71 artisla %92.86, 1 ve 4 ciftinde %25.71 artisla %90.00, 2 ve 3 c¢iftinde
%27.39 artisla %93.15, 2 ve 4 giftinde %20.54 artisla %89.04, 3 ve 4 ¢iftinde %20.83 artisla
%86.11 dogrulugu gozlenmistir. D15 i¢in 1ve 2 ¢iftinde %20.73 artisla %91.46, 1 ve 3
ciftinde %16.04 artisla %86.42, 1 ve 4 ciftinde %21.25 artisla %88.75, 2 ve 3 c¢iftinde
%18.07 artisla %86.75, 2 ve 4 ciftinde %28.04 artisla %91.46, 3 ve 4 ciftinde ise %23.45
artisla %93.83 dogruluk elde edilmistir.

Her bir siniflandirma ¢ifti i¢in tiim denekler boyunca hesaplanan ortalama dogruluk
ve standart sapma degerleri 1 ve 2 i¢cin %90.70+2.93, 1 ve 3 i¢in %90.41£3.79, 1 ve 4 igin
%89.09+4.95, 2 ve 3 i¢in %89.76+3.72, 2 ve 4 i¢in %90.4444.05 ve 3 ve 4 igin %89.86+4.06
seklindedir. Sonuglar incelendiginde, sinyal ve yiiz gériintiilerine OSB uygulandiktan sonra
tim smuf ¢iftleri arasindan komik (1) ve korku (2) ¢iftinde en yiiksek siniflandirma
dogrulugu elde edilmistir. Diger yandan sinyal ve yiiz goriintiilerine OSB uygulandiktan
sonra tiim sinif ¢iftleri arasinda komik (1) ve rahatlama (4) ¢iftinde en diisiik siniflandirma

dogrulugu gézlenmistir.
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Tablo 3.21. Birinci AGD yaklasimiyla elde edilen AGG’nin OS’de yiiz gériintiileri ile
birlestirilmesinden elde edilen vektorlerin K-EYK ile siniflandirilmasindan
elde edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ved 3ved
D01 90.36 (27) 92.68 (21) 92.68 (31) 92.77 (2) 95.18 (30) |95.12 (17,25)
D02 87.21 87.06 87.06 84.71 92.94 (17) 89.29 (6)

(3.9,21,26) | (23,24,26) |(1,2,19,2432)| (3,21,23)
D03 | 8554 (24) | 86.25(24) | 84.15(6) | 89.74(3,24) | 87.50 (13) | 83.33(8)
D04 | 90.24(2) |83.53(22,28)| 87.21(6) | 92.41(22) | 86.25(19) | 90.37 (4)
D05 |93.90 (20,30) | 92.50 (4,22) | 88.89 (4,16) | 92.68(22) | 93.98(2) | 93.83(4)
D06 | 92.77(31) | 91.67(31) | 92.68(6,9) | 9157 (11) | 96.30(9) | 92.68(9)

85.54
DO7 | (1 542631 | 9136(22) [79.52(13.27)| 92.68(28) | 9524(20) | 84.15(27)
D08 | 89.16(15) | 9634(21) | 4921'7421) 90.36 (10) | 92.77(30) | 93.90 (29)

D09 | 90.36(21) | B7.95(23) | 88.89(23) |y, e 31| 926831 | 93.90(19)
D10 | 93.98 (15) |86.42 (16.26)| 97.56 (25) | 92.68 (30) |85.54 (6.7.8) | 86.42 (1)
DI1 | 9315(3) | 93.24(20) (1271'95%1) 93.15 (8,16) | 8451 (19) | 90.28 (19)

D12 | 95.06(19) | 95.00(8) | 97.50(8) | 84.34(25) | 8554(1) | 90.24 (12)
D13 | 90.28(2) | 92.86(3) | 82.61(8) 82.43(7) | 87.67(16) | 84.51(6)
D14 | 91.55(16) | 92.86(1) | 90.00(14) | 93.15(14) | 89.04 (18) | 86.11 (16)

D15 | 91.46 (16) | 86.42(22) | 88.75(2) (38869725) 91.46 (19,22)| 93.83 (21)

ORT4SS| 90.70£2.93 | 90.41£3.79 | 89.09+4.95 | 89.76+£3.72 | 90.44+4.05 | 89.86+4.06

Yiiz goriintiileri i¢in Tablo 3.17’de ve sinyal goriintiileri ile flizyon yaklasimlar i¢in
Boliim 3.2.3te listelenen tiim sonuglara iligkin olarak hazirlanan karsilastirmali grafikler K-

EYK siniflandiricisi i¢in Sekil 3.5’te verilmektedir.
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Sekil 3.5. Birinci AGD ile elde edilen sinyal goriintiileri ve yliz goriintiilerinin fizyon
oncesi ve sonrasi K-EYK ile smiflandirilmasindan elde edilen sonuglar ve
analizler

3.2.4. Birinci AGD ile Elde Edilen Sinyal Goriintiileri ve Yiiz Goriintiilerinin
Fiizyon Oncesi ve Sonrast DVM ile Smiflandirilmasiyla Elde Edilen
Sonuclar ve Analizler

Birinci AGD yaklagimi sonucunda elde edilen sinyal goriintilerinin DVM ile
smiflandirilmasiyla elde edilen sonuglar Tablo 3.22°de ki gibidir. Her bir denek igin farkli
smif ¢iftleri arasinda en basarili sonuglar su sekildedir: DOl denegi igin 3 ve 4 ¢iftinde
%81.70; D02 i¢in 3 ve 4 giftinde %67.86; D03 i¢in 3 ve 4 ¢iftinde %71.60; D04 i¢in 3 ve 4
ciftinde %68.60; D05 icin 3 ve 4 ¢iftinde %73.17; D06 icin 2 ve 4 ¢iftinde %72.84; D07 i¢in
2 ve 4 ¢iftinde %69.05; D08 i¢in 1 ve 3 ¢iftinde %67.07; D09 icin 1 ve 3 ¢iftinde %66.27,;
D10 igin 1 ve 4, 2 ve 4 ve 3 ve 4 giftlerinde %67.07; D11 igin 1 ve 3 giftinde %79.73; D12
icin 1 ve 2 ¢iftinde %67.90; D13 i¢in 3 ve 4 ¢iftinde %71.23; D14 i¢in 2 ve 4 ¢iftinde %68.49;
D15 i¢in 1 ve 4 ¢iftinde %71.25. Her bir sinif ¢ifti i¢in tiim deneklerden elde edilen ortalama
dogruluk degerleri sirastyla 1 ve 2 i¢in %65.75+3.89, 1 ve 3 i¢cin %66.09+4.35, 1 ve 4 i¢in
%66.08+3.61, 2 ve 3 i¢in %66.79+3.86, 2 ve 4 i¢in %66.63+3.34, 3 ve 4 i¢in ise 69.48+5.12

seklindedir. Elde edilen sonuglar incelendiginde tiim simif ¢iftleri arasinda tiksing (3) ve



123

rahatlama (4) ¢iftinin siniflandirilmasinda en basarili sonuglar elde edilirken, komik (1) ve

korku (2) siniflandirma probleminde en diisiik sonuglar elde edilmistir.

Tablo 3.22. Birinci AGD vyaklasimi sonucunda elde edilen AGG’nin DVM ile
siniflandirilmasindan elde edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ved 3ved
D01 69.88 (10) 64.63 (25) 75.61 (5) 68.67 (32) 71.08 (3) | 81.70(32)
D02 63.95 (4) 63.53 (8,18) | 63.53 (15,21) | 67.06 (3,9) 62.35 (3) | 67.86 (30)
D03 61.90 (4) 67.07 (22) 67.47 (5) 64.63 (17) 67.47 (30) | 71.60 (26)
D04 60 (6) 63.64 (6,32) 63.64 (16) 63.86 (24) 65.06 (28) | 68.60 (16)
D05 61.45 (5,8) 60.98 (2) 67.07 (5) 67.47 (5) 71.08 (16) | 73.17 (4)
D06 72.29 (3) 70.24 (12) |62.20(3,23,25)| 66.27 (11) 72.84 (17) | 67.07 (28)
D07 67.47 (26) 64.20 (4) 66.27 (29) 64.63 (6) 69.05 (30) | 67.07 (3)
D08 |61.90 (15,28)| 67.07 (2) 65.43 (17) 61.90 (26) 66.27 (9) (66.67 (2,13)
D09 63.86 (14) 66.27 (28) 65.43 (31) 65.48 (8) |64.63(29,31)| 65.85 (32)
D10 66.27 (29) 64.63 (25) 67.07 (12) 66.27 (29) 67.07 (29) | 67.07 (29)
D11 67.12 (24) 79.73 (4) 63.89 (18) 79.45 (4,8) 61.97 (6,8) | 77.78 (4)
D12 |67.90(20,21)| 66.25 (14) 63.75 (1) 67.47 (24) |63.86 (1,12) | 62.20 (25)

D13 | 70.83(13) |64.79(3520)|5; 861'34% 20)| 65:33(13.23) | 64.86(13) | 71.23 (5)

D14 | 61.97 (57) | 62.86 (9,13) | 67.14 (3) 67.12(2) | 68.49 (2,5) | 63.89 (3)
D15 | 69.51 (4,24) | 65.43 (11) | 71.25(24) [66.27 (7,17,20)| 63.41(19) | 70.37 (25)
ORT+SS| 65.75+3.89 | 66.09+4.35 | 66.08+3.61 | 66.79+3.86 | 66.63+3.34 |69.48+5.12

Birinci AGD yaklagimi uygulanmasiyla elde edilen sinyal goriintiilerinin sensor
seviyesinde yiiz goriintiileriyle birlestirilmesi sonucu olusan birlestirilmis goriintiilerine ait
siiflandirma sonuglar1 Tablo 3.23’te verilmistir. DO1-D15 denekleri igin farkli sinif giftleri
arasindaki en basarili sonuglar su sekildedir: DO1 igin 1 ve 4 gifti ile 3 ve 4 ¢iftinde %78.05;
D02 i¢in 3 ve 4 ¢iftinde %67.86; D03 icin 2 ve 4 giftinde %65.06; D04 icin 1 ve 4 ¢iftinde
%68.60; D05 i¢in 2 ve 4 giftinde %66.27; D06 i¢in 1 ve 2 ¢iftinde %74.70; D07 igin 1 ve 2
ciftinde %67.47; D08 icin 1 ve 4 ¢ifti ile 3 ve 4 ¢iftinde %64.20; D09 i¢in 1 ve 3 ciftinde
%75.90; D10 igin 1 ve 3 giftinde %71.95; D11 igin 2 ve 3 giftinde %82.19; D12 i¢in 1 ve 2
ciftinde %69.14; D13 icin 2 ve 3 giftinde %65.33; D14 igin 1 ve 2 ¢iftinde %71.83; D15 i¢in
ise 1 ve 4 ciftinde %73.75. Her bir smif ¢ifti i¢in tiim deneklerden elde edilen ortalama
dogruluk degerleri sirasiyla 1 ve 2 igin 67.55+4.73, 1 ve 3 i¢in 67.33+5.40, 1 ve 4 igin
67.64+5.01, 2 ve 3 igin 65.81+5.09, 2 ve 4 i¢in 65.01+2.52 ve 3 ve 4 i¢in 66.51+5.91



124

seklindedir. Elde edilen sonuglar incelendiginde, komik (1) ve rahatlama (4) sinif ¢iftinde
en basarili sonuglar gozlenirken, korku (2) ve rahatlama (4) sinif giftinde en diisiik sonuglar
elde edilmistir.

Sensor seviyesinde gergeklestirilen birlestirme sonucu olusan goriintiilerin
simiflandirmasindan elde edilen kazanim ve dogruluk degerleri denekler igin su sekildedir:
DO1 i¢in 1ve 2 ¢ciftinde %6.02 artisla %75.90, 1 ve 3 ciftinde %9.75 artisla %74.39, 1 ve 4
ciftinde ise %2.43 artisla %78.05 dogruluk elde edilmistir. D02 igin 1 ve 2 ¢iftinde %3.48
artisla %67.44, 1 ve 4 giftinde %2.35 artisla %65.88, 2 ve 4 ¢iftinde ise %2.70 artigla %67.06
dogruluk gozlenmistir. D03 i¢in 1 ve 2 ¢iftinde %2.38’lik bir artisla %64.29 dogrulugu elde
edilmistir. D04 i¢in 1ve 2 ¢iftinde %0.97 artisla %60.98, 1 ve 4 giftinde %4.96 artisla
%68.60, 2 ve 3 giftinde ise %0.70 artisla %64.55 dogrulugu gozlenmistir. DOS i¢in 1 ve 2
ciftinde %2.40 artisla %63.86 dogrulugu elde edilirken 1 ve 3 ¢iftinde %3.65 artisla %64.63
elde edilmistir. D06 i¢in 1ve 2 ciftinde %2.40 artisla %74.70, 1 ve 4 ¢iftinde %4.87 artisla
%67.07, 2 ve 3 giftinde ise %3.61 artisla %69.88 dogruluk degeri gozlenmistir. D07 igin 1ve
3 ciftinde %1.23’liik bir artisla %65.43 degeri elde edilmistir. D09 icin 1ve 2 ¢iftinde %9.63
artisla %73.50, 1 ve 3 giftinde %9.63 artisla %75.90, 1 ve 4 ¢iftinde ise %8.64 artisla %74.07
dogruluk elde edilmistir. D10 i¢in 1ve 3 ¢iftinde %7.31 artisla %71.95, 1 ve 4 ¢iftinde %3.65
artigla %70.73, 2 ve 3 giftinde ise %1.20 artisla %67.47 dogrulugu goriilmistiir. D11 igin 1
ve 2 ciftinde %1.36 artisla %68.49, 1 ve 4 ciftinde %4.16 artisla %68.06, 2 ve 3 ¢iftinde
%2.73 artisla %82.19, 2 ve 4 ¢iftinde %8.45 artisla %70.42, 3 ve 4 ¢iftinde ise %1.38 artigla
%79.17 dogrulugu elde edilmistir. D12 i¢in 1 ve 2 ciftinde %1.23 artisla %69.14, 1 ve 3
ciftinde %1.25 artisla %67.50, 1 ve 4 ¢iftinde ise %5 artisla %68.75 dogruluk gozlenmistir.
D14 icin 1ve 2 giftinde %9.85 artisla %71.83, 1 ve 3 ¢iftinde %5.71 artisla %68.57, 3 ve 4
ciftinde ise %1.38 artisla %65.28 dogruluk elde edilmistir. D15 i¢in 1ve 4 giftinde %2.5
artigla %73.75, 3 ve 4 ¢iftinde ise %2.46 artisla %72.84 dogruluk gozlenmistir. Denekler
igin sonuglart verilmeyen diger smif giftlerinde ya basari oran1 degismemistir ya da

siiflandirma dogrulugunda azalma olmustur.



125

Tablo 3.23. Birinci AGD yaklagimiyla elde edilen AGG’nin SS’de yiiz goriintiileri ile
birlestirilmesinden elde edilen goriintiilerin DVM ile siniflandirilmasindan
elde edilen siniflandirma dogruluklari

Denek lve? lve3 lved 2ve3 2ved 3ved
D01 75.90 (10) |74.39 (2,5,22)| 78.05 (32) 63.86 (32) 67.47 (18) 78.05 (32)
D02 67.44 (3) 63.53 (26) 65.88 (27) 63.53 (9) 67.06 (3) 67.86 (12)
D03 |64.29 (21,23)| 62.20(31) 63.86 (27) 64.63 (10) 65.06 (11) 61.73 (26)
D04 60.98 (11) 61.18 (11) 68.60 (10) 64.56 (16) | 63.75 (5,15) | 66.27 (17)
D05 63.86 (5) 64.63 (14) |62.20 (17,23)| 65.06 (5) 66.27 (13) 65.85 (1,3)
D06 74.70 (3) 65.48 (12) 67.07 (13) 69.88 (30) 66.67 (3) 67.07 (2,3)
D07 67.47 (12) 65.43 (4) 65.06 (1) 64.63 (14) | 65.48 (6,30) | 60.98 (3,31)
D08 | 61.90(9,11) | 63.41 (20) 64.20 (9) 61.90 (30) 62.65 (20) 64.20 (17)
D09 73.50 (28) 75.90 (31) 74.07 (30) 60.71 (31) 63.41 (23) | 60.98 (9,23)
D10 66.27 (14) 71.95 (9) 70.73 (9,13) | 67.47 (32) 62.65 (24) 64.63 (13)
D11 68.49 (15) 78.38 (4) 68.06 (6) 82.19 (4) 70.42 (13) 79.17 (4)

59.76
D12 | 69.14 (4,14) | 67.50 (1,6) 68.75 (10) 61.45 (23) 63.86 (9) (10,20,25)
D13 | 65.28 (5,18) 61.97 (1) 58.57 (23) 65.33 (15) 64.86 (5) 63.01 (2,25)
D14 71.83 (17) 68.57 (7,9) 65.71 (17) 65.75 (17) 65.75 (16) |65.28 (14,24)
D15 | 62.20(9,19) 65.43 (3) 73.75 (2) 66.27 (20) 59.76 (20) | 72.84 (2,24)
ORT+SS| 67.55+4.73 | 67.33+5.40 | 67.64+5.01 | 65.81+5.09 | 65.01+2.52 | 66.51+5.91

Birinci AGD yaklagimi uygulanmasiyla elde edilen sinyal goriintiileri ile deneklere ait
yiiz gorlntiilerinin 6znitelik seviyesinde birlestirilmesi sonucunda elde edilen vektorlerin
DVM ile simiflandirilmasina ait sonuglar Tablo 3.24’te verilmistir. DO1-D15 denekleri igin
farkli smif ¢iftleri arasindaki en basarili sonuglar su sekildedir: DO1 igin 2 ve 4 giftinde
%96.39; D02 i¢in 2 ve 4 ¢iftinde %92.94; D03 i¢in 2 ve 3 ¢iftinde %85; D04 i¢in 2 ve 3
ciftinde %91.14; D05 icin 1 ve 2 giftinde %95.18; D06 icin 2 ve 4 ¢iftinde %97.53; D07 i¢in
2 ve 4 ¢iftinde %90.48; DOS i¢in 2 ve 3 ¢iftinde %96.43; D09 i¢in 1 ve 2 ve 1 ve 3 ciftlerinde
%92.77; D10 igin 1 ve 2 ¢iftinde %95.18; D11 igin 3 ve 4 ¢iftinde %94.37; D12 igin 1 ve 4
ciftinde %97.47; D13 i¢in 1 ve 2 ¢iftinde %87.50; D14 i¢in 1 ve 2 ¢iftinde %94.29 ve D15
icin 2 ve 4 ¢iftinde %86.59. Her bir sinif ¢iftinde tiim denekler boyunca gozlenen ortalama
dogruluk ve standart sapma degerleri sirasiyla 1 ve 2 igin %89.24+4.57, 1 ve 3 igin
%88.54+4.25, 1 ve 4 igin %87.1345.05, 2 ve 3 i¢in %88.09+4.79, 2 ve 4 i¢in %89.36+4.38,
3 ve 4 i¢in ise %88.74+4.11 olarak hesaplanmustir. Elde edilen sonuglar incelendiginde, tiim
smif ciftleri arasinda sinyal ve yiliz goriintiilerine O6znitelik seviyesinde birlestirme

uygulanmasi sonrasinda korku (2) ve rahatlama (4) ¢iftinin siniflandirilmasinda en basarili
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sonuglar gozlenirken, komik (1) ve rahatlama (4) problem ¢iftinin siniflandirilmasinda en

diisiik sonuglar elde edilmistir.

Tablo 3.24. Birinci AGD yaklasimiyla elde edilen AGG’nin OS’de yiiz gériintiileri ile
birlestirilmesinden elde edilen vektorlerin DVM ile siniflandirilmasindan elde
edilen smiflandirma dogruluklar

Denek 1lve?2 1ve3 lved 2ve3 2ve4 3ved
D01 86.75 (17) | 90.24 (31) | 91.46 (30) 95.18 (2) 96.39 (5) 89.02 (5)
87.21 87.06 87.06 84.71
D02 (3,9,21,26) | (23,24,26) ((1,2,19,24,32)| (3,21,23) 92.94 (17) 89.29 (6)
D03 80'49%)10’23' 81.25(12) 82.93(12) | 84.62(13,15 85(29) 80.77(31)
D04 90 (2) 87.06 (22) | 86.05(32) | 91.14 (16) 87.5 (32) 86.75 (32)
D05 95.18 (20) 87.81(9) | 86.59(4,28) | 87.95(30) | 89.16 (29) 91.46 (6)
D06 93.98 (31) 86.91 (8) |86.59(22,30)| 93.98 (14) 97.53 (9) 92.68 (4)
D07 85.54 (31) |86.42(22,26)| 80.72 (4,26) (78593271) 90.48 (17) | 86.59 (20)
D08 [88.10(11,21)| 93.90 (27) | 90.12 (30) | 96.43 (23) 87.95 (8) 93.83 (19)
D09 92.77 (2) 92.77 (24) [90.12 (27,31)|91.67 (11,16) | 87.81(27) | 87.81(24)
93.90 92.77
D10 | 95.18 (7,15) | 93.83(8,13) (21,23,25) 87.81 (17) (21,26.31,32) 93.83 (15)
D11 84.93 (3) 89.19 (8) 81.69 (19) 87.67 (8) 82.86 (23) | 94.37 (25)
D12 92.59 (19) 96.25 (9) 97.47 (4) 85.54 (25) | 85.37 (6,20) |87.65 (13,24)
D13 87.50 (2) 83.10 (3) 81.16 (15) | 79.73 (16) |84.93(16,24)| 81.69(6)
D14 94.29 (20) | 88.41(20) 89.86 (5) 87.67 (10) | 93.15(14) | 88.89(13)
D15 84.15 (13) 83.95(7) | 81.25(7,23) | 81.93(9) 86.59 (6) | 86.42(7,14)
ORT+SS| 89.24+4.57 | 88.54+4.25 | 87.13£5.05 | 88.09+4.79 | 89.36+4.38 | 88.74+4.11
Oznitelik ~ seviyesinde yapilan birlestirilmeyle elde edilen goriintiilerin

simiflandirmasina ait dogruluk degerleri her bir denek igin sirasiyla su sekildedir: D01 denegi
icin 1ve 2 ¢iftinde %16.86 artisla %86.75, 1 ve 3 ¢iftinde %25.60 artisla %90.24, 1 ve 4
ciftinde %15.85 artisla %91.46, 2 ve 3 ciftinde %26.50 artisla %95.18, 2 ve 4 c¢iftinde
%25.30 artisla %96.39, 3 ve 4 ¢iftinde ise %7.31 artisla %89.02 dogruluk elde edilmistir.
D02 i¢in 1ve 2 ciftinde %23.25 artisla %87.21, 1 ve 3 ciftinde %23.52 artisla %87.06, 1 ve
4 ¢iftinde %23.52 artisla %87.06, 2 ve 3 giftinde %17.64 artisla %84.71, 2 ve 4 ¢iftinde
%30.58 artisla %92.94, 3 ve 4 ¢iftinde ise %21.42 artisla %89.29 dogrulugu gbzlenmistir.
D03 igin 1ve 2 ¢iftinde %18.59 artimla %80.49, 1 ve 3 ¢iftinde %14.14 artimla %81.25, 1
ve 4 ciftinde %15.46 artimla %82.93, 2 ve 3 ¢iftinde %19.99 artimla %84.62, 2 ve 4 ¢iftinde
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%17.53 artimla %85, 3 ve 4 ciftinde ise %9.17 artimla %80.77 dogrulugu elde edilmistir.
D04 i¢in 1ve 2 ciftinde %30 artisla %90, 1 ve 3 ¢iftinde %23.42 artisla %87.06, 1 ve 4
ciftinde %22.41 artisla %86.05, 2 ve 3 ciftinde %27.28 artisla %91.14, 2 ve 4 c¢iftinde
%21.99 artisla %87.5, 3 ve 4 giftinde ise %18.15 artisla %86.75 dogruluk gézlenmistir. D05
icin lve 2 giftinde %33.73 artisla %95.18, 1 ve 3 ¢iftinde %16.82 artigla %87.81, 1 ve 4
giftinde %19.51 artisla %86.59, 2 ve 3 ciftinde %20.48 artisla %87.95, 2 ve 4 c¢iftinde
%18.07 artisla %89.16, 3 ve 4 iftinde ise %19.29 artisla %91.46 dogruluk elde edilmistir.
D06 igin 1ve 2 ¢iftinde %21.68 artimla %93.98, 1 ve 3 ciftinde %16.66 artimla %86.91, 1
ve 4 ¢iftinde %24.39 artimla %86.59, 2 ve 3 ¢iftinde %27.71 artimla %93.98, 2 ve 4 ¢iftinde
%24.69 artimla %97.53, 3 ve 4 ciftinde ise %25.60 artimla %92.68 dogruluk goézlenmistir.
DO07 i¢in 1ve 2 ¢iftinde %18.07 artisla %85.54, 1 ve 3 ¢iftinde %22.22 artisla %86.42, 1 ve
4 ¢iftinde %14.45 artisla %80.72, 2 ve 3 ciftinde %20.73 artisla %85.37, 2 ve 4 ciftinde
%21.42 artisla %90.48, 3 ve 4 giftinde ise %19.51 artisla %86.59 dogruluk elde edilmistir.
DO08 igin 1ve 2 giftinde %26.19 artimla %88.10, 1 ve 3 giftinde %26.82 artimla %93.90, 1
ve 4 ciftinde %24.69 artimla %90.12, 2 ve 3 ¢iftinde %34.52 artimla %96.43, 2 ve 4 ¢iftinde
%21.68 artimla %87.95, 3 ve 4 ¢iftinde ise %27.16 artimla %93.83 dogrulugu gozlenmistir.
D09 i¢in 1ve 2 ¢iftinde %28.91 artisla %92.77, 1 ve 3 giftinde %26.50 artisla %92.77, 1 ve
4 ciftinde %24.69 artisla %90.12, 2 ve 3 ciftinde %26.19 artisla %91.67, 2 ve 4 ¢iftinde
%23.17 artisla %87.81, 3 ve 4 ¢iftinde ise %21.95 artisla %87.81 dogruluk elde edilmistir.
D10 igin 1ve 2 ¢giftinde %28.91 artimla %95.18, 1 ve 3 ciftinde %29.19 artimla %93.83, 1
ve 4 ¢iftinde %26.82 artimla %93.90, 2 ve 3 ¢iftinde %21.53 artimla %87.81, 2 ve 4 ¢iftinde
%25.69 artimla %92.77, 3 ve 4 ¢iftinde ise %26.75 artimla %93.83 dogrulugu elde
edilmistir. D11 i¢in Ive 2 ¢iftinde %17.80 artisla %84.93, 1 ve 3 ciftinde %9.45 artisla
%89.19, 1 ve 4 ¢iftinde %17.80 artisla %81.69, 2 ve 3 ¢iftinde %8.21 artisla %87.67, 2 ve 4
ciftinde %20.88 artisla %82.86, 3 ve 4 giftinde ise %16.58 artisla %94.37 dogruluk
gozlenmistir. D12 i¢in 1ve 2 ¢iftinde %24.69 artimla %92.59, 1 ve 3 ¢iftinde %30 artimla
%96.25, 1 ve 4 ¢iftinde %33.71 artimla %97.47, 2 ve 3 ¢iftinde %18.07 artimla %85.54, 2
ve 4 ¢iftinde %21.51 artimla %85.37, 3 ve 4 ¢iftinde ise %25.45 artimla %87.65 dogruluk
elde edilmistir. D13 i¢in 1ve 2 ¢iftinde %16.66 artisla %87.50, 1 ve 3 ¢iftinde %18.30 artisla
%83.10, 1 ve 4 ¢iftinde %19.73 artisla %81.16, 2 ve 3 ¢iftinde %14.39 artisla %79.73, 2 ve
4 ¢iftinde %20.06 artisla %84.93, 3 ve 4 c¢iftinde ise %10.46 artisla %81.69 dogrulugu
gbzlenmistir. D14 i¢in 1ve 2 ¢iftinde %32.31 artisla %94.29, 1 ve 3 ¢iftinde %25.54 artigla
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%88.41, 1 ve 4 ciftinde %22.71 artisla %89.86, 2 ve 3 ciftinde %20.54 artisla %87.67, 2 ve
4 ciftinde %24.65 artisla %93.15, 3 ve 4 ¢iftinde ise %25 artisla %88.89 dogruluk elde
edilmistir. D15 igin ise 1ve 2 ¢iftinde %14.64 artisla %84.15, 1 ve 3 giftinde %18.52 artisla
%83.95, 1 ve 4 ciftinde %10 artigla %81.25, 2 ve 3 ciftinde %15.66 artisla %81.93, 2 ve 4
ciftinde %23.18 artisla %86.59, 3 ve 4 ¢iftinde %16.05 artisla %86.42 dogruluk
gbzlenmistir.

Yiiz goriintiileri i¢in Tablo 3.18’de ve sinyal goriintiileri ile flizyon yaklagimlar igin
Boliim 3.2.4°te listelenen tiim sonuglara iliskin olarak hazirlanan karsilagtirmali grafik DVM

smiflandiricist i¢in Sekil 3.6’da verilmektedir.

100
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Sekil 3.6. Birinci AGD ile elde edilen sinyal goriintiileri ve yiliz goriintiilerinin fiizyon
oncesi ve sonrasi DVM ile smiflandirilmasindan elde edilen sonuglar ve
analizler

3.2.5. ikinci AGD ile Elde Edilen Sinyal Goriintiileri ve Yiiz Goriintiilerinin
Fiizyon Oncesi ve Sonras1 K-EYK ile Smiflandirilmasiyla Elde Edilen
Sonuclar ve Analizler

Ikinci AGD yaklastmi uygulanmasiyla olusan sinyal goriintiilerinin K-EYK ile
smiflandirilmasina ait sonuglar Tablo 3.25’te verilmistir. DO1-D15 denekleri i¢in farkli sinif
ciftleri arasinda gozlenen en basarili sonuglar su sekildedir: DO1 igin 1 ve 4 giftinde %78.05;
D02 i¢in 1 ve 4 ciftinde %67.06; D03 i¢in 2 ve 4 ¢iftinde %67.46; D04 i¢in 1 ve 4 giftinde
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%68.18; D05 i¢in 2 ve 4 ¢ciftinde %68.67; D06 i¢in 2 ve 4 giftinde %72.84; D07 i¢in 1 ve 4
ciftinde %68.67; D08 icin 1 ve 4 ¢iftinde %67.9; D09 icin 3 ve 4 ¢iftinde %69.51; D10 igin
2 ve 3 ¢iftinde %69.88; D11 i¢in 1 ve 3 ciftinde %78.38; D12 i¢in 1 ve 3 ¢iftinde %72.50;
D13 i¢in 3 ve 4 ¢iftinde %71.23; D14 i¢in 2 ve 3 ¢iftinde %69.86 ve D15 icin 3 ve 4 ¢iftinde
%74.07. Her bir siif ¢iftinde tiim denekler boyunca gozlenen ortalama dogruluk ve standart
sapma degerleri sirastyla 1 ve 2 icin %67.12+3.18, 1 ve 3 i¢in %68.22+4.18, 1 ve 4 i¢in
%67.64+£3.56, 2 ve 3 icin %67.61+£3.20, 2 ve 4 i¢in %66.94+2.29, 3 ve 4 igin ise
%68.51+3.82 seklindedir. Elde edilen sonuglar incelendiginde, tiim sinif ¢iftleri arasinda
tiksing (3) ve rahatlama (4) ciftinin siniflandirilmasinda en basarili sonuglar alinirken korku

(2) ve rahatlama (4) ¢iftinin siniflandirilmasinda en diisiik sonuglar gézlenmistir.

Tablo 3.25. Ikinci AGD yaklasimi sonucunda elde edilen AGG’nin K-EYK ile
siniflandirilmasindan elde edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ved 3ve4d
D01 77.11 (10) 73.17 (6) 78.05 (5) 65.06(3,10) | 67.47(9,15) | 76.83 (32)

D02 | 66.28 (11) (f§'7116) 67.06 (23) | 64.71(29) | 65.88 (11) |64.29 (14.26)
D03 63'852(5)1’ 2% 65,85 (24) |62.65(20,32)| 67.07(4) | 67.46(32) | 64.19 (19)

D04 | 64.71(25) |64.77(16,32) | 68.18(16) | 65.06(32) | 63.86 (21) | 67.44 (21)
DO5 | 65.06 (5,24) | 64.63 (13) |64.63 (17,32)| 67.47(1,32) | 68.67(22) | 67.07(32)
D06 69.88(3) | 71.43(29) | 68.29(6) | 67.47(30) | 72.84(14) | 67.07(5)
D07 | 67.47(29) | 66.67(7) | 68.67(31) | 63.41(3,15) | 66.67(30) |64.63(17,32)
D08 | 67.86(18) | 64.63(2,17) | 67.9(7) 66.67(18) | 66.27(12) | 66.67(13)
D09 66.27(6) | 68.67(25) | 65.43(12) | 67.86(3) | 68.29(19) | 69.51(4)
D10 | 67.47(28) | 67.07(15) | 67.07(28) | 69.88 (4) | 65.06 (24) | 67.07(24)
D11 | 65.75(19) | 78.38(4) | 65.28(1) | 76.71(4) | 64.79(19) | 73.61(8)
D12 | 67.90(2,21) | 72.50(10) |70.00 (22,23)| 67.47 (25) | 66.27 (21) | 65.85 (6)
D13 65.28 (9) | 63.38(11) | 64.29(17) | 68.00 (19) | 64.86(23) | 71.23 (24)
D14 |64.79 (12,16)| 67.14 (12) | 67.14 (1,10) |64.38 (21,23)| 69.86 (23) | 68.06 (7)
D15 | 67.07(2,15) | 70.37(22) | 70.00(23) | 69.88(2) | 65.85(7) | 74.07 (24)
ORT+SS | 67.1243.18 | 68.22+4.18 | 67.64+3.56 | 67.61£3.20 | 66.94+2.29 | 68.51+3.82

Ikinci AGD yaklasimina uygulanmasiyla elde edilen sinyal goriintiilerinin sensdr
seviyesinde yliz goriintiileri ile birlestirilmesi sonucu olusan birlestirilmis goriintiilere ait
sonuclar Tablo 3.26°da ki gibidir. Farkli sinif ¢iftleri arasinda en basarili sonuglar DO1-D15
denekleri icin su sekilde elde edilmistir: DO1 i¢in 1 ve 4 ¢iftinde %78.05; D02 i¢in 1 ve 3
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ciftinde %68.24; D03 icin 1 ve 2 ¢iftinde %67.86; D04 i¢in 3 ve 4 ¢iftinde %68.67; DOS i¢in
1 ve 2 ¢iftinde %74.70; D06 i¢in 1 ve 3 ¢iftinde %70.24; D07 i¢in 1 ve 2 ¢iftinde %67.47;
DO8 icin 2 ve 4 giftinde %68.67; D09 icin 1 ve 4 ¢iftinde %72.84; D10 icin 1 ve 2 ¢iftinde
%71.08; D11 i¢in 3 ve 4 ¢iftinde %77.78; D12 igin 1 ve 2 ¢iftinde %71.60; D13 i¢in 1 ve 2
ciftinde %69.44; D14 i¢in 1 ve 2 ciftinde %69.01 ve D15 i¢in ise 1 ve 4 giftinde %73.75.
Her bir sinif ¢ifti i¢in tiim denekler boyunca gozlenen ortalama dogruluk ve standart sapma
degerleri sirasiyla 1 ve 2 i¢in %69.03+3.64, 1 ve 3 i¢in %67.52+3.23, 1 ve 4 igin
%67.44+4.27, 2 ve 3 i¢in %66.16+2.92, 2 ve 4 i¢in %65.48+1.98, 3 ve 4 i¢in ise
%67.75+4.62 olarak hesaplanmistir. Elde edilen sonuglar incelendiginde, tiim sinif ¢iftleri
arasinda komik (1) ve korku (2) ¢iftinin siniflandirilmasinda en yiiksek sonuglar gézlenirken
korku (2) ve rahatlama (4) ¢iftinde en diisiik degerler gézlenmistir.

Sensor seviyesinde gerceklestirilen Dbirlestirilmeyle elde edilen goriintiilerin
siiflandirmasindan elde edilen kazanimlar ve dogruluk degerleri tiim denekler igin su
sekildedir: DO1 denegi i¢in 1ve 2 ¢iftinde %3.61 artisla %77.10, 1 ve 3 ¢iftinde %7.31 artisla
%73.17, 1 ve 4 ¢iftinde ise %2.43 artigla %78.04 dogruluk gézlenmistir. D02 igin 1 ve 3
ciftinde %3.52’lik bir artisla %68.24 dogrulugu elde edilmistir. D03 icin 1 ve 2 ¢iftinde
%4.76 artisla %67.86 dogrulugu gozlenirken 1 ve 4 ciftinde %3.61 artisla %66.27 elde
edilmistir. D04 i¢in 1ve 2 ¢iftinde %2.36 artisla %67.07, 2 ve 3 ¢iftinde %2.02 artisla
%67.09, 3 ve 4 ¢iftinde ise %1.23 artigla %68.67 dogruluk elde edilmistir. D05 igin 1 ve 2
ciftinde %9.63 artigla %74.70’lik bir dogruluk elde edilirken 1 ve 3 ciftinde %3.65 artisla
%68.29 gozlenmistir. D06 igin 2 ve 3 ¢iftinde %2.40 artimla %69.88, 3 ve 4 ciftinde ise
%1.21 artimla %68.29 dogruluk goriilmiistiir. DO7 denegi i¢in 2 ve 3 ¢iftinde %1.21°lik bir
artigla %64.63 dogruluk gozlenirken, DOS8 igin 2 ve 4 ciftinde %2.40 artisla %68.67 elde
edilmistir. D09 i¢in 1ve 2 ¢iftinde %3.61 artisla %69.88, 1 ve 3 c¢iftinde %3.61 artisla
%72.29, 1 ve 4 ¢iftinde ise %7.40 artisla %72.84 dogrulugu gézlenmistir. D10 denegi igin 1
ve 2 ciftinde %3.61°lik bir artisla %71.08 elde edilmistir. D11 i¢in 1 ve 2 ¢iftinde %4.10
artisla %69.86, 2 ve 4 ¢iftinde %4.22 artisla %69.01, 3 ve 4 ¢iftinde ise %4.16 artisla %77.78
dogrulugu gozlenmistir. D12 i¢in 1 ve 2 ciftinde %3.70’lik bir artimla %71.60 dogrulugu
elde edilmistir. D13 icin 1 ve 2 ¢iftinde %4.16 artisla %69.44, 1 ve 3 ¢iftinde %1.40 artisla
%67.79 dogrulugu elde edilirken 2 ve 4 ¢iftinde ise %1.35 artigla %66.22 elde edilmistir.
D14 i¢in 1ve 2 ¢iftinde %4.22 artisla %69.01 dogrulugu gozlenirken, 2 ve 3 ¢iftinde %2.73
artigla %67.12 gozlenmistir. D15 igin ise 1ve 4 ciftinde %3.75 artigla %73.75 dogruluk elde
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edilmistir. Denekler igin sonuglar1 verilmeyen diger smif g¢iftlerinde ya basar1 orani

degismemistir ya da siiflandirma dogrulugunda azalma olmustur.

Tablo 3.26. ikinci AGD yaklasimiyla elde edilen AGG’nin SS’de yiiz goriintiileri ile
birlestirilmesinden elde edilen goriintiilerin K-EYK ile siniflandirilmasina ait
siniflandirma dogruluklari

Denek lve? lve3 lve4d 2ve3 2ve4 3ved
D01 | 77.11(10) | 73.17(6) | 78.05(5) | 65.06 (3.10) | 67.47 (9,15) | 76.83 (32)
62.35
D02 | 65.12(17) | 68.24(7) | 6353(8) | (1055 | B471(19) | 6429(18)
67.86 63.41 64.20
DOS | (g 202 |(12.5028,20)| 627 (29) | 6463(918) 6508 (2021)| (g'150)
D04 | 67.07 (13) | 64.71(9) | 67.44(18) | 67.09 (30) |63.75 (6,7,13) 68.67 (30)
D05 | 74.70 (25) | 68.29 (25) |64.63 (14,:30)| 66.27 (21) | 65.06 (17) | 65.85 (17)
D06 | 66.27 (10) | 70.24 (12) | 65.85 (26) | 69.88 (14) | 67.90 (10) | 68.29 (24)
D07 | 67.47 (17) | 6543 (28) | 62.65(25) | 64.63 (2.24) | 65.48 (11) | 63.41 (17)
D08 | 63.10 (5,14) | 63.41 (1,29) (965’44237) 61.90 (32) | 68.67(32) | 65.43 (15)
D09 | 69.88(2) | 72.29(13) | 72.84(7) | 63.10 (15) |63.41 (7,8,30) 65.85 (5)
67.07
D10 | 71.08(28) | 67.07(5) | (P jops | 988(4) | 65.08(24) |67.07(424)
D11 | 69.86(4) | 7162(4) [6528(2,623) 72.60(8) | 69.01(8.9) | 77.78 (4)
D12 | 7160 (22) | 68.75(22) | 68.75(13) |66.27 (16.25)| 62.65 (21) | 64.63 (25)
D13 | 69.44(6) | 64.79(1) | 6429 (22) | 65.33(15) | 66.22(3) | 63.01(20)
67.12
D14 | 6901(12) | 6744(12) | 6571(L7) | (177955 | 6438(21) | 68.06(24)
64.20 73.75
D15 | 6586(320) | (1y110) | (4200m |0027(220)|6341(123) | 7284(2)
ORTLSS | 69.03:3.64 | 6752323 | 67.44+427 | 66.16£2.92 | 65485108 | 67.75:4.62

Ikinci AGD yaklasimi uygulanmasiyla elde edilen sinyal gériintiileri ile deneklere ait

yliz goriintiilerinin 6znitelik seviyesinde birlestirilmesi sonucu elde edilen vektorlerin DVM

ile siiflandirilmasina ait sonuglar Tablo 3.27°de verilmistir. DO1-D15 denekleri igin farkli

smif giftleri arasinda gozlenen en basarili sonuglar su sekildedir: DO1 denegi i¢in hem 1 ve
4 hem de 3 ve 4 ¢iftinde %92.68; D02 i¢in 3 ve 4 ¢iftinde %92.86; D03 i¢in hem 1 ve 4 hem
de 2 ve 3 ¢iftinde %92.77; D04 i¢in 1 ve 3 ¢iftinde %95.29; D05 igin 1 ve 2 hem 2 ve 4 hem
de giftinde %91.57; D06 i¢in 2 ve 4 ¢iftinde %95.06; D07 i¢in 2 ve 3 ¢iftinde %93.90; D08
icin 2 ve 4 ¢iftinde %95.18; D09 i¢in 3 ve 4 ¢iftinde %92.68; D10 i¢in 2 ve 4 ¢iftinde %92.77,
D11 i¢in 2 ve 3 ¢iftinde %93.15; D12 igin 1 ve 4 giftinde %93.75; D13 igin hem 1 ve 2 hem
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de 3 ve 4 giftinde %94.20; D14 igin 1 ve 3 giftinde %94.29; D15 igin ise 2 ve 4 giftinde
%92.68. Her bir sinif ¢ifti i¢in tiim deneklerde elde edilen ortalama dogruluk ve standart
sapma degerleri 1 ve 2 icin %88.03+3.04, 1 ve 3 i¢in %89.49+3.24, 1 ve 4 i¢in %89.85+3.37,
2 ve 3 i¢in %89.66+3.37, 2 ve 4 i¢in %89.21+4.06, 3 ve 4 icin ise %89.95+3.87 seklindedir.
Sonuglar incelendiginde tiim smif giftleri arasinda tiksing (3) ve rahatlama (4) ¢iftinin
smiflandirilmasinda en basarili sonuglar gozlenirken, komik (1) ve korku (2) ¢iftinde en

basarisiz sonuglar gézlenmistir.

Tablo 3.27. ikinci AGD yaklasimiyla elde edilen AGG’nin OS’de yiiz goriintiileri ile
birlestirilmesinden elde edilen vektorlerin K-EYK ile smiflandirilmasina ait
siiflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ve4 3ved
D01 90.36 (27) 90.24 (25) 92.68 (3) | 85.54 (7,12) | 86.75(18) 92.68 (17)
87.21
D02 (19.26.31) 87.06 (3) 88.24 (6) 90.59 (23) 90.59 (32) 92.86 (32)
D03 83.33 (4) 86.59 (4) 92.77 (6) 92.77 (6) [91.46 (21,29)|82.71 (18,20)
D04 85.37 (2,22) | 95.29 (20) 89.53 (20) 9241 (2) |86.25(14,17)| 87.95(2)
D05 91.57 (6,12) | 90.24 (30) 87.80 (8) 89.16 (6) [91.57 (12,15)| 86.59 (4)
D06 89.16 (7,13) |94.05 (14,18)| 92.68 (15) [91.57 (10,14)| 95.06 (9) 93.90 (9)
D07 86.75 (15) 91.36 (32) |84.34 (20,32)| 93.90 (20) 89.29 (20) 84.15 (1)
D08 84.52 (21) |86.59 (27,28)| 92.59 (1) 88.10 (27) 95.18 (8) 91.36 (25)
D09 86.75 (11) 86.75 (11) | 83.95(7,11) | 84.52 (1,11) | 86.59 (28) 92.68 (27)
D10 86.75 (9,20) | 88.89 (5,28) | 91.46 (5) 92.68 (2) 92.77 (14) 83.95 (32)
D11 91.78 (8) 91.89 (20) 93.06 (23) 93.15 (2) 81.69 (19) 91.67 (20)
86.25
D12 90.12 (20) (1,12,17.18) 93.75 (9) 83.13 (1) 83.13 (2) 90.24 (12)
D13 94.20 (8) 86.57 (3) | 85.07(3,11) | 90.28 (3) 88.89 (25) 94.20 (8)
D14 85.92 (19) 94.29 (13) 88.57 (18) 90.41 (11) 86.30 (17) 91.67 (17)
86.59
D15 (9,16,22-24) 86.42(7,13) | 91.25(20) |86.75(11,13)| 92.68 (6) | 92.60 (1,20)
ORT+SS | 88.03+3.04 | 89.49+3.24 | 89.85+3.37 | 89.66+3.37 | 89.21+4.06 | 89.95+3.87

Oznitelik seviyesinde birlestirilmeyle olusan goriintiilerin siniflandirilmasindan elde
edilen kazanimlar ve dogruluk degerleri su sekildedir: DO1 denegi i¢in 1ve 2 giftinde %16.86
artisla %90.36, 1 ve 3 ¢iftinde %24.39 artisla %90.24, 1 ve 4 ¢iftinde %17.07 artisla %92.68,
2 ve 3 ¢iftinde %16.86 artisla %85.54, 2 ve 4 ¢iftinde %18.07 artisla %86.75, 3 ve 4 ¢iftinde
ise %15.85 artigla %92.68 dogruluk gozlenmistir. D02 igin 1ve 2 giftinde %20.93 artigla
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%87.21, 1 ve 3 ciftinde %22.35 artisla %87.06, 1 ve 4 ciftinde %21.17 artisla %88.24, 2 ve
3 ¢iftinde %25.88 artisla %90.59, 2 ve 4 ¢iftinde %24.70 artisla %90.59, 3 ve 4 ¢iftinde ise
%28.57 artisla %92.86 dogrulugu elde edilmistir. D03 icin 1ve 2 ¢iftinde %20.23 artigla
%83.33, 1 ve 3 ¢iftinde %20.73 artisla %86.59, 1 ve 4 ¢iftinde %30.12 artisla %92.77, 2 ve
3 ¢iftinde %25.69 artisla %92.77, 2 ve 4 ¢iftinde %23.99 artisla %91.46, 3 ve 4 ¢iftinde ise
%18.51 artisla % 82.71 dogruluk elde edilmistir. D04 denegi i¢in 1ve 2 ¢iftinde %20.65
artisla %85.37, 1 ve 3 ¢iftinde %30.52 artisla %95.29, 1 ve 4 ¢iftinde %21.35 artisla %89.53,
2 ve 3 ciftinde %27.34 artisla %92.41, 2 ve 4 ciftinde %22.39 artisla %86.25, 3 ve 4 ¢ciftinde
ise %20.50 artisla %87.95 dogrulugu gozlenmistir. D05 igin 1ve 2 ¢iftinde %26.50 artisla
%91.57, 1 ve 3 ¢iftinde %25.60 artisla %90.24, 1 ve 4 ¢iftinde %23.17 artisla %87.80, 2 ve
3 ¢iftinde %21.68 artisla %89.16, 2 ve 4 giftinde %22.89 artisla %91.57, 3 ve 4 ¢iftinde ise
%19.51’lik bir artisla %86.59 dogrulugu elde edilmistir. D06 i¢in 1ve 2 ¢iftinde %19.27
artisla %89.16, 1 ve 3 ¢iftinde %22.61 artisla %94.05, 1 ve 4 ¢iftinde %24.39 artisla %92.68,
2 ve 3 ¢ciftinde %24.09 artisla %91.57, 2 ve 4 ¢iftinde %22.22 artisla %95.06, 3 ve 4 ¢ciftinde
ise %26.82 artisla %693.90 dogruluk gozlenmistir. DO7 denegi igin 1ve 2 ¢iftinde %19.27
artisla %86.75, 1 ve 3 ¢iftinde %24.69 artisla %91.36, 1 ve 4 ¢iftinde %15.66 artisla %84.34,
2 ve 3 giftinde %30.48 artisla %93.90, 2 ve 4 ¢iftinde %22.61 artisla %89.29, 3 ve 4 ¢iftinde
ise %19.51°1ik bir artisla %84.15 degeri elde edilmistir. D08 i¢in 1ve 2 ¢iftinde %16.66
artisla %84.52, 1 ve 3 ¢iftinde %21.95 artisla %86.59, 1 ve 4 ¢iftinde %24.69 artisla %92.59,
2 ve 3 ¢ciftinde %21.42 artisla %88.10, 2 ve 4 ¢iftinde %28.91 artisla %95.18, 3 ve 4 ¢iftinde
ise %24.69 artisla %91.36 dogrulugu gozlenmistir. D09 i¢in 1ve 2 ¢iftinde %20.48 artisla
%86.75, 1 ve 3 ¢iftinde %18.07 artisla %86.75, 1 ve 4 ¢iftinde %18.51 artigla %83.95, 2 ve
3 ¢iftinde %16.66 artisla %84.52, 2 ve 4 giftinde %18.29 artisla %86.59, 3 ve 4 ¢iftinde ise
%23.17 artisla %92.68 dogruluk elde edilmistir. D10 i¢in 1ve 2 ¢iftinde %19.27 artigla
%86.75, 1 ve 3 ¢iftinde %21.81 artisla %88.89, 1 ve 4 ¢iftinde %24.39 artisla %91.46, 2 ve
3 ¢iftinde %22.80 artisla %92.68, 2 ve 4 ciftinde %27.71 artisla %92.77, 3 ve 4 ¢iftinde ise
%16.87 artisla %83.95 dogruluk goézlenmistir. D11 i¢in lve 2 giftinde %26.02 artigla
%91.78, 1 ve 3 ciftinde %13.51 artisla %91.89, 1 ve 4 ¢iftinde %27.77 artisla %93.06, 2 ve
3 ¢iftinde %16.43 artisla %93.15, 2 ve 4 ciftinde %16.90 artisla %81.69, 3 ve 4 ciftinde ise
%18.50 artisla %91.67 dogruluk elde edilmistir. D12 i¢in 1ve 2 ciftinde %22.22 artigla
%90.12, 1 ve 3 ciftinde %13.75 artisla %86.25, 1 ve 4 ¢iftinde %23.75 artisla %93.75, 2 ve
3 ¢iftinde %15.66 artisla %83.13, 2 ve 4 ¢iftinde %16.86 artisla %83.13, 3 ve 4 ¢iftinde ise
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%24.39 artisla %90.24 dogrulugu gozlenmistir. D13 icin 1ve 2 ¢iftinde %28.92 artisla
%94.20, 1 ve 3 ciftinde %23.18 artisla %86.57, 1 ve 4 ¢iftinde %20.18 artisla %85.07, 2 ve
3 ¢iftinde %22.27 artisla %90.28, 2 ve 4 ¢iftinde %24.02 artisla %88.89, 3 ve 4 ¢iftinde ise
%22.97 artisla %94.20 dogruluk elde edilmistir. D14 i¢in 1ve 2 ¢iftinde %21.12 artigla
%85.92, 1 ve 3 ¢iftinde %27.14 artisla %94.29, 1 ve 4 ¢iftinde %21.42 artisla %88.57, 2 ve
3 ciftinde %26.02 artisla %90.41, 2 ve 4 ciftinde %16.43 artisla %86.30, 3 ve 4 ciftinde ise
%23.61 artisla %91.67 dogruluk goézlenmistir. D15 i¢in lve 2 giftinde %19.51 artisla
%86.59, 1 ve 3 ¢iftinde %16 04 artisla %86.42, 1 ve 4 ¢iftinde %21.25 artisla %91.25, 2 ve
3 ¢iftinde %16.86 artisla %86.75, 2 ve 4 ciftinde %26.82 artisla %92.68, 3 ve 4 ciftinde ise
%18.51 artisla %92.60 dogruluk gozlenmistir.

Yiiz gortintiileri icin Tablo 3.17°de ve sinyal goriintiileri ile fiizyon yaklagimlar i¢in
Boliim 3.2.5te listelenen tiim sonuglara iliskin olarak hazirlanan karsilastirmali grafikler K-

EYK siniflandiricist igin Sekil 3.7°de verilmektedir.
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Sekil 3.7. Ikinci AGD ile elde edilen sinyal goriintiileri ve yiiz goriintiilerinin fiizyon éncesi
ve sonras1 K-EYK ile siniflandirilmasindan elde edilen sonuglar ve analizler
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3.2.6. Ikinci AGD ile Elde Edilen Sinyal Goriintiilerinin Fiizyon Oncesi ve
Sonrast DVM ile Siniflandirilmasiyla Elde Edilen Sonuclar ve Analizler

Ikinci AGD yaklasimiyla olusturulan sinyal gériintiilerinin DVM ile simiflandiriima
sonuclar1 Tablo 3.28’de verilmistir. DO1-D15 igin farkli sinif ¢iftleri arasindaki en basarili
sonuglar su sekildedir: DO1 igin 3 ve 4 ¢iftinde %82.93; D02 i¢in 3 ve 4 ¢iftinde %70.24;
DO03 igin hem 1 ve 4 ile hem de 2 ve 4 ¢iftinde %65.06; D04 igin 3 ve 4 ¢iftinde %74.42;
DO05 i¢in 1 ve 2 ciftinde %69.88; D06 i¢in 2 ve 4 ¢ciftinde %70.37; D07 i¢in 2 ve 4 ¢iftinde
%67.86; D08 i¢in 1 ve 4 ¢iftinde %71.60; D09 i¢in 3 ve 4 ¢iftinde %74.39; D10 i¢in 1 ve 2
ciftinde %71.08; D11 icin 2 ve 3 ¢iftinde %80.82; D12 i¢in 1 ve 2 ¢iftinde %71.60; D13 i¢cin
3 ve 4 giftinde %68.49; D14 igin 1 ve 2 ciftinde %69.01; D15 igin ise 3 ve 4 ¢iftinde %71.60.

Tablo 3.28. ikinci AGD yaklasimiyla elde edilen AGG’nin DVM ile siniflandirilmasina ait
siniflandirma dogruluklari

Denek lve?2 1ve3 lve4 2ve3 2ved 3ve4d
DOL | 74.70 (10) | 67.07 (12) | 74.39 (355) | 68.67 (332) | 68.67(3) | 82.93 (32)
D02 | 6512 (21) | 67.06 (18) |62.35 (16.29)| 68.24 (27) | 62.35 (26) | 70.24 (26)
D03 | 462?5938) 62.20 (3,13) | 65.06 (4) | 64.63(7,10) | 65.06 (27) |62.96 (19,23)
D04 | 6588 (21) |63.64 (1532)| 67.05(3) | 66.27 (30) | 67.47(3) | 74.42(3)
D05 | 69.88(6) | 6341(21) | 6585(2) | 66.27(25) | 67.47 (18) | 65.85 (1)
D06 | 66.27(3) | 67.86(22) | 67.07 (10) | 69.88 (3.14) | 70.37 (14) | 69.51 (3)

62.65 65.43
DO7 | (1 3a06) | (235951 | G386(6) | 6585() | 67.86(2) | 64.63(29)
60.98 61.90
D08 | 6548(30) | (4551 pe) | TL60(23) | 37 ggry |65.06(712) | 65.43(12)
D09 | 62.65(3506)| 63.86(12) |64.20 (22.32)| 6548 (19) | 63.41 (3.27) | 74.39 (23)
62.20
D10 | 71.08 (14) |(45.,14,17,18, 67.07 (6:30) | 63.86 (17) | 63.86(6) | 68.29 (3)
30)
D11 | 65.75(1) | 79.73(4) | 68.06(25) | 80.82(4) | 76.06(13) | 77.78 (4)
D12 | 7160(7) | 65(22) 65(12) | 68.67(25) | 6506(2) | 64.63(15)
D13 | 66.67(1) | 6479 (14) | 65.71(13) |65.33 (13.17) 67.57(6) | 68.49(25)
D14 | 69.01(11) | 67.14(5) | 6571(3) | 65.76(7) | 67.12(21) |63.89 (20,23)
D15 | 67.07(27) | 7037 (22) | 70(3) | 71.08(20) | 65.86(9) | 7160 (2)
ORT=SS | 67.05:3.61 | 66.0504.54 | 66.87+3.13 | 67.51-4.39 | 66.88£3.32 | 69.6745.70

Her bir sinif ¢ifti i¢in tiim denekler boyunca gozlenen ortalama dogruluk ve standart

sapma degerleri 1 ve 2 i¢in %67.05£3.61, 1 ve 3 icin %66.05+4.54, 1 ve 4 i¢in %66.87+3.13,
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2 ve 3 i¢in %67.51+4.39, 2 ve 4 igin %66.88+3.32 iken 3 ve 4 i¢in %69.67+5.70 seklindedir.
Elde edilen sonuglar incelendiginde, tiim sinif giftleri arasinda tiksing (3) ve rahatlama (4)
¢iftinin siniflandirilmasinda en basarili sonuglar gézlenirken komik (1) ve tiksing (3) giftinde
i¢in basarisiz dogruluk elde edilmistir.

Ikinci AGD yaklasimi uygulanmasiyla olusturulan sinyal goriintiilerinin sensdr
seviyesinde yiiz goriintiileri ile birlestirilmesiyle elde edilen goriintilerin DVM ile
simiflandirmasina ait sonuglar Tablo 3.29°da verilmistir. DO1-D15 denekleri i¢in farkli sinif
ciftleri arasindaki en basarili sonucglar su sekildedir: DO1 i¢in hem 1 ve 4 hem de 3 ve 4
ciftinde %78.05; D02 i¢in 3 ve 4 ¢iftinde %67.86; D03 icin 1 ve 2 ¢iftinde %66.67; D04 i¢in
3 ve 4 ¢iftinde %71.08; D05 i¢in 1 ve 3 ¢iftinde %65.85; D06 i¢in 2 ve 4 ¢iftinde %70.37;
D07 icin 2 ve 4 giftinde %67.86; D08 icin 2 ve 4 ¢iftinde %66.27; D09 icin 1 ve 3 ¢iftinde
%73.49; D10 i¢in 1 ve 2 giftinde %71.08; D11 i¢in 3 ve 4 ¢iftinde %79.17; D12 i¢in 1 ve 2
ciftinde %69.14; D13 icin 2 ve 3 ¢iftinde %65.33; D14 i¢in 1 ve 2 ¢iftinde %71.83; D15 i¢in
ise 1 ve 4 giftinde %73.75. Her bir sinif ¢ifti i¢in tiim denekler boyunca hesaplanan ortalama
dogruluk ve standart sapma degerleri 1 ve 2 i¢in %66.52+4.93, 1 ve 3 i¢in %66.75+5.49, 1
ve 4 i¢in %66.92+4.86, 2 ve 3 i¢in %64.86+5.38, 2 ve 4 i¢in %65.82+3.06 iken 3 ve 4 i¢in
%67.07+6.01 seklindedir. Elde edilen tiim sonuglar incelendiginde, tiim simif g¢iftleri
arasinda tiksing (3) ve rahatlama (4) ciftinin siniflandiriimasinda en yiiksek basari
gozlenirken, korku (2) ve tiksing (3) ¢iftinin siniflandirilmasinda en diisiik basari1 elde
edilmistir.

Sensor  seviyesinde yapilan  birlestirilmeyle elde edilen  goriintiilerin
simiflandirmasindan elde edilen kazanimlar ve dogruluk degerleri tiim denekler igin su
sekildedir: DO1 denegi i¢in 1ve 2 ¢iftinde %2.40 artisla %77.11, 1 ve 3 ¢iftinde %9.75 artisla
%76.83, 1 ve 4 ciftinde %3.65 artisla %78.05, 2 ve 4 ¢iftinde ise %2.40 artisla %71.08
dogruluk gozlenmistir. D02 icin 1 ve 4 ¢iftinde %3.52 artisla %65.88 dogruluk elde edilirken
2 ve 4 ¢iftinde %2.35 artisla %64.71 elde edilmistir. D03 i¢in 1 ve 2 ¢iftinde %4.76 artisla
%66.67, 1 ve 3 ¢iftinde %1.21 artisla %63.41, 2 ve 4 ¢iftinde ise %1.20 artisla %66.27 elde
edilmistir. D05 igin 1 ve 3 ¢iftinde %2.43 artisla %65.85, D07 i¢in 1 ve 2 giftinde %1.20
artisla %63.86, D08 igin ise 2 ve 4 ¢iftinde %1.20 artisla %66.27 dogruluk elde edilmistir.
D09 denegi igin 1ve 2 giftinde %9.63 artisla %72.29, 1 ve 3 ¢iftinde %9.63 artisla %73.49
ve 1 ve 4 ciftinde %8.64 artigla %72.84 dogruluk elde edilmistir. D10 i¢in 2 ve 3 ¢iftinde
%2.40 artisla %66.27 dogruluk gozlenmistir. D11 i¢in 1 ve 2 ¢iftinde %2.73 artisla %68.49,
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2 ve 3 giftinde %1.36 artisla %82.19 elde edilirken 3 ve 4 ¢iftinde %1.38 artisla %79.17 elde
edilmistir. D12 i¢in 1 ve 3 ¢iftinde %2.5 artisla %67.50 dogruluk gozlenirken 1 ve 4 ¢iftinde
%3.75 artisla %68.75 gozlenmistir. D14 i¢in 1ve 2 ¢iftinde %2.81 artisla %71.83, 1 ve 3
ciftinde %1.42 artisla %68.57, 3 ve 4 giftinde ise %1.38 artisla %65.28 dogruluk elde
edilmistir. D15 i¢in ise 1ve 4 ciftinde %3.75 artisla %73.75 dogruluk elde edilirken 3 ve 4
ciftinde %1.23 artisla %72.84 elde edilmistir. Denekler i¢in sonuglar1 verilmeyen diger sinif

ciftlerinde ya basari orani degismemistir ya da siniflandirma dogrulugunda azalma olmustur.

Tablo 3.29. ikinci AGD yaklasimiyla elde edilen AGG’nin SS’de yiiz goriintiileri ile
birlestirilmesiyle elde edilen goriintiilerin DVM ile siniflandirilmasindan elde
edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3d 2ved 3ved
D01 77.11 (30) 76.83 (7) | 78.05(5,30) | 66.27 (3) 71.08 (6) 78.05 (32)
D02 62.79 (9) 67.06 (16) [65.88 (16,25)| 60.00 (10) 64.71 (15) 67.86 (26)

60.98 59.26 (4,13-
D03 66.67 (30) |63.41(12,15)| 63.86 (8,11) (6,17,28) 66.27 (17) 15()
D04 62.20 (25) 63.53 (9) 65.12 (3) 64.56 (23) 63.75 (30) 71.08 (3)
D05 60.24 (28) 65.85 (19) 63.41 (29) 65.06 (6) |65.06 (10,18)| 64.63 (25)
62.65 63.41
D06 63.10 (14) |((1,5,10,14,19,|65.06 (25,27)| 70.37 (14) 65.85 (14)
(1,18,32) 23.28)
DQ7 63.86 (30) |64.20(24,32)| 63.86 (16) 63.41 (2) 67.86 (18) [60.98 (15,16)
D08 61.90 (14) | 59.76 (7,31) | 65.43(2) |60.71(5,8,14)| 66.27 (7) 65.43 (16)
D09 72.29 (2) 73.49 (5) 72.84 (6) 59.52 (13) | 63.41(9,13) | 64.63 (23)
D10 71.08 (14) |62.20(14,18)| 67.07 (6,30) | 66.27 (30) 63.86 (6) 68.29 (3)
D11 68.49 (15) 78.38 (4) 68.06 (6) 82.19 (4) 70.42 (13) 79.17 (4)
D12 69.14 (4,14) | 67.50 (1,6) | 68.75(10) 61.45 (23) 63.86 (9) [59.76 (10,20)
D13 65.28 (5,18) | 61.97 (1) 58.57 (23) 65.33 (15) 64.86 (5) 63.01 (2,25)
D14 71.83 (17) | 68.57(7,9) | 65.71(17) 65.75 (17) 65.75 (16) |65.28 (14,24)
D15 62.20 (9,19) | 65.43 (3) 73.75 (2) 66.27 (20) 59.76 (20) | 72.84 (2,24)
ORT+£SS| 66.52+4.93 | 66.75+5.49 | 66.92+4.86 | 64.86+5.38 | 65.82+3.06 | 67.07+6.01

Ikinci AGD yaklagimi uygulanmastyla olusturulan sinyal goriintiileri ile deneklere ait
yliz goriintiilerinin 6znitelik seviyesinde birlestirilmesi sonucu elde edilen vektorlerin DVM
ile siniflandirilmasina ait sonuglar Tablo 3.30°da verilmistir. Ttim denekler i¢in farkli sinif
ciftleri arasindaki en basarili sonuglar su sekildedir: DO1 igin 1 ve 3 giftinde %92.68; D02
i¢in 2 ve 4 ¢iftinde %94.12; D03 i¢in 2 ve 3 ¢iftinde %95.12; D04 i¢in 1 ve 4 ¢iftinde %91.86;
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DO05 i¢in 3 ve 4 ciftinde %93.90; D06 i¢in 2 ve 4 ¢iftinde %97.53; D07 i¢in 2 ve 4 ¢iftinde
%94.05; D08 i¢in 2 ve 4 giftinde %96.39; D09 igin 3 ve 4 ¢iftinde %89.02; D10 igin 1 ve 3
ciftinde %95.06; D11 i¢in 1 ve 2 ¢iftinde %93.15; D12 i¢in 1 ve 3 ve 1 ve 4 ¢iftinde %95.00;
D13 i¢in 1 ve 4 ¢iftinde %88.06; D14 i¢in 2 ve 4 ¢iftinde %93.06 ve D15 icin 3 ve 4 ¢iftinde
%94.29. Sinif ¢iftleri igin tiim denek boyunca gozlenen ortalama dogruluk ve standart sapma
degerleri 1 ve 2 i¢in %86.92+4.61, 1 ve 3 icin %89.45+4.26, 1 ve 4 i¢in %87.03+£5.26, 2 ve
3 icin %89.76+4.09, 2 ve 4 i¢in %89.16+6.91 iken 3 ve 4 i¢in %87.41+4.08°dir. Sonuglar
incelendiginde, tiim smf ¢iftleri arasinda korku (2) ve tiksing (3) ciftinin
siiflandirilmasinda en basarili sonuglar elde edilirken, komik (1) ve korku (2) ciftinde en
diisiik sonuglar elde edilmistir.

Oznitelik ~ seviyesinde yapilan  birlestirilmeyle  olusturulan  gériintiilerin
smiflandirmasina ait dogruluk degerleri tiim denekler igin su sekildedir: DO1 igin 1ve 2
ciftinde %10.84 artisla %85.54, 1 ve 3 ciftinde %25.60 artisla %92.68, 1 ve 4 c¢iftinde
%13.41 artisla %87.81, 2 ve 3 ¢iftinde %19.27 artisla %87.95, 2 ve 4 giftinde %22.89 artisla
%91.57, 3 ve 4 ¢iftinde ise %3.65 artisla %86.59 dogruluk gozlenmistir. D02 i¢in 1ve 2
ciftinde %13.95 artisla %79.07, 1 ve 3 ¢iftinde %18.82 artisla %85.88, 1 ve 4 c¢iftinde
%23.52 artisla %85.88, 2 ve 3 ¢iftinde %23.52 artisla %91.77, 2 ve 4 giftinde %31.76 artisla
%94.12, 3 ve 4 giftinde ise %16.66 artisla %86.91 dogruluk elde edilmistir. DO3 denegi igin
Ive 2 ¢iftinde %21.42 artisla %83.33, 1 ve 3 ¢iftinde %24.39 artisla %86.59, 1 ve 4 ¢iftinde
%16.86 artisla %81.93, 2 ve 3 ¢iftinde %30.48 artisla %95.12, 2 ve 4 ¢iftinde %21.68 artisla
%86.75 dogruluk elde edilirken 3 ve 4 giftinde %19.75 artisla % 82.72 elde edilmistir. D04
icin 1ve 2 ¢iftinde %20.70 artisla %86.58, 1 ve 3 ¢iftinde %26.95 artisla %90.59, 1 ve 4
ciftinde %24.81 artisla %91.86, 2 ve 3 ciftinde %22.34 artisla %88.61, 2 ve 4 ¢iftinde
%20.03 artisla %87.50, 3 ve 4 ciftinde ise %17.14 artisla %91.57 dogruluk gézlenmistir.
D05 denegi igin 1ve 2 ¢iftinde %19.27 artisla %89.16, 1 ve 3 giftinde %23.17 artisla %86.59,
1 ve 4 ¢iftinde %25.60 artisla %91.46, 2 ve 3 ¢ciftinde %19.27 artisla %85.54, 2 ve 4 ¢iftinde
%19.27 artisla %86.75 dogruluk gozlenirken 3 ve 4 ciftinde %28.04 artisla %93.90
gbzlenmistir. D06 i¢in 1ve 2 ¢iftinde %28.91 artisla %95.18, 1 ve 3 ¢iftinde %28.57 artigla
%96.43, 1 ve 4 ¢iftinde %23.17 artisla %90.24, 2 ve 3 ¢iftinde %20.48 artisla %90.36, 2 ve
4 ciftinde %27.53 artisla %97.53, 3 ve 4 ¢iftinde ise %20.73 artisla %90.24 dogruluk elde
edilmistir. DO7 i¢in 1ve 2 ciftinde %21.68 artigsla %84.34, 1 ve 3 ciftinde %25.92 artisla
%91.36, 1 ve 4 ciftinde %20.48 artisla %84.33, 2 ve 3 ¢iftinde %28.04 artisla %93.90, 2 ve
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4 ciftinde %26.19 artisla %94.05 dogruluk elde edilirken 3 ve 4 ¢iftinde %19.51 artisla
%84.15 elde edilmistir. D08 igin 1ve 2 ¢iftinde %20.23 artisla %85.71, 1 ve 3 c¢iftinde
%25.60 artisla %86.59, 1 ve 4 ¢iftinde %14.81 artigla %86.42, 2 ve 3 ¢iftinde %33.33 artisla
%95.24, 2 ve 4 ciftinde %31.32 artisla %96.39 dogruluk degeri gozlenirken 3 ve 4 ciftinde
%19.75 artisla %85.19 gozlenmistir. D09 i¢in 1ve 2 ¢iftinde %20.48 artisla %83.13, 1 ve 3
ciftinde %22.89 artisla %86.75, 1 ve 4 giftinde %22.22 artisla %86.42, 2 ve 3 c¢iftinde
%21.42 artisla %86.91, 2 ve 4 ¢iftinde %23.17 artisla %86.59, 3 ve 4 ¢iftinde ise %14.63
artisla %89.02 dogruluk elde edilmistir. D10 i¢in 1ve 2 ¢iftinde %19.27 artisla %90.36, 1 ve
3 ciftinde %32.86 artisla %95.06, 1 ve 4 ciftinde %23.17 artisla %90.24, 2 ve 3 ¢iftinde
%30.04 artisla %93.90, 2 ve 4 ¢iftinde %30.12 artisla %93.98 elde edilirken 3 ve 4 ¢iftinde
%11.95 artisla %80.25 elde edilmistir. D11 i¢in 1ve 2 ¢iftinde %27.39 artisla %93.15, 1 ve
3 ciftinde %12.16 artisla %91.89, 1 ve 4 ¢iftinde %4.16 artisla %72.22, 2 ve 3 ¢iftinde %9.58
artisla %90.41, 2 ve 4 ciftinde %7.05 diistisle %69.01 dogruluk gozlenirken 3 ve 4 ciftinde
%6.94 artisla %84.72 gozlenmistir. D12 igin 1ve 2 ¢iftinde %17.28 artigla %88.89, 1 ve 3
ciftinde %30 artisla %95.00, 1 ve 4 ¢iftinde %30 artisla %95.00, 2 ve 3 ciftinde %16.86
artisla %85.54, 2 ve 4 c¢iftinde %21.68 artisla %86.75, 3 ve 4 ise giftinde %19.51 artisla
%84.15 dogruluk elde edilmistir. D13 icin 1ve 2 ¢iftinde %14.49 artisla %81.15, 1 ve 3
ciftinde %17.56 artisla %82.35, 1 ve 4 c¢iftinde %22.34 artisla %88.06, 2 ve 3 ciftinde
%15.22 artisla %80.56, 2 ve 4 ¢iftinde %17.15 artisla %84.72 dogruluk degeri elde edilirken
3 ve 4 ciftinde %18.64 artisla %87.14 elde edilmistir. D14 igin 1ve 2 ¢iftinde %16.28 artisla
%85.29, 1 ve 3 ¢iftinde %22.56 artisla %89.71, 1 ve 4 ¢iftinde %22.52 artisla %88.24, 2 ve
3 ciftinde %25.91 artisla %91.67, 2 ve 4 ciftinde %25.93 artigla %93.06 dogrulugu
gozlenirken 3 ve 4 ¢iftinde %26.38 artigla %90.28 gozlenmistir. D15 igin ise 1ve 2 ¢iftinde
%25.78 artisla %92.86, 1 ve 3 ¢iftinde %13.91 artisla %84.29, 1 ve 4 ¢iftinde %15.29 artisla
%385.29, 2 ve 3 c¢iftinde %17.80 artisla %88.89, 2 ve 4 ¢iftinde %22.71 artigla %88.57, 3 ve
4 ciftinde %22.68 artisla %94.29 dogruluk elde edilmistir.
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Tablo 3.30. Ikinci AGD yaklasimi sonucu elde edilen AGG’ nin OS’de yiiz goriintiileri ile
birlestirilmesiyle elde edilen vektorlerin DVM ile siniflandirilmasindan elde
edilen siniflandirma dogruluklari

Denek lve?2 lve3 lved 2ve3 2ved 3ve4d
D01 85.54 (16) | 92.68 (25) 87.81 (3) 87.95 (9) 91.57 (32) | 86.59 (15)
79.07 86.91
D02 (16,19,25) 85.88 (19) |85.88 (6,17) | 91.77 (21) | 94.12(32) 2,6.17)
D03 83.33 (24) 86.59 (6) 81.93 (23) | 95.12 (13) 86.75 (6) 82.72 (23)
D04 86.58 (2) 90.59 (22) 91.86 (2) 88.61 (26) | 87.50 (5,9) 91.57 (2)
86.59 85.54 86.75
D05 89.16 (3) (6,13,19) 91.46 (5) (6,8.15) (4,9.10.17) 93.90 (4)
D06 95.18 (17) |96.43 (10,30)| 90.24 (18) |90.36 (12,14)| 97.53 (4,6) |90.24 (19,24)
D07 84.34 (4) 91.36 (32) | 84.34(27) | 93.90 (29) | 94.05(10) | 84.15 (14)
D08 85.71 (30) (3 %51%) 86.42 (14,27)| 95.24 (9) 96.39 (8) |85.19(1,12)
86.42 86.91
D09 83.13(3) |86.75(3,4,8) (5,25,26) (1,5.11) 86.59 (8,9) 89.02 (2)
D10 90.36 (15) | 95.06 (10) | 90.24 (26) (59 :;93%) 93.98 (14) 80.25 (8)
72.22
D11 93.15 (19) 91.89 (8) (15.18.23) 90.41 (24) 69.01 (7) 84.72 (4)
D12 88.89 (19) 95.00 (9) 95.00 (9) 85.54 (22) | 86.75(17) |84.15(9,22)
D13 81.16 (8) 82.35 (2) 88.06 (11) 80.56 (9) 84.72 (4) 87.14 (7)
85.29
D14 (13.20,23) 89.71 (1) 88.24 (22) 91.67 (5) 93.06 (17) 90.28 (2)
94.29
D15 92.86 (8) |84.29 (5,25) | 85.29 (6,14) | 88.89 (7) |88.57 (7,12) (16.22.23)
ORT+SS | 86.92+4.61 | 89.45+4.26 | 87.03+5.26 | 89.76+4.09 | 89.16+6.91 | 87.41+4.08

Yiiz goriintiileri i¢in Tablo 3.18’de ve sinyal goriintiileri ile flizyon yaklasimlar i¢in

Boliim 3.2.6°da listelenen tiim sonuclara iliskin olarak hazirlanan karsilastirmali grafik

DVM smiflandiricist igin Sekil 3.8°de verilmektedir.
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Sekil 3.8. Ikinci AGD ile elde edilen sinyal goriintiileri ve yiiz goriintiilerinin fiizyon éncesi
ve sonrasit DVM ile siniflandirilmasiyla elde edilen sonuglar ve analizler

EEG sinyalleri ile yliz goriintiilerini giris verisi olarak kullanan ¢ok modlu
yaklasimlara ait literatiir 6zeti Tablo 3.31’de verilmistir. Tablo siitunlarinda sirasiyla
calismalar, veri setleri, flizyon yontemler, smiflandiricilar, hangi boyutta siniflandirma
yapildig1 ve galigmalardan elde edilen dogruluk degerleri verilmektedir. Tez ¢aligmasinda
DEAP veri setinde ARO ve VAL boyutlari i¢in, KMED veri setinde ise komik, korku, tiksing
ve rahatlama smiflarinin ikili kombinasyonlari i¢in siniflandirmalar yapilmistir. Literatiir
incelendiginde, DEAP veri seti i¢in VAL boyutunda en iyi sonuglar Zhao ve Chen [72]
tarafindan yapilan calismada OSB ile %86.2 oraninda elde edilmistir. Tez ¢alismasinda
onerilen Ikinci AGD yaklasimi ise OSB teknigi ve DVM smiflandiricisiyla ayni problemde
%90.94+3.15 degerlerini elde ederek literatiirdeki en basarili sonuglar1 yaklasik %4.74
oraninda ileri tasimistir. Onerilen yontemin standart sapmas1 da oldukca diisiiktiir. Benzer
sekilde DEAP veri setinde, ARO boyutunda en iyi sonuglar da Zhao ve Chen [72] tarafindan
uygulanan OSB ile %86.8 oraninda elde edilmistir. Tez ¢alismasinda dnerilen Ikinci AGD
yaklasimi ise OSB teknigi ve DVM siniflandiricisi ile ayni problemde %92.44+2.73
oraninda basari elde etmistir. Bu dogruluk degerleri literatiirdeki en basarili sonuglardan
yaklasik %5.64 daha iyidir. Onerilen ydntemin standart sapmasi da oldukca kabul edilebilir
seviyededir.



142

Tablo 3.31. AGD-II + giris verisi EEG ve yiiz goriintiileri igin literatiir karsilastirmasi

Yazar Veri Seti | Flizyon Siniflandirici Boyut Dogruluk
DVM ve ESA VAL 71.00+12.81
Li ve ark. (Enumerator ARO 58.75+12.26
KSB
[71] DVM ve ESA VAL 70.25+8.25
(Adaboost ARO 59.00+10.74
Zhao ve OSB Softmax VAL 86.2
Chen [72] Smuflandirici ARO 86.8
Yiiz Goriintilleri | Birinci | YAL|  80.30£11.37
Huang ve KsB icin Sinir Aglar Fizyon |ARO 74.23+10.34
ark. [51] ikinci VAL 80.00+12.40
EEG i¢in DVM .
Fizyon |ARO| 71.54+11.16
VAL 6944,
g ARO :g ?49&5 22
oy VAL 78‘8715'56
Birinci AGD ARO 81.59+6.13
Yaklagimi VAL 24442
$ K-EYK 85 7
. ARO 87.26+4.52
psB VAL 87.62+6.74
DVM - .
ARO 86.04+7.52
VAL 79.52+4.42
K-EYK ARO 80.11+7.79
SSB : .
VAL 77.73+4.29
. DVM
Ikinci AGD ARO 81.55+5.32
Yaklasimi VAL 4.82+3.61
$ K-EVK 84.82+3.6
. ARO 87.444+4.49
OSB VAL 90.94+3.15
DVM : -
ARO 92.44+2.73
Enumerator VAL 70.04+£12.81
Liveark. |MAHNOB| KSB ARO 72.14+16.77
[71] HCI Adaboost VAL 66.11+10.04
KSB ARO 71.79+16.97
Tan ve ark. | Fer2013 KSB Cogunluk Oylama |Nétr, Uzgiin, Korku 83.33
[73] Seed-1V Modeli ve Mutluluk '
Yiiz Goriintiileri Birinci VAL 75.00 £11.08
Huang ve | MAHNOB KSB icin Sinir Aglar Fizyon |ARO 75.63+11.92
ark. [51 HCI e +
[51] EEG icin DVM Ikinci VAL| 75.21+10.94
Fiizyon ARO 74.17£14.04
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Tablo 3.31’in devami

SSB K-EYK (1ve?2) 68.55+4.02

Birinci AGD DVM (1ve?2) 67.55+4.73
Yaklasimi OSB K-EYK (1ve?2) 90.70+2.93
KMED DVM (2ve 4) 89.36+4.38

Veri Seti SSB K-EYK (1ve?2) 69.03+3.64

ikinci AGD DVM (3ve 4) 67.07+£6.01
Yaklasimi OSB K-EYK (3ve4) 89.95+£3.87
DVM (2ve 3) 89.76+4.09

Ek olarak diger veri setleri iizerinde yapilan ¢aligsmalar arasinda en iyi sonug¢ Notr,
Uzgiin, Korku ve Mutluluk siniflar1 igcin Tan ve Ark. [73] tarafindan yapilan calismada
Fer2013 ve Seed-1V veri setleriyle %83.33 olarak gozlenmistir. Tez ¢alismasinda
olusturulan KMED veri setinde ise su sonuglar elde edilmistir. SSB’de ikinci AGD yaklasimi
K-EYK siniflandiricisiyla (1 ve 2) smf ¢iftinde %69.0343.64 dogruluk degerlerini
gbzlenmistir. OSB’de ise birinci AGD yaklasimi K-EYK smiflandiricisiyla (1 ve 2) giftinin

siiflandirilmasinda %90.70+2.93 oraninda dogruluk elde etmistir.



4. SONUCLAR

Cok modlu duygu tanima sistemlerinin gelistirilmesi i¢in farkli tiirdeki biyolojik
bilgilerin (EEG, EOG, yiiz goriintiisii, vb.) en uygun bi¢imde birlestirilmesi ve
smiflandirilmast gerekmektedir. Cok modlu duygu tanima sistemleri biyolojik bilgileri en
uygun sekilde  birlestirmek icin  kullanilan  fiizyon  yontemler sayesinde
gergeklestirilmektedir. Bu fiizyon yontemler sensor seviyesinde birlestirme (SSB), 6znitelik
seviyesinde birlestirme (OSB) ve karar seviyesinde birlestirme (KSB) seklinde ii¢ ana
baslikta toplanmaktadir. Bu yontemler ¢cok modlu sistemlerin performansini oldukga etkiler
ve siniflandirma basarisinda dnemli bir role sahiptir. Birlestirme yontemlerinin yan1 sira,
uygulama asamasinda kullanilan 6znitelik c¢ikarma ve siniflandirma yontemleri de
smiflandirma performans: {izerinde oldukga etkilidir. Bu nedenle, kullanilacak birlestirme
yontemi, Oznitelik ¢ikarict ve smiflandiricinin birbirleriyle uyumlu olmasi ¢ok modlu
sistemlerin basarist i¢in olduk¢a 6nemlidir.

Tez galismasinda ¢ok modlu duygu tanima ¢alismalari i¢in kabul edilebilir seviyede
simiflandirma basaris1 hedefleyen o6zgiin yontemlerin gelistirilmesi amaglanmustir.
Uygulanan yontem ve yaklasimlar bakimindan tez ¢aligmasi iki ayr1 boliimden olusmaktadir.
Calismanin ilk kisminda duygu tanima c¢alismalar1 i¢in EEG ve EOG sinyallerini 6znitelik
seviyesinde birlestirmek icin iki 6zgiin OSB yéntemi (OSB-1 ve OSB-2) 6nerilmistir. Bu iki
yontem uygulanmadan 6nce EEG ve EOG sinyallerine yine ¢alisma kapsaminda onerilen
0zgiin AGD-I yaklasimlar1 uygulanmigtir. Bu yaklagimlarin uygulanmasiyla elde edilen
sinyal goriintiilerinden ¢ikarilan dzniteliklere OSB-1 ile OSB-2 uygulanmis ve bu islemler
sonucunda hesaplanan 6znitelikler cok modlu yaklasimlarda siklikla tercih edilen DVM ile
siniflandirilmistir. Onerilen yontemlerin gecerliligi, literatiirde ¢okga tercih edilen DEAP
veri seti ile sinanmig ve olumlu sonuglar gozlenmistir. Bu sonuglara gore; (i) siniflandirma
performans1 onceki caligmalara kiyasla oldukca iy1 seviyede arttirilmistir ve (i1) flizyon
yontemler uygulanmadan da EEG ve EOG sinyallerinden elde edilen AGG’leri ayrica
siiflandirilarak ¢ok modlu yaklasimlarin siniflandirmaya katkis1 da ortaya konmustur.

DEAP veri seti igin ¢ok modlu duygu tanima sisteminin basarisini agik¢a ortaya
koyabilmek amaciyla flizyon uygulanmamis EEG ve EOG sinyal goriintiileri ayrica
smiflandirilmistir. DEAP veri setinde VAL sinifinda denekler boyunca gozlenen ortalama

dogruluk ve standart sapma degerleri su sekildedir: (i) Yaklasim-1 uygulanmasi sonrast EEG
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sinyallerinden iretilen AGG’ler i¢in %88.57+3.20, EOG sinyallerinden iiretilen AGG’ler
icin %81.93+3.98, OSB-1 icin %90.31+2.43 ve OSB-2 i¢in %87.76+3.24, (ii) Yaklasim-2
uygulanmasi sonrasi EEG sinyalleriyle olusturulan AGG’ler i¢in %87.17+3.17, EOG
sinyalleriyle olusturulan AGG’ler i¢in %82.07+5.06, OSB-1 igin %90.12+1.91 ve OSB-2
icin %87.57+2.34, (iii) Yaklasim-3 uygulanmasi sonrasi EEG sinyallerinden {iretilen
AGG’ler i¢in %88.40+3.28, EOG sinyallerinden iiretilen AGG’ler igin %80.17+5.45, OSB-
1 i¢in %89.69+2.33 ve OSB-2 i¢in %85.88+3.32, (iv) Yaklasim-4 uygulanmasi sonras1 EEG
sinyalleriyle olusturulan AGG’ler igin %87.63+3.55, EOG sinyalleriyle olusturulan
AGG’ler icin %82.27+4.28, OSB-1 igin %89.35+3.07 ve OSB-2 i¢in %88.59+2.87, (V)
Yaklasim-5 uygulanmasi sonrasi1 EEG sinyalleriyle olusturulan AGG’ler igin %87.22+2.78,
EOG sinyalleriyle olusturulan AGG’ler i¢in %81.45+3.72, OSB-1 icin %90.03+2.35 ve
OSB-2 i¢in %86.81+3.08, (Vi) Yaklasim-6 uygulanmasi sonras1 EEG sinyallerinden iiretilen
AGG’ler i¢in %87.56+3.27, EOG sinyallerinden iiretilen AGG’ler igin %79.77+3.36, OSB-
1 igin %89.36+2.63 ve OSB-2 icin %86.77+2.34, (vii) Yaklasim-7 uygulanmas sonras1 EEG
sinyalleriyle olusturulan AGG’ler igin %87.29+4.13, EOG sinyalleriyle olusturulan
AGG’ler icin %83.24+4.73, OSB-1 icin %89.69+2.94 ve OSB-2 i¢in %87.28+2.53. ARO
smifi igin denekler boyunca gozlenen ortalama dogruluk ve standart sapma degerleri ise su
sekildedir: (i) Yaklasim-1 uygulanmasi sonrasi EEG sinyalleriyle olusturulan AGG’ler igin
%88.89+4.10, EOG sinyalleriyle olusturulan AGG’ler igin %81.59+6.48, OSB-1 icin
%90.46+3.69 ve OSB-2 igin %88.55+4.28, (i) Yaklasim-2 uygulanmasi sonrasi EEG
sinyallerinden tiretilen AGG’ler igin %88.15+4.31, EOG sinyallerinden iiretilen AGG’ler
icin %82.43+6.07, OSB-1 igin %91.05+3.07 ve OSB-2 i¢in %88.67+4.90, (iii) Yaklagim-3
uygulanmasi sonrast EEG sinyalleriyle olusturulan AGG’ler i¢in %88.54+4.46, EOG
sinyalleriyle olusturulan AGG’ler i¢in %80.09+6.83, OSB-1 icin %90.45+4.58 ve OSB-2
icin %87.97+3.71, (iv) Yaklasim-4 uygulanmasi sonrast EEG sinyallerinden iretilen
AGG’ler igin %88.95+4.44, EOG sinyallerinden iiretilen AGG’ler igin %82.69+5.06, OSB-
1 i¢in %90.15+4.04 ve OSB-2 i¢in %88.42+3.40, (v) Yaklagim-5 uygulanmasi sonras1 EEG
sinyalleriyle olusturulan AGG’ler icin %88.78+3.21, EOG sinyalleriyle olusturulan
AGG’ler igin %80.94+5.89, OSB-1 igin %90.19+4.06 ve OSB-2 igin %88.49+3.63, (vi)
Yaklasim-6 uygulanmasi sonrasi EEG sinyallerinden iiretilen AGG’ler igin %88.49+4.70,
EOG sinyallerinden iiretilen AGG’ler i¢in %82.48+6.14, OSB-1 i¢in %90.96+3.43 ve OSB-
2 i¢in %89.7143.32, (vii) Yaklasim-7 uygulanmasi sonrast EEG sinyalleriyle olusturulan
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AGG’ler icin %87.10+4.39, EOG sinyalleriyle olusturulan AGG’ler i¢in %82.21+6.22,
OSB-1 i¢in %91.52+2.14 ve OSB-2 icin %87.84+3.99°dur. DEAP veri setinde hesaplanan
bu ortalama degerler incelendiginde, ARO boyutunda dogrulukta gézlenen basarinin VAL’e
gore daha iyi oldugu goriilmektedir. AGD yaklasimlarinin yalmzca EEG sinyallerine
uygulanmasiyla elde edilen siniflandirma dogruluklart AGD yaklagimlarinin sadece EOG
sinyallerine uygulanmasiyla elde edilen dogruluklara gore daha yiiksektir. Ayrica, denekler
boyunca ortalama dogruluklar OSB-1 ve OSB-2 yaklasimlar1 sonras1 artmistir. OSB-2
yaklasimu ile elde edilen siniflandirma dogruluklar1 OSB-1’e gore daha iyidir. Bu problem
havuzundaki tiim sonuglarin standart sapma degerleri incelendiginde %1.91 ile %6.83
araliginda kabul edilebilir seviyede oldugu goriilmiistiir. Calismanin bu kismimin ana
katkilar1 su sekildedir:

1. Yeni sinyal goriintii doniisiimii yontemleri onerilmistir.

2. Doniisiim yontemleri hem EEG hem de EOG sinyallerine uygulanarak yontemin
benzer sinyallere uygulanabilir oldugu ortaya koyulmustur.

3. Basit ve uygulanabilirligi kolay olan iki 6zgiin OSB yontemi (OSB-1 ve OSB-2)
onerilip bu yontemler sayesinde siniflandirma performansi yiiksek ¢ok modlu
caligmalar yapilabilecegi ortaya konmustur.

Calismanin ikinci kisminda duygu tanima ¢aligmalart igin kaydedilmis EEG sinyalleri
ve yiiz gorintiilerini ¢ok modlu yaklagimlarda kullanabilmek amaciyla 6zgiin bir sensor
seviyesinde birlestirme (SSB) yontemi ve 6zgiin bir 6znitelik seviyesinde birlestirme
yontemi (OSB-3) &nerilmistir. SSB yonteminde birlestirme islemi heniiz verilere higbir
islem uygulanmadan o©nce yapilmistir. Yontemde oncelikle EEG kayitlar1 AGD-II
yaklagimlartyla 2 boyutlu goriintiilere doniistiiriilmiistiir. Daha sonra yiiz ifadelerine ait
video kayitlarindan en benzersiz yiiz goriintiileri otomatik olarak tespit edilmistir. Son
olarak, elde edilen bu iki goriintii birlestirilip tek bir goriintii olusturulmustur. Geri kalan tiim
Oznitelik ¢ikarma ve siniflandirma islemleri bu goriintiiler kullanilarak gerceklestirilmistir.
OSB-3 yaklasiminda ise ilk olarak EEG sinyallerine AGD-II yaklasimlari uygulanarak
AGG’ler olusturulmustur. Daha sonra yiiz goriintiilerinden ¢ikarilan en benzersiz yiiz
goriintiileriyle AGG’ler OSB-3 yardimiyla &znitelik seviyesinde birlestirilmistir. Bu
yaklasim sonucunda elde edilen 6znitelikler ilk olarak ¢ok modlu yaklasimlarda siklikla
tercih edilen DVM ile siniflandirilmistir. Siniflandiricilarin 6zgiin yontemlere katkisini daha

iyi irdelemek i¢in K-EYK ile de siniflandirma yapilmistir. Yontemlerin gegerliligi hem
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tarafimizca olusturulan KMED veri seti hem de DEAP veri setinde sinanarak ortaya
konmaya c¢alisilmistir. KMED veri seti 12 erkek ve 3 kadindan olusan toplam 15 kisilik bir
denek grubuyla hazirlanmistir. Olusturulan veri setindeki erkek denekler igin bir giinde 160
kayit alinirken kadin denekler i¢in maksimum 140 kayit alinmistir. Bunun nedeni kadin
deneklerden sa¢ faktorii nedeniyle veri kaydi almanin daha zor olmasidir. Veri setinde
kaydedilen EEG sinyalleri literatiirdeki duygu tanima ¢alismalar1 baz alinarak 1-50 ve 4-45
Hz araliklarinda filtrelenmistir. Daha sonra, video izlemeye hazirlik ve video izleme bitisi
sonrasi kisimlar kirpilarak fazlalik kisimlar atilmistir. Boylelikle, sadece video kaydinin
izlenildigi sirada kaydedilen sinyaller kullanilmistir. Calismanin ilerleyen kisimlarinda
uygulanan tim AGD yaklagimlar1 ve fiizyon yontemleri sonrasinda 4-45 Hz araliginda
filtrelenen sinyallerin her zaman 1-50 Hz araligindan filtrelenenlere gore daha diisiik
performans gosterdigi gdzlenmistir. Bu nedenle, Bulgular ve Irdeleme kisminda sadece 1-
50 Hz ile filtrelenmis sinyallere ait sonuglar verilmis, 4-45 Hz i¢in sonu¢ verilmemistir.
Calismada sinyaller ile paralel olarak kaydedilen yiiz goriintii videolar1 da yine video
izlemeye hazirlik ve video izleme bitisi sonras1 kisimlar kirpilarak kullanilmistir. Veri
setinin hazirlanmasi i¢in video paradigmasi, deney ortaminin olusturulmasi, sensor elektrot
konumlarinin belirlenmesi gibi islemlerde DEAP veri seti 6rnek alinmistir.

Cok modlu duygu tanima sisteminin basarisini agik¢a ortaya koyabilmek igin yiiz
gorintiileri ve flizyon uygulanmamis sinyal goriintiileri ayrica siniflandirilmistir. DEAP veri
setinde denekler boyunca elde edilen ortalama dogruluk ve standart sapma degerleri
asagidaki gibi gozlenmistir. Birinci AGD yaklagimi uygulanmis sinyal goriintiileri igin
flizyon sonuglart su sekildedir: (i) ARO smifinda K-EYK ile elde edilen sonuglar yiiz
goriintiileri icin %65.99+10.67, AGG igin %80.67+6.84, SSB icin %82.14+5.26 ve OSB icin
%87.26+4.52, (i) VAL sinifinda K-EYK ile elde edilen sonuglar yiiz goriintiileri igin
%58.39+7.22, AGG igin %77.38+5.47, SSB icin %80.69+4.39 ve OSB i¢in %85.24+4.27,
(ili) ARO sinifinda DVM ile elde edilen sonuglar yiiz goriintiileri i¢in %67.33+9.81, AGG
icin %78.87+4.91, SSB i¢in %81.59+6.13 ve OSB i¢in %86.04+7.52 ve (iv) VAL sinifinda
DVM ile elde edilen sonuglar yiiz goriintiileri i¢in %61.38+7.58, AGG i¢in %78.61+3.71,
SSB icin %78.87+5.56 ve OSB i¢in %87.62+6.74. Ikinci AGD yaklasimi uygulanmus sinyal
goriintiileri i¢in fiizyon sonuglari ise su sekildedir: (i) ARO smifinda K-EYK ile gbzlenen
sonuclar yiiz gorlintileri i¢in %65.99£10.67, AGG i¢in %80.97+5.31, SSB igin
%80.11£7.79 ve OSB i¢in %87.44+4.49, (ii) VAL smifinda K-EYK ile gdzlenen sonuglar
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yiiz goriintiileri i¢in %58.39+7.22, AGG i¢in %80.71+5.62, SSB i¢in %79.52+4.42 ve OSB
icin %84.82+3.61, (iii) ARO smifinda DVM ile gozlenen sonuglar yiiz goriintiileri i¢in
%67.33£9.81, AGG i¢in %80.12+5.67, SSB icin %81.55+5.32 ve OSB icin %92.44+2.73
ve (iv) VAL smifinda DVM ile gbzlenen sonuglar yiiz goriintiileri i¢in %61.38+7.58, AGG
icin %80.11+3.59, SSB i¢in %77.73+4.49 ve OSB igin %90.94+3.15.

DEAP veri setinde gozlenen tiim bu ortalama sonuclar incelendiginde yiiz
goriintiilerinin siniflandirilmasinda DVM ile daha fazla basar1 elde edildigi gozlenmistir.
Birinci AGD yaklasimina K-EYK uygulanmasiyla elde edilen sonuglardan su ¢ikarimlar
yapilmistir. Sinyal goriintiilerinin siniflandirilmasina ait ortalama dogruluk degerleri yiiz
goriintiilerinden daha yiiksektir. Hem ARO hem de VAL boyutunda, sinyal gorintiileri ile
yiiz goriintiilerine SSB ve OSB uygulanmasi sonucu gozlenen ortalama degerler, yiiz ve
sinyal goriintiilerine ayr1 ayr1i K-EYK uygulanmasindan daha yiiksektir. Benzer sekilde
Birinci AGD yaklagimina DVM uygulanmasiyla elde edilen sonuglardan su g¢ikarimlar
yapilmustir. Sinyal gortintiilerine ait ortalama dogruluk degerleri yiiz goriintiilerinden daha
yiiksektir. Hem ARO hem de VAL boyutunda, sinyal goriintiileri ile yiiz goriintiilerine SSB
ve OSB uygulanmasiyla elde edilen ortalama degerler, yiiz ve sinyal gériintiilerine ayr1 ayri
DVM uygulanmasindan daha yiiksektir. ikinci AGD yaklasimina K-EYK uygulanmastyla
elde edilen sonuglardan su ¢ikarimlar yapilmistir. Sinyal goriintiilerine ait ortalama dogruluk
degerleri yiiz goriintiilerinden daha yiiksektir. Hem VAL hem ARO boyutunda, sinyal
goriintiileri ile yliz goriintiilerine SSB uygulanmasi sonucu gozlenen degerler sadece sinyal
goriintiilerine K-EYK uygulanmasindan daha disiiktiir. Hem VAL hem ARO boyutunda,
OSB uygulanmasindan elde edilen dogruluk degerleri ise sadece sinyal goriintiilerine K-
EYK wuygulanmasina ait sonuglardan daha yiiksektir. AGD yaklasimina DVM
uygulanmasiyla elde edilen sonuglardan su ¢ikarimlar yapilmistir. Sinyal goriintiilerinin
siniflandirilmasindan elde edilen ortalama dogruluk degerleri yiiz goriintiilerinden daha
yuksektir. Sinyal goriintiileri ile yliz goriintiilerine SSB uygulanmasi sonucu gozlenen
dogruluk degerleri ARO boyutu i¢in sinyal goriintiilerinin DVM ile siiflandirilmasindan
daha yiiksek iken VAL boyutunda daha diisiiktiir. Hem VAL hem ARO boyutunda, OSB ile
elde edilen dogruluklar ise sadece sinyal goriintiilerinin DVM ile siniflandirilmasindan
yuksektir.

Tiim ortalama sonuglar incelendiginde DEAP veri setinde ARO boyutunda gozlenen

degerlerin VAL’e gore daha iyi oldugu goriilmektedir. Birinci AGD yaklasimina K-EYK
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uygulanmasiyla elde edilen dogruluklar genellikle DVM’ye gore daha yiiksektir. OSB
yaklagimlart uygulandiktan sonra her iki siniflandirici da denekler boyunca ortalama olarak
daha iyi sonuglar elde etmistir. Ikinci AGD yaklasimi i¢cin K-EYK ve DVM yéntemlerinden
elde edilen siniflandirma dogruluklari ise genel olarak birbirlerine yakindir. SSB sonrasinda
sadece DVM uygulanmasiyla genellikle dogrulukta artis gézlenmistir. OSB uygulanmasi
sonrasi ise her iki siiflandirici ile dogrulukta artis gézlenmistir. Tiim problemlerde OSB
uygulanmasiyla oldukca basarili sonuglar elde edilmistir. Problem havuzundaki tiim
sonuglar i¢cin de elde edilen standart sapma degerleri incelendiginde %2.73-%10.67
araliginda degerler gozlenmistir.

KMED veri seti i¢in denekler boyunca gozlenen ortalama dogruluk ve standart sapma
degerleri agsagidaki gibi gézlenmistir. Birinci AGD yaklasimi uygulanmis sinyal goriintiileri
icin K-EYK ile elde edilen fiizyon 6ncesi ve sonrasi sonuglar su sekildedir: (i) (1 ve 2)
ciftinin smiflandirilmasina ait sonuglar yiiz gorintiileri icin %61.24+3.45, AGG igin
%67.41+3.10, SSB icin %68.55+4.02 ve OSB icin %90.70+2.93, (ii) (1 ve 3) ciftinin
siiflandirilmasina ait sonuglar yiiz gériintiileri i¢cin %59.43+3.47, AGG i¢in %67.37+2.18,
SSB igin %67.61+2.53 ve OSB icin %90.41+3.79, (iii) (1 ve 4) ¢iftinin siniflandirilmasina
ait sonuglar yliz goriintileri i¢in %59.55£3.29, AGG i¢in %67.63+2.95, SSB i¢in
%68.24+4.55 ve OSB i¢in %89.09+4.95, (iv) (2 ve 3) ¢iftinin siniflandirilmasina ait sonuglar
yiiz goriintiileri i¢in %60.38+2.04, AGG i¢in %68.03+2.86, SSB i¢in %66.72+2.07 ve OSB
icin %89.76+3.72, (v) (2 ve 4) ciftinin siniflandirilmasina ait sonuglar yiliz goriintiileri i¢in
%58.81+2.48, AGG igin %67.51+3.49, SSB icin %65.41+1.94 ve OSB icin %90.44+4.05
ve (vi) (3 ve 4) ciftinin siniflandirilmasina ait sonuglar yiiz gorintiileri i¢in %60.13£2.68,
AGG icin %68.77+4.45, SSB icin %68.15+4.70 ve OSB icin %89.86+4.06. Birinci AGD
yaklasimi uygulanmis sinyal goriintiileri icin DVM ile elde edilen flizyon dncesi Ve sonrasi
sonuglar da su sekildedir: (i) (1 ve 2) ¢iftinin siniflandirilmasina ait sonuglar yiiz gériintiileri
icin %59.00+3.79, AGG icin %65.75+3.89, SSB icin %67.55+4.73 ve OSB icin
%89.24+4.57, (ii) (1 ve 3) ciftinin siniflandirilmasina ait sonuglar yiiz goriintiileri igin
%58.38+4.08, AGG icin %66.09+4.35, SSB icin %67.33+5.40 ve OSB i¢in %88.54+4.25,
(iii) (1 ve 4) ¢iftinin siniflandirilmasina ait sonuglar yiiz goriintiileri i¢in %59.59+4.17, AGG
i¢in %66.08+3.61, SSB icin %67.64+5.01 ve OSB icin %87.13+5.05, (iv) (2 ve 3) ¢iftinin
siiflandirilmasina ait sonuglar yiiz goriintiileri i¢cin %59.64+4.53, AGG i¢in %66.79+3.86,
SSB i¢in %65.81+5.09 ve OSB i¢in %88.09+4.79, (v) (2 ve 4) ¢iftinin siniflandirilmasina
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ait sonuglar yliz goriintiileri i¢in %58.44+3.55, AGG i¢in %66.63+3.34, SSB i¢in
%65.01+£2.52 ve OSB icin %89.36+4.38 ve (vi) (3 ve 4) ¢iftinin smiflandirilmasma ait
sonuglar yiiz goriintiileri i¢in %57.58+3.22, AGG i¢in %69.48+5.12, SSB i¢in %66.51+5.91
ve OSB icin %88.74+4.11.

Ikinci AGD yaklasimi i¢in K-EYK ile elde edilen fiizyon &ncesi ve sonras1 sonuglar
su sekildedir: (i) (1 ve 2) ¢iftinin simiflandirilmasina ait sonuglar yiiz goriintiileri i¢in
%61.24+3.45, AGG igin %67.12+3.18, SSB i¢in %69.03+3.64 ve OSB i¢in %88.03+3.04,
(ii) (1 ve 3) ¢iftinin siniflandirilmasina ait sonuglar yiiz goriintiileri i¢in %59.43+3.47, AGG
icin %68.22+4.18, SSB icin %67.52+3.23 ve OSB icin %89.49+3.24, (iii) (1 ve 4) ciftinin
siiflandirilmasina ait sonuglar yiiz goriintiileri i¢in %59.55+3.29, AGG i¢in %67.64+3.56,
SSB i¢in %67.44+4.24 ve OSB icin %89.85+3.37, (iv) (2 ve 3) ¢iftinin siniflandirilmasina
ait sonuglar yiliz goriintiileri icin %60.38+2.04, AGG i¢cin %67.61+3.20, SSB i¢in
%66.16+2.92 ve OSB icin %89.66+3.37, (V) (2 ve 4) ¢iftinin siniflandirilmasina ait sonuglar
yiiz goriintiileri i¢in %58.81+2.48, AGG igin %66.94+2.29, SSB icin %65.48+1.98 ve OSB
icin %89.21+4.06, (vi) (3 ve 4) ¢iftinin siniflandirilmasina ait sonuglar yiiz goriintiileri igin
%60.13£2.68, AGG icin %68.51+3.81, SSB icin %67.75+4.62 ve OSB i¢in %89.95+3.87.
Benzer sekilde Birinci AGD yaklasimi uygulanmis sinyal goriintiileri igin DVM ile elde
edilen flizyon Oncesi ve sonrasi sonuglar ise su sekildedir: (i) (1 ve 2) ciftinin
siiflandirilmasina ait sonuglar yiiz goriintiileri i¢cin %59.00+£3.79, AGG i¢in %67.05+3.61,
SSB i¢in %66.52+4.93 ve OSB icin %86.92+4.61, (ii) (1 ve 3) ¢iftinin siniflandirilmasina
ait sonuglar yliz goriintileri i¢in %58.38+4.08, AGG i¢in %66.05+4.54, SSB i¢in
%66.75+5.49 ve OSB icin %89.45+4.26, (iii) (1 ve 4) ¢iftinin simiflandirilmasina ait sonuglar
yiiz goriintiileri i¢in %59.59+4.17, AGG igin %66.87+3.13, SSB i¢in %66.92+4.86 ve OSB
icin %87.03+5.26, (iv) (2 ve 3) ¢iftinin siniflandirilmasina ait sonuglar yiiz goriintiileri igin
%59.64+4.53, AGG igin %67.51+4.39, SSB icin %64.86+5.38 ve OSB i¢in %89.76+4.09,
(V) (2 ve 4) ciftinin siiflandirilmasina ait sonuglar yiiz goriintiileri igin %58.44+3.55, AGG
icin %66.88+3.32, SSB icin %65.82+3.06 ve OSB icin %89.16+6.91 ve (i) (3 ve 4) ¢iftinin
siiflandirilmasina ait sonuglar yiiz goriintiileri i¢cin %57.58+3.22, AGG i¢in %69.67+5.70,
SSB igin %67.07+6.01 ve OSB i¢in %87.41+4.08.

KMED veri setinde gozlenen tiim ortalama sonuglar incelendiginde, yiiz
gortintiilerinin K-EYK ile siniflandirilmasinda daha iyi performans gozlenmistir. Birinci

AGD yaklasimma K-EYK uygulanmasiyla elde edilen sonuglardan su ¢ikarimlar
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yapilmistir. Sinyal goriintiilerinin siniflandirilmasindan elde edilen ortalama dogruluk
degerleri yiiz goriintiilerinden daha ytiksektir. Sinyal goriintiileri ile yliz goriintiilerine SSB
uygulanmasi sonucu gozlenen ortalama degerler (1 ve 2), (1 ve 3) ve (1 ve 4) giftlerinin
smiflandirilmasinda, yiiz ve sinyal goriintiilerinin ayr1 ayr1 K-EYK ile siniflandirilmasindan
daha iyiyken digerleri i¢in daha diisiiktiir. Tiim siuf ¢iftleri igin Sinyal goriintiileri ile yiiz
goriintiilerine OSB uygulanmasi sonucu gdzlenen smiflandirma performansi ise hem yiiz ve
sinyal goriintiilerinin ayr1 ayr1 simiflandirilmasindan hem de SSB’den daha basarilidir.
Benzer sekilde Birinci AGD yaklasimi i¢in DVM uygulanmasiyla elde edilen sonuglardan
su ¢ikarimlar yapilmistir. Sinyal gortntiilerinin siniflandirilmasina ait ortalama dogruluk
degerleri yiiz goriintiilerinden daha yiiksektir. Sinyal goriintiileri ile yiiz goriintiilerine SSB
uygulanmasi sonucu goézlenen ortalama degerler (1 ve 2), (1 ve 3) ve (1 ve 4) giftlerinin
siniflandirilmasinda, yiiz ve sinyal goriintiilerinin ayr1 ayrt DVM ile siniflandirilmasindan
daha iyiyken digerleri i¢in daha diisiiktiir. Tiim smnuf ¢iftleri igin Sinyal goriintiileri ile yliz
goriintiilerine OSB uygulanmasi sonucu gdzlenen smiflandirma performansi ise hem yiiz ve
sinyal goriintiilerinin ayr1 ayr1 siniflandirilmasindan hem de SSB’den daha basarilidir.
Ikinci AGD yaklasimi igin K-EYK uygulanmasiyla elde edilen sonuglardan su
cikarimlar yapilmistir. Sinyal goriintiilerinin  siniflandirilmasinda gozlenen ortalama
dogruluklar yiiz goriintiilerinden daha yiiksektir. Sinyal goriintiileri ile yiiz goriintiilerine
SSB uygulanmasi sonucu elde edilen ortalama dogruluk degerleri sadece (1 ve 2) ciftinin
siiflandirilmasinda, yiiz ve sinyal goriintiilerinin ayr1 ayr1 K-EYK ile siniflandirilmasindan
daha yiiksekken digerleri igin daha diistiktiir. Tiim sinif ¢iftleri igin Sinyal gortintiileri ile yiiz
goriintiilerine OSB uygulanmasiyla elde edilen performans degerleri ise hem yiiz ve sinyal
goriintiilerinin ayr1 ayr1 siniflandirilmasindan hem de SSB’den daha iyidir. Benzer sekilde
Ikinci AGD yaklastmina DVM uygulanmasiyla gdzlenen sonuglardan su gikarimlar
yapilmustir. Sinyal goriintiilerinin siniflandirilmasina ait ortalama dogruluk degerleri yiiz
goriintiilerinden daha yiiksektir. Sinyal goriintiileri ile yiiz goriintilerine SSB
uygulanmasiyla elde edilen ortalama dogruluk degerleri ise (1 ve 3) ve (1 ve 4) ¢iftlerinin
siiflandirilmasinda, yiiz ve sinyal goriintiilerinin ayr1 ayrt DVM ile siniflandirilmasindan
daha yiiksekken digerleri igin daha diistiktiir. Tiim sinif ¢iftleri igin Sinyal gortintiileri ile yiiz
goriintiilerine OSB uygulanmasiyla elde edilen siniflandirma performansi ise hem yiiz ve

sinyal goriintiilerinin ayr1 ayr1 siniflandirilmasindan hem de SSB’den daha iyidir.
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Birinci ve Ikinci AGD yaklasimlar1 igin her iki smiflandiriciya ait sonugclar
irdelendiginde, sadece AGG’lerinin DVM ile siniflandirildign durumda Ikinci AGD daha
basarili olmustur. Diger tiim problemlerde ise Birinci AGD daha basarilidir. Tiim
problemler incelendiginde SSB beklenen performansi géstermemistir. Diger yandan, tiim
problemler icin OSB yaklasimlarindan oldukca basarili sonuglar elde edilmistir. Tiim
problem havuzunda gézlenen standart sapma degerleri %1.94-%6.91 araligindadur. ilerleyen
caligmalarda birlestirilen goriintiilere farkli 6znitelik ¢ikarma ve siniflandirma yontemleri
uygulanarak siiflandirma basarisi daha da artirilmalidir. Ciinkii, duygu tanima
problemlerinde denekten-denege ve gorevden-goreve performans degisim gostermektedir.
Bu degisim tez ¢alismasinda elde edilen sonuglarda da goriilmektedir. Tez ¢alismasinin bu
kisminin belli bash katkilar su sekildedir.

1. Literatiire 15 kisilik 6zgiin bir birgok modlu veri seti kazandirilmistir.

2. Ozgiin ve umut vaat eden iki AGD yaklasimi 6nerilmistir.

3. SSB ve OSB-3 adinda iki fiizyon yontemi &nerilmistir.

Onerilen yontemlerin performansinin DEAP ve KMED veri setlerinde sinanmasiyla
elde edilen sonuglar incelendiginde, AGD yaklasimlari ile fiizyon yontemlerinin birlikte
uygulanmasiyla duygu tanima sistemindeki performans artiglarinin olduk¢a iyi oldugu
goriilmiistiir. SSB yaklasimma kiyasla OSB yaklasimlar1 siniflandirmada daha basarili

olmustur.



5. ONERILER VE TARTISMA

Tez caligmasinda, ¢ok modlu caligmalar i¢in 6zgiin ve problem domainine uygun
flizyon yoOntemleri tasarlanarak duygu tanima sistemlerinin basarilarinin arttirilmasi
hedeflenmistir. EEG tabanlt ¢ok modlu duygu tanima sistemleri geleneksel Oznitelik
¢ikarma ve smiflandirma yontemleriyle ¢oziilmesi oldukc¢a zor olan bir¢cok probleme
sahiptir. Bu nedenle tez ¢alismasinda, herhangi bir sinyali goriintii temsiline doniistiiren
cesitli ag1 genlik doniisiimii yaklasimlari ile duygu tanima sistemlerinin basar1 performansina
pozitif katki saglamasi amaglanan gesitli flizyon yontemleri onerilmistir. Calismalar hem
DEAP hem de 6zgiin KMED veri setinde gergeklestirilerek problemin tutarliligi ortaya
koyulmaya caligilmistir. Sonuglar incelendiginde, bir¢ok problemde denekler boyunca elde
edilen ortalama dogruluk degerlerinin her iki veri seti i¢in de tutarli oldugu goriilmiistiir.
Ayrica standart sapma degerleri de oldukca kabul edilebilir diizeyde gozlenmistir. Tez
calismasinda onerilen flizyon yontemlerinin literatiir ¢alismalarina gore oldukga basarili
sonuglar iirettigi de goriilmiistiir. Ancak, duygu tanima sistemlerinde siire gelen bir¢ok
problem mevcuttur ve yeni sistemler gelistirildikce bu problemler degisebilmektedir. Bu
nedenle tez ¢aligmasinda onerilen doniisiim ve fiizyon yontemleri ilerleyen galismalarda
problemlere gore gerekirse tekrar diizenlenip gelistirilmelidir. Arastirmalarda SSB
yaklasiminda beklenen diizeyde basari gozlenmemistir. Bu yaklasim i¢in elde edilen
birlestirilmis goriintiilere farkli 6n-islem ve Oznitelik ¢ikarma yontemleri uygulanarak
problemler ¢oziilebilir. Sinyaller duragan olmayan bir yap1 sergilemeleri nedeniyle ayni
simiflandirma modellerinde farkli kisiler igin farkli performans degerleri goriilebilir. Bu
problemi agmak igin sistemde kullanilacak Oznitelik ¢ikarma, smiflandirma ve fiizyon
yontemleri iyi analiz edilip birbirleriyle uyumlu olmalidir. Ayrica, ¢aligmada olusturulan
KMED veri seti i¢in kullanilan fiizyon islemlerine ait algoritma kodlarinin hesaplama
maliyetinin yiiksek oldugu gozlenmis ve sonu¢ alma islemleri olduk¢a uzun siirede
tamamlanmistir. Bu nedenlerle, algoritmalarda smiflandirma basaris1 performansini
arttirirken ¢alisma zamanini azaltacak diizenlemeler bu iki kriter arasindaki uyuma dikkat
edilerek yapilmalidir. Son olarak, KMED veri setinde yer alan kadin denek sayis1 azdir.
Ciinkii, kadinlarin sa¢ faktorii nedeniyle istenen oranda kayit alinamamustir. Literatiire
kazandirilan KMED veri seti yeni deneklerin eklenmesiyle gesitlilik agisindan ilerleyen

calismalarda daha da zenginlestirilebilir.
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OZGECMIS

Ik 6grenimini Yildizli Ilkégretim OKulu, orta 6grenimini Yiiziincii Y1l ilkdgretim
Okulu, lise 6grenimini Yunus Emre Siiper Lisesi’nde tamamladi. 2009 yilinda KTU
Miihendislik Fakiiltesi Bilgisayar Miihendisligi Boliimii'nde lisans egitimine basladi ve
2013 yilinda mezun oldu. 2014 yilnda KTU Fen Bilimleri Enstitiisii Bilgisayar
Miihendisligi Anabilim Dali'nda yiiksek lisans egitimine basladi. 2015 yilinda
Bilgisayar Miihendisligi boliimiinde arastirma gorevlisi olarak calismaya bagladi.
2017 yih ocak aymnda yiiksek lisans egitimini tamamladi ve KTU Fen Bilimleri
Enstitlisii Bilgisayar Miihendisligi Anabilim Dali'nda doktora egitimine bagladi. Halen
KTU Bilgisayar Miihendisligi boliimiinde aragtirma gorevlisi olarak galismaktadir.
Yabanc dil olarak iyi seviyede Ingilizce bilmektedir. Akademik ¢alismalar1 ve yayinlari

asagidadir.
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projesi, Proje Yiiriitiiciisii, Tamamlandi.

2. 119E397 nolu “EEG Temelli Beyin Bilgisayar Arayiizii Sistemlerine ait Motor
Hareket Hayali Gérevlerinin Smiflandirilmasima Yénelik Oriintii Tanima Y éntemlerin
Gelistirilmesi” baslikli TUBITAK 1002 Hizli Destek Programi projesi, Bursiyer,

Tamamlandi.
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