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OZET

YAPAY SiNIiR AGLARIYLA TURKIYE’DEKI YENILENEBILIiR ENERJi
POTANSIYELINE BAGLI OLARAK UZUN SURELI ELEKTRIK URETIM
TAHMINI

Merve GULER

Yiiksek Lisans Tezi
Enerji Bilimi ve Teknolojisi Miihendisligi Anabilim Dah
Damsman: Dr. Ogr. Uyesi Derya Betiil UNSAL CELIMLI

2023, 65 + xvii sayfa

Gliniimiize kadar, Diinya iizerinde enerji tiretiminde en ¢ok kullanilan kaynak fosil
yakitlar olmustur. Son yillarda ise fosil yakitlarin titkenmesi ve ¢evre Kirliligi etkilerinden
oOtiirli yenilenebilir enerji kaynaklar1 giindeme alinmis ve yeni enerji kaynaklar1 arama
yoluna gidilmistir. Bu siirecte cesitli yenilenebilir enerji kaynaklar1 gelistirilerek iyi
sonuglar alinmis olup hala da gelistirilmeye devam edilmektedir. Tiirkiye’de ise komiir
ve dogalgaz kaynakli enerji liretiminde son yillarda diisiis gozlenirken, yenilenebilir
enerji kaynaklarindan enerji tretimi oldukga artmustir. Ancak {iretilen enerjinin
depolanamamasinda dolay1 arz ve talep miktari dengesizliklere sebep olmaktadir, bu
durumun asilabilmesi i¢in ise enerji liretim ve tiikketim tahmininin yapilmasi hem tilke
ekonomisi hem de rezerv sikintilarimin Oniine gecilmesi i¢in ¢ok biiyiikk 6nem arz
etmektedir. Bu problemlerin 6niine gegilebilmesi igin ise tahmin modellerine dayanan

bir¢ok yontem gelistirilmeye devam edilmektedir.

Bu calismada yapay sinir aglariyla Tiirkiye’nin enerji potansiyeli temel alinmig, hava
durumu verileri ile birlikte giines enerji sistemlerinin enerji {iretim potansiyeli
hesaplanarak gergcek zamanli sonuglarina ANN (Yapay Sinir Aglar) ve LSTM (Uzun
Kisa Vadeli Bellek), CNN (Evrisimli Sinir Aglar1) ve Hibrit CNN+LSTM mimarilerinden
faydalanilarak ulasilmistir. Sonuglarin farkli modeller ile kiyaslanarak performans
iyilestirmeleri igin ¢6ziim Onerileri olusturulmasi hedeflenmistir. Tirkiye geneli igin
ulagilan resmi verilerin ortalama degerlerden olusmasi sebebiyle bolgesel yaklagim ele
alinmig ve mevsim normallerine bagli hava durumu verilerinin yakin degerlerde oldugu

bolgeler igin genel sonuglara ulasilmistir. Alinan sonuglar neticesinde ulasilan hata
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oranini azaltabilmek igin etkili sonuglar1 bulunan makine 6grenmesi tekniklerinden de
faydanilmigtir. Derin 6grenme modelleri ile birlikte makine 6grenme modelleri olan
LightGBM, GBR ve RF yontemleri ile kiyaslamalar yapilmistir. Karsilastirma modelleri
sonuglarma gore tahmin dogrulugunu iyilestirmede makine 6grenme modeli olan
LightGBM’in en iyi sonug verdigi gézlenmis olup en yiiksek hata orani ise hibrit model

olan CNN+LSTM modelinde gézlemlenmistir.

Anahtar kelimeler: Yapay sinir aglart (ANN), Uzun kisa vadeli bellek (LSTM),
Convolutional Neural Network(CNN), Light Gradient Boosting Machine(LightGBM),
Gradient Boosting Regressor (GBR), Random Forest Regressor (RF)



ABSTRACT

ESTIMATATION ON LONG-TERM ELECTRICITY GENERATION
DEPENDING ON RENEWABLE ENERGY POTENTIAL IN TURKEY WITH
ARTIFICIAL NEURAL NETWORKS

Merve GULER

Master of Science Thesis
Department of Energy Science and Technology Engineering
Supervisor: Assist. Prof. Derya Betiil UNSAL CELIMLI
2023, 65 + xvii pages

To date, fossil fuels have been the most widely used source of energy in the world. In
recent years, due to the depletion of fossil fuels and the effects of environmental pollution,
renewable energy sources have been put on the agenda and new energy sources have been
sought. In this process, various renewable energy sources have been developed and good
results have been obtained and they are still being developed. In Turkey, on the other
hand, while a decrease has been observed in energy production from coal and natural gas
in recent years, energy production from renewable energy sources has increased
considerably. However, due to the inability to store the produced energy, the amount of
supply and demand causes imbalances, and in order to overcome this situation, estimating
energy production and consumption has great importance both for the country's economy
and for preventing reserve problems. In order to prevent these problems, many methods

based on prediction models continue to be developed.

In this study, Turkey's energy potential is based on artificial neural networks, the energy
production potential of solar energy systems is calculated together with weather data, and
the real-time results are obtained by ANN (Artificial Neural Networks) and LSTM (Long
Short Term Memory), CNN (Convolutional Neural Network) and it was achieved by
using hybrid CNN+LSTM architectures. It is aimed to create solutions for performance
improvements by comparing the results with different models. Due to the fact that the
official data obtained for the whole of Turkey consists of average values, the regional
approach has been handled and general results have been reached for the regions where

the weather data depending on the seasonal normals are close to the values. In order to
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reduce the error rate achieved as a result of the outcomes obtained, machine learning
techniques with effective results were also used. Comparisons were made with deep
learning models, as well as machine learning models LightGBM, GBR and RF methods.
According to the results of the comparison models, it was observed that the machine
learning model LightGBM gave the best results in improving the prediction accuracy, and
the highest error rate was observed in the hybrid model, the CNN+LSTM model.

Key Words: Atrtificial neural networks (ANN), Long short-term memory (LSTM),
Convolutional Neural Network(CNN), Light Gradient Boosting Machinen(LighGBM),
Gradient Boosting Regressor (GBR), Random Forest Regressor (RF)
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1. GIRIS

Glintimiizde elektrik tiretiminde en ¢ok fosil yakit kaynaklarindan enerji tiretilmektedir.
Sikga kullanilan fosil yakitlar; petrol, komiir, dogalgaz olup ¢evreye ciddi anlamda zarar
veren ve tilkkenmesi beklenen kaynaklardandir. Gerek salinan karbon sorunu gerek rezerv
sikintist yenilenebilir enerji kaynaklarinin kullanimini artirmistir. Bir¢ok devlet elektrik
iretiminin yenilenebilir enerji kaynaklarindan destek alarak fosil yakitlardan tirettikleri
enerji miktarin1 en az seviyeye ulastirmak i¢in ugrasmaktadir. Tirkiye, yenilenebilir
enerji kaynaklariin potansiyeli bakimindan olduk¢a zengin bir iilke olmakla birlikte,
tilkemizde de yenilenebilir enerji kaynaklar1 (YEK) i¢in bir¢ok destek verilmektedir. Bu
yiizden bilhassa yenilebilir enerji kaynaklarindan biri olan, giines enerjisi de fosil yakit
tilkketimini azaltmakta biiyiik rol oynayan ve riizgér enerjisinden sonra en ¢ok kullanilan

enerji kaynaklarindan birisidir.

Ulkemizde kurulmus olan bircok giines enerji santrali; lisansl, lisanssiz olmasina
bakilmaksizin, kamu kurulusu ve 6zel firmalarin destegi ile sebekeye enerji satmalari
miimkiin kilinmig olup, ayn1 zamanda kendi elektriklerini {iretmelerine de izin verilmistir.
Saat saat degisen elektrik piyasasinda yiizlerce gilines santrali piyasada sapmalara sebep
olmakla beraber kullanicinin da degisen gii¢ iiretimi dogrultusunda zarar etmesine sebep
olabilmektedir. Elektrik piyasasindaki bu sapmalar ciddi anlamda kar/zarar miktarini
etkilemektedir. Dolayisiyla elektrik piyasa iglemlerinin ileri tarihli {iretim tahminlerinin

gercege en yakin olmasi ¢ok biiylik 6nem tagimaktadir.

1.1 Literatiir Arastirmasi

Ilianna Kollia ve arkadaslar1 Yunanistan’in kisa vadeli yiik tahminlerini degerlendirmek
ve tahmin sonucunda olusan sapmalarin tahmini i¢in bir yontem gelistirmislerdir. Bu
yaklasim gelecek yiikii tahmin edip mevcut ve gegmis tahminleri, ger¢ek yiik degerleri
ile kiyaslayip yeterli tahmin edip etmedigini degerlendirmis ve bu degerlendirmenin de

tahminini yapmay1 hedeflemislerdir. Bu yontem igin ilk olarak Long Short

Term Memory (LSTM) ile zaman serilerini analiz etmis ve giinliikk ve saatlik tahmin
tiretebilen Convolutional Neural Network (CNN) ve Recurrent Neural Network (RNN)

den faydalanmislardir [1].

Pengpeng Yang ve arkadaslari, mevcut tahmin teknolojisinin, riizgar giiciiniin tahmin

sonuglart dogrudan uygulandiginda biiyiik hatalar ortaya ¢ikabilicegini, bundan dolayz,
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rlizgar enerjisi tahmin hatas1 istatistiklerine dayanarak olasilik dagilim modeli
gelistirmeyi onermislerdir. Onerilen yontemde, farkli kusaklarin olasiliksal dagilimlar ile
Gauss fonksiyonu kullanilmistir. Calismada ekonomik gonderim (ED) ve Birim
taahhiidii(UC)’ deki Lagrangian ¢arpanlarinin fonksiyonlar1 analiz edilip basitlestirilip
yeni bir yontem sunmuslardir. Deney sonucunda gelistirdikleri modelin riizgar enerjisi
dahil biiyiilk ©lgekli sistemlere uyarlana bilirligi de dikkate deger bir sekilde

arttirtlabilecegini savunmuslardir [2].

Runhai Jiao ve arkadaslari, yogun otomatik kodlayicilarla (SAE) geri yayilim
algoritmasini (BP) birlestirilerek, riizgar enerjisi tahmini i¢in ¢ok katmanli bir derin sinir
ag1 olusturulmuslardir. Tahmin modeli olarak kisa vadeli, basit ve dogrusal oldugu i¢in
otoregressif yontem kullanilmis olup giiglii bir makine 6grenme araci olan destek vektor
makineleri (SVM) tatmin edecek seviyede kullanmilmigtir. Onerilen yontem, egitim ncesi
siire¢ ve ince ayar siireci olmak iizere iki asamadan olusmustur. On egitimde goriiniir
katman, gizli katman ve ¢ikt1 katmanini i¢eren ii¢ istiflenmis otomatik kodlayici (AE)’
den olusur. Ayar siirecinde ise egitilmis agin sonuna bir katman daha eklenir ve daha
sonra geri yayilim algoritmasi (BP) tiim agin agirliklarini ayarlamak i¢in kullanilmistir.
Tahmin sonuglarmi iyilestirmek i¢in ise pargacik siirii optimizasyonu (PSO)’ dan
faydalanilmis ve kisa vadeli riizgar enerjisi tahmini i¢in Onerilen yontemin, mevcut
yontemlerden daha iyi sonuglar aldig1 gosterilmis olup daha da iyilestirilmesi gerektigi

savunulmuslardir [3].

Wenjie Zhang ve arkadaslari, Geleneksel bir yiik tahmini olan, Quantum Recurrent
Neural Network (QRNN)’nin ¢ok fazla bellek tiikettigi, asir1 1sindig1 ve egitimi zor bir
sistem oldugunu savunarak, yeni IQRNN tasarlamislardir. Calisma verileri GEFcom2014
den alinmistir. Veri setindeki alakasiz 6zellikleri ortadan kaldirmasi i¢in rastgele orman
(RFE), setin olasi tahminlerinin mutlak hatasi igin ise Mean Absolute Error (MAE)
kullanilmistir. QRNN’nin eksikliklerini giderme adina, olay uyarlanabilme, hizli
ogrenme gibi yenilikler eklenmis ve yeni gelistirilen bu sistemin, son teknolojiye sahip
yontemlerden daha istiin tahminler iiretebilecegi gibi dogru ve kararli oldugunu

savunmuslardir [4].

Zhiwei ve arkadaslar1 kisa vadeli yiik tahminlerinin eksikliklerinden bahsederek, derin

o0grenme yontemleri ile gelistirdikleri dalgacik doniisiimii yontemini birlestirip yeni bir

tahmin yontemi sunmuslardir. EWDL adin1 verdikleri bu tahmin sisteminde yiik serisine

uyumlu olmasi igin topluluk derin 6grenme (EDL), derin inan¢ agi(DBN), LSTM ve ¢ok
2



katmanl1 algilayict (MLP)’ den faydalanmislardir. Yiiksek tahmin ¢iktis1 i¢in orijinal yiik
verilerini farkli bilesenlere ayirmis ve bu bilesenleri sirastyla tahmin etmislerdir. Yani
DBN, LSTM ve MLP sirasiyla egitim veri seti ile egitilmis, ¢iktilarin ortalamasi ile {i¢
egitimli derin 6grenme yiik tahmini yapilmistir. Olusan tahmin sistemi ile Cin’deki bir
sehrin vaka c¢aligmalar1 yapilip yontemin ustiinliigliniin dogrulandigini savunmuslardir

[5]

Roozbeh Rajabi ve arkadaslar1 konut i¢i-Hane halki yiik tahmininde, konvoliisyonel sinir
agindan (CNN) daha etkili bir sistem gelistirerek 2D CNN tahmin modeli gelistirmis ve
kullanmiglardir. 2D CNN'de giris katmani, bir boyutlu zaman serisini kabul eden 1D
CNN'den farkli olarak iki boyutlu verileri kabul ettirmislerdir. Onerilen y&ntemin
performansini degerlendirmek icin ise Destek Vektor Makinesi (SVM), Yapay Sinir Ag1
(ANN) ve Konvoliisyonel Sinir Agi(CNN) kullanmiglar ve sonuglara gore gelistirilen

yontemin daha iyi sonug verdigini sunmuslardir [6].

Cristina ve arkadagslar1 ise biiylik ticari binalarin enerji tiiketim tahmini problemine
uygun, derin 6grenme teknigi sunmuslardir. Calismalarinda uzun kisa siireli bellek
(LSTM) ve tekrarlayan sinir aglari (RNN) kullanilmistir. Yazarlar, kullanilan sinir
aglarindan LSTM’yi ise gradyan sorununu giderdigi i¢in tercih ettiklerini savunmuslardir
ve egitim sliresince uyarlamalt moment tahmini (ADAM) algoritmasi1 kullanmiglardir.
Deney igin verileri ise Singapur Universitesi Veri Bilimi Grubundan edinmislerdir.

Deney sonucunda LSTM sinir aglar1 i¢in yapilandirma 6nermislerdir [7].

Kasun ve arkaadslar1 bina diizeyinde enerji yiikii tahmininde bulunmuslardir. Enerji yiikii
tahmininde konvensiyonel sinir agimin (CNN) etkinligini arastirmis ve CNN’ den elde
edilen sonuglar LSTM, Faktorlii Kisitl Boltzmann Makinesi (FCRBM), S1g Yapay Sinir
Aglart (ANN) ve Destek Vektor Makineleri (SVM) ile kiyaslayip karsilastirilabilir
sonuglar elde edip, performansi dogrulamak icin daha fazla sinir ag1 ile kiyas yapilmasi
gerektigini savunmuslardir. Modelin egitimi i¢in standart sirt yayilimi, optimizasyonu
gerceklestirmek icin ise Stochastic Grasient Decent (SGD) gradayan inis modeli
kullanmiglardir. Deney sonucunda CNN mimarilerinin SVM’den daha iyi performans
gosterdigi ancak ANN ile benzer sonuglar verdigini, CNN’nin FCRBM’ den daha iyi
tahmin yaptigin1 ancak LSTM’nin daha iyi performans gosterdigini ANN’nin ise en kotii

performansi gosterdigini savunmustur [8].



Mitchell ve arkadaslar1 yiik tahmininde ortalama mutlak yiizde hatasin1 (MAPE) azaltmak
ve en iyi sonug¢ veren tahmini gelistirmek i¢in en iyi yOntemlerin kombinasyonunu
arastirmiglardir. Tahmin yontemi olarak Noral Ag (NN) kullanan yazarlar tahmin kodunu
MATLAB’da gelistirmislerdir. NN egitimi i¢in Bayesian Regularization (BR), Scaled
Conjugant Gradient (SCG) ve Levenberg- Marguardt (LM) gibi algoritmalardan
faydalanmiglardir. Verileri Teksas Elektrik Giivenilirlik Konseyi'nden almis olup verilere
ek olarak hava durumunun yan1 sira tatil giinleri gibi hafta sonlar1 da hesaba katilmistr.
Daha sonra veri seti egitilmek i¢cin NN’yi yapilandirmiglardir. NN egitildikten sonra,
yiikii tahmin etmek i¢in ag ve sinama igin veri kiimesi kullanilarak simiilasyon yapip
calistirmislardir. Sonug olarak BR ve LM’ nin benzer hatalar tirettigini, fakat BR ’nin daha
iistiin oldugunu NN’nin ise Egitimde ¢ok hizli olmasina ragmen hata paymnin yiiksek

oldugunu savunmuslardir [9].

Weicong ve arkadaslar1 kisa vadeli yiik tahmini {izerine bir¢ok ¢alismaya nazaran kisa
vadeli ylik tahminindeki parametre problemini ele almak istemislerdir ve bunun
neticesinde yiiksek ucucu mesken yiikii i¢in otomatik hiperparemetre ayarlamali, derin
uzun kisa siireli hafiza (LSTM) tabanlh yiik tahmini gelistirmislerdir. Hiperparametre
seciminde dii§lim sayisi, optimizasyon se¢imi, etkinlestirme islevinin se¢imi gibi birgok
parametre se¢imi kullanmislardir. Parametre se¢imi kotii secilirse genellikle yetersiz
sonu¢ elde edilecegini ve calisma sonucunda LSTM tabanli modelin bir¢ok tahmin
yaklasim modelini geride birakip, konut tahmin problemleri i¢in dogrulugunu daha da

iyilestirme potansiyeline sahip oldugunu savunmuslardir [10].

Qiang Jiang ve arkadaglari, biliyiikk Olgekli elektrik yiik tahminine odaklanmislardir.
Estonya’nin elektrik yiikiinii tahmin etmek i¢in gelistirilen bu ¢alisma, LSTM 6grenme
teknolojisi ile gergeklestirilmis olup verileri Min-Max yontemi ile normallestirmislerdir.
Deney sonucunda ulusal sebeke planlanmasinda yardimci olabilecegini savunmuglardir

[11].

Sumit Kumar ve arkadaslari, sinir aglarmin verilerde dogrusal olmayan davranisi
o6grenmek ve tahmin etmek i¢in en iyisi oldugunu savunmuslardir. Yiik tahminini, LSTM
ve tekrarli tinite (GRU) ile yapmiglardir. Tahmin yonteminde bir Spark kiimesinde derin
ogrenme yaklasimi kullanmiglardir. ilk olarak Tekrarlayan Sinir Ag1 (RNN) kullanarak
temel bir sonug elde etmisler ardindan LSTM agini kullanip diisiik hata oranli veriler elde

etmislerdir. Bu konfigiirasyonlart GRU, modelinin ileriye yonelik birka¢ adim1 6ngérmek



icin uygulamiglardir. Deney sonucunda GRU, modelinin LSTM’den daha iyi sonuclar

verdigini savunmuslardir [12].

Baifu Huang ve arkadaslar1 maliyet iligkili derin ve kisa siireli bellege dayali1 yiik tahmin
modeli gelistirmislerdir. Bu modelde LSTM ve maliyet iliski faktorii (CCF) dikkate
alarak yiik tahmin modelini baslatmiglardir. Ag egitimi i¢in uyarlanabilir moment tahmin
algoritmast ve dogrusal birim (ReLu) kullanmiglardir. Calismanin maliyet kismi,
programdaki gii¢ icin 6denen ticret ve programin esitsizligi i¢in ddenen veya alinan ticret
olmak tizere iki kisitmdan olugsmustur. Bu sistemin yliksek hassasiyetli olup yiiksek

maliyetli olabilecegini de savunmuslardir [13].

Stefan Hosein ve Patrick Hosein geleneksel yilik tahmin yontemlerinden ziyade ¢ok az
kullanilan derin sinir ag1 kullanarak yiikk tahmin modeli gelistirmiglerdir. Derin
SinirAglari (DNN)’nin yan sira elektrik sebekesinde kisa stireli yiik tahminine yonelik
makine Ogrenme tekniklerinden de faydalanmiglardir. Bu calismada ayni zamanda
DNN’nin geleneksel ylik tahminleri ile kiyasini da yaparak, DNN hesaplama siiresi uzun
oldugu i¢in bu yoniiyle gelenekselden uzak olsa da ayrintili karsilastirmalar neticesinde

DNN’nin de yiik tahmini konusunda basarili oldugunu savunmuslardir [14].

Yuan ma ve arkadaslari dagitim aginda verilerin {irettigi giiriiltiiniin yiik tahminini
olumsuz etkiledigini savunmuslardir ve Izolasyon ormam (IForest) ve Long Short Term
Memory (LSTM) sinir aglarimi1 temel alan kisa vadeli bir yiik tahmini modeli
gelistirmislerdir. Caligmada gegmis yiik verilerinin Iforrest-LSTM algoritmasiyla tahmin
yontemi karsilastirilmistir. Deney sonucunda ise yontemin geleneksel LSTM ve Iforest-

BP yontemlerinden daha kotii oldugunu savunmuslardir [15].

Xue Hui ve arkadaglari derin sinir agina(DNN) dayali kisa vadeli yiik tahmin modeli
sunmuglardir ve derin sinir agin1 optimize etmek icin genetik algoritma kullanilmistir.
Optimizasyon sirasinda baslatma islemi yapilmistir ardindan bir sonraki nesil uygunluk
fonksiyonu tarafindan segilmistir ve ¢aprazlama ile mutasyon islemine geg¢ilmistir. Test
icin elektrik sisteminin gercgek yiik verilerinden faydalanilmistir. Deney sonucunda DNN’

nin iyi bir tahmin gergeklestirdigini savunmuslardir [16].

Jiawei ve arkadaslari, Tensor Flow derin 6grenme ve kiimelenme-regresyon modelini
temel alarak belirli bir boélgenin gii¢ yiikii tahminini incelemislerdir. Veriler Adamix,
Adagrad ve RMSProp ile egitilmis ve normalize edilmistir. Normalize ettikleri verileri

SSE kiimeleme yontemi ile kiimelemis ve regresyon tahminini K-means LSTM metodu
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ile geleneksel LSTM arasinda yapmislardir. Tahmin hatasini degerlendirmek igin ise
mutlak ylizde hatast (MAPE) ve ortalama kare hatast (RMSE) den faydalanmislardir.
Deney sonucunda geleneksel LSTM modelinin verimsiz bellek hatalarinin oldugunu ve

K-mean LSTM modelinin ortama daha iyi adapte edilebildigini savunmuslardir [17].

Sen Wan Younghui Sun ve arkadaglart mevcut riizgar enerjisi tahmin yontemlerinden
farkli olarak LSTM’ ye dayanan yeni kisa vadeli bir ylik tahmini gelistirmislerdir. Tahmin
sistemi derin inang ag1 (DBN)’nin katman egitimini, siirli boltzman makinasi olan
(RBM) ile saglamiglardir. DBN riizgar enerji tahmin sistemini MATLAB kullanarak
olusturmusglardir ve yontemin gegerliligini gergek giic degeri ile dogrulamiglardir. Analiz
ve karsilastirmay1 kolaylastirmak icin ise geri yayilim (BP) ve DBN modelleri sirasiyla
tahmin edip sonuglar1 kiyaslanmistir ve tahmin hatalarinin karsilastirilmasi igin ise
MAPE kullanmislardir. Deney sonucunda DBN bazli tahmin yonteminin iyi sonuglar elde

ettigini savunmuslardir [18].

Aparna S ve arkadaslari, bir liniversitenin enerji tilketimini tahmin etmek i¢in uzun kisa
siireli bellek (LSTM) modelini yuvarlanan pencere metoduna gore tasarlamiglardir.
Yontemde kullanilan yuvarlama teknigini veri kiimesindeki 6nemli desenleri alip gecmis
verileri istatiksel modelle kiyasladigi gerekcesi ile kullanmiglardir. Derin 6grenme
cercevesi olarak TensorFlow ve Keras LSTM aglarina uygulamak i¢in kullanilmistir.
Deney sonucunda nesnelerin interneti (loT) ile beraber siireci otomatiklestirip akill
sebekelere de farkli bir ¢ozlim olabilecegini ve modelin veri kiimesinin boyutuyla daha

iyi performans gosterecegini savunmuslardir [19].

Tae-Young ve arkadaslar1 enerji tiiketimi icin parcacik siiriisii optimizasyonunu (PSO)
CNN+LSTM ag1 ile birlestirerek tahmin yetenegi yiiksek bir model olusturmak
istemislerdir. Yapilan c¢alismada veriler arasinda hiper parametreyi ayiklamak ig¢in
parcacik siirii optimizasyonu kullanilmiglardir. Bu sistemin ayn1 zamanda partikiillerin
nesiller tizerindeki hareketini giincellemek i¢in de faydali bir optimizasyon oldugunu
savunmuglardir. Caligmanin  sonucunda kullanilan yontem diger yontemlerle

kiyaslandiginda onerilen yontemin daha iyi sonuglara ulagtigini gézlemlemislerdir [20].



2. GUNES ENERJISI

2.1 Giines ve Enerji

Giines, hidrojen, helyum gazlarindan olusur ve canli hayatinin ana kaynagidir [21].
Elektromanyetik 1s1malar yaparak enerji yayar ve diinyadan 150 milyon kilometre
uzaklikta olup, cap1 1.39x10°m olan bir gaz kiiresidir. Kiitlesi diinyanin yaklasik 330.000
katidir. Giines enerjisinin biiyiikk bir ¢ogunlugu giinesin merkezinde olusan niikleer
flizyon olan termoniikleer flizyondan oldugu diistiniilmektedir. Fiizyon sonras1 bolgede
olusan sicaklik 15x10° K civarinda ve agiga ¢ikan enerji yaklasik 3.83x10%° W’tir. Bu bir
saniyede 600 milyon ton proton tiikettigi manasina gelir. Bu durumda giines kiitlesinin
yaklagik olarak %90’1 protonlardan olustugu diisiliniiliirse, giinesteki hidrojenin
tilkenmesinin ortalama 5 milyar yillik bir siireci kapsayacagi tahmin edilir. Bu durum

gilines enerjisinin; yenilenebilir, temiz bir enerji kaynagi oldugunun ispatidir [22].

Sekil 2.1°de gosterildigi gibi giines, toplamda 7 katmandan olusan giinesin, 3 i¢ katmant
ve 4 dis katmani1 bulunmaktadir. En dista yer alan fotosfer sicaklig1, 6050K olup, 6,33x10’
W/m?’lik enerji miktarina sahiptir. Fotosferin dtesinde kromosfer olarak bilinen yaklasik
olarak boyutu 10.000 km olan bir gaz tabakasi bulunur. Bu tabakanin sicaklig: yiiksek ve
yogunlugu diisiik bir yapidadir. Kromosferden sonra yogunlugu daha da kii¢iik olan
korona yer almaktadir [22]. Giines tac1 ise en diisiik ve en yiiksek sicakliga sahip olmakla

birlikte bu bolgelerin en sonunda yer almaktadir [23].

1. GEKIRDEK

2. ISINIMSAL BOLGE

- 3. KONVEKTIF BOLGE
4. FOTOSFER

5. KROMESFER

6. KORONO

~ 7. GUNES LEKESI

Sekil 2.1  Giinesin katmanlari [24]



Giinesin yiizey enerji miktar1 ¢ok yiiksek olup 6,33x10° W/m2’dir. Giinese uzaklig
1.5x10'! m olan bir yiizeye ulasan enerji miktar1 1367 W/m?’dir. Bu say1 giines sabiti
olarak isimlendirilmektedir. Bu sabit giines ile diinyanin arasindaki mevsimsel farklardan

dolay1 olusan uzaklik neticesinde degisebilmektedir.

Glines’ten gelen ve atmosferik yayilima ugramayan isimnimlara giines i1sinimlart
denilmektedir. Giines 1sinimlarinin %51°1 yeryiiziine ulagmakla beraber kalan %49’luk
isinimin %26’s1 atmosfer tarafindan geriye yansitilir ve yeryliziine ulasamaz. Geriye
kalan %23’ iin bir kism1 atmosferik gazlar ve bulutlar tarafindan absorbe edilmektedir bu

olay 1s1nim olarak adlandirilmaktadir [21].

Gilinesten diinyaya ulasabilen %51°lik 1smim {i¢ sekilde enerjiye doniismektedir.
Bunlardan ilki; bitkiler tarafindan giines enerjisinin kimyasal enerjiye doniismesi, ikincisi
giines kollektorleri tarafindan 1stya doniismesi olup ligiinciisii ve son olani ise giines
enerjisinden elektrik enerjisine doniismesidir [25]. Giines enerjisinden elektrik tiretmenin
bir¢ok yolu olmakla birlikte Konsantre giines enerji sistemleri(CSP) ve giines pilleri

olmak iizere ikiye ayrilabilir.

Konsantre giines enerji sistemleri(CSP): CSP’ler enerji tiretiminde biiyiik bir paya sahip
olup isletme maliyeti agisindan oldukca uygun fiyathidir. Bu sistemlerin ¢alisma prensibi
dogrudan giines 1sinlarini yansitici aynalar vasitasiyla yiiksek 1s1 elde ederek elektrik

tiretimine dayanmaktadir.

e Giines pilleri yani fotovoltaik (PV) piller ise kisaca yari iletken maddelerin giines
isinlariin panele yansimasiyla birlikte elektron aligverisi sonucu elektrik

tiretimine dayanmaktadir [26].

PV sistemlerin en temel yapisi, PV hiicrelerdir. PV hiicreler, iizerlerine diisen 1sinlari
direkt gerilime doniistiirerek elektrik {iretiminde yardimeci olur. PV hiicreler, iirettigi
voltaj ve akim miktarlarin1 ayarlayabilmek i¢in seri ve paralel olmak tizere iki farkl
sekilde baglanabilmektedir. Bu sayede istenilen giic W’tan MW biiyiikliigiine kadar
ulagabilmektedir. Olusan bu yapilar PV modiil olarak nitelendirilmistir [27].

Giines enerjisi kullanimin baz1 avantajlartyla beraber dezavantajlari da bulunmaktadir.
Avantajlarindan bahsedilecek olursa;

e Temiz, ¢evre dostu ve kiiresel 1sinmay1 etkilemez



e Fosil yakit veya herhangi bir yanici kullanimina gerek kalmadan elektrik
tiretilebilmektedir.

e Ulkenin enerji bakimimdan disa bagimliligmin azalmasini saglar

e Yatirim maliyetleri haricinde ucuz ve giivenilir bir kaynak olmast

e Enerji krizinden etkilenmeyecek olmasi

e Enerji ihtiyacini kolayca karsilayabilir olmasi

e Karmasik teknolojilere ihtiya¢ duymamasi

e Isletme maliyetinin ekonomik olmasi

e Hareketli parcalarin az olmasi ya da hi¢ olmamasi

e Dogal afetlere kars1 dayanikli olmasi
Dezavantajlari,

e Ilk yatirim maliyetlerinin yiiksek olmasi

e Diisiik verimle ¢alistyor olmalari

e Mevsimsel nedenlerden 1s1n1im ve enerji ihtiyacinin degismesi
e Uretilen enerji miktarinin sabit olmamasi

e Batarya ihtiyacinin olmasi

Olarak siralanabilir [28].

2.2 Giines Enerjisinin Tarihsel Gelisimi

Giines, kullanilan eski enerji kaynaklardan biri olup canliligin devami i¢in ¢ok 6nemlidir.
Giinesten ¢ikan enerjinin tamami diinya yiizeyine gelmemesine ragmen 84 dakikalik bir
1s1inimin diinyanin bir senelik enerji gereksinimini karsilayabilecegi diigiiniilmektedir. Bu
deger fosil yakitlarla karsilanacak olsaydi 13 milyar tas komiiriine tekabiil edecegi
diisiiniilmektedir. Ancak 1s1l radyasyonun yogunlugunun az olmasi, mevsimsel kosullar

gibi nedenler gilines enerjisinden yeteri kadar faydalanilamamasina sebep olmaktadir [29].

Tarihte kullanilan ilk enerji yonteminin giines enerjisi oldugu bilinmektedir. Buna 6rnek
olarak Yunan Filozof Arsimed’ in (M.O. 287-212) giines 1smlarmin parabolik bir
aynadan yansimasini kullanarak Roma gemilerini yakmasi verilebilir[30]. O tarihten bu
yana gilines enerjisinden elektrik iiretebilmek i¢in gesitli yontemler gelistirilmis ve
gelistirilmeye devam etmektedir. Sekil 2.2°de gosterilen Fransiz kimyaci Lavoisier’in

1774 yilinda gelistirdigi biiyiik lenslerle giines 1s1gin1 belirli bir alana toplayan cihaz



bunlara ek bir 6rnek olarak gosterilebilir. Bu cihazin absorbe ettigi 1sinin 1750°C oldugu

kaydedilmistir.

Sekil 2.2 Lavoisier’in tasarladigi giines 1518101 toplayan bir cihaz [31]

19. Yiizyi1l boyunca giines enerjisini farkli enerji tiirlerine doniistiirmek igin birgok
calisma yapilmistir. 1839 yilinda platin tabakalar iizerinde ¢aligmalar yapan Alexander

Edmond Becquerel, platin tabaka iizerinde ilk fotovoltaik etkiyi saptamigtir [32].

1878 yilinda ise ilk parabolik kolektdr olan ve simdi Paris Sergisinde yer alan

Mouchout’un parabolik kolektorii Sekil 2.3’te gosterilmistir.

Sekil 2.3  Mouchot’un parabolik giines kolektorii [33]

1912 yilinda, Frank Shuman, C.V. Boys is birligi ile parabolik aynalardan faydalanilarak
Nil nehrinden 5 saatlik periyotlarla su ¢eken 37-45 kW’lik bir pompay1 giines enerji
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sistemiyle c¢alistirmiglardir [30]. Giiniimiizde, diinya genelinde birgok biiyiik olgekli
giines enerjisi santrali elektrik ve 1s1 enerjisi liretmektedir. Ticari amagl olarak tarihte
bilinen ilk gilines enerji santrali, 1979 yilinda ABD’nin New Mexico eyaletinin
Albuquerque sehrinde kurulmustur. Ilk selenyum kullanilarak %1 verimle calisan PV
hiicre ise 1883 yilinda, Charles Fristts tarafindan gelistirilmistir. Diinya’nin ikinci en eski
giines paneli tarlasi ise Barstow, California’da 1985 yilinda insa edilmistir. Bu tesisin
giines 15181 olmadigi zamanlarda bile 7 MW enerji iirettigi bilinmektedir [12]. PV
hiicrenin patenti, Amerikali miihendis olan Russel Ohl’a ait olup, 1946 yilinda alinmistir.
llerleyen yillarda Hoffman Elektronik hiicre verimliligi iizerine ¢aligmalar yapmis ve
%14 verimlilige kadar ¢ikan hiicreler gelistirmistir. Verimlilik iizerine calismalar
stirerken, 1970’li yillarin sonlarina dogru petrol krizi ile beraber Amerika, Avrupa ve
Japonya’da, PV teknolojilerine ilgi artmis olup, AR-GE c¢aligmalar1 ve {iretim
hizlandirilmigtir. 2000°1i yillara kadar iki eklemli ve verimliligi yiiksek PV hiicreleri
tiretime gecerken, 2000’11 yillardan sonra ise ti¢ eklemli PV hiicreleri gelistirilmis ve 2009
yilinda Spectrolab %41.6 verimli ii¢ eklemli PV hiicre gelistirerek diinya rekoru kirmigtir
[32]. Giiniimiizde ise ucuza iiretilebilecek, ince film panellerin tiretimine ve ¢alismalarina

hiz verilmis olup ¢esitli panel tiirleri gelistirilmeye devam etmektedir.
2.3 Giines Enerji Potansiyeli

2.3.1 Diinyada Giines enerjisinin potansiyeli

Giines enerjisinden faydalanabilecek en iyi alan Diinya Giines Kusag1 denilen ekvatorun
35° kuzey ve giiney enlemleri arasinda yer alan bolgedir Bu bolge 1 yilda 2000-3500
kWh/m? saat giines 15181 almakta ve giines potansiyeli 3,5-7 kWh/m?%giin arasinda
bulunmaktadir. Diinyanin kurak bolgelerinde radyasyon miktar1 2000-2500 kWh/m?
arasinda degisirken list enlemlerde radyasyon miktar1 diismektedir. Cizelge 2.1°de
bolgelere gore Giines radyasyon miktarlart verilmistir [34]. Cizelgeye gore en fazla

radyasyon miktar1 ekvatorda, en az radyasyon miktari ise Kuzey Avrupa bolgesindedir.

Cizelge 2.1 Giines radyasyon miktari[34]

Bolge kWh/m?
Ekvator 2200
Akdeniz Bolgesi 1700
Kuzey Avrupa 800
Orta Avrupa 1000
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1970’11 yillar ve oncesinde gelismis iilkelerin bircogu petrole bagimlilik gostermis ve
enerjiyi petrolden saglamustir. Arap-israil Savasinda ABD’nin Israil’e destegini sebebiyet
gosterilerek petrol ambargosu gelismis tilkelerde petrol krizine neden olmustur. Gerek
petrol ambargosu gerekse c¢evre duyarliliginin olugmasi ile gelisimi duragan olan

yenilenebilir enerji kaynaklari tekrar giindeme gelerek calismalara baglanilmistir [35].

Gegmisten bugiine gelisen teknolojilerle yenilenebilir enerji gelismis iilkelerin yan1 sira
gelismekte olan iilkeleri de gerek ¢evresel, gerek politik nedenlerden 6tiirii yenilenebilir
enerji kaynaklarindan elektrik iiretmeye tesvik etmistir [36]. Yenilenebilir enerji
kaynaklarindan biri olan Giines, hem c¢evresel avantaji hem de ekonomik getirisi
sebebiyle en ¢ok tercih edilen enerji kaynaklarindan biridir [35]. Giiniimiizde diinyanin
bir¢ok yerinde giines enerjisinden elektrik tiretimi yapilmaktadir. Giines enerjisinin enerji

tiretim miktar ise iilkeden iilkeye degisiklik gostermektedir.

Diinya ylizeyine ulasan giines 1ginlarindan elde edilen enerjinin ¢ok kii¢iik bir kism1 dahi
giliniimiiz insanin giinliik enerji ihtiyacindan oldukea fazladir. Sekil 2.4’te diinyaya ulasan
1s1l radyasyon haritasi gosterilmistir. Giines enerjisinden; giines pilleri, giines santralleri

ve giines kollektorleri (Fotovoltaikler) vasitasiyla biitiin diinya faydalanmaktadir.

Sekil 2.4  Diinya 1s1l radyasyon haritas1 [37]

PV Pazar hacminde Almanya %6.60 ile en fazla paya sahip olan iilke olup, Almanya’y1

%1.30’la italya takip etmektedir. Giines enerjisi iilkeler arasinda bir yaris icinde hizla
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bliylimektedir. Giines enerjisi, iretim yoniinden ise Cin 77.42 GW enerji lretim

kapasitesi ile lider tiretici konumundadir [35].

21. Yiizy1l Yenilenebilir Enerji Politikas1 Ag1 (RE) Raporuna gore, 2020’nin sonunda en
az 15 iilke, elektrik talebinin %5’ini, PV panellerle karsilayacak kapasiteye sahip
oldugunu gostermektedir. Bu verilere gére Honduras, elektrik {iretiminin, %11,2’sini,
Yunanistan %10,4’iinii, Avustralya %9,9’unu, Sili %9,8’ini, italya %9.4’iinii ve Japonya
%8.5’1 PV panellerle karsilamistir [38]

Uluslararas1 Enerji Ajans1 (IEA) 2020-2021 Raporuna gore 2020°de yenilenebilir enerji
kapasiteleri, 2019’a gore %45°ten fazla artis gdstermistir ve bu biiylimenin %23 oraninda
kurulumlarin kapsadigini belirtilmistir. Sekil 2.5’te bazi iilkelerin 2019-2020 yillar

arasindaki gilines enerji kapasite artig1 gosterilmistir [39].

oW

240

|B3CL
BEEIDA]
|e3oL

EEEET=0]

220

200

180

160

140 I I I \ \
2018 India Brazil Ukraine Others China United States Wiet Nam Others 2020

Sekil 2.5 2019'dan 2020'ye giines enerjisi kapasite ilavesi degisiklikleri[39]
Yillik solar PV biiylimesinin 2021 yilinda %8 artarak 145GW’a ulasmasi, 2022 yilinda

ise 162GW’a ulasarak biiyiimesi beklenmektedir. Sekil 2.6’da 2019-2022 yillar arasinda
PV teknolojilerin kapasite artig1 gosterilmistir.
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Sekil 2.6 Net PV kapasite ilaveleri, 2019-2022 [39]

IEA raporuna gore, Sekil 2.7°de de gosterildigi gibi, Cin temiz enerji alaninda liderligini
korurken, Avrupa tilkelerinde 2021 ve 2022 yillarinda biiyiik bir artis olacagi, ABD’de
2020 yilinda pandemi kaynakli duragan donemin son buldugunu, biiylime oraninin
%30’unu olusturdugu ve biiylimeye devam edecegini, Hindistan’1n ise PV biiyiimelerinin

duragan oldugu belirtilmistir [39].

/\\ "
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Sekil 2.7  Yillik giines PV kapasiteleri [39]

2.3.2 Tiirkiye’de Giines Enerjisinin Potansiyeli

Tiirkiye, 36-42° kuzey enlemleri ile 26-45° dogu boylamlar1 arasinda Kuzey Yarim
Kiirede yer almaktadir. Cografi konumu itibari ile giines enerji potansiyeli bakimindan
cogu lilkeye gore avantajli olmakla birlikte, 1985-2019 yillar1 arasinda yapilan
arastirmaya gore Tiirkiye’nin giinliik ortalama giineslenme siiresi 6,8 saat, 2011-2019

yillar1 arasinda ortalama giines radyasyonu ise 1558,7 kWh/m?°dir [40]. Cizelge 2.2°de
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goriildiigii tizere, Tirkiye’de aylik ortalama giines enerjisi potansiyelinin en yliksek

oldugu ay Temmuz, en diisiik oldugu ay ise Ocak ve Aralik aylaridir.

Cizelge 2.2 Tiirkiye’nin aylik ortalama glines enerjisi potansiyeli [41]

Aylar Aylik Toplam Giines Enerjisi Giineslenme Siiresi
(Kcal/CmZAy) (Kwh/M?2-Ay) (Saat/Ay)
Ocak 4,45 51,75 103,0
Subat 5,44 63,27 115,0
Mart 8,31 96,65 165,0
Nisan 10,51 122,23 197,0
Mayis 13,23 153,86 273,0
Haziran 14,51 168,75 325,0
Temmuz 15,08 175,38 365,0
Agustos 13,62 158,40 343,0
Eyliil 10,60 123,28 280,0
Ekim 7,73 89,90 214,0
Kasim 5,23 60,82 157,0
Aralik 4,03 46,87 103,0
Toplam 112,74 1311 2640
Ortalama 308.0 cal/cm?-giin 3.6 kWh/m?-giin 7,2 saat/giin

Toplam Glines
Radyasyonu

KWhim yil

I 140 1450
B 1450- 1500
[ 15001550
[ 15%0- 1600
] 1600- 1650
[ 1650~ 1700
Il 170-175%0
I 1750 - 180

I 1520 - 200

Sekil 2.8  Tiirkiye giines enerjisi potansiyel atlasi [42]

Sekil 2.8’ ¢ gore giineslenme siiresi en iyi bolge, Giineydogu Anadolu Bolgesi iken, en
az glneslenme siiresi ise Karadeniz Bolgesine aittir. Ancak, Karadeniz bolgesi Giines

enerjisinde 6nde gelen Almanya’nin en iyi bolgesinden daha iyi degerlere sahiptir [41].
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Cizelge 2.3 Tiirkiye’nin yillik toplam giines enerjisi potansiyelinin bolgelere gore
dagilimi [41]

Bolge Toplam Giines Enerjisi Giineslenme Siiresi (h/y1l)
(KWh/m2 -y1l)

Giineydogu Anadolu 1460 2993
Akdeniz 1390 2956
Dogu Anadolu 1365 2664
I¢c Anadolu 1314 2628
Ege 1304 2738
Marmara 1168 2409
Karadeniz 1120 1971

Cizelge 2.3’te gosterildigi iizere lilkemizde yillik ortalama toplam giines 1s1niminin en
biiytik ve en kiigiik degerleri sirasi ile 1460 kWh/m2-y1l ile Karadeniz Bolgesi’nde ve
1120 kWh/m2-y1l ile Giineydogu Anadolu Bolgesi’nde gerceklesmektedir.

Tiirkiye elektrik kurulu giicii 2019 yili sonunda verilen tesviklerin de artmasi ile 91,3 GW
seviyesine gelmistir ve bu artisin 2,1GW’1 giines ve riizgar enerjilerine aittir.
Yenilenebilir enerji kaynaklarinin 2005 yilinda kurulu giigteki oran1 %33 seviyelerinde
iken 2019 yilinda bu oran %41,1° e yiikselmistir ve 2005-2019 yillar1 arasinda %13,4’liik
bir artig olmustur [43].

Tiirkiye’de yenilenebilir enerji kaynaklarinin hemen hemen hepsi ile ilgilenilmekte ve
caligmalar siirdiirmektedir. Giines enerji sistemlerine ilk yatirim 20.yy sonlarina dogru

baslamis olup, ¢esitli Ar-Ge ¢aligmalarina devam edilmektedir [35].

Tiirkiye jeopolitik acidan yenilenebilir enerji potansiyeli yiiksek bir konumda olmasina
ragmen yasal diizenlemeler ve maliyet yetersizliginden dolayr mevcut potansiyel hala
istenilen durumda degildir. Son yillarda yapilan yasal diizenlemeler ve devlet tesvikleri

ile glines enerji sistemlerine ivme kazandirilmstir.

2.4 Giines Enerjisi ve Calisma Prensibi

Glines enerjisi, giinesin c¢ekirdeginde olusan flizyon tepkimesi yani hidrojen gazinin
helyuma donilismesiyle olusan enerjidir. Bu enerjinin en kiigiik miktar1 bile diinyada ki
enerji tilkketiminden ¢ok biiytiktiir [44]. Giiniimiizde gelisen teknoloji ile giines enerjisinin
kullanim alanlar1 da artmistir. Bu alanlara 6rnek verilecek olursa; Sogutma, kurutma,
damitma islemleri, Binalarda sicak su ve elektrik ihtiyacinin karsilanmasi, sokak

aydinlatmasi, trafik lambasi gibi birgok alanda kullanilmaktadir [45].
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Glines enerji teknolojileri; yontem, kullanilan malzeme gibi bircok faktdrle ayrilsa da
giines enerjisinden elektrik iiretimi dogrudan ve dolayli olmak fiizere iki ayr1 yolla
gergeklestirilir. Dogrudan elektrik iiretimi kapsaminda 1s1 hem dogrudan hem de elektrik
iiretimi i¢in kullanilmakta ve bunlarin icerisinde fotovoltaik, termoelektrik ve iyonik
ceviriciler bulunmaktadir. Dolayli yontemde ise gilines enerjisi kullanarak elde edilen
buhar giicii ile yine giines enerjisi kullanilarak elde edilen hidrojenin kullanildig1 termik
elektrik ireticilerle yakit pilleri yer almaktadir [46]. Sekil 2.9’da baz1 giines enerji

sistemlerine yer verilmistir.

3 7, Alici
Alici thpler 3
Parabolik oluk aynalar
—— Borular
il | (e el
N Aynalar )
Merkezi Kule Parabolik oluk

Stirling motoru Alici tap

Ayna Yansitici Aynalar

LA

- \ B s

2 \)(é\\\x | Turning Mids
Parabolik canak Dodarusal fresnel

Sekil 2.9 Bazi giines enerji sistemleri

2.4.1 PV hiicrelerin calisma ilkesi

Fotovoltaik sistemlerde (PV) giines 151811 elektrik enerjisine ¢evirme islemi, fotoelektrik
olay prensibiyle ¢alisan giines pilleri vasitasiyla gerceklestirilir. Fotovoltaik ilke geregi
bu sistemlerin iizerine 151k diistiigiinde elektrik gerilimi olugsmaktadir. Fotovoltaik giines
hiicrelerinin yiizeyleri kare, dikdortgen veya daire seklinde olabilir. Boyutlar1 genellikle
125%x125 mm veya 156x156 mm olabilirken kalinliklar1 0,15-0,20 mm arasinda
degismektedir. Sekil 2.10’de gosterildigi gibi Fotovoltaik sistemler (PV) sogurulan giines
151g¢1n1n dogrudan elektrik enerjisine ¢evrilmesi prensibine dayanmaktadir. Bu sistemler;
elektrik iiretiminin gerceklestigi glines panelleri, elektrik enerjisini depolayan solar
akiiler, sistemdeki voltaj degisimini dengeleyen sarj kontrol cihazlar1 ve geviricilerden

meydana gelmektedir [30].
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Sekil 2.10 PV Sistemini olusturan elemanlar [47]

Sekil 2.11°de gosterildigi gibi giines 15181 yani fotonlardan bir kismi giines pilini olugturan
yar1 iletken malzemeye ¢arparak, atomlarini serbest birakir. Kalan kisim ise gilines pili
tarafindan yansitilir. Enerji iiretimi, pil tarafindan sogurulan fotonlarla yari iletken

malzemedeki elektronlar arasinda gergeklesir [48].

GUNES ISINIMI METAL
Yq\i\/ﬁﬁ'-”‘éﬁ -
< N-TIP
- JONKSIYON BOLGESI
P-Tirl 4

BO#LUK D I

GUNES HUCRESI

Sekil 2.11 Giines pilinin ¢alismasi[49]

Yari iletken bilesimli diyotun bir goriintisii Sekil 2.12’ye eklenmistir.
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Sekil 2.12 P-N birlesimli diyot[50]

Yari-iletken diyot, P ve N tipi iki yari-iletkenin birlestirilmesiyle olusmaktadir. Yari
iletkenin hangi tip (P ya da N) olacag: saf yari-iletken eriyik icine kontrollii olarak
eklenen katki maddesine baghidir. Ornek olarak, giines panellerinde en sik kullanilan yari-
iletken olan silisyumdan bir P tipi tasiyici elde etmek i¢in silisyum erigine belirli miktarda
Boron eklenir. Ayni1 sekilde N tipi bir yar1 iletken elde etmek icin saf silikon erigine bir
miktar Fosfor eklenir. Bu islemler tamamlandiktan sonra Fosfor eklenen silikon
pargasinda serbest elektronlar olusurken, Boron eklenen parca da ise bosluklar (delikler)
olusur. Bu iki tabaka bir araya getirilmeden 6nce her par¢a kendi dogal atom ve elektron
sayilarina sahiptir ancak birlestirildikten sonra N tipindeki elektronlar P tipine dogru akar
ve P tipindeki bosluklar N tipi parcaya akar. Bu akisin meydana getirdigi dengesizlik N
tipi malzemede valans elektron kaybina ve dolayisiyla da net bir pozitif yiik olugsmasina
neden olur. P tipi malzemede de elektron sayisi arttig1 i¢in negatif yiiklenme olmaktadir.
Boylece birlesme noktalarinda sinir potansiyeli denilen fazla elektronun N’den P’ye
gecisini engelleyen kiigiik bir gerilim olugmaktadir. Bu tabaka sayesinde bu bolgedeki

tiim serbest elektron ve delikler bu bdlgenin disina itilir [15,51].

Bir P-N diyotundan enerji iiretilmesi i¢in bir miktar foton ya da 1sinin Silikon giines pili
tizerine diismesi gerekir. Bu durum pilin valans bandinda bir elektron olusturacak ve bu
elektronun termik enerji harcayarak yukari dogru hareket etmesini saglayacaktir. Dis
devre metal baglantilarla kapatildiginda, eger bir elektrik tiiketici sisteme baglandiysa

dogru akim (DC) meydana gelmektedir.
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2.4.2 PV Hiicrelerin Gii¢ Sistemleri Analizi ve Matematiksel Modellemesi

0 e T

Sekil 2.13 PV esdeger devresi [52]

Sekil 2.13’te I,,, foton akimini, Ry, seri direnci, Ry, paralel direnci, I, hiicre ¢ikis

akimini, V, hiicre ¢ikis gerilimini gostermektedir.

Fotovoltaik hiicrenin ¢ikis akimi,

-g(V+IRs V+IR;
I=Iph—1'u(e nkTe —1)—( y ) [2.1]

Rgp

Formiilii ile bulunmaktadir. Formiilde

k, Boltzmann sabitini (1,380622x10-23J/°K),
q, elektron yiikiinii (1.6021917x10-19 C) ve

I, Diyotun ters doyma akimini géstermektedir.

PV hiicreye gelen 1sinin enerjiye donlismeyen kismi 1s1 olarak ¢ikar T, olarak ifade edilir.

T, Hiicre sicakligi,

T —20
T = Tortam + na;lla X G [2.2]

Formuli ile bulunur. Burada,

Thom, hiicre sicakligi
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20, ortam sicakligini
G, giinesten gelen 151ma miktarini(w/m?) gostermektedir.

Seri direng acik devreye alindiginda, PV hiicre akimi

—g(V+IRs
I=1,,—1, (e nkTe  — 1)

Olarak bulunur.

PV hiicrelerin gerilimi,

V= ”‘;T'f Ln (’P“L"*"’) — IR,

[2.3]

[2.4]

Olarak bulunur. PV hiicrede hiicre ylizeyine gelen 1s1k siddeti ile indiiklenen gerilim, 151k

siddeti ile orantilidir. PV hiicre ¢ikis uglarina yiik baglanmasi durumunda yiik tizerinden

bir akim akar. Bu akim degeri,

‘v IRs
Q(Ns-'_a".l‘p)
I=N,I NI, | e n¥r 1 | (s
— —_ c J— S
piph p-o Np Rzop

Seklinde bulunur.
N, panelde kullanilan seri hiicre sayisin

Ny, panelde kullanilan paralel hiicre sayisini ifade eder.

[2.5]

Paralel bagl Ry, direncinin degeri, seri bagli R, degerinden biiylik oldugundan Ry, agik

devreye alindiginda, PV panel akimi,
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(v IRs
‘?(W‘fmp)

I=N,Lj, — N[ e ™ —1 [2.6]

Formiili ile bulunur.

PV panelin ¢ikis geriliminin degeri,

k [ [g=i+N
V= ”qT“Ln (*’“ A - ”) ~ Rl [2.7]

Formiilii ile hesaplanir.

PV panelin ¢ikis giicliniin degeri ise,
P=IxXV [2.8]

Formiilii ile bulunur. Bu da 6. ve 7. denklemlere gore,

54
oot () |l || e

Olarak bulunur [53].

Giines panelinde elektrik iiretilmesinde, Giines panellerinin en etkili sekilde sogurma
islemi yapabilmesi i¢in konumlandirilacagi bolgenin toprak ozellikleri, ylizeyin egimi,

giines 1sinlarindan faydalanma siiresi gibi parametreler oldukca 6nemlidir [16,54].
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2.4.3 PV Panellerin Baglant1 Tiirleri

Paneller akim ve gerilim artirllma ihtiyacina gore seri ve paralel baglanirlar. Bu

baglanmalar sonucu dizinler elde edilir [53].

2.4.3.1 Panellerin Seri Baglanmasi

Panellerin ¢ikis gerilimini artirmak istenirse seri baglanmalar1 gerekir. Panellerin seri

baglanmasinda ¢ikis gerilimi,

U=Uy + Uy + Ugter st U, [2.10]

Formiilii ile bulunur. PV hiicrelerin i¢ direncini bulmak i¢in ise,

Tr=n+thtnt .t [2.11]

Gii¢ Sisteminin R yiikiinii beslemesi durumunda akim degeri,

U
I= Rirr [2.12]

Seklinde hesaplanir.

2.4.3.2 Panellerin Paralel Baglanmasi

Paralel baglama, panellerin ¢ikis akimini artirmak i¢in kullanilir. Seri baglanmanin aksine

cikis gerilimi sabittir. Panellerin paralel baglanmasinda ¢ikis gerilimi,

U: Ul = Uz = U3 T wws mrs mnn was Uﬂ- [213]

Sabittir ve PV panelin i¢ direnci,
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Iy = [2.14]

Formiilii ile hesaplanir. Burada

17, i¢ direnci,

11, birinci panelin i¢ direncini,

n ise dizinde bulunan panel sayisini temsil etmektedir.

PV gii¢ sistemi R diren¢ degerinde bir yiike bagh ise yiik akimi,

I=— [2.15]
n

Formiilu ile bulunur.

2.4.3.3 Panellerin Seri ve Paralel Baglanmasi

Karmasik baglama denilen bu baglama tiirtinde hem gerilim hem de akim ¢ikist artirilir.

Sekil 2.14’te seri ve paralel bagli modiiller gosterilmistir.

Dizi: Paralel bagll modller

Modul
Seri hucreler u B W 5 BH Hh ) xes

Shae B B DHOH) bbbl
mmimim Dizi: Seri bagl moduller
- T b —— 1
winmw ‘d.diii,{il iulﬂii}'di liidlliiiii m&i%ii&‘i

B !dl\l? Ullll B thlmll ] I

l|lﬂlllllll lill’l[ll[‘ lllllllll([l x‘lllllll('l

Sekil 2.14 PV Modiil ve baglanma sekilleri [21]

2.4.4 PV Panel Cesitleri ve Ozellikleri

PV paneller, kristal silikon hiicreler (C-Si) ve ince film hiicreler olmak {izere ikiye ayrilir.

En sik tercih edilen hiicre tipi kristal silikon hiicreler olsa da ince film hiicreler de
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gelistirilmis ve maliyeti diisiik oldugundan az da olsa tercih edilmeye baglanmistir. Sekil

2.15’te hiicre tipleri gosterilmistir.

l Hiicre Tipi

) |}

Kristal Silikon
Hucrler

1
ince Film
Hucreler
T T 1

) ’ i - i ) -
| Bakir N Kadmi i
= iyum s .
| Monokristal { Polikristal B ‘ Tellirid Amorf Silikon ‘H Sl DSSCBoyah
i Diselenid (CdTe) ve mikromorf hiicreler

i

Sekil 2.15 Hiicre tipleri [46]

2.4.4.1 Kristal Silikon Hiicreler

Ham maddesi silisyum olan bu hiicreler, silisyum atom yapisinin ge¢ degismesi ve
teknolojik yonden siirekli gelismesi ile en ¢ok tercih edilen hiicre tipidir. Ancak Silisyum
yeryliziinde en ¢ok bulunan elementlerden biri olmasinda ragmen saf bir halde
bulunamadigi i¢in gilines teknolojilerinde kullanilabilmesi i¢in uzun ve zahmetli
islemlerden ge¢mesi gerekmektedir. Silikon ilk etapta cok yiiksek sicakliklara maruz
birakilarak silikon dioksit’ ten ayristirilir, ardindan metaliirjik silikonun saflig1 artirilir
bunun sonucunda yliksek kalite ve saflikta silikon elde edilerek kullanima hazir hale
getirilmektedir [46]. Sekil 2.15°da gosterildigi tizere kristal silikon hiicreler, monokristal

ve polikristal olarak ikiye ayrilmaktadir.

a) Monokristal giines hiicreleri: Monokristal hiicreler, hiicreler arasinda ilk ticari hiicre
olmasiyla en eski ve verimi en yiiksek hiicrelerdir. Verimlilik yiizdeleri %15-%18

arasinda gosterilmektedir. Ancak gelisen teknoloji ile bu ylizdeler daha da artmustir.

Monokristal hiicreler homojen ve renkleri lacivertten siyaha dogrudur. Cesitli sekil ve

boylarda olabilmektedirler [46].

Sekil 2.16’da bir monokristal hiicrenin 6rnegi verilmistir. Pilin 6n yilizeyinde akimi

toplamasi igin bakir kontaklar, altinda ise p-n eklemi bulunmaktadir [48],[55].
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Sekil 2.16 Monokristal hiicre [55]

b) Polikristal giines hiicreleri: Y apisal, elektriksel 6zellikleri ile monokristal pillerle ayni
olan polikristal ¢ok kristalli hiicrelerin atomik yapist homojen degildir [56]. Uretim
teknolojileri daha kolay olan polikristal silisyumlu hiicreler, baglangigta ayn1 monokristal
hiicreler gibi hazirlanmaktadir. Hazirlanma asamasi erimis yari iletken kalitesindeki
silisyum elementinin kaliplara dokiilerek sogumaya birakilmasi ile baslar, soguyan
kaliplarda elde edilen bloklar kare seklinde kesilerek hazir hale getirilmektedir. Hiicrenin
tretilmesinde en ¢ok kullanilan bu yonteme ise ‘‘dokme’’ adi verilmektedir. Bu
hiicrelerin verimlilik oranlar1 monokristal hiicrelere gore daha az olup %15-%17
civarindadir. Uretim maliyetleri ise daha diisiik oldugu i¢in siklikla tercih edilen bir hiicre
tipidir [46]. Rengi monokristalden farkli olarak daha a¢ik mavidir. Sekil 2.17’de

polikristal giines hiicrelerine bir 6rnek gosterilmistir.

Sekil 2.17 Polikristal hiicreler[57]

2.4.4.2 ince film hiicreler

Ince film hiicrelerde ¢ok az malzeme kullanilir ve genellikle ¢ok kristalli malzemelerden

iiretilmektedir. Yari iletken malzemelerden olusan hiicreler iist {iste yerlestirilmis ¢ok
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ince katmanlardan meydana gelmektedir. Yari iletken malzemenin elektriksel ve yapisal
ozellikleri PV uygulamalar i¢in uygun olsa da, hiicre yiizeyindeki damarlar arasinda
mikro diizeydeki kusurlar, ince film hiicrelerde en sik karsilasilan problemlerden biridir.
Ince film hiicrelerin iiretiminde en ¢ok kullamla ydntemler, katot sagimimi, buhar
¢Oziinimi ve elektrolit banyo yontemleridir. Kullanilan malzemelere gore cesitlere
ayrilan ince film hiicreler, bakir indiyum-diselenid (CIS), amorf silikon ve kadmiyum
telliir (CdTe) olarak iice ayrilir. Kullanilan malzemelerin 1 mikronluk kalinlig1 enerji
iiretimi i¢in yeterli oldugundan, kristal panellere nazaran ¢ok daha az malzeme ile daha
cabuk iretildigi disiiniilmektedir [58,46]. Verimi ¢ok diisiik olan bu hiicreler aym
zamanda fazla da yer kapladig1 i¢in pazarda ¢ok tercih edilmemektedir [56]. Sekil 2.18°de
kadmiyum telliir, amorf silikon ve mikromorf ince film giines panellerinin 6rnekleri

gosterilmistir.

Sekil 2.18 Ince film giines panel rnekleri [48]

Cizelge 2.4’te Kristal ve silikon panellerin verimlilik yoniinden karsilastirilmasi
verilmistir. Bu sekle gore kristal silikon giines pillerinin polikristal silikon pillere gore
daha verimli oldugu, ince film giines pillerinden ise en verimlisinin Bakir Indiyum

Diselenid oldugu goriilmektedir [59].

Cizelge 2.4 Giines pilleri hiicre verimlilikleri

Kristal Silikon ince Film
Teknoloji Mono Poli Amorf Silisyum  Kadminyum Telliir ~ Bakir Indiyum
Diselenid
Hiicre Verimi %15-24 %14-19 %6-13 %10-16 %13-20
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2.5 Giines Enerji Sistemlerinin Sebekeye Baglanmasi

2.5.1 Sebekeden Bagimsiz (Off-Grid) Sistemler

Elektrik sebekesinden ayr1 kurulan bu sistemde, gilines panelinden iiretilen elektrik,
enerjisi akiilerde depolanarak inverter vasitasi ile kullanicinin elektrik ihtiyacini
karsilamasina dayanmaktadir. Sistem tasariminda Oncelikle ihtiya¢ duyulan enerji
miktarinin belirlenmesi ve yeterli sayida PV modiil sayist enerji kaynagi olarak
kullanilmaldir. Ihtiyag sahibi giinesin olmadifi saatlerde ise gerekli olan enerjiyi

akiilerden karsilamaktadir [48].

Bu teknoloji park, bahge tabela aydinlatmasi, giivenlik sistemleri, bag evleri gibi birgok
alanda karsimiza ¢ikmaktadir [60].

Sebekeden bagimsiz sistemler, Sekil 2.19’da da gosterildigi gibi giines paneli, akii,
denetim birimi ve inverter olmak tiizere 4 ana par¢adan olusmaktadir [44]. Denetim
birimi, sistemdeki akiilerin asir1 sarj veya desarj olarak zarar gormesini engellemektedir.
Bu birime, sarj kontrolorii de denilmektedir. Kontrolor sayesinde akiiler sarji
tamamladiginda modiilden gecen sarj akis1 durur. Ayni zamanda ¢ok fazla akiiden fazla
akim gekilirse akimi1 da durdurmaya yaramaktadir [48]. Bu sistemlerde her ne kadar
kontrolor kullanilsa da akii kalitesi cok dnemli olup, verimi yiiksek, sicakliga dayanikli,

uzun Omiirlii akiiler tercih edilmelidir [44].
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Sekil 2.19 Sebekeden bagimsiz sistem

2.5.2 Sebekeye Bagh (On Grid) Sistemler

Sebekeye bagli sistemlerde, kullanicilarin enerjisi PV sistemden karsilanarak tiretilen

enerjinin fazlasi tek faz ya da ii¢ faz inverter ile sebekeye verilmektedir. Tiiketimin fazla
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oldugu zamanlarda ise kullanici enerji ihtiyacini sebekeden almaktadir. Boylece bu
sistemlerde, sebekeden bagimsiz sistemlerde oldugu gibi akiiye ihtiya¢ duyulmamaktadir

[48].

Evler, oteller, giines santralleri, fabrika, atdlye gibi bir¢ok alanda bu sistemlerden

faydalanilabilmektedir [60].

Sebekeye bagli sistemler, Sekil 2.20°de gosterildigi gibi dort ana elemandan
olusmaktadir. Bunlar, glines paneli, inverter, ¢ift yonlii sayaglar ve datalogger’dir. Bir¢ok
farkli elemani biinyesinde bulunduran fotovoltaik sistemlerin tasariminda temel

bilesenlerin hesab1 ve kaliteleri son derece 6nem kazanmaktadir [44].
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Sekil 2.20 Sebekeye bagli sistem [61]

Fotovoltaik sistemlerin kullanimi1 birgok iilke tarafindan desteklenerek uygulamaya
gecilmistir. Ulkemizde de 1MW giiciiniin altinda ki PV sistemlerin lisansiz sebekeye
baglanmasi destegi verilmis olsa da bu sistemlerin sebeke kalitesini gerilim bakimindan

olumsuz etkiledigi ve baz1 giivenlik problemlerine yol agabildigi goriilmektedir [60].

Bu tip sistemlerin sebekeye baglanmasi faydasi ile birlikte sorunlar da meydana
getirmektedir. Karsilagilabilecek tiim sorunlarin Oniline gecilmesi icin sistemin ¢ikis
gerilim karakteristigi sebeke gerilimine olduk¢a yakin olmalidir. Elektrik sebekesine
baglanmasi1 distiniilen sistemde giivenlik ac¢isindan alinabilecek dort ana Onlem

bulunmaktadir [62].

1. PV sistem ¢ikis gerilim frekansi ile sebeke frekansi es olmalidir.
2. Sistemin c¢ikis terminal gerilimi sebeke gerilimi ile ayni seviyede olmalidir.

Kurulu giicii en ¢ok 11kW olan sistemler algak gerilim seviyesinde 11 kW’tan
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biiyiik olanlar ise cesitli kosullara gore alcak gerilim veya yiiksek gerilim
seviyesinde sebekeye baglanirlar [60].
3. PV sistemin ¢ikis fazlar ile sebeke ii¢ faz siras1 ayni olmalidir.

4. Faz agis1 sistem ve sebeke ile eszamanli olmalidir.

Bu dort ana madde ile beraber Elektrik Piyasasinda Lisanssiz Elektrik Uretimine Iligkin

Yonetmeligin vermis oldugu kurallar dahilinde Sistem sebekeye alinabilmektedir [62].

2.6 Sivas Ili Giines Enerjisi Potansiyeli

Sivas, I¢ Anadolu Bélgesinin, 28.619km? yiiz 6l¢iim alam ile Konya’dan sonraki en
biiyiik ikinci ilimizdir. Ortalama yiiksekligi 1.000 metrenin iizerinde olup, daglik ve
platolar iizerine kurulmustur. Yaz aylarinda sicak ve kurak, kis aylarinda ise yogun kar

yagish iklime sahiptir. Meteorolojik parametrelere gore, yillik ortalama sicaklik;

9 °C, ortalama giineslenme siiresi; 6,8 saat ve ortalama yagish giin sayisi 112 oldugu

belirtilmistir[63]. Sekil 2.21°de Sivas ili i¢in enerji potansiyel haritas1 gosterilmektedir.

Sekil 2.21 Sivas ili giines enerji potansiyel atlas1 [64]

Bununla birlikte, Tiirkiye ortalamasi civarinda olan, Sivas merkez ilgenin, glineslenme

siiresi giinliik toplam 7,2 saat, 1s1n1im degeri ise toplam 4,1 kW /m? olarak hesaplanmigtir
[65].
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Sekil 2.22 Sivas ili glineslenme siiresi

[l ]
S0k
[-.]
400 -
300 -
200
B8
1|:||:-. ™
'D!:":" - - .
N - = E L™ I N~
R EEEEEREEEEE
o =2 = € 2 5 £ 8§ & @ x &
= 4 5 2 =
I ==

Sekil 2.23 Isima siireleri Sivas ili 151ma miktar1[64]

Sekil 2.22 ve 2.23’te Sivas ili i¢in aylara gore giineslenme siireleri ve 1smnim miktari
verilmistir. Giineslenme siiresinde en diistik 3.29 ile Aralik ayina, en yliksek 11.05 ile
Temmuz ayina aittir. Isinim miktarinda ise yine en diisiik miktar, 1.58 ile Aralik ayina,

en yiiksek ise 6.56 ile Haziran ayina aittir.
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3. MATERYAL VE METOT

3.1 Makine 6grenmesi

Yapay zeka, makine 6grenimi ve derin 6grenme birbiriyle baglantilidir; Derin 6grenme
bir tiir makine 6grenimidir. Makine 6grenimi ise bir tiir yapay zeka iirtintidiir. Yani belirli
bir yapay teknoloji grubunu belirtmek i¢in makine 6greniminden faydalanilir. Makine
Ogrenimi ise birgok teknolojiye bagl belirli bir alan1 ifade etmektedir. Bu alanin iginde
yapay zekadan ¢ok iistiin olan derin 6grenme teknolojisi de bulunmaktadir. Bu teknoloji
her ne kadar yapay zekadan iistiin olsa da makine Ogreniminin bazi sorunlarini
beraberinde getirmektedir. Bundan dolay1 derin 6grenme kavramindan once makine

6grenimi ele alinacaktir [66].

Yapay zeka => Makine Ogrenmesi = Derin Ogrenme

3.1.1 Makine Ogrenmesi Nedir?

Makine 6grenimini geleneksel yontemlerden ayiran en biiyiik 6zellik insan beynini model
olarak almasidir. insan beyninin herhangi bir nesneyi kavramast igin 6rnekler gosterilir
ve Ogrenme gerceklesir makine Ogreniminde is fiziksel yasalarin, matematiksel
problemlerin model iiretemedigi anlarda konusma, tanima, gorsellestirme gibi egitim
verisi denilen veriler kullanilarak makine 6grenmesi gergeklestirilir. Bununla beraber
makine 6grenimi analitik modellerin sorunlarin1 ¢ozmekte istatiksel gecmise sahip olan
verilerden bir model olusturulmasini saglar. Ancak egitim verileri ve girdi verilerinin
farklilig1 makine 6grenimini zorlastirmistir. Ornegin tek bir kisinin yazisindan olusan
notlarin egitim verisi i¢in kullanilmasi1 halinde makine 6grenmesi baska bir yazarin
yazisini tanimakta eksik kalmistir. Bu ve bunun gibi ¢esitli alanlardaki sorunlarin ¢oziimii

i¢in makine 6grenimi teknik olarak gelistirilmistir [66].

3.1.2 Makine Ogrenim Teknikleri

Makine 6grenim teknikleri egitim siirecinde eksik kaldig1 igin, egitim yontemine dayali
olarak 2 ana grupta incelenmistir. Bunlar, Sekil 3.1°de de gosterildigi gibi denetimli

ogrenme, denetimsiz 6grenmedir.
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Sekil 3.1 Makine 6grenim teknikleri [67]

Denetimli 6grenme, siniflandirilmis bir veri kaynagindan veriyi egitmeye dayanir. Egitim
verilerinden gelen girdiye karsilik bir sonug tiretilir. Bu bir problemi ¢zmek i¢in mevcut

bilgilerin taranip cevap ¢oziimden farklt ANN bilgiyi yeniden taramaya benzer.

Denetimsiz 6grenmede ise egitim verileri yalnizca girdiler igerir. Genellikle en elverisli

etkilesim gerektiginde kullanilmaktadir [68].

3.1.3 Simiflandirma ve Regresyon

Siniflandirma islemi makine 6grenimi i¢in son derece yaygin bir islem olup, verileri simif
smnif ayirmaya onlar1 kategorize etmeye yarar ve makine 6greniminde rolii oldukg¢a
biiytiktiir. Simiflandirma sirasinda girdinin hangi smifta oldugu 6gretilir boylece ¢ikt
girdiye karsilik gelen smifa sahip olmaktadir [66]. Siniflandirma modellerine 6rnek
olarak Karar Destek Vektor Makinesi(SVM), Yapay Sinir Aglart (ANN), gibi modeller

ornek verilebilir.

Regresyon problemleri ise siniflandirma problemlerinin aksine degiskenler arasindaki
iliskiyi ¢6zmeye yardimei olur. Yani girdiler ve ¢iktilar arasinda bag olusturarak basarili
bir sonug elde edilmeye calisilmaktadir. Sekil 3.2°de regresyon ve siniflandirma igin bir

ornek gosterilmistir.
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Sekil 3.2 Regresyon ve Siniflandirma [66]

3.2 Derin Ogrenme

Derin 6grenme, yapay zeka ve istatistiklerin bir alt kiimesi olan makine 6greniminin bir
alt kiimesidir ve insan beyninden ilham alinarak olusturulmustur [69,70]. Derin 6grenme

modelleri tiim uygulamalarda kullanilabilecek sekilde esnek bir yapidan olusmaktadir.

Ik calismalar, beynin yapisi, onermeler mantigi ve Turing'in hesaplama teorisi
hakkindaki bilgilere dayanmaktadir. Warren McCulloch ve Walter Pitts, sinir aglar1 igin
esik mantigina dayali matematiksel bir formiil olusturmustur. Olusturulan bu formiil, sinir
ag1 aragtirmasinin iki ayr1 yaklagima neden olmustur: biri beyindeki biyolojik siireglere,
digeri sinir aglarinin yapay zekaya uygulanmasina odaklanmistir. Bu yaklagimlarin
1s1ginda, Marvin Minsky ve Dean Edmonds, 1950'de Harvard'da ilk noral bilgisayari
yapmistir [69].

Ik bilgisayar programlar1 ve giiniimiizdeki bilgisayarlarin biiyiik bir kismi, programci
tarafindan kodun icine yerlestirilmis bilgiye sahiptir. Programci genis veri tabanlarindan
yararlanabilir. Ornegin, bir ugak modeli, aerodinamik katsayilarin cok boyutlu tablolarini
kullanabilir. Bu sebeple ortaya ¢ikan yazilim, ugaklar hakkinda bir¢ok bilgi vermekte ve
modellerin calisan simiilasyonlari, simiilasyonu tam olarak anlayamayabilecekleri veya
hatal1 girdiler girebilecekleri i¢in programci ve kullanicilar i¢in siirprizlere neden
olabilmektedir. Ayrica, veriler ve algoritmalar arasindaki pragmatik iligkiler kod
tarafindan 6nceden belirlenir [69]. Derin 6grenme kavrami, birden fazla néron katmanina
sahip sinir aglarini ifade eder. "Derin 6grenme" popiiler literatiirde 6grenme sisteminin
"derin diislinen" oldugu anlamina gelmektedir. Sekil 3.3’te, tek katmanli ve ¢cok katmanli
bir ag gosterilmistir. Cok katmanli aglarin, tek katmanl aglara gére daha iy1 6grenme
yapabildigi ortaya ¢ikmistir. Bir agin elemanlari, agirlikli sinyallerin birlestirildigi ve
onyargilarin eklendigi diigtimlerdir. Tek bir katmanda girdiler agirliklarla carpilip bir esik
fonksiyonundan gegerek toplanir. Cok katmanli veya “derin 6grenme” aginda, girdiler,
cikt1 alinmadan Once ikinci katmanda birlestirilir. Eklenen baglantilar, agin daha

karmasik sorunlar1 6grenmesini ve ¢gozmesini saglamaktadir[69].
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Sekil 3.3  a) Tek katmanli bir ag [69] b)Cok katmanli bir ag [69]
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Bir¢ok makine 6grenimi tiirii mevcuttur, ¢evreden gelen girdilere dayali olarak uyum
saglayabilen herhangi bir bilgisayar algoritmasi, bir 6grenme sistemidir. Bunlardan Uzun
kisa siireli bellek(LSTM) ,yapay sinir aglari(ANN) ve evrigimli sinir aglari(CNN) ele

alinmustir.
3.2.1 Derin Ogrenme Tiirleri

3.2.1.1 LSTM (Uzun Kisa Siireli Bellek)

LSTM, uzun siireli zaman serilerini, kaybolan veya patlayan gradyanlar problemine
maruz kalmadan analiz edebilmek igin tasarlanmis 6zel bir tiir Ozyinelemeli Sinir Aglari
(RNN)metodudur [71]. Mimarisi basit RNN’ye benzemekle birlikte, gradyan akigin1 daha
Iyi kontrol edebilmek i¢in daha fazla gecit bulundurmaktadir. Bu sebeple kismen karigik
bir mimariye sahiptir. LSTM mimarisi asagidaki Sekil 3.4’te gosterilmektedir.
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Sekil 3.4 LSTM Mimarisi [72]

LSTM mimarisinin en 6nemli bileseni hafiza hiicresidir (memory cell). Zamanla
durumunu koruyabilen bu hiicre sayesinde ge¢misten gelen bilgiler sonraki katmanlara

aktarilabilmektedir. LSTM, unutma ve giris gecitleri (forget/input gates) kullanarak,
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hafiza hiicresi igindeki bilgileri degistirme kapasitesine sahiptir. Unutma gecidi, bu
hiicrede bulunan verilerin saklanip saklanmayacagina veya unutulup unutulmayacagina
karar vermektedir. Ge¢mise ait veriler 6nemli ise saklanmali, aksi halde unutulmalidir.
Unutma geg¢idinin ¢iktist 0 ise veriler unutulur, 1 ise saklanir. Bu karar bir sigmoid

aktivasyon fonksiyonu yardimiyla verilir ve asagidaki gibi formiilize edilir:
JEo(Wr[henxi] + by [3.1]

Giris gegidi, hiicrenin yeni giriglerden elde edilen faydali bilgiler ile giincellenmesini
saglayacak olan verileri iiretir. Hangi degerlerin giincellenecegini ise bir sigmoid
aktivasyon fonksiyonu ile belirler. Hiperbolik tanjant aktivasyon fonksiyonu yardimiyla
da yeni aday degerler belirlenir. Girig gegidi ve yeni aday degerler asagidaki gibi

hesaplanmaktadir:

1= 0 (W; [hep ) + by) [3.2]

Ce=tanh (W, [he.1,%] + be) [3.3]

Yukarida gosterilen unutma gecidi, giris gegidi ve yeni aday degerler kullanilarak, 6nceki
katmandan gelen veriler giincellenmektedir. Bu giincelleme asagidaki formiil ile

yapilmaktadir:

Ct=ft -Ct-1 +it -Ct [3.4]
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Son asamada ise hangi verilerin ¢ikt1 olarak alinmasi gerektigi kararlastirilir. Bu islem
cikis gecidi olarak adlandirilan gecitte yer alan bir sigmoid aktivasyon fonksiyonu

yardimiyla belirlenir ve asagidaki gibi hesaplanir:

=0 (Wp [hf.j,.?{f] + E}D) [3.5]

Hafiza hiicresindeki giincellenen veriler, degerleri -1 ile 1
arasinda tutabilmek i¢in hiperbolik tanjant aktivasyon fonksiyonuna tabi tutulur.

Sonrasinda ise yeni ¢ikt1, asagidaki formiil yardimiyla elde edilir:
h;': Oy - tﬁlﬂl{ C;'] [3.6]

LSTM mimarisi, konusma, tanima, dogal dil isleme ve duygu

analizi gibi pek ¢ok alanda basari ile kullanilmaktadir [72].

3.2.1.2 ANN (Yapay Sinir Aglar)

Sinir aglar1 ya da diger bir deyisle yapay sinir aglari, makine 6greniminden farkli olarak
insan beyninin bilgi isleyis siirecinin temel diizeyde dijital bilgisayarin bilgi isleyis
siirecinden farkli oldugu varsayimiyla gelistirilmistir. Noronlar beynin temel yapitasi ve
bilgi isleme modiiliidiir. Tipik bir beyinde muazzam miktarda (yaklagik 10 milyon néron
korteks ve bunlar arasinda 60 trilyon baglanti yani sinaps icerir) dogrusal olmayan ve
paralel yapida néron bulunmaktadir. Sonug olarak, insan beyni bilgiyi isleme, 6grenme

ve muhakeme etme i¢in ¢ok verimli bir yapiya sahiptir [73].

Yapay sinir ag1, arastirmacilarin altta yatan fonksiyonlar1 bilmedigi karmasik yapilar i¢in
uygun bir tlir parametrik olmayan modelleme teknigidir. Bagka bir deyisle ANN, belirli
islev varsayimlart olmaksizin verilerden ogrenebilir [74]. Sinir agi, bir sisteme
yerlestirilmis algoritmadir ve beynin bir iglevi yerine getirme seklini modeller. Ag, giris
parametrelerini simiile etmek ve en iyi ¢ikti ¢oziimlerini iiretmek igin elektronik
mekanizmalar kullanilarak veya yazilimda simiile edilen bir dijital bilgisayarda
uygulanir. Bir sinir ag1, deneysel bilgileri depolamak ve bunlara ¢6ziim saglamak i¢in
dogal bir egilime sahip olan basit islem birimlerinden olusan biiyiik 6lgiide paralel

dagitilmis bir islemcidir. Yapay sinir ag1, dogal beyne iki sekilde benzer:
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1) ik gozlem ve benzerlik, bilginin edinilmesi ve depolanmasiyla ilgilidir. Ag,

cevresinden bir 6grenme siireci yoluyla bilgi edinebilir.

2) Sinir aginin dogal beyne benzemesinin ikinci yolu, néronlarin birbirine

baglanmasiyla ilgilidir. Noronlar, ¢ok yonlii bir modelde takviye edilir,
giiclendirilir ve i¢ i¢ce gecer. Bir sinir aginda 6grenme siirecini ylriitmek icin
kullanilan teknik, istenen bir hedefe ulagmak icin agin sinaptik agirliklarini
diizenli bir sekilde degistirme gorevi olan bir 6grenme algoritmasi olarak

adlandirilir [75].

ANN’ler kullanima uygun deneysel bilgiyi depolamak i¢in yerlesik bir yetenege sahiptir.

Yiiksek hizli bilgi isleme
Yo6nlendirme yetenekleri
Hata toleransi
Uyarlanabilirlik
Genelleme

Saglamlik

ANN’lerin en 1yi 0zellikleri arasindandir. Bu 6zellikleri ile ANN’ler ¢esitli mithendislik

sistemlerinin performansint modelleme, en iyi sekilde kullanmak ve tahmin etmek i¢in

yararli araglar haline getirilmesini saglar [76].

Dendritier Hucre Govdesi Akson
-
e
e

x
: —

Sekil 3.5 Ornek néron ve ANN hiicresi [77]

Birgok ANN modelinde kullanilan néron modeli bir seriden olusmaktadir. Sekil 3.5’te

gosterildigi gibi her bir sinaps x girisi ile garpilir. Bundan sonra tiim agirlikli girdiler
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toplanarak toplamin ¢ikt1 degerini degistirmek i¢in harici olarak uygulanan b, uygulanir.
Bu diziler asagidaki gibi formiilize edilir. Burada vy ¢ikt1 sinyalini, ¢, genlik

aktivasyonunu, k néronu temsil ederken j ise sinaps sayisini temsil etmektedir [76].

}"L- = P(Z (“"L:,r) -+ {Jk) [37]

J=1

ANN’nin terminolojisine asagida deginilmistir.

Islem Birimi; Yapay sinir aglari (ANN), biyolojik sinir ag yapisinin basitlestirilmis
modeli olarak diisiiniilebilir. Yapay sinir aglar1 birbirlerine bagl islem birimlerinden
meydana gelir. Genel bir islem birimi toplama bolimi ve ¢ikt1 boliimii olmak iizere 2
boliimden olusur. Toplama boliimii n adet girdi degerini alir, her birini agirliklandirir ve
agirhiklandirdigr degerleri toplar. Agirliklandirilmis toplam aktivasyon degeri olarak
tanimlanir. Her bir degerin agirlik isareti girdinin pozitif veya negatif agirlik olup
olmadigini belirler. Girdiler kesikli veya siirekli deger olabildikleri gibi ¢ikt1 degeri de
kesikli veya siirekli olabilir. Girdi ve ¢ikt1, problem ve onun ¢ézlimiiniin dogasina uygun

sekilde deterministik, stokastik veya bulanik olarak ele alinabilir.

Baglantilar; Yapay bir sinir aginda, bir orilintli tanima gorevini ger¢eklestirmek icin bazi
yapilara gore birka¢ islem birimi birbirine baglanir. Bu nedenle bir islem biriminin
girdileri diger islem birimlerinin ¢iktilarindan ve/veya bir dis kaynaktan gelebilir. Her bir
boliimiin ¢iktis1 kendisi dahil birka¢ boliime verilebilir. Bagka bir birim tarafindan alinan
bir birimin ¢iktistnin miktari, birimler arasindaki baglantinin giiciine baglhidir ve
baglantinin iliskili agirlik degerine yansitilir. Belirli bir ANN’de “n” birim varsa, 0 zaman
herhangi bir anda her birimin benzersiz bir aktivasyon degeri ve benzersiz bir ¢ikti degeri
olacaktir. Agin n aktivasyon degerlerinin kiimesi, o anda agin aktivasyon durumunu
tanimlar. Benzer sekilde, agin n ¢ikt1 degerlerinin kiimesi, agin o andaki ¢iktt durumunu
tanimlar. Aktivasyon ve ¢ikt1 degerlerinin kesikli veya siirekli dogasina bagli olarak, agin

durumu, kesikli veya siirekli bir n boyutlu uzaydaki bir nokta ile tanimlanabilir.

Islemler; Calisma sirasinda, bir ANN’nin her birimi diger bagli birimlerden ve/veya harici
bir kaynaktan girisler alir. Belirli bir anda girdilerin agirlikli toplam1 hesaplanir. Ortaya
cikan aktivasyon degeri, ¢ikt1 fonksiyonu biriminden gergek ciktiyi, yani birimin ¢ikti
durumunu belirler. Cikis degerleri ve diger harici girisler, diger birimlerin aktivasyon ve
cikis durumlarini belirler. Agin birimlerinin aktivasyon degerleri (aktivasyon durumu)
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zamanin bir fonksiyonu olarak aktivasyon dinamikleri olarak adlandirilir. Aktivasyon
dinamikleri ayrica agin ¢ikis durumunun dinamiklerini de belirler. Tiim aktivasyon
durumlar kiimesi, agin durum uzayini tanimlar. Tim ¢iktilarin kiimesi durumlar, agin
c¢ikis veya sinyal durum uzayini tanimlar. Aktivasyon dinamikleri, agin durum uzayindaki

durumlarin yolunun ydriingesini belirler [78].

Aktivasyon / Baslangic Fonksiyonu; Bir néronun zamanla degisen deger ¢iktisidir. Esik
bazli siniflandirict (threshold based classifier) bir aktivasyon fonksiyonunda dikkate
alinmasi gereken en 6nemli unsurdur. Esik bazli siniflandirici, dogrusal doniisiimiin
degerinin néronu aktive etmesinin gerekip gerekmedigini gostermektedir. Aktivasyon
fonksiyonunun girisi bir esik degerinden biiyiikse bir néronun aktive oldugu veya devre
dis1 birakildig: sdylenebilir. Béyle bir durumda elde edilen ¢ikti bir sonraki katmanin

girdisi olamaz. Cok sayida kullanilan aktivasyon fonksiyonu vardir [79].

Geri yayilim (Genellestirilmis Delta Kural1); Algilayici (perceptron) sinir aginin bir dizi
girdi modeline iyi sonuglar tiretmek i¢in “egitildigi” isleme verilen bir ad. Bunun 15181nda,

Algilayici agina bazen “destek ag1” adi verilir.

Net Girdi / Egilim; Bir néronun harekete ge¢mesi i¢in noral aktivasyonlarin agmasi

gereken miktarla orantilidir.

Baglantilik; Bir sistemdeki etkilesim miktari, sinir agindaki agirliklarin yapist veya bir

tablodaki iligkili kenar sayisidir.

Oriintii Tanima; Onceden &grenilmis veriyle oriintiileri tanima eylemidir. Bu, sinir ag

giiriiltiilii olsa veya sinir aginin bazi verileri eksik olsa dahi gergeklestirilebilir.
Donem; Ag egitimi sirasinda bir egitim setinin tamamlanmais ¢ikti siiresidir.
Girdi Katmani; Dis kaynaktan beslenen girdi ndronlaridir.

Egitim Algoritmalar1 (Danigmanli/Danismansiz); Sinir agi agirliklarinin ya da diger
degistirilebilir parametrelerin otomatik olarak ayarlanip hedefe daha kolay ulasilabilir
olmasini saglayan adaptasyon siirecidir. Geri yayilimli algoritma ornek olarak

gosterilebilir.

Egitim Kurali; Egitim sirasinda egitim modelindeki baglanti1 yiikii ya da agirligim

degistirmek i¢in kullanilan algoritmadir.
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Katman,; Belirli bir isleve sahip ve biitiin olarak islem géren bir grup ndérondur. En yaygin
bilineni giris, ¢ikis ve bir veya daha fazla ara katmana sahip ileri beslemeli bir ag

modelidir.

Monte-Carlo Metodu; Monte-Carlo yontemi bilgisayarda ¢esitli matematiksel

problemlere istatistiksel drnekleme yontemleriyle yaklasik sonuglar saglar.

Cok Katmanl1 Algilayict (MLP); En az 1 gizli katmani bulunan bir ¢esit ileri beslemeli
sinir ag1 tiiriidiir. Katmanlar giristen baslayip ¢ikisa kadar giincellenerek devam eder. Her
noron, net bir girdi elde etmek i¢in gelen sinyallerin agirlikli bir toplamini hesaplar ve
noronun aktivasyon degerini vermek i¢in bu degeri sigmoidal aktivasyon fonksiyonundan

gecirir. Algilayicidan farkli olarak MLP dogrusal olmayan problemleri ¢ozebilir.

Sinir Ag1; Sinaps veya agirliklarla birbirine baglanan néron agidir. Her néron, kendisine
bagli olan ndronlarin aktivasyonlarinin bir islevi olan basit bir hesaplama yapar. Geri
besleme mekanizmalar1 ve/veya néronlarin dogrusal olmayan ¢ikti tepkisi yoluyla ag1 bir
biitiin olarak evrensel hesaplama ve evrensel yaklagim dahil olmak {izere son derece
karmagik gorevleri yerine getirebilir. Ileri beslemeli, geri beslemeli ve tekrarlayan sinir
ag1 olmak tizere 3 farkli tiirii bulunur ve sahip olduklar1 baglant1 derecesi ve tiirline gore

degiskenlik gosterir.

Noron; Gelen sinyaller iizerinde agirlikli bir toplam gergeklestiren, net bir girdi elde
etmek icin bu degere bir esik veya yanlilik terimi ekleyen ve bu son degeri kendi
aktivasyonunu hesaplamak i¢in bir aktivasyon fonksiyonu araciligiyla esleyen basit bir
hesaplama birimidir. Geri bildirimde veya Hopfield aglarinda bulunanlar gibi bazi

noronlar dnceki aktivasyonlarin bir kismini koruyacaktir.
Cikt1 Noronu; Ciktilar1 agin sonucu olan ag i¢cindeki nérondur.

Algilayici; Basit Oriintii tanima ve smiflandirma goérevini yapan yapay sinir agidir.
Sinyallerin giris, ardindan gizli katmana ve ¢ikt1 katmanina ilerledigi aglar1 agdir. Katman

icinde baglant1 yoktur.

Sigmoid Fonksiyonu; Genellikle bir sinir aginda aktivasyon islevi olarak kullanilan S

sekilli islevdir.

Esik Deger; Noronun net girdisini olusturan, bir nérona agirlikli girdilerin toplandigi veya
cikartildig1 bir miktardir. Sezgisel olarak net girdi bir néronun harekete gecmesi gereken

noral aktivasyonlarin asilmasi gereken miktarla orantilidir.
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Egitim Seti; Bir sinir ag1 bir egitim seti kullanilarak egitilir. Egitim seti, girdi uyarani
olarak ¢ozililmesi gereken problem hakkindaki bilgileri igerir. Baz1 bilgisayarlarda egitim

seti “gercekler” olarak adlandirilir.

Agirlik;  Sinir aginda, iki ndron arasindaki baglantinin = giictidir. Agirhiklar
pozitif/destekleyici veya negatif/engelleyici olabilir. Bir noéronun esigi, bir 6grenme
algoritmasi tarafindan adaptasyona tabii tutulduklari i¢in agirlik olarak da kabul edilir

[76].

3.3 MAPE (Ortalama Mutlak Yiizde Hata)

MAPE, Regresyon ve zaman serileri modellerinde tahminlerin dogrulugunu tespit etmek
icin siklikla kullanilmaktadir Ortalama mutlak yiizde hata (MAPE) asagidaki denklemde

gosterilmistir.

Xi—xy

MAPE=—T1L, *100% [3.8]

Ortalama Mutlak Yiizde Hatas1 (MAPE), her periyottaki mutlak hatanin o periyot i¢in
belirgin olan gozlenen degerlere boliinmesiyle hesaplanir sonra bu sabit yiizdelerin
ortalamasi alinir. [80][7][8]. MAPE, tahminde gergek degerle karsilastirildiginda ne
kadar hata oldugunu gosterir [80].

Regresyon ve zaman serileri modellerinde MAPE, tahminlerin dogrulugunu tespit etmek
icin siklikla kullanilmaktadir. Gergek degerler icerisinde sifir (0) i¢erenler bulunuyorsa,
sifirla boliinecegi i¢in MAPE hesaplanamaz yani yanlis sonug iiretir. Cok diistik tahmin
degerleri i¢in yiizde hata %100°{i asamaz fakat ¢cok ytliksek tahmin degerleri tiretildiginde
yiizde hatasinin st limiti yoktur. MAPE, tahminde kullanilan modellerin dogruluklarini
kiyaslamak i¢in kullanildiginda, tahminleri diisiik olan bir modeli sistematik olarak

se¢cmesi nedeni ile onyargilidir [81].

3.4 RMSE (Kok Ortalama Kare Hata)

RMSE veri ile egitilmis veri arasinda bir fark olup olmadigini arastirir. Tahmin hatalarin
standart sapmasi olarak, gercek deger ve tahmin edilen deger arasinda ne kadar bir fark

oldugunu 6grenmek icin kullanilir. RMSE ne kadar kiigiikse, tahmin o kadar iyi olur ve
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deger araliginin 0-oo arasindadir. Bu durumda RMSE sifira esitse model hata yapmamis

sayilmaktadir.

2. [3.9]

1

RMSE =

Formiilii ile ifade edilen RMSE e;= gergek deger- tahmini degeri ifade eder, n veri boyutu
olarak ifade edilmektedir [82].

3.5 Derin Ogrenme ile Giines Enerji Tahmini

Enerji tahmini i¢in en 6nemli faktorlerden biri dogru yontemin belirlenmesidir. Bununla
beraber tahmin dogrulugu yiiksek olan bir model i¢in biiyiik bir veri seti ve tahmini
etkileyen faktorlerin iyi se¢ilmesi gerekmektedir. Enerji tahmini i¢in kullanilan en yaygin
algoritmalar yapay zeka algoritmalaridir. Bununla beraber literatiirdeki ¢aligmalarda
birgok yontem kullanilmis olup hata yilizdesinin aza indirilmesi amaciyla hibrit yaklagim

da incelenmistir.

Bu ¢alismada ilk olarak Tiirkiye’ye yonelik giinliik, iretim tahmini modelleme ¢aligmasi
icin ANN ve LSTM Karsilastirilmas1 hedeflenmistir ancak ¢alismada veri yetersizligi
nedeniyle parametre olarak mevsimsel veriler ele alinmamis olup yalnizca popiilasyon ve
tiretim miktar1 ele alinmigtir. Matlab’da derin 6grenme metotlar1 kullanilarak hazirlanan
bu calismada olusan sonuglar tahmini yontem degerlendirmesinde kullanimi ¢ok yaygin
olan MAPE ile 6l¢iilmiis olup RMSE ile tahmini deger ve gozlenen deger arasindaki fark

incelenmistir.

Ik olarak LSTM modeli kullanilan ¢alismada verilerin %90°1 egitim i¢in ayrilmis olup
verilerin %10’u ise test verisi olarak kullanilmistir. Bu calismaya ait MAPE degerinin
Sekil 3.6°da 0.076 oldugu RMSE degerinin ise 2611 oldugu goriilmektedir. Bu deger ¢ok
Iyi bir deger olmayip hata oran1 yiiksek bir model olugsmustur.
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RMSE = 2611.624 MAPE = 0.076644
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Sekil 3.6 RMSE ve MAPE degerleri

Gozlenen ve tahmin degerleri ise Sekil 3.7°deki gibidir. Sekil 3.7°den de anlasilacagi

izere tahmin ve gercek degerler arasinda ¢ok biiyiik farklar mevcuttur.
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Sekil 3.7 Tahmin sapma miktari

Deney sonuglarina gore ¢aligmalar iyi derecede tahmin yapamamis olup daha iyi veriler
ve tahmini etkileyen faktorlerin de eklenmesi ile ¢ok daha iyi sonuglar elde edilecegi
diistinilmiistiir. Tirkiye i¢in, tahmini etkileyen gerekli veriler yetersiz ve bolgesel bazda
oldugundan ve yeterli sonu¢ alinamadigi i¢in ¢alismaya Sivas ilinin Kangal il¢esine ait
Hamal giines enerji santrali verilerinden faydalanilarak yeni bir analiz ile devam etmeye
karar verilmistir. Daha 6nce bahsedildigi gibi Sivas ili giineslenme siiresi giinliik toplam

7,2 saat, 1s;nim degeri ise toplam 4,1 kW/m? olarak Tiirkiye ortalamasi civarmdadir [65].
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4. VERI ANALIZi VE YONTEMLERIN UYGULANMASI

Bu boliimde tez ¢aligmasindan kullanilan tahmin modelinin olusturulmasi, Meteoroloji
Genel Miidiirliigiinden ve Enerji Piyasalari Isletme A.S. (EPIAS) seffaflik platformundan
elde edilen gegmis verilerin diizenlenip gelistirilmesi, tez ¢alismasi i¢in yapilan yeni bir

analiz ve degerlendirmeler yer almaktadir.

Giines enerji iiretim tahmin degerlerini birgok faktor etkilemektedir. Bazi faktorler
tahmini dogrudan etkilerken bazilar1 az miktarda etkilemektedir. Bu tahmin uygulamasi
i¢in Sivas iline ait Meteoroloji Genel Miidiirliigiinden, 01.01.2019 tarihinden 31.12.2020
yillar1 arasinda gergeklesen; sicaklik, nem ve basing degerleri alinmis olup, gelistirilen
tahmin modelinde degisken olarak kullanilmistir. Bununla beraber bu tez ¢alismasinda
Enerji Piyasalar Isletme A.S. (EPIAS)’e ait yine 01.01.2019 - 31.12.2020 tarihinden
itibaren Sivas ilinin Kangal ilgesinde bulunan 9 MWe kurulu giice sahip ‘Hamal Giines

Enerji Santrali’ iiretim verileri EPIAS seffaflik platformundan saglanmistir.

Mevcut veride bir¢ok giinde eksik veri, tanimsiz deger gibi veri setini bozacak ve
tahminin iyi yapilmasina engel olacak degerlerin bulundugu goézlenmis oldugundan
Python ile makine 6grenme analizi olan, KNN- En yakin komsu algoritmasi kullanarak
verinin diizenlenmesi ve daha iyi hale getirilmesi saglanmistir. Bu uygulama,
siniflandirma islemi i¢in kullanilan verinin bulundugu noktaya en yakin komsu elemani
k degeri benzerligine gore ¢aligmaktadir. KNN algoritmasi kullanilmasindaki amag en
ideal verinin olusturulmasi saglamaktir. Bununla beraber verilerin bilgisayar ortaminda
diizeltilmesi sonu¢ degerlerinin daha 1y1 c¢ikmasmi saglarken verinin yapisinda
degisiklige sebep olsa da yapilacak ¢alisma igin bir sorun haline gelmeyecek aksine

verinin daha iyi sonuglar vermesini saglayacaktir.
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Tarih Saat Sicakhik Basing Mem URETIM

15/02/2020 16:00 -3,4 8750 G900
15/02/2020 17:00 -3,9 875.5 F3.0
15/02/2020 12:00 -5,2 875.7 0.0
15/02/2020 19:00 -5,8 875.9 2.0
15/02/2020 20:00 -6,6 876.0 4.0
15/02/2020 21:00 -7.3 B75.8 23.0
15/02/2020 22:00 -7.2 B875.8 22.0
15/02/2020 23:00 -6,8 875.9 0.0
16/02/2020 00:00 -G, 7 875.9 T
16/02/2020 01:00 -8,5 875.7 1.0
16/02/2020 02:00 -6,6 875.7 23.0
16/02/2020 03:00 -7.5 8759 23.0
16/02/2020 04:00 -7.4 B75.9 1.0
16/02/2020 05:00 -8,2 876.4 sS40
16/02/2020 06:00 -6, 7 876.8 F2.0
16/02/2020 O7:00 -4.8 876.8 e0.0
16/02/2020 0S8:00 -2,4 B76.8 0.0

Sekil 4.1  On islem 6ncesi veriler

Sekil 4.1°de de goriildiigii gibi veri analizi yapilmadan 6nce birgok iiretim verisi, basing

nem ve sicaklik degerlerinin olmadigi goriilmektedir.

2020-02-15 11:0 -0.2 875.0 51.0 12.466.026.119.
2020-02-1512:001 874.6 49.0 167.006.027 .67
2020-02-1513:0-0.4 874.8 53.0 15524 551.091.
2020-02-1514:0-0.8 874.6 540 18.812.844 462,
2020-02-15 15:0-2.0 874.8 61.0 8.553.103.940.1
2020-02-1516:0-3 .4 875.0 69.0 3.298.572.840.9
2020-02-1517:0-39 8755 73.0 3.021.304.786.2
2020-02-1518:0-52 87s.7 80.0 12.408.469.770.
2020-02-1519:0-5.8 8759 82.0 976.633.337.87C
2020-02-15 20:0 6.6 a76.0 24.0 962.418.815.71¢
20200215 21:0-7.3 2758 83.0 9.701.557.507.0
2020-0215 22:0-7.2 2758 82.0 9.701.557.507.0
2020-02-15 23:0-6.8 8759 80.0 16.746.219.550.
2020-02-16 00:0 -6.7 8759 79.0 2.320.432.3341
2020-02-16 01:0-6.5 are.vy 81.0 1.055.656.422.1
2020-02-16 02:0 -6.6 are.vy 83.0 976.633.337.87C
2020-02-16 03:0-7.5 8759 83.0 9.701.557.507.0
2020-02-16 04:0 -7 .4 8759 81.0 10.491.788.349.
2020-02-16 05:0-8.2 876.4 84.0 10.059.915.008.

Sekil 4.2 On islem sonras1 veriler

Sekil 4.2°de ise verilerin KNN modeli ile tahmin edildikten sonra olusan veri setinin islem

oncesindeki bos degerlerin doldurulmus oldugu goriilmektedir.
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Veri seti diizenlendikten sonra parametrelerin tahmin yontemini ne kadar etkiledigini
gozlemleyebilmek, iki degisken arasindaki iligskinin giiclinii ve birbiriyle olan iligkisini

gozlemlemek icin yaygin olarak kullanilan Pearson korelasyon analizi kullanilmistir.

sicaklik -0.76

basing  —

- 0.0

nem =

-—-02

-—0.4

tiretim miktan
-—-086

sicaklik basing nem

iiretim

Sekil 4.3 Koralasyon test sonuglari

Sekil 4.3’te Pearson korelasyon analizi sonuglarina gore iiretim miktarlan ile sicaklik,
basing, nem degerleri arasindaki iliski kiyaslanmis olup birbiri arasindaki iliski
gozlemlenmistir. Pearson korelasyon sonuglarina gore mevcut degerin 0,5 degerinden
biiylik olmast iyi olarak degerlendirilebilmektedir. Bu degerlendirmeye gore hava
neminin Uretim degerini en yiiksek oranda etkiledigi ancak ters oranda etkiledigi
gozlemlenmistir. Nemden sonra en iyi degeri sicaklik takip ederken basing degeri ters ve

diisiik oranda etkilesimi etkilemektedir.

Korelasyon testine gore basing degerinin etkilemiyor gibi goriinmesi dogrusal olarak
tahmin yonteminde kullanmayacagimiz manasina gelmemekle birlikte modelin daha iyi

sonug¢ vermesine katki saglamaktadir [83].

4.2 Tahmin Modelinin Olusturulmasi ve Kiyaslanmasi

Bu caligmada tahmin modelinde kullanilacak modeli belirlemek {izere bir¢ok yontem
denenmis olup, kullanilacak en iyi modelin analizi yapilmistir. Derin 6grenme
metotlarinin iyi sonuglar verebilmesi igin ¢ok fazla veriye ihtiya¢ duyuldugundan ANN,
LSTM ve CNN yontemlerine LSTM-CNN hibrit modeli de eklenmistir. Bununla beraber
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az veri ile derin 6grenme metotlarindan ¢cok daha iyi sonuglar verebilen makine 6grenme
modellerinden 3 algoritma modeli de ¢alismaya eklenmistir. Bunlar LightGBM (Light
Gradient Boosting Machine), GBR (Gradient Boosting Regressor) ve RF (Random Forest

Regressor ) algoritmalaridir.

LightGBM; Histogram tabanli bir yontemdir. Siniflandirma, regresyon, hizli ve yiiksek

verim Ozelliklerine sahiptir. Ayrica diisiik kalitedeki veri ile iyi sonuglar verebilmektedir
[84].

GBR; Boosting algoritmas1 zayif 6grenme verilerini, giiclii verilere donistiirerek

calismaktadir. Asamali bir regresyon agag algoritma mantigiyla ¢alismaktadir [84].

RF; Karar agaglar1 olarak da adlandirilan bu algoritma siniflandirma ve regresyon

problemleri i¢in uygundur. Genellikle gii¢lii tahminler i¢in kullanilmaktadir [85].

Bu iic model de kendi arasinda regresyon ve siiflandirma 6zelliklerine sahip olup tahmin
modeli olusturmak i¢in hizli ve giiglii sonuglar verebildigi i¢in makine 6grenimi kiyasi

icin uygun modeller olarak belirlenmistir.

4.2.1 Makine Ogrenmesi Modelleri Kullanarak Tahmin Modelinin Olusturulmasi

Calismadaki veri yetersizliginin neticesinde, az veri ile iyi sonuglar verebilen, ¢abuk
ogrenebilen makine 6grenme modellerinin bu ¢alisma i¢in daha iyi sonug verebilecegi
diisliniilerek, regresyon tabanli makine 6grenme modelleri olan LightGBM, GBR ve RF

modelleri ayn1 veriler iizerinde incelenmistir.

Olusturulan model i¢in, Python, scikit-learn kiitiiphanesinden faydalanilmistir. Veri seti
bir dongli halinde sirayla 3 modelin tahmin sonuglarini gelistirmistir. Olusturulan
tahminlerin sonuglart RMSE, MAE ile degerlendirilmistir. Sekil 4.4’te makine 6grenme

modelleri i¢in olusturulan kodun goriintiisii eklenmistir.
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from pathlib import Path

import pandas as pd
from pycaret.regression import *

DATA_PATH = Path("data/processed/")

dataset = pd.read_csv(
DATA_PATH / "solar-forecasting-data.csv",
index_col="timestamp",

)

dataset.head()

temperature pressure humidity solar production

timestamp
2019-01-01 00:00:00 -6.7 8774 86.0 0.0
2019-01-01 01:00:00 -6.7 8774 2.0 0.0
2019-01-01 02:00:00 -6.4 8773 85.0 0.0
2019-01-01 03:00:00 -6.1 877.0 85.0 0.0
2019-01-01 04:00:00 -6.4 877.1 240 00

5 = RegressionExperiment()

s = setup(
data=dataset,
target="solar_production”,
train_size=0.8,
fold_strategy="timeseries",
fold=s,
session_id=42,
experiment_name="solar-forecasting",

Sekil 4.4 Makine 6grenme modeli i¢gin olusturulan kod goriintiisii

4.2.2 Derin 6grenme modelleri kullanarak iiretilen tahminlerin degerlendirilmesi

Calismada derin 6grenme modellerinden olan; ANN, LSTM, CNN ve hibrit bir yaklagim
olarak CNN+LSTM modelleri kullanilmistir. Her biri i¢in ayr1 ayri Python’da kod
yazilmis olup Keras kiitliphanesinden faydalanilmistir. Veri setinin %80°1 egitim igin
ayrilmis olup %20’si test i¢in kullanilmigtir. Her bir uygulamanin ayr1 ayr1 incelemesi bu

boliimde yer alacaktir.

4.2.2.1 ANN Modelinin incelenmesi

ANN modeli tahmin yontemlerinde ¢ok siklikla kullanmasindan dolay1 bu ¢alismada
incelenmistir. Yine bu uygulama i¢in de RMSE ve MAE hatalar1 kiyaslanmigtir. Sekil

4.5’te caligmaya ait bir kesit eklenmistir.
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train_size = int ( len ( veri kimesi ) * @.8)

tren , test = veri kimesi .

, P
# Test veril

test X , test_y

# Modeli tanumlayin
model = Siraly ()
model . ekle ( YoZun

# Egitim verilerini dzelliklere ve etiketlere ayirin

train X , trainy = train .

zelliklere ve etiketlere ayirin

test . birak ( "solar_production" , eksen

(64,

\

input_dim = train X . sekil [ 1 ],

model . ( Yogun ( 32 , aktivasyon = "relu” )) modeli ekleyin .

# Model modelini

derleyin . derleme (

kayip = "mean_squared_error” ,
optimizer = "adam" ,

metrics = [

RootMeanSquaredError (),

MeanAbsoluteError (),

MeanAbsolutePercentageError (),

MeanSquaredError (),

iloc [: tren_boyutu ], veri kimesi .

birak ( “solar_production” , eksen =1 )

=1

aktivasyon
ekle ( Yogun

iloc [ tren_boyutu :]

tren [ "solar_production™ ]

), test [ "solar_production" ]

Sekil 4.5 ANN modeli i¢in kullanilan kodlar

Sekil 4.5’te hata analiz grafiklerine yer verilmistir. Egitim ve dogrulama degerlerinin

yakinligina gére hem MAE hem de RMSE i¢in model oldukg¢a iyi egitilmistir.

4.2.2.2 LSTM Modelinin incelenmesi

LSTM zaman seri analizleri i¢in popiiler ve dogru sonu¢ veren algoritma olmasindan

kaynakli bu ¢alismada LSTM modeline de yer verilmistir. Sekil 4.6°da LSTM modeli i¢in

kisa bir kod 6zeti eklenmistir.

lstm_model = Sarali ()
lstm_model . add (
LSTM (
64

)

lstm_model .
lstm_model .

#

lstm_modeli

)

lstm_modeli .

return_sequences
aktivasyon

)]

derleme

= True ,

= "relu™ ,

ekle { Birakma ( @.2 ))

i
i

4

ekle { LSTM ( 32 , aktivasyon ="relu" )
Lstm_model . add {Dr

lstm_model

opout(8.2))

ekle { Yogun ( 1 ))

kayip = "mean_squared_error” ,
optimizer = "adam”

metrics = [

RoctMeansquaredError (),
MeanAbsoluteError (),
MeanAbsolutePercentageError (),
MeanSquaredError (),

dzet ()

»
input_shape = { train X . shape [ 1 ], 1 ),

Sekil 4.6 LSTM modeli i¢in kullanilan kodlar
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Sekil 4.6’ya gore MAE ve RMSE egitim dogrulama degerleri LSTM ig¢in yiiksek hata
gostermis olup bu veri seti igin uygun olmadigi diisiiniilebilir. Ancak bu tahmin modeli

i¢cin kullanilamayacagi manasina gelmemektedir.

4.2.2.3 CNN Modelinin incelenmesi

CNN modelinin daha ¢ok gorsel ve isitsel modellerde kullanilmasi tercih edilmesine
ragmen zaman seri analizleri i¢in de kullanilmaktadir. Sekil 4.7°de uygulama igin

kullanilan kodlara yer verilmistir.

cnn_fc_model = Sarala ()
cnn_fec_model . add (
ConwvlD (
filtreler = 32 ,
kernel_size = 2 ,
aktivasyon = "relu™ ,
input_shape = { train_X . shape [ 1 ], 1 ).,
)]
b
cnn_fc_model . { MaxPoolinglD { pool size = 2 3} cnn_fc_model ekleyin . ekle (
Dizlestir ()}
cnn_fec_model . ekle ( Birakma ( @.2 ))
cnn_fec_model . ekle ( Yofun ( 32 , aktivasyon = "relu™ ))
cnn_fec_model . ekle { YoSun { 1 ))
cnn_Ttec_modeli _ derleme (
kayip = "mean_squared_error” ,
optimizer = "adam"™ ,
metrics = [

RootMeanSquaredError (),
MeanfAbsoluteError (),
MeanAbsolutePercentageError (),
MeanSquaredError (),

)

cnn_fc_modeli _ &zet ()

Sekil 4.7 CNN modeli i¢in kullanilan kodlar

Sekil 4.7’ye gore CNN modelinin egitimi, RMSE modelinde daha iyi gézlemlenmekte
olup, MAE icin de 1iyi olmasina ragmen dalgali bir egriye sahip oldugu

gozlemlenmektedir.

4.2.2.4 CNN +LSTM Hibrit Modelin incelenmesi

CNN ile LSTM modelinin birlikte nasil sonuglar verecegini incelemek iizere hibrit bir

yaklagim ele alinmistir. Sekil 4.8’de uygulamada kullanilan kodlara yer verilmistir.
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cnn_lstm model = Sarali ()
cnn_lstm_model . add (
ConvlD (
filtreler = 64 ,
kernel_size = 2 ,
aktivasyon = "relu™ ,
input_shape = ( train X . shape [ 1 ], 1),
)
)
cnn_lstm_model . ( MaxPoolinglD ( pool_size = 2 )} ekleyin ecnn_lstm_medel . ekle (
Dizlestir ())
cnn_lstm_model . ekle ( TekrarVektor ( 1 }))
cnn_lstm _model . ekle ( Birakma ( @.2 ))
cnn_lstm model . ekle ( LSTM { 32 , aktivasyon = "relu” ))
cnn_lstm model . ekle ( Yogun ( 1 ))

cnn_lstm_modeli . derleme (
kayip = "mean_squared_error” ,
optimizer = "adam" ,
metrics = [
RootMeanSquaredError (),
MeanAbsoluteError (),
MeanAbsolutePercentageError (),
MeansquaredError (),
1.
)

cnn_lstm_modeli . dzet ()

Sekil 4.8 LSTM- CNN modeli i¢in kullanilan kodlar

Sekil 4.8’¢ gore CNN+LSTM hibrit yaklasimi CNN kadar iyi sonu¢ vermese de tek
basina LSTM’den ¢ok daha iyi egitilmistir.
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5. SONUC

Elektrik {iretim tahmini, enerji sektoriinde oldukga biiyiik dneme sahiptir. Ozellikle enerji
tedarikgileri, tiiketiciye kesintisiz enerji iletebilmek, verimli bir sekilde elektrik
iretebilmek ve kayiplar1 en aza indirebilmek i¢in dogru iiretim tahmini yapmak
zorundadirlar. Bu tahminler, iretim maliyetlerinin optimize edilmesine, iiretim
hatalarinin dnlenebilmesine ve enerji dagitimi i¢in gerekli kaynaklarin dogru bir sekilde
tahsis edilmesiyle enerji arzinin kesintisiz bir sekilde devam etmesine, bu sayede son
tiikketicinin enerji kaynaklarini stirdiiriilebilir sekilde kullanmasina yardimei olur. Bu
sebeple, verimli galisan bir gii¢ sebekesinde enerji iretimindeki arzin ve enerji
tiketimindeki talebin birbiriyle dengede olmasi beklenmektedir. Bu denge, enerji

piyasasinin istikrarli sekilde devamliligini saglamaktadir.

Enerji tiretim tahmin modelleri, artan enerji talebiyle beraber, enerjinin depolanamamasi
gibi sorunlarin 6niine gegilmesi, maliyetlerin en aza indirilmesi gibi nedenlerden dolay1
olduk¢a Onem tasimaktadir. Verimliligin artirilarak hatanin azaltilmast ve sonuglarin
gercege daha yakin olabilmesi i¢in gelistirilen veya kullanilan tahmin modeli de olduk¢a

onemlidir.

Bu tez calismasinda, Tiirkiye genelindeki ortalama sonuglardan yola ¢ikarak bolgesel bir
calisma yapilmistir. Verilerin gergekligini trafo merkezinde test edebilme imkani
bulundugu igin, Sivas ili Kangal il¢esinde bulunan 9MWe kurulu giicii olan Hamal Giines
Enerji Santrali uygulama pilot bolgesi olarak segilmistir. Santralin Enerji Piyasalari
Isletme A.S. (EPIAS)-Seffaflik platformu iizerinden saglanan, iiretim verileri ile
Meteoroloji Genel Midiirliigii’nden alinan, ayni doneme ait sicaklik, nem ve basing
iceren hava durumu verileri kullanilarak tahmin modelleri gelistirilmistir. Model
performansinin degerlendirilmesinde 6ncelikle MAPE ve RMSE metrikleri kullanilmistir
ancak giines enerji tiretim verilerinde ¢alisilan doneme ait olan birden fazla sifir (0) degeri
iceren verilerde MAPE metriginin iyi sonug¢ vermedigi gézlemlenmis olup MAPE yerine

0’1 da bir deger olarak kabul géren MAE metrigi kullanilmasi daha uygun bulunmustur.

Caligmada toplam 6 farkli model gelistirilerek, gercek zamanl verilerle uygulamalar
yapilmistir. Bu modeller igerisinde; LSTM, ANN, CNN temelli 3 farkli derin 6grenme
metodu; CNN+LSTM birlikte calistirilan 1 adet derin 6grenme metotlarinin hibrit
yaklagimi ve son olarak 3 farkli makine 6grenme modeli; LightGBM, GBR ve RF

incelenmistir. Makine 6grenme modelleri kendi aralarinda kiyaslanmis olup, sonucta
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ulagilan en iyi model, derin 6grenme modelleri ile birlikte hibrit modelle de

kiyaslanmistir.
Cizelge 5.1 Modellerin hata oranlari
Model MAE RMSE
LightGBM - Light Gradient Boosting Machine 1.1072 1.7479
GBR- Gradient Boosting Regressor 1.1424 1.7563
RF- Random Forest Regressor 1.1241 1.7833

Cizelge 5.1°de goriilecegi gibi incelenen bu 3 model, kendi arasinda kiyaslanmig olup en
iyi sonug veren modelin 0 degerine en yakin deger olan LightGBM modeli olduguna karar
verilmistir. LightGBM modelinden sonra GBR gelmekte olup en kotii tahmin sonucu RF
algoritmasina aittir. Makine 6grenmesine ait en iyi model olan LightGBM modeli, derin

o0grenme metotlari ile de kiyaslanmustir.

mean_absolute_error root_mean_squared_error
16 1
30 4
14 -
251
12 4
101 201
— training —— ftraining
validation
g4 validation 15 4
64
10 1
44
54
2
T
0 5 10 15 20 25 0 5 10 15 20 25

Sekil 5.1 MAE ve RMSE analizine gore egitim-dogrulama grafigi

mean_absolute_error root_mean_squared_error

—— ftraining 2.2 —— ftraining
L4 validation validation
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Sekil 5.2 MAE ve RMSE egitim- dogrulama grafikleri

mean_absolute_error root_mean_squared_error

14 4
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10 15.0
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o
w
-
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Sekil 5.3 MAE ve RMSE egitim-dogrulama grafikleri

mean_absolute_error

2 root_mean_squared_error
16
10 14
12
8
10
= ftraining = training
P validation - validation
]
. 6
4
2 .
N )
0 5 10 5 2 % 0 5 10 15 20 2
Sekil 5.4 MAE ve RMSE egitim-dogrulama grafikleri
Cizelge 5.2 Modellerin kiyaslanmasi
MODEL ANN LSTM CNN CNN+LSTM LIGHTGBM
RMSE 2.1617 2.1557 2.0354 2.1036 1.7479
MAE 1.4230 1.4975 1.4654 1.6028 1.1072

Cizelge 5.2’ye gore en iyi performans sonucunu, 0’a en yakin deger olan, makine
ogrenme modeli LightGBM verirken, sirasiyla ANN, CNN, LSTM ve en son olarak
CNN+LSTM modeli vermektedir. Cizelge 5.2 grafiksel olarak Sekil 5.5 ve 5.6’da
gosterilmistir.
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Sekil 5.5 Modellerin grafiksel olarak karsilagtirilmasi
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Sekil 5.6 Modellerin grafiksel olarak karsilagtirilmasi

Sekil 5.5 ve 5.6’da verilen grafik degerlerine gore sonuglarin ve hata oranlarinin daha net
anlagilmas1 miimkiindiir. Bu sonuglara gore, calisma 6ncesinde yapilan arastirmalara
dayanilarak en iyi modelin derin 6grenme modellerinden biri olacagi beklenirken, derin
ogrenme metotlarinin makine 6grenmesine karsi yiiksek hata oraniyla diisiik verimli,
gercek degerlerden daha uzak degerler hesapladigi net olarak goriilmektedir. Kullanilan
veri sayist derin O6grenme metotlarinin verimliligini artirip azaltmakta, sonuglarin
iyilestirilmesinde oldukc¢a biiyiikk bir rol oynamaktadir. Derin 6grenme metotlar
kullanilarak yapilan tahmin hesaplamalarinda, sonuglar alinirken bu durumun dikkate

alinmasi olduk¢a 6nemlidir.
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Derin 6grenme metotlarinin yiiksek hata oranli sonuglar iirettiginin tespit edilmesi ile
makine 6grenme modelleri kiyaslamasi yapilarak gergek verilere en yakin degerlerin
tiretilmesi hedeflenmistir. Makine 6grenme metotlar1 ile daha az veri ile bile daha hizh
Ogrenen, daha iyi performans sergileyen enerji tiretim modeli gelistirilmis ve enerji tiretim
tahmininde, daha az veri sayisi ile daha basarili sonuglara LightGBM Modeli ile ulasildigi
tespit edilmistir. CNN, ANN ve LSTM modellerine kars1 iistinliik saglayan LightGBM
modeli enerji iiretim tahmini hesaplamalarinda yiiksek verimli sonuglar iiretmek igin
kullanilabilir. Enerji iiretim tahmininde arz- talep dengesinin saglanabilmesi ve sistem
kararliliginin artirilmasi i¢in makine 6grenmesi ve derin 6grenme metotlar1 birlikte
kullanildiginda, makine 6grenmesinin tahmin dogrulugu dikkate alinarak hesaplamalar

yapildiginda daha iyi sonuclara ulasilabilir.

Bu ¢alismada enerji liretim tahmini modelleri gelistirmek ve elektrik piyasasinda oldukca
Ooneme sahip arz- talep dengesizligini ortadan kaldirmak i¢in tahmin modelleri tiretmek
hedeflenmistir. Gelecegin elektrik sebekesi olan akilli sebeke alt yapisinda da gerekli olan
sebeke kararliligi, stirekliligi ve tiretim tiiketim dengesini saglamak i¢in yapilan enerjinin
tahmini ¢alismalari, verimi etkileyen parametrelerin artirilmast ile gelistirilebilir. Mevcut
yazilim programlarinin hafizasinin gelistirilmesi ile gelecek donemlerde daha biiytlik
veriler ile ¢alisilma imkanina ulasilarak gelecekte daha verimli sonuglara ulasilmasi

mumkindiir.
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