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OZET

Binalarin Makine Ogrenmesi Algoritmalariyla Mekansal
Ozelliklerinden Yararlanarak Fonksiyonel Olarak

Siniflandirilmasi

Ayca Nursena BILGIN

Harita Miihendisligi Anabilim Dali
Uzaktan Algilama ve Cografi Bilgi Sistemleri Programi

Yiiksek Lisans Tezi

Danisman: Prof. Dr. Ali Melih BASARANER

Diinya genelinde insanlar, kirsal alanlardan kentlere dogru go¢ etmektedir. Bu gog
hareketi karmasik yapilasmayi ve kent yonetimi i¢in zorluklari beraberinde
getirmektedir. Kentler i¢in oldukga biiyilk 6neme sahip olan acil durum ve
kaynaklarin yonetimi, iklim degisikligi modellerinin olusturulmas: gibi kent
yonetim planlarinin temel veri kaynagini farkli bina fonksiyonlar1 olusturmaktadir.
Binalarin kullanim tiirlerinin belirlenmesi planlama siire¢lerinin temel bir adimidir.
Bu c¢alismada, bina detaylarinin (nesnelerinin) cografi bilgi sistemi (CBS)
ortaminda elde edilmis ¢esitli mekansal 6zelliklerinden (biiyiikliik, sekil, mekansal
iliski metrikleri ve niceliksel 6znitelikler) yararlanarak fonksiyonel (kullanim tiirii)
simiflandirmasinda  farkli makine Ogrenmesi algoritmalarinin performanslari
degerlendirilmis ve boylece kentsel planlama ve kent yonetimi siireclerine katki
saglanmasi amacglanmistir. Deneysel ¢alismada Florida eyaletinin Miami-Dade
ilindeki bina detay verileri kullanilarak iki uygulama gergeklestirilmistir.

Uygulamalarda kullanilan algoritmalar Grid Search yontemi ile en iyi performansi

Xiii



gosterecek olan hiper parametreleri ile egitilmistir. ilk uygulamada binalar konut
ve konut dist olmak iizere iki farkli fonksiyona gore simiflandirilmistir.
Siniflandirmada CART, destek vektor makineleri (DVM), rastgele orman (RO),
asir1 gradyan artirma (XGBoost) ve K — En Yakin Komsu (k-NN) algoritmalari
kullanilmistir. Algoritmalarin F1-skor degerleri sirastyla 0.83, 0.81, 0.83, 0.83 ve
0.74’tir. Topluluk 6grenmesi algoritmalarinin daha iyi performans gosterdigi
goriilmiistiir. Tkinci uygulamada (1) fabrika ve depo, (2) konut, (3) ticaret ve (4)
kamu hizmet binalar1 olmak {lizere dort farkli fonksiyona gore siniflandirilmistir.
Siniflandirmada CART, rastgele orman, asir1 gradyan artirma ve K-NN
algoritmalar1 kullanilmistir. Algoritmalarin F1-skor degerleri sirastyla 0.63, 0.68,
0.68 ve 0.60’tir. Topluluk Ogrenmesi algoritmalarinin daha iyi performans
gosterdigi gorlilmektedir. Hata matrisleri incelendiginde her iki uygulamada da
algoritmalarin hepsi konut siifinda yiiksek dogruluk géstermistir, fabrika ve depo
siifi bunu takip etmektedir. Kamu hizmet binalar1 en az dogrulugun gézlemlendigi
smiftir. Algoritmalarin hepsi kamu hizmeti simifina ait olan bazi binalar ticaret;
ticaret smifina ait olan bazi binalar1 ise kamu hizmeti ve konut olarak
simiflandirmistir. Metin ve konum tabanli sosyal medya verileri ve sokak gortiniimii
verilerinin ¢aligmalara dahil edilmesiyle elde edilen sonuglarin desteklenmesi

saglanabilir.

Anahtar Kelimeler: Bina detaylari, fonksiyonel siniflandirma, mekansal

ozellikler, makine 6grenmesi

YILDIZ TEKNIiK UNIiVERSITESI
FEN BILIMLERI ENSTITUSU
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ABSTRACT

Functional Classification of Buildings Based on Their
Spatial Characteristics Using Machine Learning

Algorithms

Ayca Nursena BILGIN

Department of Geomatic Engineering
Master of Science Thesis

Supervisor: Prof. Dr. Ali Melih BASARANER

People are migrating from rural areas to cities all over the world. This migration
movement brings with it complex structures and challenges for urban management.
Different building functions constitute the basic data source of urban management
plans such as emergency and resource management, which are of great importance
for cities, and the creation of climate change models. Determining the types of use
of buildings is a fundamental step in planning processes. In this study, the
performances of different machine learning algorithms in functional (type of use)
classification were evaluated by utilizing various spatial characteristics (size, shape,
spatial relationship metrics and quantitative attributes) obtained from the
geographic information system (GIS) environment of building features (objects),
and thus, it was aimed to contribute to urban planning and urban management
processes. In the experimental study, two applications were carried out using
building detail data from Miami-Dade County, Florida. The algorithms used in the
applications were trained with the Grid Search method and the hyper parameters

that would show the best performance. In the first application, buildings were
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classified according to two different functions: residential and non-residential.
CART, support vector machines (SVM), random forest (RF), extreme gradient
boosting (XGBoost) and k-Nearest Neighbors (k-NN) algorithms were used in the
classification. The F1-score values of the algorithms are 0.83, 0.81, 0.83, 0.83 and
0.74, respectively. Ensemble learning has been shown to perform better. In the
second application, (1) factory and warehouse, (2) residential, (3) commercial and
(4) public service buildings were classified according to four different functions.
CART, random forest, extreme gradient boosting (XGBoost) and k-NN algorithms
were used in the classification. The F1-score values of the algorithms are 0.63, 0.68,
0.68 and 0.60, respectively. Ensemble learning algorithms were found to perform
better. When the error matrices are examined, all of the algorithms showed high
accuracy in the residential class in both applications, followed by the factory and
warehouse class. Public service buildings are the class with the least accuracy. All
of the algorithms classified some buildings belonging to the public service class as
commercial; and some buildings belonging to the commercial class as public
service and residential. The results obtained can be supported by including text and

location-based social media data and street view data in the studies.

Keywords: Building features, functional classification, spatial characteristics,

machine learning

YILDIZ TECHNICAL UNIVERSITY
GRADUATE SCHOOL OF SCIENCE AND ENGINEERING
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1

GIRIS

Sehirlere dogru olan gdgler her gegen yil artmaktadir. Birlesmis Milletlerin “Diinya
Niifus Beklentileri” ile ilgili raporunda 2050 yilinda diinya niifusunun %68’inin
sehirlerde yasayacagi tahmin edilmektedir (World Urbanization Prospects: The
2018 Revision, 2019). Bu durum beraberinde sehirsel yapilasmada 6nemli dlgiide
degisiklige ve gelisime yol agmaktadir. Yapilasmadaki degisim ve gelisim
stireclerinin yoOnetilebilmesi i¢in sehirlerin temel yapitaslari olan binalar ve sahip

olduklar1 fonksiyonlar yiiksek 6neme sahiptirler.

Yapilagsma stirecinin ilk adimlarinda insanlar barinma ihtiyaglarini karsilamak i¢in
konut insa ederler. Ancak siirecin devaminda insanlarin yasam, calisma ve
dinlenme gibi aktivitelerinin bir sonucu olarak ¢esitli bina fonksiyonlar1 ortaya
cikar ve sehirsel yapilasma daha da karmasik bir hale gelir. Bu durum kuskusuz acil
durumlarin ve kaynaklarin (enerji, su, elektrik gibi) yonetilmesi, iklim degisimi
modellerinin  olusturulmasi ve sera gazi emisyonlarinin  etkilerinin
degerlendirilmesi gibi sehir yonetiminde biiylik Oneme sahip siiregleri

etkilemektedir.

Plan ve modeller olusturulurken alinan kararlarin temelinde dogru ve giivenilir
mekansal veriler yer alir. Bu veriler, geometrik ve semantik nitelikte olup,
geometrik veriler genellikle mekansal veri toplama teknikleri ve semantik veriler
ise genellikle ek saha calismalar ile elde edilir. Ayrica, 6nceden mevcutsa bu tip
veriler, yerel yonetimler basta olmak lizere ¢esitli kamu kurumlar veya 06zel
kuruluglardan da temin edilebilir. Saha c¢aligmalar1 biiyiik dl¢lide insan giiciine
dayanir, fazla zaman alir, giiglii finansal kaynaklar gerektirir ve hata pay1 yiiksek
veriler ortaya ¢ikarir (Li vd., 2023). Ayrica insan giiciine dayanan yontemlerde
verileri siirekli olarak gilincellemek miimkiin degildir. Yerel yonetimlerin verileri
ise nadiren ve kismi olarak erisilebilirdir, bu da eksiksiz caligmalar ortaya

konulmasinda engel olusturmaktadir. Diger veri kaynaklar1 arasinda ilgi noktasi

1



(POI) verileri, sokak goriiniimii verileri ve cografi referansli sosyal medya verileri

sayilabilir (Lin vd., 2021).

1.1 Literatiir Ozeti

Binalar farkli disiplinlere sahip bir¢ok arastirmaci tarafindan kentlerin
problemlerini ¢6zmek ya da sahip olduklar1 potansiyellerini ortaya ¢ikarmak icin
temel veri kaynagi olarak kullanilmaktadir. Bu temel veri kaynagi diinyamizin
gelecegine yon verebilecek 0Ozellikle siirdiiriilebilirlik konusunda da birgok
calismada kullanilmaktadir. Arastirmacilar karbon emisyonlarinin ve kiiresel iklim
degisikliklerinin temel sebebi olarak kentlesmeyi gostermektedir. Kiiresel olgekte
incelendiginde 2019 yilinda karbon emisyonlarinin %31’inin  binalardan
kaynaklandig1 goriilmektedir. Calismalar farkli bina fonksiyonlarinin kaynaklar ve
enerji tilkketimindeki etkilerinin de farkli oldugunu gostermektedir. Hiikiimetlerarasi
iklim Degisikligi Paneli (Intergovernmental Panel on Climate Change - IPCC)
raporuna gore 2019 yilindaki enerji kullaniminin %50°sini konutlar, %32’sini konut
dis1 binalar ve %18’ini ise yapisal emisyonlar olusturmaktadir (Bashmakov vd.,
2022). Enerji taleplerinin azaltilmasi ve enerji sistemlerinin gelistirilmesi igin
ozellikle son yillarda bir¢cok calisma yapilmaktadir. Bu ¢alismalara Avrupa’daki
binalarin enerji performansini degerlendirmek ve iyilestirmek icin gelistirilen 2009
yilinda ¢aligmalarina baslanan “Bina Stok Enerji Degerlendirmesi i¢in Tipoloji
Yaklasim” (Typology Approach for Building Stock Energy Assessment -
TABULA) projesi ve bu projeyi takiben 2013 yilinda caligmalarina baslanan
“Avrupa Konut Stoklarinda Yenileme Siireglerinin Siirekli Optimizasyonu i¢in
Enerji Performans Gostergesi izleme Semalari” (Energy Performance Indicator
Tracking Schemes for the Continuous Optimisation of Refurbishment Processes in
European Housing Stocks - EPISCOPE) projesi 6rnek olarak verilebilir. Tornay vd.
2017 yilinda yaptiklar1 calismada TABULA ve EPISCOPE projelerine elestirel bir
bakis agis1 ile bakarak ‘Etkilesimli Kentsel Blok Jeneratorii® (GENerator of
Interactive Urban blockS - GENIUS) projesini gelistirdiler. GENIUS projesi diger
iki caligmadan farkli olarak sadece konutlarin enerji tiiketimlerine deginmeyerek
konut dis1 binalar1 da galisma kapsaminin igine alarak toplamda 12 farkli bina
fonksiyonu cergevesinde gelistirilmistir. Caligmada asil amaglanan farkli bina

fonksiyonlarin sahip olduklar1 6zelliklerin kentsel enerji dengesini ne dlgiide



etkiledigini simiile etmektir. Xiao vd. (2022) ¢aligmalarinda geri yayilimli sinir ag1
modelini kullanarak Cin’in Chongqing kentindeki konut binalarinin enerji talebini
olusturdular. Calismalarinin mevcuttaki ve kente gelecekte insa edilecek binalara
enerji tasarruf programlari ve 6l¢timleri i¢in kilavuz olabilecegini ifade etmislerdir.
Livd. (2022), bina yiiksekligi ve bina ayak izi verilerinin yerel iklime olan etkilerini
incelemislerdir. Kentsel binalar ve {i¢ boyutlu morfolojilerinin, kentsel iklim ve

hava kirleticilerinin yayilmasinda 6nemli rol oynadigini vurgulamislardir.

Farkli bina fonksiyonlar1 deprem arastirmalarinda da onemli bir veri kaynagi
olmustur. Yang vd. Cin’de kentsel yap1 dayanakliligini 6l¢gmek i¢in yap1 malzemesi
yogunlugu veri tabani olusturmuslardir (Xiao vd., 2022). Bu veri tabaninin, yap1
malzemesi stok analizi, islenmemis malzeme ¢ikarma talebi, ingaat yikim atik
tahmini ve geri donilisiim potansiyeli gibi konularda 6énemli bir gosterge oldugunu
vurgulamiglardir. Jing vd. Cin’deki farkli bina fonksiyonlarinin deprem risk analizi
ve deprem sigortasi aragtirmalart i¢in Onemli bir veri kaynagi oldugunu

vurgulamisglardir (Xiao vd., 2022).

Farkli bir disiplin acisindan incelendiginde bina fonksiyonlar1 kentsel arazi
kullanim haritalariin olusturulmasinda da veri kaynagi olarak kullanilmaktadir.
Niu vd. (2017) binalarin islevlerine iligkin bilgilerin sehir planlamasi i¢in énemli
bir temel oldugunu vurgulayarak arazi kullanim haritalarin1 ¢ok daha ayrintili bir
mekansal 6l¢ekte olusturmuslardir. Taksi “Kiiresel Konumlama Sistemi”, WeChat
(bir mesajlasma uygulamasi) verilerini ve bina ayak izi verilerini kullanmigslar.
Cin’in Tianhe Bolgesi’nde 68.997 bina ayak izi verisi ile yaptiklari calismada arazi
kullanimin1 6 bolgeye (konut, ofis, okul, ticari bina, otel, hastane) ayirmislar ve
%72,22 nihai tespit oran1 ve %65’in iizerinde dogruluk orani elde etmislerdir.
Zhang vd. (2020) arazi kulanim siiflandirmasini iyilestirmek igin arazi ortiisii ve
bina fonksiyonlarini kullanmiglardir. Rastgele orman algoritmasi ile iki veri setini
birlestirmislerdir. ki verinin birlikte kullanilmasinin F1 puanini ve duyarlilig:
arttirdigin1 gostermiglerdir. Du vd. (2024) Cin’in Pekin ve Sanghay kentlerinin
arazi kullanim haritalarin1 olusturmak icin denetlenen ve denetlenmeyen
algoritmalar1 birlestiren iki adimli bir yéntem dnermislerdir. Tlgi noktas1 (POI) ve
Open Street Map verilerini kullanmigladir. Bu iki adimli birlestirmeyle birlikte
simiflandirma icin ek manuel 6rneklere gerek olmadigini ve ilgi noktasi verilerinin

siiflandirma {izerindeki etkisinin azaltilacagimi vurgulamislardir. Yontemlerinde



ilk olarak denetimsiz algoritmada bina ayak izleri geometrik 6zelliklerine gore
kiimelenir ve daha sonra bu kiimeler denetimli algoritmada siniflandirma birimi
olarak kullanilir. Denetimli algoritmada ise bina kiimelerinin ortalama geometrik
Ozellikleri ve ilgi noktas1 verilerinin yogunluk degerleri ile siniflandirict egitilir.
Calismada dogruluk degerleri Pekin ve Sanghay icin sirasiyla %83,9 ve %81,8
olarak elde edilmistir. Calismanin kentsel gelisim planlamalart i¢in Onemli
¢ikarimlar barindirdigini vurgulamislardir. Zhong vd. (2017) anketlerden ve akilli
ulagim kart sistemlerinden elde ettikleri ulagim verilerinden bina fonksiyonlarini ve
bu fonksiyonlardan da kentsel arazi kullanim haritalarin1 olusturmuslardir.
Calismalarmi arazi kullanimin ve ulasim sistemlerinin ¢ok karigik olmadigi
Singapur’da gergeklestirmislerdir. Lin vd. (2021) kentsel ortamdaki mekéansal
yapiy1 kesfetmek icin mekansal benzerlikten c¢ikardiklari bina fonksiyonlarini ve

ilgi noktasi verilerinin ¢ekirdek yogunlugunu kullanmislardir.

Kartografik genellestirme de binalarin 6zelliklerinin veri kaynagi olarak
kullanildigi 6nemli ¢alisma konularindan biridir. Farkli uygulama alanlar1 igin
farkli 6l¢ek ve tiirlerde haritalara ihtiyag duyulur. Kartografik genellestirme, bu
ihtiyaglara bir ¢oziim olarak ortaya ¢cikmistir. Bu baglamda, ayni ya da ortak
fonksiyonel tanima sahip binalar birlikte islem gortirler. Ayrica, fonksiyonel olarak
onemli ve etrafindakilerden farkli olanlarin yonlendirme icin referans alinma
potansiyellerinden dolayr hedef Olgekte korunmasi amaclanir. Genellestirme
slireglerinde binalarin sekilleri genellikle etkilenir. Basaraner ve Selguk (2004) bina
genellestirmesi i¢in baz1 sekil gostergeleri (metrikleri) tiretmislerdir. Kompaktlik,
dikdortgensellik, disbiikeylik, uzanim, kose sayisi, graniilerlik ve dogrultu iretilen

sekil gostergeleridir.

Binalarin geometrik ve topolojik o6zelliklerinin temel veri kaynagi olarak
kullanildig1 bir diger disiplin ise kent morfolojisidir. Farkli dlgeklerdeki kent
morfolojisini tanimlamak ic¢in binalarin hangi 6zelliklerinin en yararli oldugu bu
bilim dalinin temel arastirma konularindan biridir. Schirmer ve Axhausen (2015),
Ziirih kentini 4 farkli cografi 6lgekte ((1) bina, (2) bina etki alani, (3) mahalle (4)
belediye) morfolojik agidan incelemislerdir. ilk dlgekte binalarmn iki ve ii¢ boyutlu
Oznitelik verilerini kullanmiglardir. Elde ettikleri bina tipolojilerinin konum
modellerinde ve hedonik modellerde O6nemli bir girdi saglayacagini

vurgulamislardir. Bir {ist 6lgekte binalarin mekansal yapilanigini inceleyebilmek



icin binalar aras1 mesafeyi 300 metre olarak sinirlandirmiglardir. Kentsel alanlar,
avlular ve bina etki alanlar1 bu lgekten elde edilebilir. 1k iki lcekteki verilerden
belirledikleri merkez noktasindan itibaren yiirlime mesafesindeki alanlar1 mahalle
Olcegi olarak belirtmislerdir. Bu 0l¢egin yerel yogunluk hakkinda bilgi
verebilecegini vurgulayan arastirmacilar ayni zamanda sadece kullanim
cesitliliginin  degil yapr tiirlerinin ¢esitliliginin de mekanin 6nemli bir
karakteristigini olusturacagini belirtmistir. Son 6lgekte belediyenin mevcut sinirlar
dikkate alinmistir. Bu Olgekten kentlerin tek ya da ¢ok merkezli yapis,
kullanilmayan ve dogal alan rezervleri ve kentlerin biiylime potansiyelleri hakkinda
bilgi elde edilebilecegini vurgulamislardir. Yoshida vd. (2004), kentsel morfolojik
Ozelliklerin tiiretilmesi i¢in binalar1 mekansal birim olarak kullanmislardir.
Ongoriilen alan basina yiizey alami (1), 6ngdriilen alan basina hacim (2), bina
alaninin arazi alanina orani (3), binalarin ortalama yiiksekligi (4), binalarin birim
hacim bagina yilizey alani (5) ve binalarin ortalama hacmi (6) tiirettikleri
ozelliklerdir. 1 ve 2 numarali 6zelliklerin morfoloji ve arazi kullanim arasindaki
iligkileri agikladigini, kalan degiskenlerinde kentsel morfolojinin 6énemli yonlerini
sergiledigini vurgulamiglardir. Calismalarinin  kentsel alanlardaki degisim

stireglerinin izlenmesine temel olusturacagini ifade etmislerdir.

1.2 Tezin Amaci

Kent yonetiminde 6nemli bir paya sahip olan acil durum ve kaynaklarin yonetimi,
iklim degisikligi modellerinin olusturulmasi, kentsel morfoloji, kentsel arazi
kullanim haritalarinin olusturulmas: ve kartografik genellestirme caligmalarinda
bina fonksiyonlar1 temel veri kaynagi olarak kullanilmaktadir. Bina
fonksiyonlarinin saha ¢aligmalarindan elde edilmesi genellikle zaman alan ve giiclii

finansal kaynaklar gerektiren siireglerdir.

Bu tez caligmasinin temel amaci, bina fonksiyonlarint mekansal 6zelliklerinden
yararlanarak makine 6grenmesi yontemleri ile daha hizli, daha dogru ve daha

ekonomik bir sekilde tespit etmek ve siniflandirmaktir.



1.3 Hipotez

Hipotez 1 — Bina fonksiyonlari, binalarin mekansal 6zellikleri (blytkliik, sekil,

mekansal iliskiler ve nicel 6zellikler) ile iliskili olabilir.
Hipotez 2 — Bina fonksiyonlari, farkli kategorilerde incelenebilir.

Hipotez 3 — Bina fonksiyonlarinin belirlenmesi igin mekéansal 6zellikleri 6l¢en
gostergeler (metrikler/6l¢iiler) kullanilarak farkli makine 6grenmesi yontemleriyle

farkli siniflandirma dogruluklar: elde edilebilir.
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SEKIL ANALIZI VE SINIFLANDIRMA

Yasadigimiz diinyay1 daha iyi tanimlayabilmek ve anlayabilmek i¢in mekansal
analizlere ihtiya¢ duyulur. Mekansal analizler, nesnelerin temel 6zelliklerini ve
iligkilerini aragtirmak ve boylece ¢esitli bilgiler elde etmek i¢in kullanilir. Bu
bilgiler insanlarin ge¢mis deneyimleri, duygular1 ve algilama yetenekleri ile
yorumlanarak yararl bilgiler haline gelir. Ozellikle kentlerde binalara iliskin
bilgilerin elde edilmesi kent yonetimi i¢in dnemlidir. Bu kapsamda sekil analizleri,

bina ve bina gruplarinin 6zelliklerinin arastirilmasinda kullanilabilir.

Sekil, ana hat parcalari ile gosterilen, uzamda nesne varligi ile ortaya ¢ikan yapidir.
Ana hatlarinin sorgulanmasi ile ortaya ¢ikar. Sekil ayni zamanda bir nesnenin
etrafinda var olan alanin yapisi olarak da ifade edilebilir (Leymarie, 2006). Sekiller
gorsel dilin kelimeleri olarak da ifade edilebilir (Da Fona Costa ve Cesar, 2018).

Sekil analizi veya sekil tanima yontemleri, nesnelerin sekillerini inceleyerek onlarla
ilgili anlaml bilgiler ¢ikarmak i¢in kullanilan bir yontemdir (Loncaric, 1998). Sekil
analizi nesnelerin igsel 6zelliklerini ve iligkilerini kesfeder (Da Fona Costa ve

Cesar, 2018). Sekil analiz stiregleri Sekil 2.1°de goriilmektedir.
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Sekil 2.1 Sekil analiz siirecleri (Da Fona Costa ve Cesar, 2018)



2.1 Sekil Analizi

Sekil analiz siire¢leri sekil 6nisleme adimu ile baslar. Sekil onisleme; sekil edinimi,
sekil algilama, giiriiltii filtreleme, sekil islemleri adimlarindan olugsmaktadir. (1)
Sekil edinimi, bir goriintiiye ulasmak ve onu bilgisayar tarafindan islenebilmesi i¢in
dijitallestirmektir. (2) Sekil algilama, nesnenin goriintiideki ilgisiz yapilardan
ayristirilmasidir. (3) Giiriiltii filtreleme, bir 6nceki islem adimlarindan kaynaklanan
ya da gorintiiniin kendisinde var olan giirtltiilii degisikliklerin azaltilmasi ya da
ortadan kaldirilmasidir. (4) Sekil islemleri; normallestirme, etkilesimli diizenleme,
sekil ekleme, kesisim gibi ¢ok sayida farkli yontemler (Da Fona Costa ve Cesar,
2018).

Sekil doniisiimleri, sekilden bilgi ¢cikarmaktir, dolayisiyla seklin analiz edilebilmesi
icin en 6nemli adimdir. Sekil dontisiimleri ile sekil uygun bir sekilde temsil edilir.
Sekil dontlisim yontemleri; sekil evrimi, sekil gosterimi, sekil tanimi, sekil
gorsellestirme ve sekil sikistirmadir. (1) Sekil evrimi, zaman igerisinde seklini
degistirmis nesneleri analiz eder. (2) Sekil gosterimi ile bir nesnenin sekli
matematiksel olarak temsil edilir. Bdylece seklin 6nemli 6zellikleri korunur ve sekil

kolay islenir. (3) Sekil tanimi birden fazla yontem icermektedir:

e Sekil oOlgtileri (gostergeleri), sekilleri tanimlamada en yaygin kullanilan
yontemlerdendir. Seklin sayilarla tanimlanarak anlamli bir sekilde temsil
edilmesini saglar. Bu tez kapsaminda sekil analizi siirecinde bu yontem
secilmistir. Tezde kullanilan sekil gostergeleri 2.2.2 numarali baslikta
detaylica incelenecektir.

e Sekil doniistimleri, bir seklin farkli bir temsile doniistiiriilmesidir. Fourier
en yaygin kullanilan yontemlerden biridir.

o Sekil ayristirma, sekli daha basit parcalara ayirma islemidir.

e Veri yapilan araciligiyla sekil tanimi; agac yapilar, sinir hiicreleri, nehir

aglar1 gibi karmagik sekillerin matematiksel olarak temsil edilmesidir.

(4) Sekil gorsellestirme verinin insanlarin algilayabilecegi sekilde sunulmasidir.
Boylelikle sekil analiz araglarinin gelistirilmesi ve kontrol edilmesi saglanir. (5)
Sekil sikistirma ile biiylik miktarda veri iglenebilir. Bu yontem ile depolama ve
hesaplama maliyetleri azaltilir. Ornegin iki boyutlu veriler tek boyutlu yapilarda

temsil edilerek saklanir (Da Fona Costa ve Cesar, 2018).



Sekil siniflandirmasi, sekillerin farkli kategorilere ayristirilmasi islemidir. Sekil
siiflandirmasi yontemleri; denetimsiz siniflandirma, denetimli siniflandirma, sekil
benzerligi ve sekil eslestirmedir. (1) Denetimsiz sekil siniflandirmasi ile 6nceden
sinif tanimi yapilmamis veriler siniflandirilir, genellikle kiimeleme algoritmalari
tarafindan gergeklestirilir. (2) Denetimli sekil siniflandirmasi 6nceden sinif tanimi
yapilmis ve 6rneklerin mevcut oldugu verilerde gerceklestirilir. Bu tezde denetimli
siniflandirma yontemleri kullanilacaktir. Kullanilan smiflandirma algoritmalari
2.3.1 boliimiinde ayrintili olarak incelenmektedir. (3) Sekil benzerligi, iki seklin
birbirine ne kadar benzedigini 6l¢cer. Bu 6l¢iim sekil benzerligi kriterleri ile saglanir.
(4) Sekil eslestirme, iki veya daha fazla seklin nokta nokta iliskilendirildigi islemdir
(Da Fona Costa ve Cesar, 2018).

2.2 Mekansal Ozellikler

Calisma kapsaminda binalarin mekansal 6zellikleri, dort bilesenle tanimlanmistir:
biiytikliik, sekil, mekansal iliskiler ve nicel 6znitelikler. Sekil 2.2°de bu bilesenler
ve bu bilesenleri 6lgmekte kullanilan gostergeler (metrikler) verilmistir. Binalar
fonksiyonel olarak makine Ogrenmesi algoritmalariyla smiflandirilirken bu

gostergelerin degerleri girdi olarak kullanilmastir.
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Sekil 2.2 Caligma kapsaminda binalara yonelik olarak dikkate alinan mekansal

ozellikler

2.2.1 Biiyiikliik Gostergeleri

Biiytikliik gostergeleri; bina (cokgen) alani, bina (¢okgen) gevresi, parsel alani ve
Voronoi ¢okgeni alani bilesenlerinden olugmaktadir. Bina g¢evresi yalnizca sekil
gostergeleri hesaplamalarinda kullanilan bir gostergedir. Bina alani ise hem sekil
gostergesi hesaplamalarinda kullanilmis hem de dogrudan algoritmaya bir girdi
olarak sunulmustur. Bina alani tez kapsaminda CBS programu ile Esitlik 2.1’deki

ve ¢okgen gevresi Esitlik 2.2°deki gibi hesaplanmaktadir (Basaraner M. , 2020).

n
1
Ack = EZ(}’i Xiv1 — XiYVit1) (2.1)
i=1
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Cox = ) A Ceira = 02+ Giea = 72 22)

Bu esitlikte;

Ack : Cokgenin alanini,

Cck : Cokgenin ¢evresini,

Xi . Cokgenin 1’inci kdse noktasinin x koordinatini,
yi : Cokgenin i’inci kdse noktasinin y koordinatini,
n : Kose sayisini ifade etmektedir.

Parsel alan1 indirilen veri setinden elde edilmistir. Voronoi ¢okgeni alani ise CBS
programi ile olusturulan Voronoi ¢okgenlerinin alanlarinin hesaplanmasi ile elde

edilmistir.
2.2.2 Sekil Gostergeleri

Sekil gostergeleri; dairesellik, dikdortgensellik, karesellik, disbiikeylik, esdeger

dikdortgen indeksi, uzamm, piiriizliiliik bilesenlerinden olusmaktadir.
2.2.2.1 Dairesellik

Dairesellik bir ¢gokgenin sekil olarak daireye ne kadar benzedigini agiklar (Sekil
2.3). Cokgen ile esit ¢evreli ¢gemberi arasindaki alan sapmasini 6lger. Cokgenin

alan1 ve ¢evresine gore Esitlik 2.3’teki gibi hesaplanir (Bagaraner M. , 2020).
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Sekil 2.3 Cokgen ve esit ¢evreli gemberi
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4 Ack
= 2 (2.3)

CCK

Bu esitlikte;

D : Daireselligi,

Ack : Cokgenin alanini,

Cck : Cokgenin c¢evresini ifade etmektedir.
2.2.2.2 Dikdortgensellik

Dikdortgensellik (rectangularity) ¢okgenin alaninin, ¢okgenin minimum alanh
siirlayici dikdortgenine orani olarak hesaplanir (Esitlik 2.4). Cokgenin i¢e dogru
ne kadar girintili oldugunu hesaplar. Ayn1 zamanda ¢okgenin dikdortgene ne kadar
benzedigini ortaya koyar Sekil (2.4) (Basaraner M., 2020; Basaraner ve Cetinkaya,
2017).

A
Dp = CK
Amasp

(2.4)

Bu esitlikte;
DD : Dikdortgenselligi
Ack : Cokgenin alanimi

Amasp @ Cokgenin minimum alanli smnirlayici dikdortgeninin alanmi ifade

etmektedir.

Dikdortgensellik (0, 1] araliginda deger alir. Degerin 1 olmasi ¢gokgenin dikddrtgen
oldugunu, 1’e yakin olmasi dikdortgene benzeyen bir ¢okgen oldugunu gosterir.
1’den belirgin uzaklasan degerler ise ¢okgenin dikdortgenden farkli oldugunu

gosterir.
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Sekil 2.4 Dikdortgensellik

Minimum alanli sinirlayici dikdortgen (MASD) ile minimum sinirlayict dikdortgen
(MSD) sekil analizi i¢in olduk¢a 6nemli ve birbirlerinden farkli kavramlardir.
MASD bir sekli tam olarak kapsayan en az alana sahip olan dikdortgendir (Sekil
2.4). MASD’nin bulunmasinda bir¢ok algoritma kullanilmaktadir. Yaygin olarak
kullanilan algoritmanin ilk adiminda ¢okgenin digbiikey ¢okgeni bulunur (Sekil
2.5). Ikinci adimda disbiikey cokgenin minimum sinirlayici ¢okgenleri bulunur
(Sekil 2.5). Freeman ve Shapira’nin teoremine gore bir ¢okgenin MASD’sinin
digbiikey cokgeninin kenarlarindan biriyle ayni dogrultuda bir kenari vardir.
Digbiikey ¢okgenin her bir kenarmma paralel olacak MSD’ler elde edilir ve

aralarindan en az alana sahip olan segilir (Sekil 2.5) (Toussaint, 1983).

[ ] Cokgen F=7MasD [ 1 MSD [__] Disbikey gokgen

Sekil 2.5 Minimum alanli sinirlayict dikdortgenin bulunmasi

MASD’de kenarlarin koordinat eksenlerine paralel olmas1 sart degildir. Ancak
MSD’de kenarlar koordinat eksenlerine paralel olmalidir (Sekil 2.6) (Basaraner M.
, 2020).
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[C1 Cokgen [ __iMsD
Sekil 2.6 Minimum sinirlayici dikdortgen

MSD’nin  boyutu ¢okgenin  dogrultusundan etkilenir. Ayni  ¢okgen
dondiiriildiigiinde MSD’nin boyutu degisir (Sekil 2.7). Ancak MASD’nin boyutu
cokgen dondiiriilse de degismez. Bunlar dikkat edilmesi gereken temel farklardir.

Bu nedenle dikdortgensellikte MASD kullanilmalidir (Basaraner M. , 2020).
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Sekil 2.7 Minimum sinirlayict ¢okgenin boyutu ¢gokgenin yoniinden etkilenir

2.2.2.3 Karesellik

Karesellik (squareness) cokgenin esit alanli karesinin g¢evresi ile g¢okgenin

cevresinin arasindaki ¢evre sapmasini 6lger (Esitlik 2.5) (Sekil 2.8) (Basaraner ve

Cetinkaya, 2017).
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[ | Bina ¢okgeni E__J Esit alanl kare

Sekil 2.8 Karesellik

_ Cpax 4 Ack
K= = (2.9)
Cek Pck

Bu esitlikte;

K : Kareselligi,

Ceak : Cokgenin esit alanli karesinin ¢evresini,
Cck : Cokgenin ¢evresini

Ack : Cokgenin alanin1 ifade etmektedir.

Karesellik (0,1.128] araliginda deger alir. Degerin 1 olmasi c¢okgenin kare
oldugunu, 1’e yakin olmasi kareye benzeyen bir ¢gokgen oldugunu gosterir. 1’den

uzak degerler ise cokgenin kareden farkli oldugunu gosterir.
2.2.2.4 Disbiikeylik

Digbiikeylik (convexity), cokgenin i¢e veya disa dogru ne kadar biikiimlii oldugunu
Olger. Cokgenin alani ile ¢okgenin minimum digbiikkey c¢okgeni (convex hull)
arasindaki alan sapmasini lger (Esitlik 2.6) (Sekil 2.9) (Basaraner M. , 2020).
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[ | Cokgen I:I Disbiikey ¢okgen

Sekil 2.9 Disbiikeylik
Ack (2.6)
DB = —
App

Bu esitlikte;

DB : Digbiikey ¢okgeni,

Ack : Cokgenin alanini,

Aps : Cokgenin digbiikey gdvdesinin alanini ifade eder.

Disbiikeylik (0,1] araliginda deger alir. Degerin 1 olmasi c¢okgenin disbiikey
oldugunu, 1’e yakin olmas1 digbiikeylige yakin oldugunu gdsterir. 1’den uzak

degerler ise ¢okgenin i¢biikey oldugunu gosterir.

2.2.2.5 Esdeger Dikdortgen Gostergesi

Esdeger dikdortgen gostergesi (equivalent rectangular index - EDG)
dikdortgenselligi iyilestirmeyi hedefler. Dikdortgensellik gostergesi c¢okgenin
cikintilarina kars1 ¢ok hassastir. Bu durum MASD’nin boyutunda 6nemli bir artisa
neden olur ve bu da gosterge degerini etkiler. EDG, bu problemi giderir. Teorik
olarak, EDG hesab1 i¢in, MASD’nin alan1 ¢okgenin alanina esit oluncaya kadar
Olgeklenir (Sekil 2.10). Cokgenin esit alanli dikdortgeninin gevresinin, ¢okgenin

cevresine orantyla hesaplanir (Esitlik 2.9).
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Sekil 2.10 Esdeger dikdortgen gostergesi

C
k= |—X (k <1
Amasp
Ceap = k X Cyasp
C A C
EDG = ZEAD _ ck_ . Lmasp

CCK AMASD CCK

Esitlik 2.9°’u olusturan elemanlar1 detaylica incelersek; esit alanli dikdortgen,

minimum sinirlayici dikdortgenin genislik ve uzunlugu dikkate alinarak esit oranda

Olgeklendirilir. EAD ile ¢okgenin alaninin esit oldugu varsayilarak k hesaplanir

(Esitlik 2.7). Elde edilen k katsayist ve minimum simirlayicit alanin g¢evresi

carpilarak esit alanl dikdortgenin ¢evresi hesaplanir (Esitlik 2.8).
Bu esitlikte;

EDG : Esdeger dikdortgen gostergesi,

Cck : Cokgenin gevresini,

Ack : Cokgenin alanini,

Awmasp : MASD’nin alanini,

Cwmasp : MASD’nin ¢evresini,

Ceap : Esit alanli dikdortgenin gevresini,

k : dlgcekleme katsayisini ifade etmektedir.

17



2.2.2.6 Uzanim

Uzanim (elongation) sekil karmasikligi ile dogrudan iliskili olmayan ancak
sekillerin kompaktliginin belirlenmesinde yardimei olan bir gostergedir. Uzanim
gostergesini hesaplamak i¢in ¢okgenin MASD’si elde edilir ve bu dikdortgenin kisa
kenarinin, uzun kenarina orani hesaplanir. Uzanim (0,1] arasinda deger alir (Esitlik

2.10) (Sekil 2.11) (Basaraner M. , 2020).

kisa kenar

MASD

MASLqun kenar

|| Cokgen E__J MASD
Sekil 2.11 Uzanim

_ MASDy (2.10)
~ MASDy

Bu esitlikte;
U : Uzanimu,
MASDk : MASD’nin kisa kenar uzunlugunu,

MASDy : MASD’nin uzun kenar uzunlugunu ifade etmektedir.

2.2.2.7 Piiriizliiliik

Piirtizlilik (roughness), bir tiir kompaktlik 6lgiisiidiir. Alanin ¢evreye oranina
dayali diger kompaktlik Olgiilerine gore uzanima daha az duyarli ve girinti-
cikintilara daha duyarhidir. Esitlik 2.11°de goriildiigli lizere radyal ¢izgilerin

ortalama uzunlugu, Ack Ve Cck parametreleri kullanilarak Esitlik 2.11 ile

hesaplanir. Bu islem Oncesinde, bina kenar ¢izgisine siklastirma islemiyle 300

nokta eklenmesi O6nerilmistir. Herhangi bir katsay1 kullanmadan daire i¢in P degeri
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1/42.62’ye esit olur. Daire i¢in 1 degerini elde etmek i¢in oran 42.62 ile garpilir
(Sekil 2.12) (Basaraner ve Cetinkaya, 2017).

.....
-----------

Sekil 2.12 Piiriizlilik

’ 2 2.11
=B w44ty = — xa262 @1)

p 2

Bu esitlikte;

P : Piirtizliligi,

Ack : Cokgenin alanini,
Cck : Cokgenin g¢evresini,

ur . Cokgenin agirlik merkezinden siir boyunca siklastirilan noktalarina ulasan

1s1nlarin ortalama uzunlugunu ifade eder.
2.2.3 Mekansal Iliskiler

Mekansal iligkiler; parsel esasli yogunluk ve Voronoi esashi yogunluk
bilesenlerinden olusmaktadir. Yogunluk, bir binanin bi¢imini betimlemek ve
fonksiyonlarimi belirlemek i¢in kullanilir (Kong vd., 2024). Calismada, bina ayak
izinin yogunlugu iki farkli ydntemle hesaplanmustir. Ilk olarak, bina (ayak izi)
alanmin parsel alanina orani hesaplanarak yogunluk degeri elde edilmistir. Ikinci
yontemde Voronoi diyagramlarindan yararlanilmigtir. Voronoi diyagramlari
binalarin mekansal dagilim ve etkilesimlerini analiz etmede kullanilir. Bina (ayak
izi) alanmin, Voronoi ¢okgeni alanina orani hesaplanarak, binalarin ger¢ek

kapladigi alan ile etki alanlar1 arasindaki iligki incelenmistir.
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2.2.4 Nicel Oznitelikler

Nicel 6znitelikler; kat adedi ve kat yiiksekligi bilesenlerinden olusmaktadir. Kat

adedi ve kat yiiksekligi indirilen veri setinden elde edilmistir.

2.3 Siiflandirma

Smiflandirma, girdi 6zelliklerinin bir veya daha fazla sinifa atanmasi islemidir.
Bilgi

(timevarimsal) olarak iki ana baslik altinda incelenebilir. Tablo 2.1’de her iki

temelli yaklagimlar (tiimdengelimsel) ve veri temelli yaklasimlar

yaklagim arasindaki farklar goriilmektedir. Bilgi temelli yaklasimlarin siirekli
gelisim ve degisim siirecinde olan alanlarda uygulanmasi zor olabilir. Veri temelli
yaklagim bu noktada 6nem kazanmaktadir. Bu yaklasimda modellemeler makine
ogrenmesi algoritmalari tarafindan otomatik olarak yapilir (Hecht vd., 2015). Bu
tezde smiflandirma temelli

icin  veri yaklagimlardan (makine Ogrenmesi

algoritmalari) yararlanilacaktir.

Tablo 2.1 Simiflandirma yaklagimlar1 (Hecht vd., 2015)

Ozellik Bilgi Temelli Yaklasim Veri Temelli Yaklasim
Uzmanlar tarafindan Otomatik 6grenme
Model . .
Olusturm olusturulan kilavuzlar, kural algoritmalar ile olusturulan
usturma kiimeleri ve agiklamalar modeller
Algoritma Belirli, oncedfen tanimlanmig Veriye dayal1 ola_rak ogrenen,
algoritmalar esnek algoritmalar
- 9 Veri kalitesine ve algoritma
Hata Payt RS ayl (Eger kurallar secimine bagli olarak degisken
dogruysa)
hata pay1
Veri Boyutu Az miktarda veri Biiyiik miktarda veri
. Diisiik esneklik, sistemin yapist | Yiksek esneklik, yeni verilere
Esneklik . 9
sabit ve durumlara uyum saglama
Net kurallarin oldugu, uzman Biiytik veri analitigi,
Uygulama e : y . o
bilgisinin 6nemli oldugu tahminleme, siniflandirma gibi
Alanlar
alanlar alanlar
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2.3.1 Simiflandirma Algoritmalari

Baslangicta bilgisayar sistemleri var olan kurallar tizerinden basarili bir sekilde
islemler geceklestirebilmekteydi. Ancak sistemler anlamsal akil yiiriitmekten
uzakti. E. A. Feigenbaum Onderliginde bir grup bilim insani bu problem iizerinde
cesitli calismalar gerceklestirdiler. Akilli olabilmeleri i¢in makinelerin bilgi edinme
yeteneklerinin olmasi gerektigini savundular. Boylelikle yapay zeka arastirmalari
1970’11 yillarin ortalarinda baglamis oldu. Aslinda makinelerin 6grenme olasiligina
Turing 1950’11 yillarda yaptig1 ¢alismalar ile ¢oktan deginmisti. Arthur Samuel
tarafindan 1950’1i yillarda gelistirilen dama oyununun oynanarak zamanla hamle
gelistirmeye baslamasi gibi adimlarinda makine 6grenmesinin temelini olusturdugu
diisiiniilmektedir. 1960 — 1970 yillar1 karar teorileri ve destege dayali 6grenme
sistemlerinin gelismeye basladigi donemlerdir. 1980°1i yillara gelindiginde mantik
tabanlt 6grenme ve karar agaclari tarafindan temsil edilen sembolik 6grenme,
orneklerden Ogrenmenin ana akimi olmustur. Karar agaglart giliniimiizde
arastirmacilar tarafindan bir¢ok ¢alismada yer verilen ve bu tez kapsaminda da
deginilecek olan agag tabanli bir yaklagimdir. insanlarin bilgiyi en aza indirgemesi
olarak ifade edilebilir. Karar agaglar1 2.3.1.1’de ayrintili olarak ele alinmaktadir
(Zhou, 2021).

Makine 6grenmesi algoritmalariin sayis1 bu alandaki gelismelerle birlikte siirekli
artmaktadir. Algoritmanin nasil egitildigi ve egitim sonundaki ¢iktinin
kullanilabilirligine bagli olarak, makine dgrenmesi algoritmalari 10 paradigma
altinda incelenebilir (Sekil 2.13). Bu tez kapsaminda topluluk 6grenmesi, denetimli
ogrenme ve ornek tabanli 6grenme paradigmalarinin rastgele orman, agir1 gradyan
ogrenme, destek vektor makineleri, CART (Classification and Regression Trees)

ve k—en yakin komsu siniflandirma algoritmalari incelenecektir (Alzubi vd., 2018).
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Sekil 2.13 Makine 6grenmesi paradigmalari

2.3.1.1 Karar Agaclan

Karar agaglarinin temeli Clopper ve Pearson’in 20.yilizyilin ortalarindaki

calismalarina dayanmaktadir. Arastirmacilar o donemde ikili karar siiregleri

kavramini ortaya atmislardir. Ancak modern uygulamalar ilk olarak 1984 yilinda

Breiman tarafindan gelistirilmistir. Breiman veri kiimesini ikili bir sekilde bolerek

karar agaclart olusturan CART algoritmasint gelistirmistir (Sekil 2.14). Bu

algoritmayla birlikte Gini katsayis1 ve ikili bélme gibi kavramlar1 da tanitmistir.

Quinlan 1986 yilinda verileri alt kiimelere ayirmak i¢in bilgi kazancini kullanan

ID3 (lterative Dichotomiser-3) algoritmasini gelistirmistir. Quinlan 1993 yilinda

ID3 algoritmasiin gelistirilmis bir versiyonu olan C4.5’1 sunmustur. Yeni

algoritma giiriiltiilii verilere karst daha dayanakli ve sayisal verilerle de

calisabilmektedir. Ayrica asir1 uyumu Onlemek icin gesitli budama tekniklerini

kullanmaktadir (Mienye ve Jere, 2024).
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/ \ (KARAR VERME)

Sekil 2.14 Karar agaci yapist

Temelde karar agaci algoritmalarinin ¢aligsma prensipleri olduk¢a benzerdir. Karar
agaclari tiim veri kiimesini temsil eden kok diigiimlere sahiptirler (Sekil 2.15). Kok
diigimlerin gelen kenarlar1 yoktur. Diger tiim diigiimlerin gelen kenarlar1 vardir.
Gelen ve giden kenarlari olan diigiimler “dahili” veya “test” diiglimii olarak
adlandirilir (Sekil 2.15). Kok ve dahili diigiimlerde boliinme belirli bir kritere gore
gerceklesir (Sekil 2.15). Bu asamada en iyi bdliinmeye yol acan esik ve 6zellik
bdlme kriterleri tarafindan belirlenir. Bolme kriterinin belirlenmesinde veri setinin
(diiglimiin) 6zellikleri, problemin tiirii ve modelin amac1 6nemli rol oynamaktadir.
Bolme kriterlerinin dogru secilmesi modelin nihai performansin1 énemli dlglide
etkilemektedir. Farkli karar agaglar1 farkli bolme kriterlerini kullanabilir. Burada
temel ama¢ kok ya da dahili diigiimiin en anlamli sekilde boéliinebilmesini

saglamaktir (Rokach ve Maimon, 2013; Mienye ve Jere, 2024).

7N\

KOK DUGUM

~ T~

DAHILI DUGUM  DAHILI DUGUM

YAPRAK DUGUM YAPRAK DUGOM

N S

Sekil 2.15 Karar agaci diigtimleri
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Popiiler boliinme kriterleri, “Gini Katsayist (Gini Impurity)”, “Bilgi Kazanci
(Information Gain)”, “Bilgi Kazang¢ Orani (Information Gain Ratio)” ve “Ki-Kare
Testi (Chi-Square Test)” dir.

Gini katsayis1 daha 6nce de deginildigi tizere Breiman tarafindan CART algoritmasi
icin gelistirilen bir boliinme kriteridir. Kaynaklarda “Gini Kirliligi” ve “Gini
Indeksi” olarak da ifade edilmektedir. Gini katsayis1, her diigiimiin saflik derecesini
ya da bagka bir ifade ile yanlis siniflandirilma olasiligini 6lger. Bir diigiimdeki tiim
veriler tek bir sinifa ait ise o sinifin saflik derecesi artar, yanlis siniflandirilma
olasilig1 azalir (Gini(S) = 0) ve diiglim “saf digim” olarak adlandirilir. Saf
diigiimde tekrar bir boliinme gergeklestirilmez. Diiglimdeki tiim veriler farkll
siniflara ait ise bu diigiimiin saflik derecesi azalir ve yanlis siniflandirilma olasiligt
artar (Gini (S) = 1) ve diigiim “kirli diiglim” olarak adlandirilir. Bu diigiimde gini
katsayis1 en yiiksek olan sinif segilir ve boliinme devam eder. Gini katsayisi formiili
Esitlik 2.12°de goriilmektedir. Deger (0,1] araligindadir. Degerin 0 ¢ikmasi
diiglimiin mitkemmel saflik derecesinde oldugunu, 1 ¢ikmasi ise maksimum kirlilik

derecesinde oldugunu gosterir (Mienye ve Jere, 2024).

Gini (S)=1- Z p? (2.12)

l

Bu esitlikte;

S : Ornek diigiimi,

n : Benzersiz sinif sayisini,

pi : 1 sinifina ait olan 6rneklerin oranini ifade eder.

Bilgi kazanci Quinlan tarafindan ID3 ve C4.5 algoritmalari igin gelistirilen boliinme
kriteridir. Temeli bilgi teorisindeki entropi kavramina dayanmaktadir. Veri
kiimesindeki (diigiim) belirsizlik, Ongoriilemezlik ya da rastgelelik entropi ile
olgiliir. Entropi degeri (0-1] araligindadir. Diigiimdeki veriler ne kadar homojen ise
ya da bagka bir ifade ile veriler tek bir sinifa ait ise entropi diisiiktiir. Diiglimdeki
veriler heterojen bir yapida yani farkli siniflara ait ise entropi ylksektir. Bir

diigtimiin entropisi su sekilde hesaplanir (Esitlik 2.13) (Mienye ve Jere, 2024).
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Entropi(S) = - ) piloga(p) (2.13)

=1

Bu esitlikte;

S : Ornek diigiimii,

n : Benzersiz siif sayisini,

pi : Orneklerin i smifina oranini ifade eder.

Bilgi kazanci ise boliinme sonucunda elde edilen alt diiglimlerin ana diiglimden ne
kadar farkli oldugunu 6lcer. Esitlik 2.14°te de goriildiigii tizere her bir 6zellik i¢in
alt diiglimler olusturulur ve boliinme sonucunda olusan bu diigiimlerin ne kadar
bilgi sagladigr bilgi kazanci ile dlgiiliir. Bilgi kazanci (0,1] araligindadir. Bilgi
kazancmin 0 olmasi durumunda ana diiglimden herhangi bir Ozellige gore
olusturulan alt diigiimler bilgi kazandirmazlar. Bilgi kazancinin 1 oldugu durumda
ise bir 6zellige gore yapilan boliinme ile tiim alt diigiimlerin homojen hale geldigini

ifade etmektedir.

Bilgi Kazanci(S) — 2 — ESv) (2.14)

v€E Degerler(A)

Bu esitlikte;

S : Ornek diigiimii,

A 1 Diiglimiin 6zelliklerini,

S| : Diigimdeki 6rnek sayisini,

ISv| : Ozellik A’ya gore boliinme sonucu olusan v. alt diigiimdeki 6rnek sayisini

ifade eder.

Bilgi kazang oran1 temelleri bilgi kazanci ve entropiye dayanan bir bolme kriteridir
(Esitlik 2.15). Quinlan’m C4.5 algoritmasi i¢in gelistirdigi kriterdir. Ana kiimenin
birden fazla 6zellige gore alt kiimelere ayrildigi durumlarda bilgi kazang orani
kriteri en anlaml1 boliinmeyi saglayan 6zelligi secer. Bu se¢im sonucu bdliinme bir

Ozellik tizerinden gergeklesir (Mienye ve Jere, 2024).
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Bilgi Kazanci (S, A) (2.15)
Bolinmis Bilgi(S, A)

Bilgi Kazang Orani(S,A) =

Ki-Kare (X?) bolme kriteri veri setindeki smif etiketlerinin aymi veri setindeki
mevcut dznitelikler ile olan iliskisini inceler (Esitlik 2.16). Ornegin, cinsiyetin
(6znitelik) 6grencilerin basarisi (smif etiketi) tizerindeki etkisinin arastirildig: bir
calismada ki-kare testi kiz 6grencilerin bagar1 oraninin erkek 6grencilerin basari

oranindan anlamli derecede farkli olup olmadigini sdyler (Mienye ve Jere, 2024).

r

k
XZ_EZM

i=1 j=1

(2.16)

Bu esitlikte;

r: A ozniteliginin kategori sayisini,

k : Digiim sayisini,

Oij : Hiicre (i,j) de gézlenen frekanst,

Eijj : Hiicre (i,j)’deki bagimsizlik sifir hipotezi altinda beklenen frekansi ifade eder.

Eij Esitlik 2.17’de goriildiigii gibi hesaplanmaktadir.

o (satir_toplam; x stitun_toplam;) (2.17)
ij —

toplam 6rneklem

Ki-kare degerinin 0 ¢ikmasi iki degisken arasinda higbir iliski olmadigini, tamamen
bagimsiz olduklarini gosterir. Yiiksek bir deger ¢ikmasi ise iki degiskenin arasinda

bir iligkinin oldugunu, bagimli olduklarini gosterir.

Karar agaclarinda herhangi bir durdurma kriteri olmaz ise béliinme islemleri
sonsuza kadar devam edebilir. Bu durum asir1 6grenmeye (overfitting) yol acar ve
modelin performansini oldukea diisiiriir. Bu durumun 6niine gecebilmek i¢in ¢esitli
budama (pruning criteria) ve durdurma kriterleri (stopping criteria) gelistirilmistir.
Budama veya durdurma ile giden kenarlar1 olmayan ve sadece gelen kenari olan
diigiimler “yapraklar” ve “karar” diigiimleri olarak adlandirilmaktadir (Sekil 2.15).
Bu iki kriter (durdurma ve budama) temelde birbirinden farkli olsa da birbirini

tamamlayan yapilar olduklari i¢in birlikte incelenecektir.
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Bratko ve Bohanec budamay1 “dogruluktan basitlige gegis” olarak ifade etmiglerdir.
Cesitli calismalar budamayla birlikte Ozellikle giiriiltilii alanlarda genel
performansin iyilestirilebilecegini gostermistir (Rokach ve Maimon, 2013).
Budama kriterleri 2 ana baslik altinda incelenebilir; 6n budama (pre-prunning) ve

son budama (post-pruning).

On budama farkli kaynaklarda ileri budama, ¢evirimi¢i budama ya da erken
durdurma olarak da ifade edilebilmektedir (Mienye ve Jere, 2024; Patel ve
Upadhyay, 2012). On budamada aga¢ olusturulurken bazi dallar erkenden
sonlandirilir, énemsiz dallarm olusumu engellenir. On budama kriterleri ¢ogu
zaman durdurma kriterleri olarak da kullanilmaktadir. Her iki kriterde de agacin

biiylimesi su durumlarda durdurulur:

e Onceden belirlenmis maksimum derinlige ulasildiginda,

e Yapraklardaki 6rnek sayisi belirli bir esigin altina diistiigiinde (minimum
nesne budamasi teknigi ile)

¢ Yeni boliinme ile elde edilen bilgi kazancinin belirli bir esik degerinin

altinda oldugunda (Mienye ve Jere, 2024).

Sekil 2.16°da minimum nesne budamasi teknigi gosterilmektedir. Karar agacinda
minimum nesne sayist 30 olarak belirlenmistir. t4 diigiimii boliindiigiinde olusan
yeni diiglimler 34 ve 9 nesneye sahiptir. 9 nesne 6nceden belirlenen esigin altinda
(9<30) oldugu i¢in minimum nesne budamas: teknigi ile t4 diiglimiiniin

bolinmesini durdurmustur (Patel ve Upadhyay, 2012).

Sekil 2.16 Minimum nesne budamasi teknigi
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Son budama, bazi kaynaklarda geriye dogru budama olarak da ge¢cmektedir. Bu
teknikte agacin biiylimesini durduran 6n budamanin aksine agacin tamamen
bliylimesi beklenir, sonra geriye doniilerek budama islemleri gergeklestirilir.
Popiiler son budama teknikleri: azaltilmis hata budamasi, hata tabanli budama,
minimum hata budamasi, maliyet tabanli budamadir (Esposito vd.,1997; Patel ve
Upadhyay, 2012). Sekil 2.17°de hata tabanli budama teknigi son budamaya 6rnek
olarak gosterilmektedir. Hata tabanli budama alt dallardan kok diiglime gecis
stratejisi ile diigiimleri ziyaret eder. Bu teknigin budamanin yani sira asilama
yaptig1 soylenebilir. Tlk adimda budama islemi gerceklestirilir (T”). Kirmiz1 ile
isaretlenen 4. ve 5. dallar kaldirilir. Sonrasinda ana diigime asilama yapilir (T°).
Her bir diigiimiin hata oranini1 ve agacin genel hata oranini hesaplar. Kaldirildig:
zaman agacin genel hata oranini biiyilik oranda arttirmayacak olan diiglim budanir

(Esposito vd., 1997).

Sekil 2.17 Hata tabanli budama teknigi (Esposito vd., 1997)

28



Budama veya durdurma islemleri bireysel 6grenme algoritmalarini nihai sonuca
ulagtirmaktadir. Ancak toplu 6grenme algoritmalarinda nihai sonuca birden fazla
karar agaciin birlestirilmesi ile ulasilmaktadir. 2.3.1.2 boliimiinde birlestirme

islemlerine detaylica deginilecektir.
2.3.1.2 Topluluk Ogrenmesi Algoritmalari

CART, ID3 ve C4.5 algoritmalar1 karar agaclarinin temelini olusturan bireysel
Ogrenici (single learners) algoritmalardir. Veri kiimeleri yiliksek boyutlu ve
dengesiz oldugunda 6grenme bu algoritmalar i¢in bazen zorlayici olabilmektedir.
Aragtirmalar algoritmalarin bu durumda diisiik performans gosterme egiliminde
oldugunu gostermistir. Bu nedenle yeni ve gelistirilmis karar agact modellerine
ihtiyag  duyulmustur. Bu sorunlara ¢o6ziim olarak “topluluk 6grenmesi
algoritmalar1” (ensemble learning) gelistirilmistir. Topluluk  O6grenmesi
algoritmalar1 birden fazla karar agacinin birlestirilmesi ile olusur (Sekil 2.18).
Algoritmada tek bir modelden gelen tahminler yerine birden fazla modelden gelen
tahminler birlestirilerek degerlendirilir. Maliyet acgisindan incelendiginde her iki
O0grenme algoritmas1 arasinda Onemli bir fark yoktur. Bireysel 6grenmede
parametrelerin ve modelin belirlenmesi siireci toplu 6grenme algoritmalarinda da

bulunmaktadir. Toplu 6grenme farkli olarak birlestirme adimini igerir. Bununda

maliyeti genellikle ¢ok kiigiiktiir (Zhou, 2012).

VERISETI

BOLUNME
@ (KARAR VERME)

NiHAT CIKTI

Sekil 2.18 Topluluk 6grenmesi algoritmasi yapist
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Toplu d6grenmenin temelini hangi arastirmacinin hangi ¢aligmasi ile ortaya attigi
tam olarak bilinmemektedir. Ancak ¢ogu calisma Dasarathy ve Sheela’nin 1979
yilinda yaymladiklar1 makalelerinde toplu 6grenmeye atifta bulunduklarimi ve
temellerinin bu ¢alismaya dayandigin1 savunmaktadir (Mienye ve Sun, 2022).
1990’1 yillara gelindiginde aragtirmalar hiz kazanmistir. Hanson ve Salamon,
simiflandiricilarin  birlestirilmesi  ile yapilan tahminlerin tek smiflandirict
tahminlerinden (en basarili olan tek siniflandirici olsa da) genellikle daha {istiin
performans sagladigini gostermislerdir (Zhou, 2012). Ayni yillarda Schapire, zay1f
simiflandiricilarin - birleserek giiclii  smiflandiricilart  olusturmasini - saglayan
“giiclendirme teknigini” (boosting method) Onermistir. Bu teknik giiniimiizde
calismalarda oldukea sik kullanilan ve bu tezde de yer verilecek olan asir1 gradyan

arttirma (XGBoost) gibi tekniklerin gelismesinde 6nemli rol oynamustir.

Birlestirmenin temel hedefi karar agacinin varyansini azaltmaktir. Varyans modelin
farkli egitim kiimelerinde ne kadar farkli sonuglar verdiginin bir OSlgiistidiir.
Varyansin yiiksek olmasi modelin farkli egitim kiimelerinde egitildiginde ¢ok farkli
tahminler iiretecegini gdstermektedir. Ayni1 zamanda yiiksek varyans modelin asir1
uyum (overfitting) sorunu ile karsi karsiya oldugunu gosterir. Bu agsamada karar
agaci tarafindan iiretilen farkli modeller “torbalama (bagging)” ya da “giiclendirme
(boosting)” yontemleri ile birlestirilir ve nihai karara ulagilir (Sekil 2.19).
BAGGING

KARAR
AGACLARI CIKTILAR

VERI SETi : \
NiHAI
\/ CIKTI
BOOSTING
KARAR
AGACLARI CIKTILAR
VERI SETI u Hata diizeltme
K_/ Hata diizeltme
NiHAI
CIKTI

Sekil 2.19 Torbalama (bagging) ve giiglendirme (boosting)
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Torbalama 1996 yilinda Breiman tarafindan gelistirilen bir birlestirme yontemidir.
Onyiikleme toplama olarak da bilinmektedir. Torbalama Ingilizce’de 6nyiikleme
anlamina gelen “bootstrapping” ve toplama anlamina gelen ‘“aggregating”
kelimelerinin birlesiminin kisaltmasidir. Torbalamada ilk olarak veri setinden
rastgele ornekler alinir (egitim veri seti). Her bir 6rneklem {izerinden ¢esitli tahmin
modelleri (karar agaglari) olusturulur. Nihai sonuca elde edilen tahmin modellerinin
cogunlugunun oyu ile varilir (Sekil 2.18) (Esitlik 2.18). Bu yontem yiiksek boyutlu

verilerde iyi performans gosterir (Mohammed ve Kora, 2023).

B
1
F0 =2 fow (2.18)
B=1

Bu esitlikte;
F(x) : Nihai sonucu,
B : Toplam model sayisini,

fox) : b. modelin tahminini ifade eder. Bu tezde de kullanilacak olan rastgele orman
algoritmasi (random forest algorithm) torbalama yonteminin kullanildig1 en popiiler

algoritmadir.

Giliglendirme yontemi Schapire tarafindan 1997 yilinda gelistirilmistir. Bu
yontemde her bir model bir 6nceki modelin hatalarin1 diizeltmeye calisir. Modeller
ardisik bir sekilde olusturulur ve her model bir 6nceki modelin hatasinin diizeltilmis
halidir (Sekil 2.19). Her adimda hatalarin diizeltilmesi ile giiclendirme
olusturulmas1 hesaplamayr maliyetli hale getirmektedir. Giliglendirme sayisi
arttikga model asir1 uyuma kars1 savunmasiz hale gelmektedir. Giiclendirme hesabi

Esitlik 2.19’da goriilmektedir (Mohammed ve Kora, 2023).

)= ach () (219

t
Bu esitlikte;
f(x) : Nihai sonucu,

ht : h. modelin tahminini,
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a; . t. modelin agirhgini ifade eder. «, Esitlik 2.20°de gorildigi gibi

hesaplanmaktadir. €tt. modelin hata oranini ifade etmektedir.

@, = 0.5+ In <(1 _ gt)) (2.20)

&t

Yanlis siniflandirilmis olan modellerin hata orani artar. Boylece bir sonraki modelin
hatali 6rneklere odaklanmasi saglanir. Modelin hata orani (€t) ne kadar yiiksekse

agirhigi da o kadar disiiktiir (Kulkarni ve Kelkar, 2014).

Gliglendirmenin stk kullanildig1  algoritmalar ~ sunlardir:  “Uyarlanabilir
Giiglendirme (Adaptive Boosting - AdaBoost)”, “Rastgele Gradyan Gii¢lendirme
(Stochastic Gradient Boosting - SGB)” ve “Asir1 Gradyan Giiglendirme (Extreme
Gradient Boosting — XGBoost)”.

2.3.1.3 Destek Vektor Makineleri

Destek Vektor Makineleri (Support Vector Machine — DVM) Vapnik tarafindan
gelistirilmistir. DVM ile dogrusal olmayan problemler ile seyrek ornekleme ve
kiiresel optimum problemleri ve yiiksek boyutlu veri problemleri ¢oziilebilir.
Baslangigta yalnizca ikili siniflandirma problemlerinde kullanilan algoritma gesitli
gelistirmelerle birlikte ¢oklu siniflandirma problemlerinde de kullanilabilmektedir.
Genellikle grafikle gorsellestirilen bu algoritmada her veri 6gesi n boyutlu uzayda
bir nokta olarak ifade edilir. n, veri setinde bulunan 6zelliklerin sayisini ifade
etmektedir. Her 6zelligin degeri, karsilik gelen koordinatin degeridir. Algoritmada
siiflar bir hiper diizlem ile ayrilir. Hedef, siniflar arasindaki marj1 maksimum hale

getirmektir (Sekil 2.20) (Alzubi vd., 2018; Haitao vd., 2007).
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N w.x+b=+1

wx-+b=0

wx+b=-]

-

Sekil 2.20 Hiperdiizlem ile siniflarin ayrilmasi (Haitao vd., 2007)

DVM’de verinin yapisina gore iki farkli optimizasyon probleminden soz edilebilir:
primal ve dual problem. Kiigiik veri setleri ve dogrusal ayrim problemleri igin
primal problem kullanilirken; biiytlik veri setleri ve dogrusal olmayan ayrim i¢in
dual problem kullanilmaktadir. Primal problemde, m (marj) Hi ve H» arasindaki
mesafedir. H (hiper diizlem) Esitlik 2.21’deki gibi hesaplanmaktadir.

w.x+b=0 (2.21)

Bu esitlikte;
w : Hiper diizlemdeki bir noktayz,
X : hiper diizleme dik inen n boyutlu bir vektorii,
b : hiper diizlemdeki en yakin noktanin orijine olan uzakligini ifade eder.
Ikili stmiflandirma algoritmalari i¢in hiper diizlem hesaplanmasi biraz daha detayli
incelenecek olursa;
w.x;+b< —1 (yi= -1 (2.22)

Bu esitlikte, yi=+1 ve yi=-1 hiper diizlemdeki iki farkli sinifi ifade eder. Hesaplama
sonucunda veri 6geleri hiper diizlemin saginda ya da solunda yer alir (Sekil 2.20).
DVM, kisitlamaya tabi olan minimum ||w|? *ye sahip bir hiper diizlem bulmaya
caligir (Esitlik 2.24).
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Optimum hiper diizlem bulma islem adimlari ise Esitlik 2.25’te goriilmektedir. Bu
esitlikte, C, ceza parametresini ifade eder. Hata ¢ ’nin kenar dengesini kontrol etmek

icin kullantlir.

l
1
P 2 .
min |wl| +CZ<:
(2.25)
s.t. yi[w.0(x;) +b] =1—¢

fi 20, i = 1,2,...,l

Primal problemin adimlar1 yukarida belirtildigi gibidir. Ancak bazi durumlarda dual
probleme gecis yapilmasi gerekebilir (Esitlik 2.26). Bu adimda Lagrange
Carpanlart (a; ve a;) tekniginden yararlanilir. Bu teknik kisithi optimizasyon
problemlerinde kullanilir. Bir fonksiyonun maksimum veya minimum degerlerini
bulurken ayni zamanda belirli kosullara (kisitlara) da uyulmasi gerektiginde
kullanilir. DVM’de bu kisitlar, destek vektorlerinin marj tizerinde olmasi gerektigi

gibi durumlardir.

Lol
1
mmizz a]yly]K(xl,y]) Z“l

i=1j=1

l
s.t. Zyl-ai =0
i=1

(2.26)

Dual problemlerde kullanilan ¢ekirdek fonksiyonlar: (K (xi, yj)) dogrusal olmayan
ayrim problemlerinin ¢6ziilmesini saglar. Cekirdek fonksiyonlar verileri daha
yuksek boyutlu bir uzaya doniistiiriir ve orada dogrusal olarak ayirir. Gaussian
Radius Basis Function, Polynominal ve Sigmoid fonksiyonlar1 siklikla kullanilan

cekirdek fonksiyonlaridir.

Son karar fonksiyonu ise Esitlik 2.27°deki gibidir. Yeni bir veri noktasinin hangi

sinifa ait oldugu bu esitlik ile belirlenir.
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flx) = sgn(z yiaK(x,x;) + b) (2.27)

Coklu siniflandirmada Bir-Herkese-Karsi (One-vs-All), Bir-Bire-Kars: (One-vs-
One) ve Yonlendirilmis-Dongiisel-Grafik (Directed Acyclic Graph) yontemleri

kullanilir.
2.3.1.4 K-En Yakin Komsu

k-En Yakin Komsu algoritmasi (k-Nearest Neighbour — k-NN) genellikle
siiflandirma amaglari i¢in kullanilir ve denetlenen 6grenme algoritmasidir. k-NN
algoritmast egitim verilerinin ozelliklerini ve etiketlerini hesaba katarak
etiketlenmemis verilerin siiflandirmasini amaclar. Algoritma ilk adimda test
verilerine en ¢ok benzeyen egitim verilerini arar. Test verilerine en yakin olan “k”
sayida egitim verisi bulur. Yakilik genellikle Oklid mesafesi gibi bir 6l¢ii birimi
ile hesaplanir. Manhattan mesafesi de kullanilan yakinlik 6l¢iilerinden biridir. Test
verisini “k” sayida ulastigi egitim verisinin ¢ogunlugunun oyuyla bir sinifa atar.
Sekil 2.21°de K-NN algoritmasinin ¢alisma prensibi goriilmektedir. “k” sayisinin 5
olarak belirlendigi Sorgu—A incelendiginde, test verisine en yakin 5 nokta (veri)
bulunur. Bu 5 noktadan 2’si Simif-1, 3’1 ise Sinif-2’ye aittir. Cogunluk Smif-2’ye
ait oldugu i¢in A verisi bu sinifa atanir. Benzer sekilde “k” sayisinin 3 olarak
belirlendigi Sorgu-B’de test verisi B’ye en yakin 3 nokta (veri) bulunur. Bu 3
noktadan 2’si Sinif-1’e, 1’1 Sinif-2’ye ait oldugu igin ¢ogunlugun oyu ile B verisi
Sinif-1"¢ atanir (Uddin vd., 2022).
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Sekil 2.21 k-NN algoritmasinin gorsel ¢izimi (Uddin vd., 2022)

K-NN algoritmasi farkli boyutlardaki (6zellik sayisina sahip) ve farkli sinif sayisina
sahip veri setleri i¢in siniflandirmada kullanilmaktadir. Algoritma siniflandirma
yaparken “k” sayida en yakin veriye odaklandigi i¢in giiriiltii verilerin oldugu
(hatal1 veya anlamsiz veriler) veri setlerinde de siniflandirma i¢in kullanilmaktadir.
K-NN algoritmast, verileri 6l¢eklendirerek farkli deger araliklarindaki verilerle basa
cikabilmektedir. Ayrica, verileri normallestirerek de daha iyi sonuglar elde
edebilmektedir (Uddin vd., 2022).

k-NN makine 6grenmesi algoritmalar1 arasinda en basit, uyarlanabilir ve anlasilir
bir algoritma olsa da bazi sinirlamalar1 bulunmaktadir. Bu sinirlar gelistirilen farkli
K-NN varyantlari ile agilmaktadir. Bu varyantlar, “k” degerini en iyi hale getirme,
mesafe hesaplamalarin1 iyilestirme, farkli veri noktalarina G6nem verme
(agirliklandirma) ve egitim verilerini diizenleme gibi farkli algoritmik yaklasimlar
kullanmaktadir. K-NN algoritmasinin farkli varyantlarini 6neren ¢ok sayida galigma
bulunmaktadir.  Varyantlarin  ¢ogu  “k” degerini bulmaya odaklanir.
Arastirmacilarin bazilart gelistirdikleri “uyarlanabilir k-NN” algoritmalar ile her
veri seti i¢in en uygun “k” degerini bulmay1 amaglamiglardir. Diger arastirmacilar
ise daha gelismis bir varyant olan “yerel olarak uyarlanabilir K-NN” varyantini
onermislerdir. Bu varyantta farkli siniflandirma yontemleri bir araya getirilerek ve
azinlik smiflar1 da dikkate alinarak performansin arttirilmasi amaglanmistir. “k”
degerini bulma ihtiyacini ortadan kaldiran veya farkli algoritmalarla caligsan k-NN

varyantlar1 da bulunmaktadir (Uddin vd., 2022).
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K-NN algoritmasimin farkli yonlerini iyilestirmeye odaklanan gesitli varyantlarda
bulunmaktadir. Bu varyantlar k-NN’nin dogrulugunu ve verimliligini arttirmay1
amaglamaktadir. Agirlik atfina odaklanan varyantlar bunlardan biridir. Bu
varyantlar komsularin siniflandirmaya olan katkilarini, mesafe ve sinif sikliklarina
gore hesaplayarak belirlerler. Boylece tiim komsular esit onemde siniflandirmaya
katilmaz. Diger varyant “agirlikli karsilikli k-NN”, bu varyantta egitim veri seti
benzer Ozelliklere sahip veri noktalarinin bir araya geldigi karsilikli kiimelere
ayrilir. Bu kiimeleme islemi ile veri setindeki giirtiltii azaltilir ve daha anlamli
gruplar elde edilir. Kiimeler i¢indeki her noktanin siniflandirmaya olan katkisini
hesaplamak i¢in kiime i¢indeki diger noktalar ile olan iliskisine gore agirlik degeri
hesaplanir. Test verisinin siniflandirildigi son adimda ise test veri noktasina en
yakin olan karsilikli komsu bulunur. Gelistirilen diger varyant ise “bulanik k-NN”
varyantidir. Bu varyantta bir veri noktasinin her bir smifa ait olma olasiligi
hesaplanir ve veri noktasi ait olma olasilig1 en yiiksek olan sinifa atanir. Ayrica
siklikla kullanilan Oklid ve Manhattan mesafelerine alternatif olarak kullanilan ve

mevcut mesafe 6l¢iimlerinin sonuglarini iyilestiren algoritmalar da bulunmaktadir

(Uddin vd., 2022).

2.4 Simiflandirma Algoritmalarinin Performanslarinin

Degerlendirilmesi

Karar smiflarinin degerlendirilmesi karar agaci projelerinde kritik bir adimdir. Bu
adim modelin tahminleri ne kadar dogru yaptigina dair bir 6l¢iit sunar, modele olan
giivenilirligi belirler ve modelin gelistirilmesi gereken yonlerini tespit eder. Farkli
modellerin  karsilagtirllmasina olanak tanir. Siniflandirma problemlerinde
performansin degerlendirilmesi i¢in sik kullanilan metrikler: dogruluk, 6zgiilliik,
duyarlilik ve kesinliktir. Tim bu metriklerin temeli hata (karigiklik) matrisine

(confusion matrix) dayanmaktadir.

Hata matrisi modelin tiim tahminlerini gorsel bir 6zetle sunar. Matrisin boyutunu
(m X m) modelin sinif sayis1 (m) belirler. Tablo 2.2°de goriildiigi lizere gergek
degerler pozitif (positive) ve negatif (negative) olarak, tahmini degerler ise dogru

(true) ve yanlis (false) olarak ifade edilmektedir (Machine Learning, 2011).
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Tablo 2.2 Hata matrisi

GERCEK DEGER

POZITIF NEGATIF

YANLIS
POZITIF
(YP)

o

TAHMINI DEGER
POZITIF

YANLIS
NEGATIF
(YN)

NEGATIF

Gergek ve tahmini degerlerin kesisimi ile dort farkli sonug elde edilmektedir:

e Dogru Pozitif (DP) (True Positives), bir siniflandirma modelinin pozitif
olarak smiflandirdig1 ve gergcekte de pozitif olan 6rnekleri ifade eder. Yani
hem modelin tahmini hem de ger¢ek durum pozitiftir.

e Dogru Negatif (DN) (True Negatives), bir siniflandirma modelinin negatif
olarak siniflandirdigi ve gercekte de negatif olan drnekleri ifade eder. Yani
hem modelin tahmini hem de ger¢ek durum negatiftir.

e Yanlis Pozitif (YP) (False Positives), bir siniflandirma modelinin negatif
olmas1 gereken bir durumu pozitif olarak siiflandirmast durumudur. Yani,
modelin bir durumun var oldugunu yanlislikla belirtmesidir.

e Yanlis Negatif (YN) (False Negatives), bir siniflandirma modelinin negatif
olarak siiflandirdig1 ancak gergekte pozitif olan 6rnekleri ifade eder. Yani,

modelin bir durumun varligini yanlislikla reddetmesi anlamina gelir.

DP ve DN siniflandirmanin dogru yapildigini, YP ve YN ise siniflandirmanin yanlis
yapildigin1 ifade eder. Matrisin sol iist ile sag alt kosesini birlestiren kdsegen
degerlerinin yiiksek, diger degerlerin ise 0 veya 0’a yakin olmast modelin

performansinin yiiksek oldugunu gosterir (Machine Learning, 2011).

Dogruluk (accuracy), modelin performansini dlgen popiiler ve basit dlgiitlerden
biridir. Modelin ne kadar dogru tahminler yaptigin1 gosterir. Modelin verdigi tiim
cevaplarin kag tanesinin dogru oldugunu dlger (Esitlik 2.28). En iyi dogruluk orani

1.00, en koétii oran ise 0.00’dir (Mohammed ve Kora, 2023).
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dogru tahmin sayist TP+TN
toplam tahmin sayist TP + TN + FN + FP

Dogruluk = (2.28)

Dogruluk testi bazi durumlarda tek basma yetersizdir. Ozellikle dengesiz veri
setlerinde yaniltici olabilmektedir. Dengesiz veri setinde bir sinif digerine gore daha
cok ornek icermektedir. Bu da modelin daha fazla 6rnek igeren sinifi daha iyi
ogrenmesine yol acar. Model ¢ogunluk sinifina yonelir ve azinlik siifin1 géz ardi
eder. Yiiksek bir dogruluk oranina ragmen azinlik sinifindaki 6rneklerin yanlis
siniflandirilmasi, 6zellikle tibbi teshis gibi alanlarda, ciddi sonuglara yol agabilir

(Mohammed ve Kora, 2023).

Ozgiilliik (specificity) gercekte negatif olan drneklerin dogru bir sekilde negatif
olarak siniflandirilma oramdir (Esitlik 2.29). Duyarlilik ile ters orantilidir. Ozgiilliik
(0,1] arahiginda deger alir. En iyi, en kotii 6zgiilliik oran1 yoktur. Calisma 6zelinde

degismektedir (Mohammed ve Kora, 2023).

negatif siniflandirilan, gercek negatiflerin sayist

zgutu toplam gercek negatiflerin sayist

TN
" TN + FP

(2.29)

Duyarlilik (sensitivity), hatirlama (recall) olarak da bilinmektedir. Bir siniflandirma
modelinin pozitif olarak smiflandirdig1 ve gercekte de pozitif olan orneklerin,
toplam pozitif 6rneklere oranidir (Esitlik 2.30). En iyi duyarlilik oran1 1.00, en kéti
duyarlilik orani ise 0.00’dir (Mohammed ve Kora, 2023).

pozitif siniflandirilan, gercek pozitiflerin sayist

D ik =
uyarlhili toplam gercek pozitiflerin sayist

TP
" TP+FN

(2.30)

Kesinlik (precision), bir siniflandirma modelinin pozitif olarak siniflandirdigi ve
gercekte pozitif olan Orneklerin, siniflandirici tarafindan pozitif olarak tahmin
edilen toplam 6rnek sayisina oranidir (Esitlik 2.31). En iyi kesinlik oran1 1.00, en

kotii kesinlik orani ise 0.00’dir (Mohammed ve Kora, 2023).
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o pozitif siniflandirilan, gercek pozitiflerin sayist
Kesinlik =

pozitif tahmin edilenlerin sayist

_ TP
~ TP +FP

(2.31)

F1 Skoru (F1 Score) duyarlilik ve kesinligin harmonik ortalamasi alinarak
hesaplanir (Esitlik 2.32). Bir modelin gercek pozitifleri ne kadar iyi tespit ettigini
ve pozitif olarak siniflandirdig1 6rneklerin ne kadarinin gergekten pozitif oldugunu
Olger. F1 skoru (0,1] araliginda bir deger alir. Deger 1°e yaklastikca modelin

performansinin iyi oldugu kabul edilir (Mohammed ve Kora, 2023).

2 x Kesinlik x Duyarlilik (2.32)
Kesinlik + Duyarlilik

F1 Skor =

F1 skorunda duyarlilik ve kesinlik arasindaki dengeye onem verilmektedir. Bu
nedenle aritmetik ortalama yerine harmonik ortalama tercih edilmistir. Aritmetik
ortalama ile hesaplansaydi; kesinlik degerinin 1, duyarlilik degerinin 0 ya da
kesinlik degerinin 0, duyarlilik degerinin 1 oldugu durumlarda 0,5 sonucuna
ulagilirdi. Bu da modelin performansinin ortalama oldugunu gostermektedir. Ancak

her iki degerden birinin 0 olmasi bu durumun tam aksini belirtmektedir.

ROC Egrisi (Receiver Operating Characteristic Curve — Alict Isletim Karakteristik
Egrisi), gergek pozitif oran ile yanlig pozitif oran arasindaki dengeyi gorsellestiren

bir sekildir (Sekil 2.22). Bu metrikten ¢esitli bilgiler elde edilebilmektedir:

e Birden fazla modelin performansi karsilastirilabilir,
e Bir ya da birden fazla modelde karar verme sinir1 (esik degerini)
belirlenebilir,

e Bir modelin performansi dl¢tilebilir.
ROC AUC (ROC Area Under the Curve — ROC Egrisi Altindaki Alan), model
performansini degerlendirmek igin kullanilir (Sekil 2.22). Degerleri (0-1)
araligindadir, 0 kotii bir smiflandirma, 1 ise iyi bir smiflandirma yaptigim

gostermektedir (Vujovic, 2021).
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Sekil 2.22 ROC egrisi ve ROC AUC

Kappa istatistigi, iki puanlayici arasindaki uyumun derecesini belirlemek i¢in
Cohen (1960) tarafindan gelistirilmistir. Fleiss (1971) ikiden fazla puanlayicida
kullanilabilmesi i¢cin Kappa istatistigini genellestirmistir. Brennen ve Prediger
(1981) Kappa’nin puanlama siirecinde nesne ve bireylerin, puanlayicilarin
puanlamalarinin ve puanlamada kullanilan kategorilerin birbirinden bagimsiz
oldugunu ifade etmislerdir. Kappa istatistigi puanlayicilar aras1 gozlenen uyumun
iginden sansa dayali uyumun ¢ikarilmasini saglar (Esitlik 2.33) (Bilgen ve Dogan,
2017).

(2.33)

Bu esitlikte;

P : gbzlenen uyumluluk oranini,

P, : sansla uyumluluk oranimi ifade eder.

Kilig (2015), Kappa istatistigini bir klinikte goérev yapan iki psikiyatristin 50
hastaya koyduklari tanilar tizerinden agiklamistir (Tan1 A, Tan1 B). Psikiyatristlerin

tanilar1 Tablo 2.3’te goriilmektedir.
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Tablo 2.3 Psikiyatristlerin hastalara koyduklari tanilar

Gozlemci 2 Gozlemci 2 TOPLAM
Tant A Tam B
Gozlemci 1 26 7 33 (%66)
Tani A
Gozlemci 1 9 8 17 (%34)
Tam B
TOPLAM 35 (%70) 15 (%30) 50 (%100)

Ornek iizerinden P ve P, ifadeleri anlatilacak olursa, P her iki gézlemcinin de ayn1
taniy1 koyduklar1 hastalarin oranlarinin toplamidir (Esitlik 2.34).

(ortak gozlemlenen sinif 1) + (ortak gozlemlenen suuf 2)

P = (2.34)

toplam 6rnek sayist

26+8 _ (Tablo 2.3’teki degerler)

P = ~ 0,7
50 0,70

P, gozlemcilerin siniflara gore gozlemledikleri drnek sayilari ayr1 ayr carpilir ve
sonrasinda ¢arpimlar toplanir (Esitlik 2.35).

e

2 ( 1. gozlemci Tant A gozlemleri )

~\x2. gozlemci Tant A gozlemleri 5 35
( 1. gézlemci Tani B gozlemleri ) (2:35)

x 2.g06zlemci Tami B gozlemleri
P, = (0.66 % 0.70) + (0.34 = 0.30) = 0.564

Kappa (K) istatistigi -1 ile +1 arasinda deger almaktadir. K degerinin 0’dan kiigtik
olmast iki puanlayici arasindaki uyumun sansin Otesinde diisik oldugunu
gostermektedir ve dikkate alinmamaktadir. K istatistiginin yorumlanmasi igin
Landis ve Koch (1977) tarafindan 6nerilen uyum diizeyleri kullanilmaktadir (Tablo
2.4) (Bilgen ve Dogan, 2017).

Tablo 2.4 K istatistigi uyum diizeyleri

K istatistigi Uyumun Giicii
<0.00 Zay1if
0.00-0.20 Onemsiz
0.21-0.40 Diisiik
0.41-0.60 Orta
0.61-0.80 Onemli
0.81-1.00 Cok Yiiksek
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K degerinin 1 olmasi iki puanlayici arasinda miikemmel bir uyum oldugu, sans
faktoriiniin etkisinin olmadigim gostermektedir. Ornekteki k degeri Esitlik

2.36’°daki gibi hesaplanmaktadir.

0700 -0.564 0.136

= =0. 2.36
1-0.564 0.436 0312 (2:36)

Iki psikiyatristin tanis1 zayif diizeyde uyum gostermektedir, sans oranmnin yiiksek

oldugu soylenebilir.
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3

UYGULAMA

3.1 Calisma Alam

Bina fonksiyonlariin belirlenmesi i¢in ¢alisma alanmi olarak Florida eyaletinin
Miami-Dade ili (county) belirlenmistir. 2020 yili niifus verilerine goére Florida
Amerika’nin en kalabalik Ggilincii eyaleti ve Miami-Dade ise Florida’nin en
kalabalik birinci ilidir (United States Census Bureau, 2024). Miami-Dade
Florida’nin glineydogusunda yer almaktadir. Dogusunda Atlas Okyanusu, batisinda
Everglades Milli Parki, giineyinde Florida Keys adalar1 ve kuzeyinde Broward ili
(county) ile gevrilidir (Sekil 3.1) (Data USA, 2024).

ks

Broward .\

?

M

Atlas Okyanusu

&

=%
Everglades
Milli Park:

Sekil 3.1 Miami-Dade ilinin konumu

Miami-Dade ili (county) 2018 yilinda PortMiami limaninda diinya yolcu rekorunu

kirarak Diinya’nin kruvaziyer baskenti olarak anilmustir. Igerisinde yer alan
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uluslararas1 havalimani yolcu sayisi agisindan Amerika’nin en biiyiik ii¢lincii
havalimani iken yiik agisindan en biiylik birinci havalimanidir. Ayn1 zamanda
Amerika’nin dordiincii biiylik kamu okulu bolgesidir (Miami-Dade County, 2024).
Calisma alaninda en fazla endiistriye sahip li¢ isletme sirasi ile (1) profesyonel,
bilimsel ve teknik hizmetler, (2) saglik bakim1 ve sosyal yardim ve (3) perakende
ticarettir (Data USA, 2024). ilin 2010 — 2020 yillarindaki niifus artis oran1 %7.5’dur
(Bu oran Amerika’da %7.2) (USAFACTS, 2024). Florida’da en ¢ok biiyiiyen bes
il arasinda t¢iincli sirada yer almaktadir ve biiylime orani %13’{in tizerindedir
(Florida State Office of Economic and Demographic Research, 2024). Verilerinin
erigilebilir olmasinin yaninda bulundugu 6nemli konum ve sahip oldugu kalabalik
niifus nedeniyle Miami-Dade calisma alani olarak segilmistir. Bu iki faktor

beraberinde bina fonksiyonlarinda gesitlilige yol agmaktadir.

3.2 Veri Hazirhg

Bu baslik altinda verilerin elde edilmesinden model tahmin asamasina kadar olan

stirecler incelenecektir (Sekil 3.2).

——

VERI GOSTERGE MODEL
TOPLAMA SECIMIi VE EGITIMI
CIKARIMI
VERI FONKSiYONEL MODEL
MANIPULASYONU SINIFLANDIRMA DEGERLEN-

DIRMESIH
Sekil 3.2 Makine 6grenmesi ile model olusturma

3.2.1 Veri Toplama ve Manipiilasyonu

Uygulamada ArcGIS’in agik veri platformu iizerinde Miami-Dade ili (county)
tarafindan sunulan veri setleri kullanilmistir. Bina ayak izi ve ada sinirlar1 olmak
tizere iki veri seti kullanilmistir. Bina ayak izi veri seti ilgili kurum tarafindan
12.03.2024 tarihinde giincellenmis ve 20.03.2024 tarihinde indirilmistir (ArcGIS
Hub, 2024a). Ada smirlari olarak kurum tarafindan paylasilan bir veri setine

ulagilamamistir. Bu nedenle kurum tarafindan 7.11.2023 tarihinde giincellenen
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kaldirim sinir ¢izgileri veri seti 26.05.2024 tarihinde indirilmis ve diizenlenerek ada

siirlari olarak kullanilmistir (ArcGIS Hub, 2024b).

Miami-Dade iline dair elde edilen veri setinde 520.494 adet bina verisi
bulunmaktadir. Modelin egitim siiresi ve yonetimi veri boyutundan dogrudan
etkilenmektedir. Modelin performansi arttirmak amaciyla veri setinden daha kiigiik
bir alt kiime ¢alisma alan1 olarak belirlenmistir. Calisma alan1 Miami-Dade ilinin
en kalabalik sehirleri Miami ve Hialeah olup ve 35084 adet bina ayak izi verisi
bulunmaktadir (Sekil 3.3).

N

A

0 1 2 Kilometre
HHHHH

Sekil 3.3 Calisma alan sinirlar1

Verileri daha anlamli hale getirebilmek ve analiz edebilmek i¢in veri
manipiilasyonu adimi siirecin 6nemli bir pargasidir. Caligsma alani i¢in kullanilan
koordinat sistemi, orijinal olarak Geographic (NAD 83) EPSG: 4269 sisteminde
olup, bu calisma icin Florida bdlgesine 6zgii olan State Plane (TM 81° W)
(NAD83_HARN) EPSG: 2881 projeksiyon koordinat sistemine doniistiirilmiistiir.
Veri setinde yer alan golf sahas1 ve defin alan1 3.2.4 baslig1 altinda deginilecek olan

siniflandirmalara dahil olmadigi i¢in silinmistir.

Ada smirlart dogrudan ulasilabilir bir veri olmadig1 i¢in kaldirim ¢izgisi verileri

kullanilmistir.  Shapefile formatinda indirilen veriler, ArcMap 10.8’de
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diizenlenmistir. Ik olarak koordinat sistemi bina ayakizi verilerinde oldugu gibi
EPSG: 2881 sistemine doniistliriilmiistiir. Sonrasinda kapali bir sekil olusturan ilgili
cizgisel veriler birlestirilerek ¢okgen verisine doniistiiriilmiis ve ada verisi olarak
kullanilmistir. Caligma kapsaminda ada verisi olarak kullanilmayacak refiijler
silinmistir ve baz1 ada sinirlar1, yazilimda agilan altlik goriintii izerinden yeniden

¢izilmistir. Tiim bu adimlardan sonra iki veri seti ¢aligmada bir araya getirilmistir.

Tez kapsaminda iki uygulama gergeklestirilmistir. Her iki uygulamada da
algoritmalarda en iyi performansi elde etmek i¢in gdsterge se¢cimi ve ¢ikarimi

o6nemli bir adimdir. Bu adim 3.2.2, 3.2.3 ve 3.2.4 boliimlerinde agiklanmaktadir.
3.2.2 Biiyiikliik Gostergelerinin Hesaplanmasi

Biiyiikliik gostergeleri; bina alani, parsel alam1 ve Voronoi ¢okgeni alanidir.
Uygulama 1 i¢in konut ve konut dis1 binalarin biiyiiklik gostergelerinin

dagilimlarini gosteren kutu grafikleri Sekil 3.4 — 3.6’da goriilmektedir.

25
©

20

15

10

0 ——

B KONUT [0 KONUT DISI

Sekil 3.4 Bina alan1 gostergesinin konut ve konut dig1 binalara gore deger dagilimi
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Sekil 3.5 Parsel alan1 gostergesinin konut ve konut dis1 binalara gére deger

dagilim1
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Sekil 3.6 Voronoi ¢okgeni alan1 gostergesinin konut ve konut dig1 binalara gore

deger dagilimi

Uygulama 2 i¢in konut, ticaret, kamu hizmetleri ve fabrika ve depo bina
fonksiyonlarmin biiytikliik gostergelerinin dagilimlarint gdsteren kutu grafikleri

Sekil 3.7 — 3.9°da goriilmektedir.
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Sekil 3.7 Bina alan1 gostergesinin bina fonksiyonlarina gore deger dagilimi
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Sekil 3.8 Parsel alan1 gostergesinin bina fonksiyonlarina gére deger dagilimu
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Sekil 3.9 Voronoi ¢cokgeni alan1 gdstergesinin bina fonksiyonlarina gore deger

dagilim1

3.2.3 Sekil Gostergelerinin Hesaplanmasi

Sekil gostergeleri; dairesellik, digbiikeylik, dikdortgensellik, piiriizliiliik, karesellik,
esdeger dikdortgen indeksi, uzanim sekil gostergeleri ve bina alanidir. Bu
gostergeler, tez damigmaninca gelistirilen bir CBS eklentisiyle her bina igin
hesaplanmistir. Tablo 3.1°de Uygulama 1 igin konut ve konut disi 6rnek bina

fonksiyonlarinin sekil gosterge degerleri goriilmektedir.

Tablo 3.1 Uygulama 1°deki konut ve konut dis1 binalarin 6rnek bina ayak izleri
ve sekil gosterge degerleri, D: Dairesellik, DB: Digbiikeylik, DD:
Dikdortgensellik, P: Piirtizliilik, K:Karesellik, EDG: Esdeger Dikdortgen

Gostergesi, U: Uzanim

FONKSIYON BIiNA GOSTERGELER
AYAKIiZi| D DB DD P K | EDG §]
—
e
2 0,732 | 0,967 | 0,929 | 0,770 | 0,965 | 0,967 | 0,888
Q
[q\]
|_
2 - 0,656 | 0,963 | 0,927 | 0,742 | 0,914 | 0,963 | 0,518
(@]
Y
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Tablo 3.1 Uygulama 1°deki konut ve konut dis1 binalarin 6rnek bina ayak izleri

ve sekil gosterge degerleri, D: Dairesellik, DB: Digbiikeylik, DD:

Dikdortgensellik, P: Piirtizliilik, K:Karesellik, EDG: Esdeger Dikdortgen

Gostergesi, U: Uzanim (devami)

FONKSIYON BIiNA GOSTERGELER
AYAKizZi| D DB DD P K | EDG U
o
|_
= 0,523 | 0,799 | 0,665 | 0,574 | 0,816 | 0,816 | 0,960
(@]
Y
—
- ]
E | | 0,568 | 0,856 | 0,746 | 0,607 | 0,850 | 0,865 | 0,689
=)
z
: |50
M [
N
Z i
E " 1 0,615 | 0,881 | 0,782 | 0,646 | 0,885 | 0,885 | 0,955
L
o .
v
o
&
E 0,473 | 0,790 | 0,651 | 0,572 | 0,776 | 0,808 | 0,562
Z
o
v

Konut ve konut dis1 binalarin sekil gostergelerinin dagilimlarini gosteren kutu

grafikleri Sekil 3.10’da goriilmektedir.
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Sekil 3.10 Konut ve konut dis1 binalarin sekil gosterge degerlerinin dagilimlari,
D: Dairesellik, DB: Digbiikeylik, DD: Dikdortgensellik, P: Piiriizliiliik,
K:Karesellik, EDG: Esdeger Dikdortgen Gostergesi, U: Uzanim

Tablo 3.2°de Uygulama 2 i¢in 6rnek bina fonksiyonlarinin sekil gosterge degerleri

goriilmektedir.

Tablo 3.2 Uygulama 2’deki bina fonksiyonlarinin 6rnek bina ayak izleri ve sekil

gosterge degerleri, D: Dairesellik, DD: Dikdortgensellik, K:Karesellik, DB:

Disbiikeylik, EDG: Esdeger Dikdortgen Gostergesi, U: Uzanim, P: Piirtizliiliik

BiNA FONKSiYONLARI
. KAMU FABRIKA VE
KONUT | TICARET HiZMETLERI DEPO
GOSTERGELER e
- B
Lf_ff—‘_ii_iJ
D 0.646 0.637 0.602 0.564
DD 0.854 0.875 0.884 0.872
K 0.907 0.901 0.876 0.847
DB 0.922 0.935 0.901 0.920
EDG 0.924 0.937 0.893 0.879
U] 0.681 0.568 0.672 0.578
P 0.69 0.707 0.664 0.620

Sekil gostergelerinin fonksiyonlara gore

grafikleri Sekil 3.11 — 3.17°de goriilmektedir.
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Sekil 3.11 Dairesellik gostergesinin bina fonksiyonlarina gore deger dagilimi
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Sekil 3.12 Dikdortgensellik gostergesinin bina fonksiyonlarina gore deger

dagilimi
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Sekil 3.13 Karesellik gostergesinin bina fonksiyonlarna gore deger dagilimlart
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Sekil 3.14 Disbiikeylik gostergesinin bina fonksiyonlarina gore deger dagilimlari
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Sekil 3.15 Esdeger dikdortgen gostergesinin bina fonksiyonlarina gore deger

dagilimlari
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Sekil 3.16 Uzanim gostergesinin bina fonksiyonlaria gore deger dagilimlari
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Sekil 3.17 Piiriizliiliik gdstergesinin bina fonksiyonlarina gore deger dagilimlar

3.2.4 Mekansal iliskilerin Hesaplanmasi

Mekansal iligkiler; parsel esasli yogunluk ve Voronoi esasli yogunluk metrikleriyle
Ol¢iilmiistiir. Parsel alan bilgileri sadece sayisal degerler olarak elde edilmistir. Elde
edilen veri setinde parsel sinirlarint gosteren ¢izimler bulunmamaktadir. VVoronoi
cokgenleri tez kapsaminda tiretilmistir. Sekil 3.18’de bazi binalarin Voronoi esasli

yogunluk degerleri goriilmektedir.

m Bina ayak izi D Voronoi ¢okgeni

Sekil 3.18 Bazi bina ayak izlerinin Voronoi ¢okgenlerine alansal oranlari
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Uygulama 1 i¢in konut ve konut dis1 binalarin mekansal iliski gostergelerinin

dagilimlarini gosteren kutu grafikleri Sekil 3.19°da goriilmektedir.
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Sekil 3.19 Konut ve konut dis1 binalarin mekansal iligki gosterge degerlerinin

dagilimlari

Uygulama 2 i¢in konut, ticaret, kamu hizmetleri ve fabrika ve depo binalarinin
mekansal iligki gostergelerinin dagilimlarint gésteren kutu grafikleri Sekil 3.20°de

goriilmektedir.
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Sekil 3.20 Bina fonksiyonlarinin mekansal iliski gosterge degerlerinin dagilimlari
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3.2.5 Nicel Ozniteliklerin Hesaplanmasi

Nicel 6znitelik gostergeleri; kat adedi ve kat yiiksekligidir. Uygulama 1 i¢in konut
ve konut dis1 binalarin nicel 6znitelik gostergelerinin dagilimlarini gosteren kutu

grafikleri Sekil 3.21 — 3.22’de goriilmektedir.

16
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Sekil 3.21 Kat adedi gostergesinin konut ve konut dis1 binalara gore deger

dagilim1
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Sekil 3.22 Bina yiiksekligi gostergesinin konut ve konut dis1 binalara gore deger

dagilimi

Uygulama 2 i¢in konut, ticaret, kamu hizmetleri ve fabrika ve depo bina
fonksiyonlarmin nicel Oznitelik gdstergelerinin dagilimlarin1  gosteren kutu

grafikleri Sekil 3.23 — 3.24’te goriilmektedir.
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Sekil 3.23 Kat adedi gostergesinin bina fonksiyonlarina gore deger dagilimi
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Sekil 3.24 Bina yiiksekligi gostergesinin bina fonksiyonlarina gore deger dagilimi

3.2.6 Fonksiyonel Siniflandirma

Binalarin sahip oldugu fonksiyonlar insanlarin ihtiyag¢lar1 dogrultusunda sekillenir.
Binalar ilk olarak barinma ihtiyacini karsilamak icin insa edilmistir. Artan niifus,
gelismekte ve degismekte olan yasam bigimleri bina fonksiyonlarinda gesitlilige
yol agmistir. Ozellikle kentsel alanlarda bina fonksiyonlarmin gesitliligi giderek
artmaktadir. Siiflandirma ile bina fonksiyonlarinin karmasik cesitliligi daha basit
kategorilere ayrilir. Fonksiyonel siniflandirma arastirmanin konusu ve kapsamina

gore degismektedir. Tablo 3.3’te arastirmacilarin galistiklart konu kapsaminda
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yaptiklar1 fonksiyonel siniflandirma goriilmektedir. Tablonun devami ek A’da yer

almaktadir.

Tablo 3.3 Fonksiyonel siniflandirma igin literatiir arastirmasi (Du vd., 2020; Du

vd., 2024)
Arastirmacilar Cakf:;i?m Fonksiyonel Siniflandirma
Ofis, kiralama
TICARET magazasi, restoran, otel
ve finansal hizmetler
KONUT Kentsel konutlar ve
apartmanlar
Shouji Du; KAMU Egitim, saglik, yonetim
Shg\grllgi]upu, Kentsel arazi HiZMETLERI bmf]l.an Vtel kamu
Xiuyuaﬁ kullanim haritasi . Jprnetiert
Zhang: Zhijia olusturmg ENDUSTRIYEL Uretim tesisleri ve
fabrikalar
Zheng
Kirsal alan ve
GEESNONLIE sehirlerdeki kdyler
Park, yesil alan, tarim
ACIK ALANLAR | alanlar, kurak ve sulak
alanlar
KONUT Konutlar ve hizmetli
apartmanlar
Sirket, fabrika,
aligveris merkezleri,
konaklama tesisleri,
finansal ve endiistriyel
. hizmetler, yiyecek-
TICARET icecek hizmetleri, spor
Sourra o | onkiyons e sz
. 2" | simiflandirma ile . A
Llyuar] Guo; kentsel gelisim hlz_me‘FlelTl ve diger
Zi'\ggrr:ul_l iy\lélé’i i planlarina katki ticari hizmetler
J Liu’ y saglamak Yonetim ofisleri, yol
" . yardim tesisleri, kamu
YOII\?':&T'\?S VE hizmetleri, saglik
HiZMETLERI hizmetleri, kiiltiir ve
spor hizmetleri ve
diger kamu hizmetleri
EGITIM Universite ve lise, ilk
HiZMETLERI ve ortaokul ve diger

egitim hizmetleri
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Tablo 3.3 Fonksiyonel siniflandirma igin literatiir aragtirmasi (Kong vd., 2024)

(devami)
Yiiksek katl
KONUT konutlar, apartmanlar
ve yurtlar
Kiralama ofisleri,
TICARET ye:me-lg:rne Fesm}en,
eglence tesisleri ve
finansal hizmetler
Kentsel bloklarla
Bo Kong; cevrili, yiiksek
Tinghua Ai; . KIRSAL YAPILAR yogunlukta ve asir1
Xinyan Zou; Me.katr:sal kalabalik kirsal
Xiongfeng ‘ierltta ani{ konutlar
Yan; Min olusturma Saglik tesisleri,
Yang _ ulasim tesisleri, spor
ORTAK TESISLER tesisleri, yonetim
birimleri, parklar,
huzurevleri
EGITIM Okul binalar1
FABRIKA VE DEpO | _Fabrika, depo ve
endiistriyel parklar
KARMA
FONKSIYON Karma kullanimlar

Ek B’de caligma kapsaminda indirilen veri setinin fonksiyonel siniflandirilmasi
goriilmektedir. Veri setinin fonksiyonel siniflandirmasi 52 ana baglik, 97 alt
basliktan olusmaktadir. Bu tez kapsaminda fonksiyonel siniflandirma dort ana
baslik altinda incelenmistir: konut binalari, kamu hizmet binalari, endiistriyel
binalar ve ticaret binalari. Veri setindeki mevcut siniflandirma Sekil 3.25°te
goriildiigi gibi Tablo 3.3 ve ek A’daki siniflandirmalar da dikkate alinarak yeniden

gruplandirilmistir.
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| FONKSIYONEL SINIFLANDIRMA |

TiCARET
BINALARI

Kultip veya salonlar
Alisveri merkezleri
Perakende satis
merkezleri
Restoran/kafeler
Tiyatro/stadyumlar
Kapali oyun alanlari
Kapali tiyatro
/oditoryumlar
Toptan satis

KAMU HIZMET

BINALARI

Kamu egitim kurulu
Saglik hizmeti tesisleri
Ortak alanlar

Ceza kurumu

Ozel / devlet egitim
tesisleri

Huzurevleri

Ozel / devlet saglik
hizmet

tesisleri

ENDUSTRIYEL
BINALAR
Konserve ve i¢ki
imalethanesi

Depo veya depolama
tesisleri

Gida isleme tesisleri
Agir endiistriyel ve
kereste atolyeleri
Konserve fabrikasi
Mineral isleme
tesisleri

merkezleri Belediye tesisleri Paketleme tesisleri

Magazalar Senataryum

Stipermarketler Havaalani terminali KONUT
Hotel ve moteller /marina BINALARI
Gece kuliibii veya Kiiltiirel tesisler Cok ailelik konutlar
barlar Dini tesisler Tek ailelik konutlar
Tamirat ditkkanlar1 Hikiimet binalari Mobil evler

Ofis binalari Yonetim binalari Kirsal alandaki

Finansal kurumlar binalar

Magazalar

Sekil 3.25 Tez kapsaminda yapilan siniflandirma

3.3 Model Egitimi ve Degerlendirilmesi

Tez c¢aligmasi kapsaminda iki uygulama gergeklestirilmistir. Uygulama 1°de
fonksiyonlar (1) konut ve (2) konut dis1 olmak tizere iki sinifta; Uygulama 2’de ise
(1) konut, (2) ticaret, (3) kamu hizmet, (4) fabrika ve depo binalar1 olmak tizere dort
smifta incelenmistir (Sekil 3.25). Sekil 3.26°da her iki uygulamanin da akis semasi
goriilmektedir. ArcGIS’in acik kaynakli veri setinden elde edilen ve CBS programi
ile gesitli gostergeler tiretilen iki veri seti bir araya getirilerek zenginlestirilmis veri
seti elde edilir. Elde edilen veri seti her iki uygulama i¢in se¢ilen algoritmalara girdi
olarak sunulur. Hiper parametre optimizasyonu adiminda algoritma igin en iyi
calisan parametreler se¢ilir ve sonraki adimda segilen parametreler ile algoritma
yeniden ¢alistirilir (model egitimi). Gostergelerin performansa katkisinin 6l¢tildiigii
0zellik 6nemi adimi1 yalnizca karar agaci algoritmalarinda (CART, rastgele orman
ve asirt gradyan arttirma) hesaplanmistir. K-en yakin komsu ve destek vektor
makinesi algoritmalarinda 6zellik énemi dogrudan hesaplanabilir degildir. k-en
yakin komsu algoritmasi tiim gostergeleri esit oranda degerlendirir. Destek vektor
makinesi algoritmasi ise Ozellik dnemini ¢ekirdek fonksiyonlara bagli olarak

hesaplar.
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Bu ¢alismada kullanilan makine 6grenmesi modellerinin egitim ve degerlendirme
stireclerinde Python programlama dili ve Jupyter Notebook etkilesimli ¢alisma
ortami kullanilmistir. Jupyter Notebook ile veri analizi, model gelistirme ve

sonuglarin gorsellestirilmesi icin esnek ve tekrarlanabilir bir calisma alani

olusturulmustur.
f—CArcGIS Acik Veri Merkezi)
(cBs)— fasmmisins
S

ALGORITMA
SECIMI
HIPERPARAMETRE MODEL
OPTIMIZASYONU EGITIMI
OZELLIK
[ ONEMI ] > CIKTI

Sekil 3.26 Model egitimi ve degerlendirmesi akis semasi

3.3.1 Uygulamal

Uygulamada 1700 bina ayak izi verisi kullanilmistir. Dengeli ve gercekei bir veri
seti i¢in 1000 adet konut ve 700 adet konut dis1 fonksiyonuna sahip bina ayak izi
verisi olacak sekilde diizenlenmistir. Bu uygulamada denetimli 6grenme
algoritmalarindan CART ve destek vektor makineleri (DVM), ¢oklu karar agaci
algoritmalarindan rastgele orman (RO) ve asir1 gradyan arttirma ve 6rnek tabanl
o0grenme algoritmalarindan k-en yakin komsu algoritmalar1 secilmistir. GOsterge
secimi algoritmalarin performansinda Onemli rol oynamaktadir. Gosterge
degerlerinin dagilim grafikleri anlamli ve ayirt edici gostergelerin belirlenmesinde
yol gosterici olmustur. 2.2.2 numarali “Sekil Gostergeleri” bashigi altindaki
dairesellik, disbiikeylik, dikdortgensellik, karesellik gostergeleri ve bina alani, kat

adedi ve parsel alan1 gostergeleri algoritmalara girdi olarak atanmistir. En iyi
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performansi gosteren hiper parametrenin bulunmasi i¢in Grid Search yontemi tiim

algoritmalara uygulanmstir.
CART algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

e max_depth: [3,5, 7, 9] (maksimum derinlik)
e min_samples_split : [2, 5, 10] (b6liinme i¢in minimum &rnek sayisi)

e min_samples leaf: [1, 2, 4] (yapraktaki minimum Ornek sayis1)

degerleri denenmistir. 10-katli ¢capraz dogrulama yontemiyle yapilan deneylerde
maksimum derinlik 5, boliinme igin minimum 6rnek sayis1 2, yapraktaki minimum
ornek sayist 2 degerleri i¢in F1 skoru en yiiksek degere ulagmistir. CART
algoritmasinin veri Onisleme, hiper parametre optimizasyonu, model egitim ve

degerlendirme asamalarinin kod bloklar1 Ek C’de yer almaktadir.

Destek  vektdor makineleri algoritmasit i¢in yapilan hiper parametre

optimizasyonunda;

e C:[0.1, 1] (ceza parametresi)

e kernel : [‘poly’, ‘rbf’, ‘linear’] (¢ekirdek fonksiyonlar)

degerleri denenmistir. 10-kath ¢apraz dogrulama yontemiyle yapilan deneylerde
ceza parametresi 1, ¢ekirdek fonksiyon ‘linear’ degerleri i¢in F1 skoru en yiiksek

degere ulagmistir.

Rastgele orman algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

n_estimators : [100, 200, 300] (karar agac1 sayisi)
e max_depth : [5, 10, 15] (maksimum derinlik)
e min_samples split : [2, 5, 10] (b6liinme i¢in minimum 6rnek sayisi)

e min_samples_leaf : [1, 2, 4] (yapraktaki minimum Grnek sayisi)

degerleri denenmistir. 10-katli ¢apraz dogrulama yontemiyle yapilan deneylerde
karar agaci sayis1 300, maksimum derinlik 5, boliinme i¢in minimum 6rnek sayisi
2 ve yapraktaki minimum Ornek sayist 2 degerleri i¢in F1 skoru en yliksek degere

ulasmustir.
Asir gradyan arttirma algoritmasi i¢in yapilan hiper parametre optimizasyonunda;
e n_estimators : [100, 200, 300] (karar agaci say1s1)

e max_depth: [3, 5, 7] (maksimum derinlik)
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e learning_rate: [0.1, 0.01, 0.001] (6grenme orani)
e subsample : [0.8, 1] (6rnek 6rnekleme orani)

e colsample bytree : [0.8, 1] (6zellik 6rnekleme orani)

degerleri denenmistir. 10-katli ¢apraz dogrulama yontemiyle yapilan deneylerde
karar agaci sayis1 200, maksimum derinlik 3, 6grenme orani 0.1, 6rnek 6rnekleme
orani 0.8 ve ozellik 6rnekleme oran1 1 degerleri i¢in F1 skoru en yiiksek degere

ulagmustir.
k-en yakin komsu algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

e n neighbors: [3, 5, 7, 9] (en yakin komsu say1s1)
e metric : ['euclidean’, 'manhattan’] (metrik)

e weights : ['uniform', 'distance'] (agirlik)

degerleri denenmistir. 10-katli ¢apraz dogrulama yontemiyle yapilan deneylerde en
yakin komsu sayis1 7, metrik ‘euclidean’ ve agirlik ‘uniform’ degerleri i¢in F1 skoru

en yiiksek degere ulagsmstir.
3.3.1.1 Bulgular

CART algoritmasinin F1 skor degeri %83.46 (k = 0.659) olarak bulunmustur. Tablo
3.4’te CART algoritmasinin hata matrisi goriilmektedir. CART algoritmast DVM
algoritmasina gore daha basarili performans gostermistir. Ayrica en basarili

performans gosteren algoritmadir.

Tablo 3.4 CART algoritmasinin hata matrisi
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Gostergelerin CART algoritmasindaki 6nemi, Sekil 3.27°de goriilmektedir. Bu
sekil, her bir gostergenin modelin tahminlerini ne kadar etkiledigini gosteren 6nem

degerlerini sunmaktadir.

Parsel Alam
Bina Alam
Disbiikeylik

Kat Adedi
Dairesellik
Dikdortgensellik

Karesellik

Bosluk Sayisi
0,0% 20,0%  40,0% 60,00  80,0%

Sekil 3.27 CART algoritmasi gostergelerinin onem degerleri

Destek vektdr makinesi algoritmasinin F1 skor degeri %81.43 (x = 0.617) olarak

bulunmustur. Tablo 3.5’te algoritmanin hata matrisi goriilmektedir.

Tablo 3.5 DVM algoritmasinin hata matrisi

[wl =]
u 13?' 200
H & 175
:8 Q
150
[
i 125
E 100
] “ i
& 75
&
- 50

Konut disi -
Konut

TAHMINI DEGERLER

Rastgele orman algoritmasinin F1 skor degeri %83.39 (x = 0.657) olarak
bulunmustur. Tablo 3.6’da rastgele orman algoritmasinin  hata matrisi

goriilmektedir.
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Tablo 3.6 Rastgele orman algoritmasinin hata matrisi
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TAHMINI DEGERLER

Gostergelerin rastgele orman algoritmasindaki 6nemi, Sekil 3.28’de goriilmektedir.
Bu sekil, her bir gostergenin modelin tahminlerini ne kadar etkiledigini gdsteren

onem degerlerini sunmaktadir.

Parsel Alan
Bina Alanm
Disbiikeylik
Karesellik
Dairesellik
Dikdortgensellik
Kat Adedi

Bosluk Sayisi
0,0% 10,0% 20,0 30,0% 40,0% 50,0%

Sekil 3.28 Rastgele orman algoritmasi gosterge dnem degerleri

Asiri gradyan arttirma algoritmasimin F1 skor degeri %83.39 (x = 0.657) olarak
bulunmustur. Tablo 3.7°de algoritmanin hata matrisi goérilmektedir. Topluluk
O0grenme algoritmalar1 ayni performans: gostermistir. Ayrica konut binalarinin
tespit edilmesinde CART algoritmasina goére bu iki algoritma daha basarili

performans gdstermistir.
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Tablo 3.7 Asirt gradyan arttirma algoritmasinin hata matrisi
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Gostergelerin  asir1 gradyan arttirma algoritmasindaki 6nemi, Sekil 3.29°da
goriilmektedir. Bu sekil, her bir 6zelligin modelin tahminlerini ne kadar etkiledigini

gosteren onem degerlerini sunmaktadir.

Parsel Alam
Bina Alam
Disbiikeylik

Kat Adedi
Karesellik
Dairesellik
Bosluk Sayis1
Dikdortgensellik

0,0% 10,0%  20,0%  30,0%  40,0%

Sekil 3.29 Asir1 gradyan arttirma algoritmasi gosterge dnem degerleri

k-en yakin komsu algoritmasinin F1 skor degeri %74.26 (x = 0.471) olarak
bulunmustur. En basarisiz performans bu algoritmada goriilmiistiir. Tablo 3.8’de

algoritmanin hata matrisi goriilmektedir.
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Tablo 3.8 k-en yakin komsu algoritmasinin hata matrisi
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Tezde incelenen konut ve konut disi bina siniflarma ait dogruluk, kesinlik,
hassasiyet, F1 skoru ve Kappa degerleri gibi performans metrikleri ek E boliimiinde

detayl1 olarak sunulmustur.
3.3.2 Uygulama 2

Uygulamada 3509 bina ayak izi verisi kullanilmistir. Dengeli ve gergekei bir veri
seti i¢in 1000 adet konut, 1000 adet ticaret, 822 adet kamu hizmetleri ve 687 adet
depo ve fabrika fonksiyonuna sahip bina ayak izi verisi olacak sekilde
diizenlenmistir. Bu uygulamada denetimli 6grenme algoritmalarindan CART,
coklu karar agaci algoritmalarindan rastgele orman ve asir1 gradyan arttirma ve
ornek tabanli Ogrenme algoritmalarindan k-en yakin komsu algoritmalari
secilmistir. 2.2.2 numaral1 “Sekil Gostergeleri” bagligt altindaki gostergeler, kat
adedi, kat ytiksekligi, parsel alani, bina alan1 ve yogunluk hesaplari algoritmaya
degisken olarak atanmistir. En iyi performansi goésteren hiper parametrenin

bulunmasi i¢in Grid Search yontemi tiim algoritmalara uygulanmistir.

CART algoritmast i¢in yapilan hiper parametre optimizasyonunda;

e max_depth: [3, 5, 7, 9] (maksimum derinlik)
e min_samples_split: [2, 5, 10] (bdliinme i¢in minimum 6rnek say1st)

e min_samples_leaf: [1, 2, 4] (yapraktaki minimum 6rnek sayisi)
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degerleri denenmistir. 10-katli ¢apraz dogrulama yontemiyle yapilan deneylerde
maksimum derinlik 7, bolinme i¢in minimum 6rnek sayisi 2, yapraktaki minimum

ornek sayis1 1 degerleri i¢in F1 skoru en yiiksek degere ulasmistir.
Rastgele orman algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

e n_estimators : [100, 200, 300] (karar agaci sayisi)
e max_depth : [5, 10, 15] (maksimum derinlik)
e min_samples_split : [2, 5, 10] (b6liinme i¢in minimum &rnek sayisi)

e min_samples leaf: [1, 2, 4] (yapraktaki minimum Ornek sayis1)

degerleri denenmistir. 10-katli ¢apraz dogrulama ydntemiyle yapilan deneylerde
karar agaci sayis1 300, maksimum derinlik 15, boliinme i¢in minimum 6rnek sayis1
10 ve yapraktaki minimum 6rnek sayisi 1 degerleri i¢in F1 skoru en yiiksek degere
ulagmistir. Rastgele orman algoritmasmin veri Onisleme, hiper parametre
optimizasyonu, model egitim ve degerlendirme agamalarinin kod bloklar1 Ek D’de

yer almaktadir.
Asir1 gradyan arttirma algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

e n_estimators : [100, 200, 300] (karar agaci sayisi)

max_depth : [3, 5, 7] (maksimum derinlik)

e learning rate: [0.1, 0.01, 0.001] (6grenme orani)

subsample : [0.8, 1] (6rnek 6rnekleme orani)

colsample bytree : [0.8, 1] (6zellik 6rnekleme orani)

degerleri denenmistir. 10-kath ¢apraz dogrulama yontemiyle yapilan deneylerde
karar agaci sayis1 100, maksimum derinlik 7, 6grenme oran 0.1, érnek drnekleme
orani 1 ve ozellik 6rnekleme orani 0.8 degerleri i¢in F1 skoru en yiiksek degere

ulagmustir.
k-en yakin komsu algoritmasi i¢in yapilan hiper parametre optimizasyonunda;

e n neighbors: [3, 5, 7, 9] (en yakin komsu sayis1)

e metric : ['euclidean’, 'manhattan’] (metrik)

e weights : ['uniform', 'distance'] (agirlik)
degerleri denenmistir. 10-katli ¢apraz dogrulama yontemiyle yapilan deneylerde en
yakin komsu sayis1 9, metrik ‘euclidean’ ve agirlik ‘uniform’ degerleri i¢in F1 skoru
en yiliksek degere ulagmistir.
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3.3.2.1 Bulgular
CART algoritmasinin F1 skor degeri %63.02 (k = 0.514) olarak bulunmustur. Tablo
3.9’da algoritmanin hata matrisi gériilmektedir.

Tablo 3.9 CART algoritmasinin hata matrisi
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Gostergelerin CART algoritmasindaki 6nemi, Sekil 3.30’da goriilmektedir. Bu
sekil, her bir gostergenin modelin tahminlerini ne kadar etkiledigini gosteren 6nem

degerlerini sunmaktadir.

Parsel Alam
Voronoi Alani
BA/PA

EDG

BA/VA

Bina Yiiksekligi
Bina Alam
Piiriizliiliik
Disbiikeylik
Kat Adedi
Uzanim
Karesellik
Dikdortgensellik
Dairesellik

0,0% 10,0% 20,00  30,0%  40,0%  50,0%

Sekil 3.30 CART algoritmasi gosterge dnem degerleri, BA/PA: Bina Alani/Parsel
Alani, BA/VA: Bina Alani/Voronoi Alani
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Rastgele orman algoritmasinin F1 skor degeri %68.99 (x = 0.580) olarak
bulunmustur. Tablo 3.10°da algoritmanin hata matrisi goriilmektedir. Bir diger
topluluk 6grenmesi algoritmasi olan asir1 gradyan arttirma algoritmasina gore daha

basarili performans gostermistir. Ayrica en basarili performans bu algoritmada

goriilmiistiir.
Tablo 3.10 Rastgele orman algoritmasinin hata matrisi
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Gostergelerin rastgele orman algoritmasindaki 6nemi, Sekil 3.31°de goriilmektedir.
Bu sekil, her bir gostergenin modelin tahminlerini ne kadar etkiledigini gosteren

Oonem degerlerini sunmaktadir.
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Parsel Alam
BA /PA
Voronoi Alan
Bina Alam
Bina Yiiksekligi
BA/VA
Uzanim
Dairesellik
Dikdortgensellik
Piiriizliiliik
Karesellik

EDG
Disbiikeylik
Kat adedi

0,0% 5,0% 10,0% 15,0% 20,0%

Sekil 3.31 Rastgele orman algoritmasi gosterge dnem degerleri, BA/PA: Bina
Alani/Parsel Alani, BA/VA: Bina Alani/Voronoi Alani

Asirt gradyan arttirma algoritmasinin F1 skor degeri %68.40 (x = 0.574) olarak

bulunmustur. Tablo 3.11°de algoritmanin hata matrisi goriilmektedir.

Tablo 3.11 Asir1 gradyan arttirma algoritmasinin hata matrisi
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TAHMINI DEGER

Gostergelerin  asir1 gradyan arttirma algoritmasindaki onemi, Sekil 3.32°de
goriilmektedir. Bu sekil, her bir gostergenin modelin tahminlerini ne kadar

etkiledigini gosteren dnem degerlerini sunmaktadir.
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Parsel Alam
BA/PA
Voronoi Alani
EDG

Bina Alam

Kat Adedi

BA/ VA

Bina Yiiksekligi
Disbiikeylik
Karesellik
Dairesellik
Piiriizliiliik
Uzanim
Dikdortgensellik

0,0% 5,0% 10,0% 15,0% 20,0%

Sekil 3.32 Asir1 gradyan arttirma algoritmasi gosterge onem degerleri, BA/PA:
Bina Alani/Parsel Alani, BA/VA: Bina Alan1/Voronoi Alani

k-en yakin komsu algoritmasinin F1 skor degeri %60.24 (x = 0.466) olarak
bulunmustur. En basarisiz performans bu algoritmada goriilmiistiir. Tablo 3.12°de

algoritmanin hata matrisi gortilmektedir.

Tablo 3.12 k-en yakin komsu algoritmasinin hata matrisi

200

150

GERCEK DEGERLER

- 100

1 24 27 22

§
$

£
" it
*‘r:»% i
E‘ﬂ;
By

TAHMINI DEGERLER

74



Tezde incelenen konut, ticaret, kamu hizmetleri, fabrika ve depo bina siniflarina ait
dogruluk, kesinlik, hassasiyet, F1 skoru ve Kappa degerleri gibi performans

metrikleri ek F boliimiinde ayrintili olarak sunulmustur.
3.3.3 Tartisma

Her iki uygulama degerlendirildiginde binalar iki fonksiyonel sinifa ayrildiginda
tlim algoritmalarin daha basarili performans gosterdigi goriilmektedir. Ancak sinif
sayis1 arttik¢a algoritmalarin performanslarinin diistiigi goriilmektedir. Her iki
uygulamada da topluluk O6grenmesi algoritmalari daha basarili performans
gosterirken, ornek tabanli bir algoritma olan k-en yakin komsu algoritmasi en

basarisiz performansi gostermistir.

Konut binalarinin tespit edilmesi tiim algoritmalarda en yiiksek dogruluk oranini
gostermistir. Konut binalarini fabrika ve depo, ticaret ve kamu hizmet binalar takip
etmektedir. Hata matrisleri incelendiginde CART, rastgele orman ve asir1 gradyan
arttirma algoritmalar1 gergekte kamu hizmet sinifina ait olan bazi binalari ticaret
sinifl; ticaret sinifina ait olan bazi binalari ise kamu hizmet ve konut sinifi olarak
tahmin etmistir. k-en yakin komsu algoritmasi ise ger¢ekte kamu hizmet sinifina ait
olan bazi binalar1 ticaret ve konut sinifi; ticaret siifina ait olan bazi binalar1 ise

konut sinifi olarak tahmin etmistir.

Sekil gostergelerinin algoritmalarin performanslarina olan katkilari incelendiginde;
CART algoritmasimin her iki uygulamada da tek bir 6zellige (parsel alani) daha
yuksek oranda odaklandigr gorilmiistir. Bu durum veri setinde karmasiklik
(fonksiyonel smf sayisi) arttiinda performans diislikliigline yol agmistir.
Uygulama 1’de CART algoritmasi en basarili algoritma iken Uygulama 2’de en
basarisiz algoritmalardan biridir. RO ve XGBoost algoritmalarinin daha fazla
sayida 6zelligi yakin oranda dikkate aldig1 goriilmiistiir. Bu durum karmasik veri
setlerinde daha basarili olmalarini saglamistir. Her iki algoritmada Uygulama 2’de

diger algoritmalara gore daha basarili performans gostermistir.

Uygulama 1’de algoritmalarin gostergelerinin 6nem degerleri farklilik gosterse de
lic algoritma icinde en dnemli gostergeler parsel alani, bina alan1 ve digbiikeylik
olmustur. Bosluk sayis1t CART ve RO algoritmalarinda performansa hicbir katki
saglamamigtir. Uygulama 2°de de farkli gosterge 6nem degerleri olmasina ragmen

en onemli gostergeler parsel alani, Voronoi alani (bina etki alan1) ve BA/PA orani
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olmustur. Dairesellik CART algoritmasinin performansina higbir katki
saglamamistir. RO ve XGBoost algoritmalarma %5'in altinda katki saglayan

gostergeler; dikdortgensellik, karesellik, dairesellik ve piiriizliiliiktiir.
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Bu c¢alismada bina fonksiyonlarinin siniflandirilmasinda makine 6grenmesi
yontemlerinin siniflandirma performansina olan etkileri aragtirilmigtir. Bu amagla,
binalarin mekansal karakteristikleri (biiyiikliik, sekil, mekansal iligkiler ve nicel
Oznitelikler) kullanilmistir. Florida’min Miami-Dade ili c¢alisma alani olarak
belirlenmistir. Veri seti ArcGIS’in agik kaynakli platformundan elde edilmistir.
Sadece konut ve konut dis1 binalarinin ve ayrica dort farkli bina fonksiyonun
(konut, ticaret, kamu hizmetleri, fabrika ve depo) tespit edilerek siniflandirildigs iki
uygulama gerceklestirilmistir. Bu kapsamda su makine 6grenmesi algoritmalar
kullanilmistir: Uygulama 1 (CART, destek vektor makineleri, rastgele orman, asiri
gradyan arttirma ve k - En Yakin Komsu), uygulama 2 (CART, rastgele orman,

asir1 gradyan arttirma ve k — En Yakin Komgsu).

Siif ve gosterge sayisinin daha az oldugu Uygulama 1’de tiim algoritmalar
Uygulama 2’ye gore daha basarili performans gostermistir. Her iki uygulamada da
topluluk 6grenmesi algoritmalariyla daha iyi sonuclar elde edilmistir. k-en yakin

komsu algoritmasi ise her iki uygulamada en basarisiz performansi gostermistir.

Gosterge sayisinin artmasi topluluk 6grenmesi algoritmalarinin performansini
arttirmistir. Daha fazla gostergede CART algoritmasi sadece bir gostergeye daha
fazla 6nem verirken rastgele orman ve asir1 gradyan arttirma algoritmalar: tim

gostergeleri yakin oranda performansa katmistir.

Her iki uygulamada da tiim algoritmalar konut sinifin1 tespit etmede bagarili iken,
ticaret ve kamu hizmetleri simiflarini tespit etmede basarisiz olmuslardir. Bu
siniflarin tespit edilmesinde cografi referansh sosyal medya, sokak goriiniimii ve
taksi yoriingesi verileri gibi verilerin ¢aligmalara dahil edilmesiyle elde edilen

sonuglarin desteklenmesi saglanabilir.
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SINIFLANDIRMA iCIN LITERATUR
ARASTIRMASI

Arastirmacilar | Calismanin Amaci Fonksiyonel Siniflandirma

KONUT Konut alanlari, villa, yurt
ve gecekondu
Merkezi is bolgeleri,
restoran, bar, otel,
aligveris merkezler,
kuafor, giizellik
merkezleri, spor tesisleri,
arag satin alma ve
TICARET kiralama alanlar1, internet
kafe, sinema, konser
salonlart, tiyatro, ofis,
ticari binalar, seyahat
acenteleri, bilim ve

Bing Xiao; Xuexiu

. Binalarin k k teknoloji parklari ve
Jia; Dong Yang; | .. ?a . .ayna b, J. P
: =" | tiketimlerinin ¢evre endiistriyel parklar
Lingwen Sun; . JP
tizerindeki etkilerini

Feng.Shi; Qitqng incelemek Hﬁlfﬁmet binalart,
Wang; Yongfei Jia organizasyonlar, saglik
kurumlart, kiiltiir ve spor

tesisleri, radyo ve
televizyon kurumlari,
sergi salonlari, sanat
galerileri, hastane,
hayvan hastaneleri, saglik
ve egitim kurumlari,
yiiksek egitim kurumlari,
ilkokul, ortaokul, bilimsel
arastirma enstitiileri,
eglence parklar, park,
miize, galeri, kilise vb.

KAMU
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Arastirmacilar | Calismanin Amaci Fonksiyonel Stmiflandirma
KONUT Konut, hizmet tesisleri
Yonetim ofisleri, kitap ve
sergi salonlari, kiiltiir
vouETiM e kany | R e
HiZMETLERI '
ortaokullar, stadyum ve
spor salonlari, hastaneler,
dini tesisler
Perakende ve toptan
igletmeler, yeme-igcme
ricareT veis | ST ot e
Angi Lin: TESISLERI goria t » C8
. tesisleri, rekreasypn ve
Xiaomeng Sun; N .
. spor tesisleri, benzin
Hao Wu; Wenting .
Luo: Danyang _ . istasyonlar1 vb.
Wan, - Danton Arazi kullanim ENDUSTRI VE Fabrikalar
ghong' 9 | haritas: olusturmak URETIM
Zhongming Wang; LOJISTIK VE DEPO [Pt depolama

Lanting Zhao;
Jiang Zhu

tesisleri

YOL, SOKAK VE

ULASIM

Kentsel yollar, kentsel
tren istasyonlari, ulagim
merkezleri, kamusal
ulagim istasyonlar1, park
alanlar1 vb.

BELEDIYE
TESISLERI

Su, enerji, gaz, 1s1
kaynaklari, iletigim
tesisleri, radyo ve
televizyon tesisleri,
drenaj tesisleri, temizlik
isleri tesisleri, cevre
koruma tesisleri,
itfaiyeler,
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INDIRILEN VERI SETININ
SINIFLANDIRMASI

FONKSiYONLAR ALT FONKSIYONLAR

10 BIRIMDEN FAZLA COK AILELIiK KONUTLAR

2-9 BIRIM ARASI COK AILELIK KONUTLAR

ACIK DEPO TESISLERI

Ticari tesisler
AGIR ENDUSTRIYEL ALANLAR Agir endiistriyel veya kereste
atolyesi

Kliip veya salon / 6zel tesisler
Kiiltiirel tesisler

Karisik kullanim - hiikiimet
BELEDIYEYE AiT TESiSLER tesisleri

Cok ailelik konutlar
Belediye tesisleri
Perakende satis merkezleri

BOLGESEL ALISVERIS MERKEZLERI

BUYUK MAGAZALAR

DEPOLAMA TERMINALLERI

DEVLET HASTANELERI

DEVLETE AiT BINALAR

DINI TESISLER

EGITIiM TESISLERI

Hiikiimet binalar1

Ofis binalar1

Kamu yonetim binalari
Tek ailelik konutlar

FEDERAL DEVLETE AiT BINALAR

FINANSAL KURUMLAR
GECE KLUBU YADA BARLAR
GIDA iSLEME TESIiSLERI
HAFIF IMALAT TESIiSLERI Gida isleme tesisleri
HAVALANI, TERMINAL YADA MARINA
HIiZMET iISTASYONLARI
HOTEL YADA MOTELLER
HUZUREVLERI
Yasam alanlar1
Kuliip veya salon / 6zel tesisler
Toplu konutlar
Ticari tesisler
. .. Cok ailelik konutlar
ILCEDEKIi BiNALAR 5Fs binalan

Ceza kurumu

Tek ailelik konutlar
Kamu hizmet binalar1
Depolama binalari
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KAMU EGITiM KURULU

KAMU HiZMET BiNALARI Ofis binast __
Kamu hizmet binalar1
Saglik hizmetleri
KAMU YARARI iCiN OLAN KURULUSLAR Cok ailelik konutlar
Ofis binalar1

KAPALI OYUN ALANLARI

KAPALI TiYATRO VE ODITORYUM

KARISIK KULLANIM - KONUT ALANLARI

KARISIK KULLANIM - MAGAZA VE KONUT
BINALARI

Karisik kullanim - ticaret

Karisik kullanim - konut

Perakende satis merkezleri

KIRSAL ALANDAKI BINALAR

KONSERVE YADA DAMITIM FABRIKASI

Yasam alanlari

Otomotiv yada marina tesisleri

Konserve fabrikalari

Kliip veya salon / 6zel tesisler

Agir endiistriyel veya kereste
atolyeleri

Gida isleme tesisleri

Karisik kullanim - ticari alanlar

Karigik kullanim - konut alanlari

Mobil evler

Cok ailelik konutlar

Ofis binalari

Parekende satis alanlari

Kamu hizmet binalar1

Depo veya depolama tesisleri

Toptan satig merkezleri

KONUT BINALARI

MAGAZALAR

MINERAL iSLEME TESIiSLERi

Mineral igleme

Karisik kullanim - endiistri

MOBIL EVLER

OFiS BINALARI

ORTAK ALANLAR

ORTAK ALISVERIS MERKEZLERI

OZEL HASTANELER

PAKETLEME TESIiSLERI

Gida isleme tesisleri

PROFESYONEL HiZMET BiNALARI

Saglik hizmeti tesisleri

Karisik kullanim - ticari binalar

Ofis binalar1

RESTORAN YADA KAFELER

SENATARYUMLAR

SIGORTA SIRKETLERI

Ofis binalar1

SUPERMARKETLER

TAMIRAT DUKKANLARI
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TARIM ALANINDAKI BINALAR

Tek ailelik konutlar

TEK AILELIiK KONUTLAR

1 birimli tek ailelik konutlar

Tek ailelik konut (ek yagam
alanl1)

Tek ailelik kiime evler

Tek ailelik konut

TIYATRO VE STADYUMLAR

TOPTAN SATIS TESISLERI

TURIST CAZIiBE MERKEZLERI

UNIVERSITE YADA KOLEJLER

Ozel egitim

Devlet okullar:
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UYGULAMA 1: CART ALGORITMASI
KODLARI VE OPTIiMiZASYON SURECI

# Kutiuphaneleri yiikleme

from sklearn.model selection import GridSearchCV

from sklearn.tree import DecisionTreeClassifier

import pandas as pd

from sklearn.model_selection import train_test_split

from sklearn.metrics import accuracy _score, precision_score,
recall score, fl_score, confusion_matrix, cohen_kappa_score
from sklearn.preprocessing import LabelEncoder

# Veri yiikleme
data = pd.read_excel("VERI_DOSYASI YOLU")

# Veri setini 6zellik ve sinif verisi olarak ayirma

X = data.drop(["FID", "Objectid", "Fonk_Sinif", "Bina_alani",
"Voro_alani", "Bina_yiiksek", "BA_ParselA", "BA_VoroA", "RI",
"ERI", "ELO"], axis = 1)

y = data["Fonk_Sinif"]

# Veri kimesini egitim ve test verisi olarak ayirma
X_train, X test, y_train, y test = train_test_split(X, vy,
test_size = 0.3, random_state = 42)

# Hiper parametre i¢in parametre araliklarini tanimlama
param_grid = {
'max_depth': [3, 5, 7, 9],
"'min_samples_split': [2, 5, 10],
'min_samples_leaf': [1, 2, 4]

# Model olusturma
clf = DecisionTreeClassifier()

# Grid Search ile en iyi model parametrelerini belirleme
grid_search = GridSearchCV(clf, param_grid, cv = 10)
grid_search.fit(X_train, y_train)
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# En iyi parametreleri egitme
best_model = grid_search.best_estimator_
best_model.fit(X_train,y_train)

# Tahmin ve Degerlendirme
y_pred = best_model.predict(X_test)
y_true = y test

# Metrik hesaplama
accuracy = accuracy_score(y_true, y pred)

precision = precision_score(y_true, y pred, average =
'weighted’)
recall = recall_score(y_true, y_pred, average = 'weighted')

f1 = f1_score(y_true, y_pred, averag e= 'weighted')
kappa = cohen_kappa_score(y_true, y pred)
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UYGULAMA 2: RASTGELE ORMAN
ALGORITMASI KODLARI VE
OPTIiMiZASYON SURECI

# Kutiuphaneleri yiikleme

from sklearn.model_selection import train_test_split
import pandas as pd

from sklearn.model_selection import GridSearchCV
from sklearn.ensemble import RandomForestClassifier
from sklearn.preprocessing import LabelEncoder

# Veri yiikleme
data = pd.read_excel("VERI_DOSYASI YOLU")

# Veri setini 6zellik ve sinif verisi olarak ayirma

X = data.drop(["FID", "Objectid"”, "Fonk_Sinif", "Bina_alani",
"Voro_alani", "Bosluk_Sayi", axis = 1)

y = data["Fonk_Sinif"]

# Veri kimesini egitim ve test verisi olarak ayirma
X_train, X test, y_train, y test = train_test_split(X, vy,
test_size = 0.3, random_state = 42)

# Hiper parametre i¢in parametre araliklarini tanimlama
param_grid = {
"'n_estimators': [100, 200, 300],
'max_depth': [5, 10, 15],
"'min_samples_split': [2, 5, 10],
'min_samples_leaf': [1, 2, 4]

}

# Model olusturma
rf = RandomForestClassifier()

# Grid Search ile en iyi model parametrelerini belirleme

grid = GridSearchCV(estimator = rf, param_grid = param_grid,
cv=10)
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# En iyi parametreleri egitme

best_model fit=
RandomForestClassifier(**best_params)best_model.fit(X_train,
y_train)

best model fit.fit(X_train, y_train)

# Tahmin ve Degerlendirme
y_pred = best_model.predict(X_test)
y_true = y_ test

# Metrik hesaplama
accuracy = accuracy_score(y_true, y_pred)

precision = precision_score(y_true, y_pred, average =
'weighted')
recall = recall_score(y_true, y_pred, average = 'weighted')

f1 = f1_score(y_true, y _pred, averag e= 'weighted')
kappa = cohen_kappa_score(y_true, y pred)
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UYGULAMA 1: SINIFLARIN PERFORMANS
METRIKLERI

CART
Dogruluk | Kesinlik | Duyarlilik | F1-Skor
KONUT| 0,835 0,846 0,875 0,860
+ KONUTDISI| 0,835 0,819 0,780 0,799

Destek Vektor Makineleri

Dogruluk | Kesinlik | Duyarlilik | F1-Skor
KONUT| 0,816 0,822 0,872 0,846

KONUT DISI| 0,816 0,806 0,738 0,771

Rastgele Orman
Dogruluk | Kesinlik | Duyarlilik | F1-Skor
KONUT| 0,835 0,835 0,892 0,863
KONUT DISI| 0,835 0,835 0,757 0,794

XGBoost
Dogruluk | Kesinlik | Duyarhilik | F1-Skor
KONUT| 0,835 0,835 0,892 0,863
KONUT DISI| 0,835 0,835 0,757 0,794

k-En Yakin Komsu
Dogruluk | Kesinlik | Duyarlilik | F1-Skor
KONUT| 0,755 0,730 0,916 0,813
KONUT DISI| 0,755 0,820 0,533 0,646
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UYGULAMA 2: SINIFLARIN PERFORMANS

METRIKLERI
CART

Dogruluk | Kesinlik | Duyarlilik | F1-Skor
TICARET| 0,641 0,557 0,603 0,579
KAMU HIZMETLERI| 0,641 0,559 0,535 0,547
KONUT| 0,641 0,722 0,804 0,761
DEPO VE FABRIKA| 0,641 0,787 0,599 0,680

Rastgele Orman

Dogruluk | Kesinlik | Duyariiik | F1-Skor
TICARET| 0,904 0,595 0,671 0,631
KAMU HIZMETLERI| 0,690 0,662 0,562 0,608
KONUT| 0,690 0,726 0,821 0,771
DEPO VE FABRIKA| 0,690 0,862 0,695 0,770

XGBoost

Dogruluk | Kesinlik | Duyarlilik | F1-Skor
TICARET| 0,857 0,603 0,658 0,629
KAMU HIZMETLERI| 0,686 0,667 0,550 0,603
KONUT| 0,686 0,709 0,821 0,761
DEPO VE FABRIKA| 0,686 0,827 0,706 0,762

k-En Yakin Komsu

Dogruluk | Kesinlik | Duyariiik | F1-Skor
TICARET| 0,607 0,529 0,531 0,530

KAMU HIZMETLERI| 0,607 0,618 0,446 0,518
KONUT| 0,607 0,578 0,814 0,676

DEPO VE FABRIKA| 0,607 0,832 0,629 0,717
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