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OZET
Yiiksek Lisans Tezi

DERIN OGRENME iLE FARKLI VERI KAYNAKLARINDAN ELDE EDIiLEN
GORUNTULERDEN BINA TESPITI

Siikrii Batuhan BILGILI
Afyon Kocatepe Universitesi
Fen Bilimleri Enstitiisii
Harita Miihendisligi Anabilim Dali
Danmisman: Prof. Dr. Murat UYSAL

Uzaktan algilama teknolojilerindeki hizli gelismeler ve yiiksek coziinirlikli uydu
gorilintiileri ile hava araglarinin yayginlasmasi, kentsel alanlarda bina tespiti gibi
uygulamalar1 daha etkin hale getirmigtir. Derin 6grenme yoOntemleri, bu siirecte
geleneksel yontemlere kiyasla daha hizli, hassas ve 6lgeklenebilir ¢oziimler sunarak sehir
planlamasi, afet yonetimi ve ¢evresel analizler gibi alanlarda kritik bir rol iistlenmistir.
Bu tez caligmasinda, nesne tespiti problemleri i¢in yaygin olarak kullanilan YOLO
(Sadece Bir Kez Bak) algoritmasinin iki farkli siirtimii olan YOLOv8m ve YOLOv11m
ile Mask-RCNN (Bolge Tabanli Evrisimsel Sinir Aginin Maskelenmesi) algoritmalari,
iki farkli veri kaynagindan (Harita Genel Miidiirliigii ortofotosu ve WorldView03 uydu
goriintlisii) elde edilen goriintiiler iizerinde bina tespiti ¢alismasi igin test edilmistir.
YOLO algoritmalart Google Colab ortaminda, Mask-RCNN algoritmasi ise ArcGIS Pro
uygulamasinda  degerlendirilmistir. Sonu¢ olarak, YOLO ve Mask-RCNN
algoritmalarinin bina tespiti alanindaki potansiyeli ortaya konulmus ve bu ¢aligmanin,
uzaktan algilama teknolojileri ile yapay zeka tabanli ¢oziimlerin entegrasyonuna katki
sunmasi1 hedeflenmistir.

2025, x + 62 sayfa
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Algilama, Coziintirlik



ABSTRACT
M.Sc. Thesis

BUILDING DETECTION FROM IMAGES OBTAINED FROM DIFFERENT DATA
SOURCES USING DEEP LEARNING

Siikrii Batuhan BILGILI
Afyon Kocatepe University
Graduate School of Natural and Applied Sciences
Department of Geomatics Engineering
Supervisor: Prof. Murat UYSAL

The rapid advancements in remote sensing technologies and the widespread use of high-
resolution satellite imagery and aerial vehicles have made applications such as building
detection in urban areas more effective. Deep learning methods have provided faster,
more precise, and scalable solutions compared to traditional methods, playing a critical
role in areas such as urban planning, disaster management, and environmental analysis.
In this thesis study, two different versions of the YOLO (You Only Look Once)
algorithm, YOLOv8m and YOLOv11lm, which are widely used for object detection
problems, along with the Mask-RCNN (Mask Region-Based Convolutional Neural
Network) algorithm, were tested for building detection using images obtained from two
different data sources (General Directorate of Mapping orthophoto and WorldView03
satellite imagery). The YOLO algorithms were evaluated in the Google Colab
environment, while the Mask-RCNN algorithm was assessed in the ArcGIS Pro
application. As a result, the potential of YOLO and Mask-RCNN algorithms in the field
of building detection was demonstrated, and this study aims to contribute to the
integration of remote sensing technologies with artificial intelligence-based solutions.
2025, x + 62 pages
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1. GIRIS

Uzaktan algilama teknolojilerindeki hizli gelismeler, yiiksek ¢oziintirliiklii ve ¢ok bantli
sensorlerin yayginlasmasi, uydu ve hava platformlarina dayali gorsellestirme araglarinin
artmasi ve veri isleme maliyetlerinin diismesi gibi faktorler, 6zellikle kentsel alanlarin
mekansal analizinde biiyiik bir rol oynamaktadir. Bu gelismeler, bina tespiti ve yapisal
Ozelliklerin belirlenmesi gibi alanlarda 6nemli katkilar saglayarak kentsel planlama, afet
yonetimi, altyapi iyilestirme, tarihi alanlarin korunmasi, akilli sehir uygulamalar1 ve
cevresel siirdiiriilebilirlik gibi ¢ok yonlii uygulamalar1 desteklemektedir. Bu baglamda,

bina tespiti, kentsel gelisim ve yonetim siireclerinde stratejik bir dneme sahiptir.

Uydu sistemleri ve yapay zeka yontemlerindeki ilerlemeler, hava fotograflar1 ve uydu
goriintiilerinden binalarin ve diger nesnelerin otomatik olarak tespiti kolaylagtirmistir. Bu
durum, cografi veri tabanlarinin giincellenmesi, arazi kullanim yonetimi, kent planlamasi,
afet yonetimi, niifus yogunlugu tahmini ve degisim izleme gibi bir¢ok uygulamada hizli
ve giivenilir veri elde edilmesini miimkiin kilmaktadir. Ozellikle yiiksek mekansal
¢Oztiniirliiklii uydu goriintiileri ile makine 6grenmesi ve derin 6grenme yontemlerinin
birlesimi, nesnelerin kisa siirede ve yiliksek dogrulukla tespit edilmesine olanak
tanimaktadir. Bu siiregte, Google Colaboratory gibi bulut tabanli ve isbirlik¢i
programlama ortamlari, yapay zeka ve derin 6grenme projelerinin hizlandirilmasinda

onemli bir rol oynamaktadir.

Bina tespiti, kentsel alanlarin yap1 taslarindan biri olan binalarin hava fotograflar1 veya
uydu goriintiileri lizerinden belirlenmesini icermektedir. Bu siire¢, binalarin zaman
icindeki saglik durumlarinin analizi, afet risk analizleri, 3 boyutlu kent modellerinin
olusturulmas1 ve kacak yapilarin tespiti gibi bir¢ok uygulamada kritik bir kaynak
saglamaktadir. Ozellikle hizla artan kentlesme ve yapilasma siireci, bina tespiti ve
izlenebilirligi konularin1 daha da 6nemli hale getirmistir. Dogal afetlerin yonetimi, sehir
planlamasi ve c¢evresel etkilerin degerlendirilmesi gibi alanlarda, bina tespiti biiyiik bir
Ooneme sahiptir. Bu nedenle, yapay zeka ve derin 6grenme teknikleri, geleneksel

yontemlere kiyasla daha hassas, hizl1 ve 6l¢eklenebilir ¢éziimler sunarak bu alanda 6ne
¢ikmaktadir.



06 Subat 2023 tarihinde Kahramanmaras ve cevre illerde meydana gelen depremler,
uzaktan algilama teknolojilerinin kriz sonras1 donemde bilgi tiretimindeki roliinii net bir
sekilde ortaya koymustur. Ancak, hava kosullari, goriintii kalitesi, ¢ati tiplerindeki
farkliliklar, ¢ozlintirliik diizeyleri ve veri erisimi gibi kisitlar, goriintiilerden dogru bilgi
elde edilmesini zorlastirmaktadir. Deprem sonrasi yiizeydeki deformasyonlarin farkli
bolgelerde degisen biiyiikliikklerde olmasi, deprem Oncesi ve sonrasi verilerin birlikte
analiz edilmesini giiglestirmektedir. Bu nedenle, tek bir goriintiiden hizli1 ve dogru bilgi

cikarimi biiyiik 6nem tasimaktadir.

Derin 6grenme yaklagimlarindan biri olan YOLO (You Look Only Once) algoritmasi,
nesne tespiti problemlerinde yliksek performansiyla dikkat cekmektedir. YOLO, tek bir
islemle hem nesnenin yerini hem de siiflandirmasini gergeklestirebilme yetenegi
sunarak, Ozellikle biiyiik veri setleriyle c¢alisirken islem hizin1 artirmaktadir. Bu
ozellikleriyle YOLO, havadan ¢ekilen goriintiilerden veya uydu fotograflarindan etkili
bir sekilde bina bilgisi ¢ikarma potansiyeline sahiptir. Benzer sekilde, Mask R-CNN
(Mask Region Based Convolutional Neural Network) gibi modern derin 6grenme
algoritmalar1 da nesne tespiti ve piksel diizeyinde segmentasyon yetenekleri sayesinde
binalarin smirlarin1 hassas bir sekilde belirleyebilmektedir. Bu ¢alismada, YOLOVS,
YOLOvV11 ve Mask R-CNN gibi derin 6grenme modellerinin bina tespiti gorevindeki
performanslar1 incelenerek, bu alandaki mevcut yontemlerin gelistirilmesine katki

saglanmasi hedeflenmektedir.

Sonug olarak, bina tespiti, kentsel planlama, afet yonetimi, ¢evresel siirdiiriilebilirlik ve
akilli sehir uygulamalar1 gibi bir¢ok alanda kritik bir rol oynamaktadir. Yapay zeka ve
derin 6grenme teknikleri, bu alanda geleneksel yontemlere kiyasla daha hizli, hassas ve
Olceklenebilir ¢oziimler sunarak bina tespiti siireclerini daha etkili hale getirmektedir. Bu
calisma, bina tespiti iizerine yapilan akademik arastirmalara katki saglamayi1 ve bu

alandaki teknik ¢oziimlerin gelistirilmesine 151k tutmay1 amaglamaktadir.



2. LITERATURDE BIiNA TESPITi CALISMALARI

Faster R-CNN (Faster Region Based Convolutional Neural Network) algoritmasi kiigiik
Olciilii nesnelerin tespiti i¢in uyarlanmis ve 6zel olarak olusturulan veri seti ile egitim
islemi gerceklestirilerek, uydu goriintiilerinden bina tespitini uygulamistir. Model,
yeniden egitim gerektirmeksizin yeni uydu goriintiilerinde otomatik olarak binalar1 tespit
edebilmekte ve saniyeler i¢inde %88,6 dogrulukla sonu¢ verebilmektedir (Saralioglu ve

Gilingor 2022).

Gergek renkli uydu goriintiileri i¢in farkli nesne tespit yaklasimlar: arastirilmigtir. Derin
ogrenme tabanli Convolutional Neural Network (CNN) mimarileri, uzaktan algilama
verileri i¢in giliclii tespit algoritmalaridir; ancak bu modellerin etkin sekilde
kullanilabilmesi i¢in uydu goriintiilerinin 6n igleme tabi tutulmasi gerekmektedir.
Calismada, CNN modellerinin egitimi i¢in bazi hiperparametreler optimize edilmis ve
model performansma etkileri incelenmistir. YOLO ve Faster R-CNN algoritmalari
kullanilarak yapilan deneylerde, 6zellikle goriintii boyutu, 6grenme orani ve iterasyon
sayisinin model basarimi iizerindeki etkileri degerlendirilmistir. YOLO igin 6000
iterasyon, Faster R-CNN i¢in ise 200 bin iterasyon belirlenmistir. Deneylerde, Faster R-
CNN modeli i¢in ResNet-50 ve Inception v2 omurgalari kullanilmis olup, ResNet-50'nin
daha diisiik yanlis negatif oranina sahip oldugu gézlemlenmistir. YOLO modeli, bitisik
binalarin tespitinde basarili bulunmus, ancak ayn1 nesne i¢in fazla sayida sinirlayici kutu
olusturmustur. Ote yandan, Faster R-CNN algoritmasinin daha az nesne kagirdig1, ancak
farkli boyut ve malzemeye sahip binalarin tespitinde zorlandig1 belirlenmistir (Ozaydin

2021).

YOLOV3 tabanl gelistirilen YOLO-S-CIOU modeliyle uzaktan algilama goriintiilerinde
belirli binalarin tespiti iyilestirilmistir. Darknet53 yerine kullanilan SRXnet modiili,
benzer karmagiklikta daha giiclii 6zellik 6grenimi saglar. Kaybin konum kisminda CloU
Loss kullanilmasi, sinirlayict kutu regresyonunu iyilestirir. Testlerde, YOLO-S-CIOU,
YOLOv3’e gore daha az parametreyle (%4 daha az) daha yliksek AP (Average Precision)
(%97,62) ve F1 (%97,50) sonuglaria ulasmistir (Gao vd. 2021).



YOLOV3 ve YOLOVS algoritmalar1 kullanilarak hava fotograflarindaki bina nesnelerinin
otomatik tespiti gerceklestirilmistir. Egitim siireci, fotograf parcalarinin boyut ve
6l¢egine uygun olarak yiiriitiilmiis, boylece yeni bir hava fotografi tizerinde tekrar egitime

gerek kalmadan hizli ve otomatik bina tespiti yapilabilmistir (Kocaman vd. 2023).

YOLOvV3 ve YOLOvV5S modelleri karsilastirilarak halka acgik binalarin tespiti
gergeklestirilmis ve YOLOvVS’in daha yiiksek performans sundugu belirlenmistir. Model,
farkli boyut ve agilardan cekilmis uydu goriintiilerinde basarili nesne tespiti yaparak

gercek zamanli takip imkan1 saglamistir (Karabulut 2022).

YOLOV5x modeli ile yiiksek ¢oziiniirliiklii I[HA (insansiz Hava Araci) goriintiilerinden
bina nesnelerini tespit etmeyi amaglamistir. Yalnizca bina ¢atis1 goriintiilerine dayanan
siiflandirma hatalarini azaltmak icin sayisal topografik harita v2.0 verileri kullanilarak
etiketleme yapilmistir. Sonuglar, test goriintiilerinde %88-98, orto goriintiilerde ise %52-

96 dogruluk oranlari elde etmistir (Kim ve Hong 2021).

Deprem sonrast yikilmis binalarin tespiti icin YOLOv7, YOLOv7x, YOLOVSI ve
YOLOvV8x modellerinin gelistirilmesi ve egitilmesine odaklanmaktadir. 344 egitim ve
124 dogrulama goriintiisiinden olusan veri kiimesi {lizerinde egitilen modeller, 6zellikle
YOLOvV7’nin %79 mAP@.5 degerine ulagsmasiyla basarili sonuclar elde etmistir. Bu
dogruluk orani, deprem etkisi altindaki bolgelerde yikilmis bina tespiti agisindan modelin
etkinligini ortaya koymaktadir. Onceki ¢alismalarla kiyaslandiginda, daha kiiciik bir veri
kiimesi kullanilmis olmasina ragmen, 6nerilen YOLO modelleri yiiksek ¢ozlniirliiklii
uydu goriintiilerinde yikilmis binalar1 dogru sekilde tespit ve kategorize edebilmistir.
Ayn1 zamanda, kaynak kisith cihazlarda verimli c¢alisabilmesi ve ¢oklu gorev
yapabilmesi, bu modelleri cografi bilgi sistemleri tabanli afet miidahale ve iyilestirme
calismalar1 i¢in degerli araclar haline getirmektedir. Ozellikle Kahramanmaras deprem
dizisi baglaminda yapilan analizler, ¢alismanin deprem sonrasi hasar tespitinde 6nemli

bir gelisme sundugunu gostermektedir (Ilmak vd. 2024).

YOLOVS tabanli derin 6grenme modeli, uydu goriintiilerinden bina hasar tespiti yapmak

amaciyla gelistirilmistir. Model, 06zellikle "No-Damage" ve "Total-Destruction”



simiflarinda yiiksek dogruluk gostermis, ancak agir hasarli yapilar1 tespit etmede
sinirlamalar ortaya c¢ikmistir. Sonuclar, modelin afet yonetimi siireclerinde hizli ve

giivenilir bir degerlendirme araci olarak kullanilabilecegini gostermektedir (Yap vd.
2024).

YOLOV5 ve YOLO-NAS modelleri sirasiyla 0.744 ve 0.869 F1 skorlarina ulasirken, bina
segmentasyonu i¢in kullanilan RefineNet modeli 0.826 F1 skoru elde etmistir. Ancak,
goriintiilerin asir1 boliinmesi bina tespitini zorlagtirmistir. Bu sorunu gidermek icin
yapilan ince ayarlamalar sayesinde, iyilestirilmis YOLOv5, YOLO-NAS ve RefineNet
modelleri sirasiyla 0.883, 0.975 ve 0.932 F1 skorlarina ulasmstir. Ozellikle, YOLO-NAS
modeli 0.975 F1 skoru ile en yiiksek nesne tespit basarimin1 gosterirken, YOLO-NAS-
Segment Anything Model yontemi 0.912 IoU (Intersection over Union) degeri ile bina
smirlarini en dogru sekilde belirlemistir (Tasyurek 2024).

Segmenting Neural Network (SegNet) tabanli derin dgrenme ydnteminin, IHA
goriintiilerinden bina tespiti ve ¢ikarimi lizerindeki performansi degerlendirilmis ve
yontemin uygulanabilirligi ile avantajlart dogrulanmistir. SegNet mimarisi ile egitilen
denetimli model, farkli lokasyonlardan toplanan test verilerinde binalar1 %90’a yakin bir

genel dogrulukla basarili bir sekilde ¢ikarmistir (Boonpook vd. 2018).

Kentsel alanlarda bina tespiti i¢in uzaktan algilama verileri Synthetic Aperture Radar
(SAR) ve optik uydu goriintiileri ile vektorel bina verileri kullanilarak bir derin 6grenme
modeli gelistirilmistir. CNN tabanli U-Net algoritmasi, SAR goriintiileri tlizerinde bina
tespiti i¢in ilk kez uygulanmis ve yiiksek dogruluk oranlari elde edilmistir. Model, farkli
bantlardan (X band ve C band) elde edilen SAR goriintiileri tizerinde test edilmis, ancak
farkli bantlar arasinda dogruluk diisiisleri ve giiriiltii artis1 gozlemlenmistir. Ayrica, bitki
smiflandirma hatalarini azaltmak i¢in Normalized Difference Vegetation Index (NDVI)
band1 kullanilmis ve K-Ortalamalar yontemiyle bina sinifi band tiiretilmistir. Modelin

dogrulugu %81 olarak hesaplanmis ve kayip degeri 0.4 olarak bulunmustur (Emek 2022).

Dogal afet durumlarinda zarar gérme riski tasiyan yapilasmis alanlarin yari otomatik

olarak tespit edilmesine yonelik yenilik¢i bir derin 6grenme metodolojisi sunmaktadir.



Calismada, U-Net modeli kullanilarak, uydu ve hava goriintiileri iizerinden bina tespiti
yapilmig ve egitim siirecinde veri ¢esitliligini artirmak amaciyla veri genisletme (data
augmentation) teknikleri uygulanmistir. Modelin dogrulugunu artirmak igin iki farkli
kayip fonksiyonu test edilmis ve IoU tabanli kayip fonksiyonunun en iyi sonucu verdigi
belirlenmistir. Modelin farklt cografi bolgelerdeki performansini degerlendirmek
amaciyla, heyelan riski tasiyan bolgelerdeki bina tespit yetenegi incelenmis ve modelin
iyi bir cografi transfer edilebilirlik diizeyine sahip oldugu gézlemlenmistir (Francini vd.
2022).

Yalnizca jeoreferanslt nokta bulutlar1 kullanilarak bina tespitinin yapilabilirligi
arastirilmig, tespit edilen binalarin izdiisim alanlar elde edilerek dogruluk analizi
gerceklestirilmistir. Istanbul-Yeni Bosna, izmir-Bergama ve Almanya-Vaihingen
bolgelerine ait farkli lazer tarayicilarla iiretilmis Light Detection and Ranging (LIDAR)
verileri ile Afyon Kocatepe Universitesi Ahmet Necdet Sezer Kampiisii ve Izmir-
Bergama'da IHA ile iiretilen goriintii tabanli nokta bulutlar1 kullanilmistir. Nokta
bulutlari, goriintli formatina cevrilerek ylikseklik modelleri olusturulmus ve bina
tespitinde uygun doku parametreleri arastirilmistir. Gorsel analizler sonucunda
"Benzemezlik" parametresinin bina dokusunu en iyi sekilde yansittigt goriilmiistiir.
Ancak bitisik nizam yapilar ve agaglarla biitiinlesen binalarin dogru tespitini saglamak
amactyla morfolojik asmmma operatorii uygulanarak agaclarin ve birlesik objelerin
ayrigtirllmasi  saglanmigtir. Elde edilen bina izdiistim alanlar1 vektér formatina
doniistiirilmiis ve Douglas-Peucker algoritmasi ile piiriizsiiz hale getirilmistir.
Performans karsilastirmast i¢in Envi LIDAR yazilimi kullanilmis, ancak Onerilen
yontemin daha basarili sonuglar verdigi goriilmiistiir. Dogruluk analizi i¢in {iretici
dogrulugu, kullanic1 dogrulugu ve kalite metrikleri hesaplanmis ve Onerilen yontemin
bina tespit calismalarinda kullanilabilir oldugu gdsterilmistir. Sonug olarak, LIDAR ve
goriintii tabanli nokta bulutlarinin bina tespitinde etkin bir sekilde kullanilabilecegi ortaya
konulmustur. IHA ile gergeklestirilen nadir ve egik ucuslarin ayr1 ayr1 degerlendirilmesi,
LIDAR ve goriintii tabanli verilerin karsilastirilmas1 ve Benzemezlik doku parametresinin
bina tespitine uygulanmasi literatlire katki saglamaktadir. Bununla birlikte, asinma
operatoriiniin diisiik yiikseklikteki binalar1 etkileyebilmesi ve bitisik nizam yapilarin

ayristirilmasinda siirlamalar olmasi yontemin dezavantajlari arasinda yer almaktadir

(Polat 2018).



Farkl1 boyutlardaki binalar1 etkili bir sekilde tespit edebilen ¢oklu gérevli bir bina tespiti
modeli dnerilmistir. Ayrica, model yol etiketlerini kullanmadan, yol bilgilerini dolayli
olarak degerlendirebilmektedir. Onerilen model, geleneksel U-Net modeline kiyasla

onemli bir iyilesme saglamistir (Hamaguchi ve Hikosaka 2018).

Diisiik 151kl1 uydu goriintiilerinden bina tespiti icin etkili bir model Onerilmektedir.
Oncelikle, dalgacik doniisiimii ve tekil deger ayristirmasi kullanilarak goriintii kontrast:
artirilmaktadir. Daha sonra, EDLines ¢izgi dedektorii ile bina kenarlar1 belirlenerek
algisal gruplama yontemiyle tespit islemi gerceklestirilmigtir. QuickBird uydu
goriintiileri lizerinde yapilan deneyler, onerilen yontemin %89,02 dogruluk oranina
ulastigini ve Onceki yaklasimlara kiyasla daha hizli calistigini gdstermektedir. Sonuglar,
dalgacik doniisiimiiniin diisiik 1s1kl1 goriintiilerin iyilestirilmesinde etkili oldugunu ve

bina tespitinde yiiksek dogruluk sagladigini ortaya koymaktadir (Aamir vd. 2019).

Gelismis makine 6grenmesi teknikleri ve cografi veri isleme entegrasyonu ile kent
morfolojisini detayli bir sekilde incelemeyi miimkiin kilmaktadir. Mask R-CNN-HR
modelinin kullanimiyla bina ayak izi ¢ikarimi, bina tiirii siniflandirmasi ve yiikseklik
tahmini gibi islemler yiiksek dogrulukla yapilmaktadir. Model, konut binalarinin
yukseklik tahminlerinde biiylik basar1 gdsterirken, enerji modelleme gibi alanlarda da

pratikte etkin sonuglar elde edilmistir (Wang vd. 2025).

Uydu goriintiilerinde bina tespitini iyilestirmek amaciyla Segment Anything Model
(SAM) kullanilmigtir. Geleneksel bina tespit modelleri Red-Green-Blue (RGB)
goriintiilerle caligirken, bina sinirlarimi belirlemede yetersiz kalmaktadir. Bu sorunu
gidermek i¢in SAM iirettigi segmentasyon maskesi ek bir kanal olarak dahil edilmistir.
DeepLabV3+ modeli ve Dilated ResNet C42 omurgas1 kullanilarak gelistirilen model,
SpaceNet veri seti ile egitilmis ve Giineydogu Asya’ya 0zel bir veri seti ile ince ayar
yapilmistir. Sonuglar, modelin %94 dogruluk, %80.5 IoU ve %89.2 F1 skoru elde ettigini
gostermektedir. Ozellikle, SAM sagladig1 ek bilgilerin bina sinirlarmin daha keskin ve
dogru tespit edilmesini sagladigi belirlenmistir. Bu ¢alisma, SAM yo6nteminin uydu
goriintiileri ile bina tespitinde basaril1 bir sekilde kullanilabilecegini ve sehir planlama,

afet yonetimi ve bina haritalama gibi alanlara katki sunabilecegini ortaya koymaktadir

(Huang vd. 2024).



Derin 6grenme tabanli gorlintii segmentasyon modelleri (U-net, Feature Pyramid
Network (FPN)) kullanilarak 6 Subat 2023 Pazarcik ve Elbistan depremlerinde yikilan
binalarin tespitini incelemektedir. Yapilan degerlendirmelerde FPN modeli en yiiksek
dogruluk ve 6zgiilliikk degerlerine ulasirken, U-Net modeli geri ¢agirma, F1 skoru ve IoU
acisindan {stlin performans sergilemistir. Sonuglar, derin 6grenme modellerinin afet
sonrast hasar tespitinde etkili oldugunu gdstermekte ve modellerin gercek zamanl afet

yOnetim sistemlerine entegrasyonu i¢in 6nemli bir temel olusturmaktadir (Haciefendioglu

vd. 2024).

Yiiksek ¢oziintirliiklii uydu goriintiilerinden bina ¢ikarimini iyilestirmek i¢in Unet modeli
gelistirildi. Modelin dogrulugunu artirmak i¢in Efficient Channel Attention (ECBA)
dikkat modiilii ve agirlikli sinir kayip fonksiyonu entegre edildi. ECBA, bina kenarlarini
daha iyi belirleyerek eksik veya hatali tespitleri azaltti. Agirlikli sinir kayip fonksiyonu
ise sinir biitiinliigiinii koruyarak daha dogru segmentasyon sagladi. Deneyler, modelin

onceki yontemlere gore daha yiiksek dogruluk ve hassasiyet sundugunu gésterdi (Liu vd.

2025).

Binalarin tespiti ve smiflandirilmasina odaklanan uydu goriintiilerinden olusan veri
kiimesi sunulmustur. Veri kiimesi, Beijing ve Miinih’teki kentsel alanlar1 kapsamakta
olup, binalarin ¢at1 tipi gibi geometrik Ozellikleri ve kullanim amaci gibi islevsel
ozellikleri temel alinarak hem kaba hem de ayrintili siniflandirma yapilabilmektedir.
Giincel nesne tespiti modelleriyle yapilan deneyler, yogun kent dokusunda binalarin
tespitinin ve siniflandirilmasinin ¢esitli zorluklar icerdigini gostermektedir. Binalarin
farkli boyut, sekil ve dokulara sahip olmasi, ¢evresel ve kiiltiirel faktorlerin etkisi ile
birleserek siireci karmagik hale getirmektedir. Bina iglevlerinin genellikle dogrudan
goriiniimden ¢ikarilamamas1 nedeniyle, ek cografi bilgiler gerekmektedir. Ilk siiriimde
yalnizca RGB uydu goriintiileri kullanilmis olup, veri kiimesinin kapsaminin kiiresel
Ol¢ekte genisletilmesi, multispektral ve SAR goriintiilerin eklenmesi, ayrica ¢ok zamanlt
verilerle zenginlestirilmesi planlanmaktadir. Artan veri miktariyla birlikte mevcut
smiflarmn ayristirilmasi ve yeni siniflarin eklenmesi de miimkiindiir (Huang vd. 2024)

Bina tespiti i¢in Ozellik ayristirmaya dayali bir Single Shot Detector (SSD) yontemi

Onerilmis ve mevcut yontemlerin karmagsik sahne goriintiilerinde yiiksek yanlis alarm ve



eksik tespit sorunlarini giderme amaci giidiilmiistiir. Bu amagla, giris 6zelliklerini iki
bilesene ayiran bir 6zellik ayristirma modiilii gelistirilmistir: hedef tespiti i¢in avantajl
ayrimel Ozellikler ve tespiti zorlastiran girisim Ozellikleri. Girisim o6zellikleri, yanlis
alarmlara neden olabilecek karmasik arka plan 6gelerini i¢erirken, ayrimcei 6zellikler ise
ilgili hedef nesneleri barindirmaktadir. Nihai modelde, yalnizca ayrimci ozellikler
kullanilarak ¢ok &lgekli nesne tespiti gergeklestirilmistir. Onerilen dzellik ayristirma
modiilii, belirli bir nesne tespit algoritmasina bagimli olmayip, SSD tabanl tiim
dedektorlerde uygulanabilmektedir. Gergek veri seti lizerinde yapilan deneyler, yontemin
yanlis alarm oranlarini 6nemli 6l¢iide azalttigini ve karmasik sahnelerde bina nesne tespit

performansini artirdigini gostermektedir (Zheng ve Zhao 2024).



3. YAPAY ZEKA

Insan gibi diisiinen ve hareket eden sistemler tasarlama fikri, insanhigm yiizyillardir
ilgisini ¢eken bir konu olmustur. Bu cabalar, terminolojik olarak “yapay zeka”
kavraminin ortaya ¢ikmasindan c¢ok daha once, tarih boyunca farkli sekillerde ele
alinmustir. Ornegin, Yunan mitolojisinde Daedalus, hem yetenekli bir heykeltiras hem de
mekanik sistemlere ilgi duyan bir zanaatkar olarak tanimlanir. Daedalus’un yaptigi
heykeller, gercege yakinliklariyla bir tlir “yapay insan” olarak degerlendirilmistir. Bu
durum, yapay zeka terimi o donemde kullanilmasa da, benzer bir arayigin tarih boyunca

devam ettigini gostermektedir (Piltan 2022).

Yapay zeka, bilgisayarlarin veya bilgisayar kontrollii makinelerin insan benzeri gorevleri
yerine getirebilmesi olarak tanimlanmaktadir. insana 6zgii 6zellikler sergileyen yapay
zeka sistemleri, hizli, dogru ve etkili kararlar verme yetenekleri sayesinde son yillarda

genis bir kullanim alan1 bulmustur (Ersan 2024).

Makine zekasinin siirlarini tartismaya agan ve yapay bir zekanin varligint sorgulayan
isimlerin baginda Alan Mathison Turing gelmektedir. Turing, 1950 yilinda “Computing
Machinery and Intelligence” baslikli makalesiyle, bugiin hala gecerliligini koruyan
“Turing Testi” kavramini ortaya koymustur. Bu test, bir makinenin insan zekasini taklit
edebilme yetenegini Olgmeyi amaglamaktadir. Turing’in c¢alismalari, makinelerin
diistinebilir olmasina iliskin felsefi ve mantiksal bir temel sunmustur ve bu alandaki

arastirmalar i¢in dnemli bir baslangi¢ noktasi olmustur (Piltan 2022).

Turing Testi, bir makinenin insan zekasini taklit edebilme kapasitesini 6l¢gmek amaciyla
gelistirilmis bir yontemdir. Testte, bir degerlendirici (C) ve iki ikna edici oyuncu (A ve
B) bulunmaktadir. Oyunculardan bir tanesi insan (B), digeri ise insan gibi diisiinen taklit
eden bir cihazdir. (A). Analizci, yonlendirdigi sorulara yazili olarak aldigi yanitlar
dogrultusunda hangi oyuncunun makine oldugunu belirleyemezse, makine degerlendiren
kisiyi insan olduguna inandirarak ve testi iistiin performansla tamamlamig kabul edilir.
Turing, bu test ile makinelerin diisiinebilme yetenegine iligkin tartismalar1 somut bir

cercevede ele almayr amacglamistir. O donemde, makinelerin insan zekasini taklit
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edebilecegi tezi genis capta tartisilsa da, makine ve insan arasindaki beceri farkliliklarinin
bu yetenegi sinirlayacagi yoniindeki goriisler yaygindi. Turing, insan ve makine
arasindaki bu farkliliklar1 goriinmez kilmay1 hedefleyerek tezinin gegerliligini ortaya
koymaya ¢alismistir. Gliniimiizde yapay zeka alanindaki ¢alismalara ilham veren Turing,

bu nedenle “yapay zekanin babasi” olarak anilmaktadir (Piltan 2022).

B
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Sekil 3.1 Turing testi ve oyuncular (Int.Kyn.4).

Son yillarda oldukga popiiler hale gelen yapay zeka, teknolojik gelismelere paralel olarak
pek ¢ok alanda arastirmacilarin ilgisini ¢ekmis ve 6zellikle disiplinler aras1 miihendislik
problemlerinin ¢éziimiinde yaygin bir sekilde kullanilmaya baglanmistir. Yapay zeka
kavraminin kokleri oldukca eskiye dayanmakla birlikte, 6zellikle 1990’11 yillarda bilisim

teknolojilerindeki ilerlemelerle birlikte bu alana olan ilgi artmistir (Giindiiz 2023).

e N

YAPAY ZEKA | » Yapay bir zeka miimkiin miidiir?

Bilgisayarlar bir insanin égrenme

MAKINE OGRENMESI yetenegini taklit edebilir mi?
‘\\
DERIN OGRENME Insan bgyu{llfieki néronlar talklht eﬂen
yapay bir sinir ag1 tasarlanabilir mi?

NN y

Sekil 3.2 Yapay zeka ve alt dallar1 (Piltan 2022).

2000’11 yillarda ise bilisim altyapisindaki gelismeler ve bilgisayarlarin islem

kapasitelerinin artmasiyla birlikte yapay zeka alaninda somut ilerlemeler kaydedilmistir.
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Ozellikle makine ve derin 6grenme yani deep learning kavraminin alt kavramlarin zaman
icinde gelisim saglamasi, bu teknolojilerin daha genis veri setleri iizerinde uygulanabilir
hale gelmesini saglamistir. Yapay zeka ve alt dallariin iligkisi, bu alandaki ¢aligmalarin

kapsamini ve etkilesimini daha net bir sekilde ortaya koymaktadir (Giindiiz 2023).

3.1 Makine Ogrenmesi

Ogrenme, bireylerin deneyimlerden ya da talimatlardan bilgi, beceri ve anlayis
kazanmalarin1 saglayan bir siire¢ olarak tanimlanabilir. Makine 6grenmesi ise, bir
bilgisayar programinin insan miidahalesine ihtiyag¢ duymaksizin veri analizi yoluyla
problemlere ¢o6ziim {iretebilmesi amaciyla gelistirilen bir yontemdir. Bu disiplin,
istatistik, yapay zeka ve bilgisayar biliminin kesisim noktasinda yer almakta ve belirli bir
matematiksel denklemden ziyade, Ogrenme siirecini gerceklestirmek igin ¢esitli
algoritmalar ve modeller kullanmaktadir. Giiniimiiz biiyiikk veri caginda, makine
Ogrenmesi, ¢ok sayida veri ve degisken i¢eren problemlerin tanimlanmasi, analiz edilmesi

ve ¢Oziimlenmesi noktasinda kritik bir 6neme sahiptir (Yasak 2021).

Makine Ogrenmesi algoritmalari, klasik yapay zeka sistemlerinden farkli olarak,
programci miidahalesine gerek kalmaksizin kendini gelistirir ve yeni kurallar olusturur.
Bu 6zellik, makine 6grenmesi sistemlerinin, geleneksel programlamadan ¢ok "egitilen
sistemler" olarak goriilmesini saglamaktadir. Geleneksel programlama, belirli "eger o
zaman" kurallar1 dogrultusunda sonug iiretirken, makine 6grenmesi algoritmalar1 veri
setlerini analiz ederek tahminlerde bulunur ve zaman i¢inde bu tahminlerini gelistirir

(Khalaf 2021).

Makine 6grenmesi, Ozellikle biiylik miktarda verinin bulundugu bilgisayar bilimleri
alaninda 6nemli bir avantaj saglamaktadir. Glinlimiizde makine 6grenmesi bir¢cok alanda
uygulanmaktadir; cep telefonu kameralarinda goriintii algilama, sesli arama sistemleri ve
goriintiiden metne doniistiirme uygulamalari gibi. Bu siirecte makine 6grenmesi {i¢ temel
adimdan olugmaktadir: veri girisi, tahmin edilen ¢ikt1 6rnekleri ve gergek cikti ile tahmin
edilen ¢iktinin karsilastirilmasi. Bu adimlar, algoritmanin dogrulugunu degerlendirme ve

sistemin iyilestirilmesi i¢in kritik bir rol oynamaktadir (Khalaf 2021).
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3.1.1 Denetimli Ogrenme

Denetimli 6grenim, algoritmalarin egitim verileri kullanarak girdileri hedef ¢iktilara
dontistiiren kurallar1 6§renmesini amaglar. Bu siirecte, kullanicilar verileri etiketleyerek
algoritmalarin daha etkili ¢aligmasini saglar. Verilerin dogru sekilde etiketlenmesi ve tiim
olasiliklar1 kapsamas1, modelin dogrulugunu artiran temel unsurlardandir. Ornegin, bir
nesne tespit probleminde, insanlarin farkli fiziksel Ozelliklerini igeren kapsamli ve
etiketlenmis bir veri seti, algoritmanin dogru tahminlerde bulunmasini saglar. Veri
etiketleme islemi, uzmanlik gerektiren durumlarda alan uzmanlar tarafindan, diger
durumlarda ise herhangi bir kullanici tarafindan yapilabilir. Ayrica, agik veri
kaynaklarinin artis1 sayesinde bircok projede Onceden etiketlenmis veri setlerinden

yararlanilarak is yiikii azaltilmaktadir (Piltan 2022).

3.1.2 Denetimsiz Ogrenme

Denetimsiz 6grenim algoritmalari, etiketlenmis veri olmaksizin ¢alisarak verileri
benzerliklerine gore gruplara ayirir ve kiimeleme islemini gerceklestirir. Bu algoritmalar,
veri hakkinda on bilgiye sahip olunmadiginda tercih edilmekle birlikte, sonuglarin
hedeflenen siniflar1 igermemesi veya bazi verilerin temsil edilememesi gibi dezavantajlar
barmdirir. Ayrica, algoritmalar verilerin "ne oldugu" yerine, "nelere benzedigi veya farkl
oldugu" bilgisini sunabilir. Buna karsin, denetimsiz 6grenme algoritmalar1 veri analizi,
veri sikigtirma, kiimeleme, boyut indirgeme ve giiriiltii azaltma gibi bir¢ok faydali amag
i¢in kullanmlmaktadir. Ozellikle, kullanic1 tarafindan fark edilemeyen 6znitelikleri agiga

¢ikarmada etkili bir rol oynarlar (Piltan 2022).

3.1.3 Yar1 Denetimli Ogrenme

Yart denetimli, denetimsiz ve denetimli 6grenim yontemlerinin avantajlarini birlestiren
bir yaklasimdir. Etiketli veriye olan bagimliligi azaltarak, sezgisel yontemlerle etiket
olusturma siireci igerir. Bu alanda otokodlayicilar, hem bilgi ¢ikarimi hem de boyut
indirgeme i¢in sik¢a kullanilan bir derin 6grenme yontemidir. Otokodlayicilar, veriyi

yeniden yapilandirmak iizere tasarlanmis sinir aglaridir ve girdi verisinin boyutunu
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azaltarak onemli Oznitelikleri 6grenir. Kodlayict kisminda veriler boyutlar1 azaltilirken,
kod ¢oziicli kisminda bu veriler yeniden olusturulur. Bu yontem, yapay sinir aglariyla
benzer bir prensipte ¢alismakta olup goriintii tanima, giiriiltii azaltma ve boyut indirgeme

gibi uygulamalarda kullanilir (Piltan 2022).

:
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Sekil 3.3 Bir otokodlayicinin yapisi (Piltan 2022).

3.1.4 Pekistirmeli Ogrenme

Pekistirmeli 6grenme, amag odakli calisarak bir ajanin ¢evresiyle etkilesime girip dogru
kararlar1 6grenmesini saglayan bir makine 6grenme yontemidir. Bu algoritmalar, ajanin
eylemlerine 6diill puanm1 vererek O6grenme siirecini tesvik eder. Ajan, 6diill puanin
maksimuma ¢ikarmak icin ¢evresini kesfetmeye ve basarili eylemleri tekrarlamaya
devam eder. Deneme-yanilma temelli bu yontem, dgrenme siirecini agamali olarak

gelistirir ve makine 6grenmesinde 6nemli bir alan olarak 6ne ¢ikmaktadir (Piltan 2022).

3.2 Derin Ogrenme

Derin 6grenme, insan zekasinin irdeleme, 6grenme ve karar alma siireglerini taklit eden
zaman i¢inde kendini gelistiren makine 6grenim yontemidir. Biiyiik veri ve Graphics
Processing Unit (GPU) teknolojilerindeki gelismeler, derin 6grenmenin ¢esitli alanlarda
kullanimini artirmistir. Bu teknik, denetimli veya denetimsiz sekilde 6zellik ¢ikarma ve

siiflandirma islemlerini gerceklestirirken, yapay sinir aglarinin 6zel bir tiirii olarak hiper
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parametreler, aktivasyon fonksiyonlart ve 6grenme algoritmalari gibi bilesenlerden
yararlanir. Derin aglar, her katmanin farkl islevlerde yogunlasmasini saglayarak yapay
sinir aglarindan ayrilir. Derin 6grenme, kullanici tarafindan belirlenmeden farkli

katmanlarda veri 6zelliklerini kesfederek 6grenme yetenegi sunar (Karabulut 2022).

Gecmiste makineleri diisiindiirmek bir hayal olarak goriilse de, teknoloji alanindaki
siirlamalar nedeniyle bu alanda ilerlemek zordu. Ancak yiiksek hizli Central Processing
Unit (CPU) ve GPU'larin gelisimi, biiyiik veri kiimelerinin olusturulmasi ve
algoritmalarin iyilestirilmesiyle bu durum degisti. Giiniimiizde derin 6grenme,
Facebook’un DeepFace teknolojisi, Google Asistan ve Haritalar gibi uygulamalarda etkin
bir sekilde kullanilmaktadir. Yapay sinir aglar izerine kurulu olan derin 6grenme, insan
beynini modelleyerek giris verilerini analiz eder ve anlamli ¢iktilar {iretir. Bu siiregte her
bir katman belirli 6zellikleri tanimaktan sorumlu olup, katmanlar arasindaki ardigik
O0grenme mekanizmasi ile kiiciik problemleri birlestirerek daha karmasik sorunlari
¢ozebilir. Ozellikle goriintii ve video isleme alaninda sik¢a kullanilan bu yaklagim, veri

setleriyle karsilastirma yaparak yiiksek dogrulukta sonuglar iiretmektedir (Khalaf 2021).

Makine Ogrenimi

o — o
j

G11 di ‘ Ozellik Cikarma Smiflandirma Ciktr ‘

Derin Ogrenme

—>
Araba Degil

Gll di Ozellik Cikarma + Smiflandirma

Sekil 3.4 Makine ve derin 6grenme algoritmalarinin 1sley151

Bu yontem, ozellikle tibbi goriintii analizi, cisim algilama ve segmantasyonu gibi

alanlarda yaygin olarak kullanilan bir yontemdir. Derin 6grenme, siiflandirilacak
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nesneler icin belirgin 6zellikleri ve kombinasyonlarini genis etiketli veri setleri lizerinden
ogrenerek, hem egitildigi nesneleri hem de benzer yapiya sahip yeni nesneleri tantyabilen
modeller gelistirebilmektedir. Bu sayede, dondiirme, Ol¢eklendirme gibi zorluklara
ragmen yiiksek dogrulukta tanima ve simiflandirma yapilmasi miimkiin hale gelmektedir

(Cecen 2023).

3.2.1 Derin Ogrenme Siirecleri

Bir derin 6grenme egitim siireci, belirli asamalarla ilerlemektedir. Oncelikle, girdi ve gikt1
verileri tanimlanir ve uyumluluklari kontrol edilir. Ardindan, hatali veya uygun olmayan
veriler ayiklanarak ¢ikarilir. Bu hazirlik asamalarini takiben, uygulanacak derin 6grenme
algoritmas1 secilir. Egitim siireci basladiktan sonra, performans olgiitleri kullanilarak
modelin basaris1 degerlendirilir. Egitim basarili oldugunda siire¢, uygulama asamasina

gecilerek tamamlanir (Karabulut 2022).
3.3 Nesne Tanima Algoritmalari
Cisim tespiti ve takibinde gelistirilen algoritmalardan bahsedersek R-CNN (Region

Based Convolutional Neural Network), YOLO, SSD, Mask R-CNN, Fast R-CNN (Fast
Region Based Convolutional Neural Network), Faster R-CNN’dir.

‘ NESNE TANIMA ‘

CiFT ASAMALI
NESNE TESPIT
ALGORITMALARI

o

Faster RCNN

Mask RCNN

Sekil 3.5 Nesne tanima yaklagimlari (Ersan 2024).

TEK ASAMALI
NESNE TESPIT
ALGORITMALARI

R-CNN, nesne tespiti i¢in bolge Onerileri olusturup bu Onerilere CNN uygular ve
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smiflandirma i¢in Support Vector Machines kullanir. Daha hizli bir versiyonu olan Fast
R-CNN, bolge onerilerini olusturmak igin 6zellik haritasi kullanirken, Faster R-CNN ise
calisma siiresini kisaltmak i¢in Region Proposal Network ekler. Mask R-CNN, Faster R-
CNN iizerine gelistirilmis olup cisim algilama sirasinda piksel seviyesinde segmentasyon
maskeleri olusturur (Tan vd. 2021). SSD, tek bir derin sinir agiyla tek asamada nesne
tespiti gerceklestirir ve fazla diisiik ¢ozlintirliikli goriintiilerle Faster R-CNN'nin
dogruluk analizini eslestirirken hiz avantaji saglar. YOLO algoritmasi ise nesne tespitini
tek bir sinir agiyla ugtan uca optimize ederek gercek zamanli tespit yapar ve yiiksek
hiziyla dikkat ¢eker (Tan vd. 2021). Bu algoritmalarin her biri farkli yontemler ve

iyilestirmelerle nesne tespiti performansini artirmay1 hedeflemektedir (Tan vd. 2021).

3.3.1 Mask R-CNN

Mask-RCNN, Faster R-CNN modelinin bir uzantisi olarak nesne tespiti ve piksel bazinda
hassas segmentasyonu birlestiren bir derin 6grenme modelidir. Modelin temel yeniligi,
tespit edilen nesneler i¢in ayrintili segmentasyon maskeleri iiretebilen ek bir "maske
baslig1" dalinin eklenmesidir (int.Kyn.2). ROIAlign (Region of Interest Align) ve FPN
gibi gelistirmelerle modelin performans: artirilmistir. ROIAlign, mekansal dogrulugu
artirarak segmentasyon sonuglarini iyilestirirken, FPN farkli 6lgeklerdeki o6zellikleri
birlestirerek modelin nesneleri daha kapsamli algilamasini saglar. Bu dzellikler, Mask R-

CNN'in ¢esitli nesne boyutlarinda etkili bir tespit ve segmentasyon gergeklestirmesine

olanak tanir (Int.Kyn.2).
S
[ Omurga (ConvNet) ] i )
' i Birinci |
[ Rol Align } |

1 f
Nesne Algilama Maske Olusturma |
Baslk Katmlanl Baslik Katman
! : ]

Sinif Kutu Maske

Ikinci
Asama !

Sekil 3.6 Mask-RCNN asamalarinin gosterimi (Yo6riik vd. 2023).
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3.3.2 YOLO Algoritmasi

YOLO, yiiksek performansli ve derin 6grenmeye dayali bir nesne algilama algoritmasidir.
Ozellikle ger¢ek zamanli goriintii isleme uygulamalarinda kullanilmak iizere
gelistirilmistir. Algoritma, girig gorlintlisiinii bir 1zgara yapisina ayirarak her hiicredeki
nesneleri tahmin eder ve diisiik olasilikli sonuglari eleyerek en yiiksek tahmin olasiligina
sahip smirlayici kutular1 belirler. YOLO, hem smiflandirma hem de algilama
problemlerini ¢ézmek icin evrigimsel sinir aglarimi kullanarak nesnelerin yerlerini ve

tiirlerini ayn1 anda algilayabilmektedir (Celik ve Altinors 2023).
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SxS giris 1zgaras:

Simf olasilik haritas:
Sekil 3.7 YOLO modeli (Nasrullah ve Diker 2021).
YOLO algoritmasi, Joseph Redmon vesilesiyle gercek real time olarak cisim tespiti igin
2015 yilinda gelistirilmistir. Tiim gorintiiyii isleyerek nesneleri hizli ve verimli bir
sekilde algilar. Egitimi sirasinda baglamsal bilgileri 6grenerek nesnelerin
genellestirilebilir temsillerini olusturur ve bu sayede dogal goriintiiler iizerinde diger

yontemlere kiyasla istiin performans sergiler (Nasrullah ve Diker 2021).

x, eger x > 0 ise
0.1x, diger durumlarda (3'1)

b0 =

Aoora ThoZio 1187 [(xi = £)° + (v — %)’ (32)
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Sekil 3.8’de bahsedilen; b,: Cismin orta noktasinin x koordinati, by: Cismin orta
noktasmin y koordmati, b,,: Cismin genisligi, by,: Cismin yiiksekligi Bir cismin sinifina
karsilik gelen ¢ degeri ifade eder. Burada denklem’i analiz edersek skor modelin gegerli

bolge i¢inde cisim buldugunu yada bulunmadigini isaretler.

bh (b'\..b\,) ﬁ Y = Pes bA\-, b.\', bh' b“., C

v

b,,
Sekil 3.8 Sinirlayici kutu (Ersan 2024).

3.3.2.1 YOLOVS Algoritmasi

YOLOVS, gelismis 6zellik ¢ikarma ve nesne algilama performansi sunan modern omurga
ve boyun mimarileri ile tasarlanmigtir. Daha verimli ve dogru bir algilama siireci
saglamak amaciyla ¢apasiz boliinmiis bir Ultralytics bashig kullanarak capa tabanh
yaklagimlara kiyasla iistiin performans gostermektedir. Model, hiz ve dogruluk arasinda
en uygun seviyeleri test edilmis ve giiclendirilmis model sunarak ¢esitli uygulamalarda
gercek vakitli cisim irdeleme gorevleri i¢in uygun hale getirilmistir. Ayriyeten, farkli
gorev ve performans gereksinimlerini karsilamak tizere ¢esitli onceden egitilmis modeller
sunarak kullanicilarin = 6zel kullanim durumlarima uygun modeller se¢mesini

kolaylastirmaktadir (int.Kyn.1). YOLO model ailesi, zaman iginde gelistirilmis ve
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YOLOVS, yiiksek hiz ve dogruluk sunan gelismis bir mimariye sahiptir. Omurga, giris
resminden cesitli seviyelerde 6zellikler ¢ikaran dnceden egitilmis bir CNN igerir. Boyun,
farkli 6l¢eklerdeki 6zellik haritalarini iyilestirip birlestirir ve C2f, SPPF (Spatial Pyramid
Pooling Fast) ile evrisim katmanlarindan olusur. Bas, nesnelerin sinirlayici kutu
koordinatlarini, sinifin1 ve giivenini tahmin eder. Capasiz tespit yaklagimiyla, dnceden
belirlenmis capa kutularina dayanmadan nesnelerin merkez noktast ve boyutlarini
dogrudan hesaplar. Bu yapilar, YOLOvV8’in nesne tespiti gérevlerinde hem dogruluk hem
de verimlilik agisindan istiin performans sergilemesini saglamaktadir (Venkatesh ve
Hashmi 2024). YOLOVS, Ultralytics tarafindan gelistirilmis, yiiksek hiz ve dogruluk
saglayan ileri nesne tespit algoritmalarindan biridir. Onceki YOLO siiriimlerine kiyasla
daha genis bir Oznitelik haritas1 ve etkili evrisimsel aglar kullanarak performansini
artirmustir. Capasiz tasarimi sayesinde nesne boyut ve konumlarini dogrudan tahmin
ederken, C2f modiilii ve yeni kayip fonksiyonu ile tespit dogrulugunu optimize eder. FPN
ve Path Aggregation Network mimarileri, ¢oklu 6l¢ek ve ¢oziiniirliikte bilgi toplayarak
farkli boyutlardaki nesnelerin tanimnmasmi kolaylastirir.  YOLOVS, nesne tespiti,
siiflandirma ve segmentasyon gibi gorevler i¢cin kapsamli bir ¢erceve sunarken kullanict
dostu bir API (Application Programming Interface) ve gelismis etiketleme araglariyla da
dikkat ¢eker (Celik 2024).

C2f modiilii, YOLOv8'in omurga yapisinin temel bilesenlerinden biri olup, dnceki C3
modiiliinin yerini almigtir. C3 modiilli, 3 evrisim katmanina sahip darbogaz modiilii
olarak islev goriirken, C2f modiilii yalnizca 2 evrisim katmam kullanir. Bu tasarim,
modeli daha hizli ve verimli hale getirir. Ayrica, C2f modiilii, kiiciik nesneleri ve diger
nesneler tarafindan kismen ortiilmiis nesneleri tespitte dnemli bir avantaj saglamaktadir
(Celik 2024). YOLOVS8 (n, s, m, I, X) olmak iizere bes ¢esit algoritma vardir YOLOV8

icin m modeli tercih edilmistir.

3.3.2.2 YOLOvV11 Algoritmasi

YOLOvl1l, daha dogru nesne algilama ve karmasik gorevlerin etkin sekilde
gerceklestirilmesini saglayan gelistirilmis bir omurga ve boyun mimarisine sahiptir.

Rafine edilmis mimari tasarimlar ve optimize edilmis egitim siirecleri sayesinde model,
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daha yiiksek islem hizlar1 sunarken dogruluk ile performans arasinda dengeli bir ¢6ziim

sunmaktadir (Int.Kyn.1).

Model tasarimindaki iyilestirmelerle YOLOv11m, COCO (Common Objects in Context)
veri kiimesinde daha yiiksek bir mAP (Mean Average Precision) elde ederken,
YOLOvV8m ile karsilastirildiginda %22 daha az parametre kullanarak daha hesaplama
verimli bir yap1 sunmaktadir. Ug cihazlar, bulut platformlar1 ve NVIDIA GPU'lan gibi
farkli sistemlerle uyumlu yapisi, modelin gesitli ortamlarda esnek bir sekilde

dagitilmasini miimkiin kilmaktadir (int.Kyn.1).

5501 o . 1
% ultralytics
52.5 1 YOLO
s~ 500 —e— YOLON
T YOLOV10
?6_2 475 YOLOVE
< YOLOV8
g 450 YOLOWT
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PP-YOLOE+
400 1 DAMO-YOLO
YOLOX
37.5 1 EfficientDet
0 2 4 6 8 10 12 14 16

Latency T4 TensorRT10 FP16 (ms/img)
Sekil 3.9 Coco veri seti mAP grafigi (Int.Kyn.1).

YOLOv11 mimarisi, islem hizin1 artirmak ve performansi korumak amaciyla C2f
modiiliinii, iki daha kii¢iik evrisim katmani iceren 6zel bir dar bogaz katmani olan C3K2
modiilityle degistirmistir. YOLOv8’den SPPF modiilii korunurken, ¢ok basl dikkat
mekanizmalariyla kanal ve uzamsal bilgileri entegre eden C2PSA (Cross-Stage Partial
Architecture) modiilii tanitilmis, 6zellik ¢ikarma verimliligi artirilmistir. Uyarlanabilir
capa kutusu mekanizmasi, farkli veri kiimeleri arasinda, daha iyi yapilandirmalar sunmak

icin rafine edilerek tespit dogrulugu iyilestirilmistir (He vd. 2024).
YOLOV11 nesne tespit yontemi, performansini, birden fazla bileseni iceren kapsamli bir

kayip fonksiyonunu en aza indirerek artirir. Bu kayip fonksiyonu, sinif olasilig1 kaybz,

siirlayict kutu regresyon kaybi ve dagitilmis odak kaybi gibi bilesenleri igerir.

21



Optimizasyon siireci, bu kayiplarin birlestirilmesini ve gelismis algoritmalar kullanilarak

modelin nesne tespit performansini iyilestirmeyi hedefler (He vd. 2024).

YOLOv11 modeli, ii¢ ana bilesenden olusur: Omurga, Boyun ve Baslik. Omurga, giris
goriintiilerinden ¢oklu 6l¢ekli 6zellik haritalari ¢ikarir; Boyun, bu haritalar birlestirerek
daha giiclii temsiller olusturur; Baslik ise nesne sinirlayici kutulart ve kategori etiketlerini
tahmin eder. Bu mimari, ¢cok 6lgekli nesne tespitinde yiiksek dogruluk ve etkinlik saglar

(He vd. 2024).

Omurga (Backbone), YOLO’nun omurga bileseni, giris goriintiisiinii ¢ok 6lgekli 6zellik
haritalarina déniistiirmek icin evrisimli sinir aglarini kullanir. YOLOv11’de omurgada
yapilan yenilikler arasinda, onceki modellerde kullanilan C2f bloklarinin yerine,
hesaplama agisindan daha verimli olan C3k2 bloklarinin getirilmesi yer alir. Ayrica SPPF
blogu korunurken, C2PSA blogu eklenmistir. Bu dikkat mekanizmasi, modelin
gorlintiideki kritik bolgelere daha etkili bir sekilde odaklanmasini saglamaktadir
(Khanam ve Hussain 2024).

Boyun (Neck) kismu, farkli 6lgeklerdeki 6zellik haritalarini birlestirerek tahmin igin basa
iletir. YOLOvI11, burada C2f blogunun yerine C3k2 bloklarin1 kullanarak islem
verimliligini artirmistir. Ayrica, C2PSA modiilii araciligiyla modelin kii¢iik ve kismen
gizlenmis nesneleri daha dogru sekilde tespit etmesine olanak taniyan bir dikkat

mekanizmasi da bu kisimda entegre edilmistir (Khanam ve Hussain 2024).

Bas (Head), YOLO’nun bas kismi, nesne yerellestirme ve smiflandirma tahminlerini
gerceklestiren bolimiidiir. YOLOv11°de bas kisminda ¢oklu C3k2 bloklar1 kullanilarak
ozellik haritalarinin daha verimli islenmesi saglanmistir. CBS (Convolution-BatchNorm-
SiLU) katmanlari, C3k2 bloklarindan sonra yer almakta ve verileri normallestirip
optimize ederek model performansimi artirmaktadir. Son olarak, Detect katmani,
nesnelerin sinir kutusu koordinatlarini, obje skorlarin1 ve sinif tahminlerini birlestiren

nihai ¢iktiy1 olugturmaktadir (Khanam ve Hussain 2024).

YOLOv11, dnceki siirlimlere kiyasla omurga, boyun ve bas boliimlerinde gerceklestirilen
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mimari yenilikler ve parametre optimizasyonlariyla istiin tespit performansi elde
etmistir. Ozellikle C3k2 bloklarinin kullanimi ve C2PSA gibi dikkat mekanizmalarmin
entegrasyonu, modelin hizini artirirken dogrulugunu da gelistiren temel unsurlar arasinda

yer almaktadir (Khanam ve Hussain 2024).
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4. MATERYAL VE METOT

4.1 Cahisma Alanlar

Bu calismada farkli veri kaynaklar1 ile elde edilen goriintiiler yardimiyla 2 ¢alisma
alaninda uygulama yapilmistir. Calisma alan1 1’de Harita Genel Miidiirliigiinden (HGM)
temin edilen Aydin/Nazilli ilgesinin 2022 yil1 30 cm konumsal ¢ézinirliiklii ortofotosu
kullanilmistir (Resim4.1). Calisma alaninda 224 adet bina bulunmaktadir. Calisma alani
2’de Openmaxar’dan temin edilen Adana ili 2022 yili 1.24 m konumsal ¢oziiniirliikli
WorldView 03 uydu goriintiisii kullanilmistir (Resim4.2). Calisma alaninda 549 adet
bina bulunmaktadir. DigitalGlobe tarafindan gelistirilen WorldView-3 (WV03), yiiksek
¢Oziiniirliklii goriintiileme kapasitesine sahip yeni nesil ticari bir uydu olarak 2014
yilinda firlatitlmigtir. Uydu, 31 cm pankromatik, 1.24 m ¢ok bantli, 3.7 m SWIR (Short
Wave Infrared) ve 30 m CAVIS (Clouds, Aerosols, Vapor, Ice, and Snow) ¢oziintirligii
sunmaktadir. CAVIS sistemi, atmosferik engelleri diizelterek goriintii kalitesini
artirmaktadir (Int.Kyn.3). Ortofoto, hava araclariyla elde edilen yeryiiziine ait ii¢ boyutlu
koordinat (X, Y, Z) bilgisini igeren hava fotograflarinin, sensor egikligi ve arazi
yiiksekligi gibi unsurlardan kaynaklanan geometrik hatalarinin diizeltilmesiyle
olusturulan gorintiilerdir. Bu goriintiiler, belirli fotogrametrik ve jeodezik hesaplamalar
sonucunda, ham hava fotograflarinin islenmesiyle {iretilir. Ortofoto iiretim siirecinde,
fotografin tamami yerine daha kiiclik boliimler halinde diizeltme islemi uygulanarak,
arazi ylikseklik farkliliklarindan kaynaklanan hatalar giderilir. Bu islemin saglikli bir
sekilde gerceklestirilebilmesi i¢in araziye ait yiikseklik verilerine ihtiya¢ duyulmaktadir
(Yavuz 2024).

4.2 Veri Seti

Veri artirimi, derin 6grenme modellerinin daha genel ve kararli hale gelmesini saglamak
icin mevcut veri kiimesindeki 6rneklerin ¢esitli doniisiimlerle ¢ogaltilmasi islemidir. Bu
yontem, modelin asirt 6grenmesini engelleyerek farkli varyasyonlara karsi daha iyi
genelleme yapmasina yardimei olur ve 6zellikle sinirlt veri setlerinde performansi 6nemli

Olctlide artirir.
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| Harita Genel Miidiirliigi Ortofoto Gorilntiisii |

Sekil 4.1 Veri setinden 6rnek goriintiiler
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Goriintii islemede dondiirme, olgekleme ve parlaklik degisiklikleri gibi tekniklerle
uygulanarak modelin daha genis bir 6rneklemle egitilmesi saglanir (Int.Kyn.6). Veri seti
olarak kullanilacak bina goriintiilerine veri artirimi islemi uygulanmistir. Bu verilerin
egitim isleminde yeterli sayisina ulasilabilmesi i¢in asagidaki islem adimlarindan
gecmistir. Goriintiileri yatay ¢evirme, dondiirme, 6lgekleme, parlaklik degisimi, giriltii
ekleme bu iglemler uygulanarak veri seti artirilmistir. Egitim asamasinda ve etiketleme
asamasinda kullanilacak goriintiiler 640x640 piksellere dondistiiriilmiistiir. Bu islemler de

python koduyla yapilmistir.
4.3 Verinin Etiketlenmesi

MakeSense Al, YOLO gibi derin 6grenme tabanli nesne tespiti modelleri igin veri
etiketleme siirecini kolaylastiran acik kaynakli bir aractir. Tarayici tabanli yapisi
sayesinde kullanicilar, nesne tespiti icin goriintiileri hizlica etiketleyerek YOLO
formatinda egitim verisi olusturabilirler. Bu sayede, modelin dogrulugunu artiran yiiksek
kaliteli veri setleri iiretmek miimkiin hale gelir (Int.Kyn.5). Calismada, 746 gériintiiden
olusan egitim veri setinin YOLO formatina uygun sekilde etiketlenmesi i¢in iicretsiz bir

cevrimici yazilim olan MakeSenseAl tercih edilmistir.

Sekil 4.2 MakeSenseAl Arayiizii
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4.4 Degerlendirme Kriterleri

Degerlendirme metrikleri, bir modelin basarimini objektif bir sekilde 6lgmek ve
karsilastirmak icin kullanilan 6nemli araglardir. Nesne tespit algoritmalarinda basarim
genellikle mAP olgiitii ile ifade edilir. mAP, modelin dogrulugunu belirlemek igin
karigiklik matrisi (confusion matrix), duyarlilik (recall), kesinlik (precision) ve
kesistirilmis bolgeler 10U gibi Olglitlerden yararlanilarak hesaplanir. Elde edilen mAP
degeri, 0 ile 1 arasinda bir aralikta ifade edilir ve degerin 1’e yakin olmasi, modelin daha

basarili oldugunu gosterir (Yildirim 2023).

Karigiklik Matrisi, modelin tahmin performansin1 gorsellestirmek i¢in kullanilan ve iki
siifli simmiflandirma problemlerinde yaygin olarak basvurulan bir aractir. Karigiklik
matrisi, siniflandirma modellerinin performansin1 degerlendirmek i¢in kullanilan bir
aragtir ve True Positive (TP), True Negative (TN), False Positive (FP) ve False Negative
(FN) gibi degerleri icerir dort ana bilesenden olusur. Bu bilesenler, modelin hedef siniflar1
dogru veya yanlis siniflandirma durumlarini temsil eder. Bu matrisin ¢iktilarindan

faydalanilarak duyarlilik ve kesinlik hesaplamalar1 gergeklestirilir (Yildirim 2023).

Dogru Pozitif, modelin nesne varhigini tespit edip dogru bir tahminde bulunmasidir.
Dogru Negatif, modelin nesne bulunmadigini1 dogru bir sekilde tespit etmesidir. Yanlis
Pozitif, nesne olmadigi halde modelin yanlis bir sekilde nesne tespitinde bulunmasidir.

Yanlisg Negatif, nesne var oldugu halde modelin bu nesneyi tespit edememesi durumudur.

GERCEK
" Ppozitif Negatif -
= | TP FP
E =™
= | FN TN
%)
Z

Sekil 4.3 Karisiklik matrisi gésterimi (Yildirim 2023).

Duyarlilik, dogru pozitif tahmin sonuglarinin, dogru pozitif ve yanlis negatif tahmin

sonuclarina oranidir. Modelin pozitif hedefleri ne kadar iy1 yakaladigini 6lger.
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TP
(TP+FN)

Duyarlilik = (4.2)

Kesinlik, dogru pozitif tahmin sonuglarinin, biitiin pozitif tahmin sonuglarina oranidir.

Modelin pozitif siniflandirmalarindaki dogruluk oranini gosterir.

TP

Kesinlik =
(TP+FP)

(4.2)

Kesistirilmis Bolgeler IoU, etiketlenmis sinir kutusuyla modelin tahmin ettigi sinir
kutusunun ortiigme oranini ifade eder. Bu ¢aligmalarda IoU degeri genellikle 0.5 olarak
alinir. IoU degeri 0.5’in altinda olan tahminler, yanlis pozitif olarak degerlendirilir ve bu
esik degeri ilizerinden karisiklik matrisi, duyarlilik ve kesinlik hesaplamalar1 yapilir

(Y1ildirim 2023).

mAP Olgiitii sonuglari, veri icindeki her bir sinif icin AP degerleri hesaplanarak
hesaplanan sonuglarin ortalamasi alinir. AP hesaplamasi, kesinlik-duyarlilik grafiginin
altindaki alanin hesaplanmasiyla gergeklestirilir. IoU esik degeri 0.5 olarak alindiginda,
bu dl¢tit MAPS0 olarak adlandirilir ve nesne tespit ¢aligmalarinda yaygin bir sekilde
kullanilir. Modelin genel performansini nesne tespiti agisindan degerlendirmek i¢in etkili

bir metriktir (Yildirim 2023).

= o @
AP = [ Pr(Re).dPr (4.4)
mAP = ~ ¥, APi (4.5)
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5. UYGULAMA

Calisma kapsaminda oOncelikle verilerin toplanmasi, 6n islenmesi ve etiketlenmesi
saglanmistir. Daha sonra, hazirlanan veriler kullanilarak YOLO tabanli ve Mask-RCNN
derin 6grenme modelleri egitilmis ve test edilmistir. Modellerin dogruluk analizi

yapilarak performansi degerlendirilmistir.

Calismanin YOLO ve MASK-RCNN algoritmasi akis diyagrami sirastyla sekil 5.1°de ve
sekil 5.2°de gosterilmektedir.

Verilerin toplanmasi ve 6n hazrhk

Verilerin toplanmast

Gériintii boyutlannm Veri artirrm tekniklerinin
(parga goriintiileri) indirgenmesi uygulanmast

Verilerin efiketlenmesi

Verilerin efitim ve fest
amacryla ayrlmasi

YOLOv8m / YOLOv1lm Modelin veriler iizerinde Performans dlgiilerinin
modelinin efitilmesi test edilmesi analizi

Bina tespit modelinin test ve nihai

Bina tespit modelinin egitim asamas degerlendirme asamast

Sekil 5.1 Calismanin YOLO algoritmasi akig diyagrami
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Calisma alan verisinin
yiiklenmesi

Manuel olarak bina
efiketlenmesi

Derin 6grenmeyi
kullanarak binalari
tespit etmek

Etiketlenen verilerin Derin dgrenme
disa aktarilmas! modelini egitme islemi

Bina tespiti i¢in

dogruluk analiz

Sekil 5.2 Calismanin MASK-RCNN algoritmasi akis diyagrami

5.1 Calisma Alam 1 Bina Tespit Modelleri ve Dogruluk Analizleri

5.1.1 Cahisma Alam 1 YOLOV8 Bina Tespit Modeli

Bu boliimde egitim veri seti hazirlandiktan sonra bulut depolama hizmetine yiikleme

yapilmistir. YOLOv8m modeli secilmistir. Egitim i¢in Google Colab ortaminda T4 GPU
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kullanilarak Ultralytics’ten kodlardan yararlanarak egitim islemi ve test islemleri

gerceklestirilmistir. Model i¢in egitimlerde epoch sayist 200, parti boyutu 8 secilmistir.
5.1.2 Calisma Alani 1 YoloV8 Dogruluk Analizi

Sekil 5.3’de Precision, Sekil 5.4’de Recall egrileri yer almaktadir. Precision ve Recall
degerleri 0 ile 1 arasinda degisir. Bu degerlerin 1'e yaklasmasi, modelin performansinin

arttigini gosterir. Recall, ayn1 zamanda dogruluk orani olarak da bilinmektedir.

Precision-Confidence Curve

— hina
all classes 1.00 at 0.827

a
@

Precision

o
i

Q.0
0.0 0.2 0.4 0.6 0.8 1.0
Confidence

Sekil 5.3 Calisma alan1 1 YOLOv8 modelinin kesinlik egrisi

Recall-Confidence Curve

— hina
all classes 0.86 at 0.000

&

Recall

0.4 4

0.0
0.0 0.2 0.4 0.6 0.8 1.0
Confidence

Sekil 5.4 Calisma alan1 1 YOLOvV8 modelinin duyarlilik egrisi
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Precision

Precision-Recall Curve

.2+

IR

a.0
0.0

0.2

0.4 0.e

Recall

0.8

1.0

—— bina 0.ET71
all classes 0.871 marP@o.5

Sekil 5.5 Calisma alan1 1 YOLOvV8 modelinin kesinlik — duyarlilik egrisi

Sekil 5.5’de Precision-Recall egrisi yer almaktadir. Bu egride binai¢in 0.871 mAP degeri

olarak ifade edilmistir. Burada mAP (0.5), AP hesaplanirken giiven esiginin Intersection

over Union 0.5 degerinden biiyiik olmasi demektir. Eger [oU>=0.5 ise tahmin dogrudur.

161
144
121
1.01
0.81

0.6

2.001
1754
1501
1251
100+

0.751

Sekil 5.6 Calisma alan1 1 YOLOVS8 performans grafikleri

train/box_loss trainfcls_loss train/dfl_loss metrics/precision(B) metrics/recall(B)
1.0
144 == restlts
----- smooth | 297
0.8
14 06
121 04
02
1.0
ll} 160 260 0 160 260 D 160 260 0 1[|]0 260 0 lflJU 260
val/bax_loss valfcls_loss val/dfl_loss metrics/mAP50(B) metrics/mAP50-95(B)
2.001
2.0 1 0.8
1751 06
181
150 0.6
1.6' 0.4'
1251 04
1.00 141 02
0.2
0.751 124
0 100 200 0 100 200 0 100 200 0 100 200 0 100 200
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YOLOv8m modeli c¢alismanin sonuglari, egitim sirasinda kaybin azaldigin
gostermektedir. Sekil 5.6°da ifade edilen sol ii¢ grafik egitim kayip fonksiyonlarini, sol
alt kosedeki li¢ grafik ise dogrulama kayip fonksiyonlarmi temsil etmektedir. Grafik
analizlerine gore, egitim kaybinin zamanla azaldigi ve mAP metrik degerinin bire dogru
yiikseldigi gozlemlenmigtir. Bu durum, asir1 tespit gerceklestiginde daha biiyiik
modellerin daha sik elde edilebilecegini gdstermektedir. Ayrica, Precision ve Recall
grafiklerinde de modelin dogrulugunda artis kaydedilmistir. Egitim siirecinin sonunda,
precision 0.972 ve recall 0.783, F1 0.867 olarak elde edilmistir. Precision, Recall ve F1

skoru modelin genel performansi hakkinda 6nemli bilgiler sunmaktadir.

Confusion Matrix

2
g 4
/M
=
L
8
=
= o
£ 5
- ¢
) 39
-
Q
<
aa]
Bina Background

True
Sekil 5.7 Calisma alan1 1 YOLOVS karisiklik matrisi

Sekil 5.7°de ifade edilen ¢alisma alani veri 1 i¢in karisiklik matrisi degerleridir. 136, 4,
39 sayilant sirastyla TP, FP, FN degerlerini ifade eder. Cizelge 5.1’de YOLOv8m

modelinin egitimi sonrasi elde edilen performanslari verilmistir.

Cizelge 5.1 Calisma alan1 1 YOLOv8m modelinin 200. epokta degerleri

- Egitim

Model  mapso MAPSO-  Precison - Recall - P giivei
(Saat)

YOLOv8m 0.871 0.732 0.972 0.783 0.867  1.782

YOLOv8m algoritmasiyla test edilen HGM ortofotosunda 224 bina i¢inden 136 dogru
pozitif bina etiketleyerek %60.71 basar1 oran1 elde edilmistir.
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Sekil 5.8 Calisma alan1 1 YOLOVS8 bina tespiti
5.1.3 Calisma Alan1 1 YOLOvV11 Bina Tespit Modeli

Bu boliimde egitim veri seti hazirlandiktan sonra bulut depolama hizmetine yiikleme
yapilmigtir. YOLOv11m modeli secilmistir. Egitim i¢in Google Colab ortaminda T4
GPU kullanilarak Ultralytics’ten kodlardan yararlanarak egitim islemi ve test islemleri

gergeklestirilmistir. Model igin egitimde epoch sayis1 200, parti boyutu 8 segilmistir.

5.1.4 Cahsma Alan1 1 YOLOv11 Dogruluk Analizi

Sekil 5.9’da Precision, Sekil 5.10°da Recall egrileri yer almaktadir. Precision ve Recall
degerleri 0 ile 1 arasinda degisir. Bu degerlerin 1'e yaklasmasi, modelin performansinin

arttigini gosterir. Recall, ayn1 zamanda dogruluk orani olarak da bilinmektedir.
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Precision-Confidence Curve
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Sekil 5.9 Calisma alan1 1 YOLOv11 modelinin kesinlik egrisi

Recall-Confidence Curve
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Sekil 5.10 Caligsma alani 1 modelinin duyarlilik egrisi

10 Precision-Recall Curve
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Sekil 5.11 Caligma alan1 1 YOLOv11 modelinin kesinlik — duyarlilik egrisi
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Sekil 5.11°de Precision-Recall egrisi yer almaktadir. Bu egride bina i¢in 0.887 mAP
degeri olarak ifade edilmistir. Burada mAP (0.5), AP hesaplanirken giiven esiginin
Intersection over Union 0.5 degerinden biiylik olmasi demektir. Eger IoU>=0.5 ise

tahmin dogrudur.

train/box_loss train/cls_loss train/dfl_loss metrics/precision(B) metrics/recall(B)

1.7 1
1.6 i
1.6 1 == [esults 10
144 o smooth | 167 08
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0.8 114
100 20 100 20 100 20 100 20

T T T 04 b
0 0 100 200 0 0 0
valfbox_loss valfels_loss valfdfl_loss metics/mAP50(B) metrics/mAP50-95(B)
4.0 24+ 0.7
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184 2.5 201 0.4
161 20 181 041 031
15 021
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Sekil 5.12 Calisma alan1 1 YOLOv11 performans grafikleri

YOLOvIIm modeli c¢aligmanin sonuclari, egitim sirasinda kaybin azaldigini
gostermektedir. Sekil 5.12°de ifade edilen sol ti¢ grafik egitim kayip fonksiyonlarini, sol
alt kosedeki ii¢ grafik ise dogrulama kayip fonksiyonlarini temsil etmektedir. Grafik
analizlerine gore, egitim kaybinin zamanla azaldig1 ve mAP metrik degerinin bire dogru
yukseldigi goézlemlenmistir. Bu durum, asir1 tespit gerceklestiginde daha biiylik
modellerin daha sik elde edilebilecegini gostermektedir. Ayrica, Precision ve Recall
grafiklerinde de modelin dogrulugunda artis kaydedilmistir. Egitim siirecinin sonunda
precision 0.949 ve recall 0.811, F1 degeri 0.875 olarak elde edilmistir. Precision, Recall

ve F1 skoru modelin genel performansi hakkinda 6nemli bilgiler sunmaktadir.
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Sekil 5.13’de ifade edilen ¢alisma alan1 veri 1 i¢in karigiklik matrisi degerleridir. 137, 4,
38 sayilar sirasiyla TP, FP, FN degerlerini ifade eder. Cizelge 5.2’de YOLOv8m ve

YOLOv11m modelinin egitimi sonrasi elde edilen performanslar1 verilmistir.

Confusion Matrix
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Sekil 5.13 Caligsma alan1 1 YOLOv11 karigiklik matrisi

Cizelge 5.2 Calisma alan1 1 YOLO modellerinin 200. epokta degerleri

Model MAP50 | mAP50-95 | Precision | Recall F1 Egitim
(Pr) (Re) Score Siiresi

(Saat)

YOLOv8m | 0.871 0.732 0.972 0.783 0.867 1.782
YOLOv1lim | 0.878 0.683 0.949 0.811 0.875 1.894

YOLOvV11m algoritmasiyla test edilen HGM ortofotosunda 224 bina i¢inden 137 dogru
pozitif bina etiketleyerek %61.16 basar1 orani elde edilmistir (Sekil 5.14).

5.1.5 Calisma Alan1 1 Mask-RCNN Bina Tespit Modeli

Bu boéliimde calisma alani verisi ArcGIS Pro uygulamasina yiiklenmistir. Egitim i¢in
manuel olarak bina etiketleme islemi yapilip etiketler rcnn masks formatinda
kaydedilmistir. Etiketlenen binalara gére Mask-RCNN algoritmasiyla model dosyasi
olusturulmustur. Model dosyasi olusturulduktan sonra bina tespiti islemi yapilmistir.

Dogruluk analizi i¢in ¢alisma alanindaki binalar gercek bina etiket 6zellikleri olarak
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etiketlenmistir ve dogruluk analizi gergeklestirilmistir. Mask R-CNN omurgasi olarak
ResNet-50 ag1 ve 200 epok 8 batch seg¢ilmistir.

Sekil 5.14 Caligsma alan1 1 YOLOv11 bina tespiti
5.1.6 Calisma Alan1 1 Mask-RCNN Dogruluk Analizi
Sekil 5.15°de ifade edilen ¢alisma alani veri 1 i¢in karisiklik matrisi degerleridir. 166,

626, 58 sayilari sirastyla TP, FP, FN degerlerini ifade eder.

True Positive  False Positive  False Negative
166,0000 626,0000 58,0000
Sekil 5.15 Calisma alan1 1 Mask-RCNN karisiklik matrisi

Cizelge 5.3 Calisma alani 1 IoU degerine gore sonuglari

Model loU AP Precision (Pr) Recall (Re) F1
Score
Mask RCNN 0.5 | 0.649 0.210 0.741 0.327
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Cizelge 5.3’de ifade edilen Mask-RCNN algoritmasiyla test edilen HGM ortofotosu loU:
0.5 mAP50 degerine gore segildiginde precision, recall, F1 degerleri sirastyla 0.210,
0.741, 0.327 degeri elde edilmistir.

‘ Calisma alant veri 1 HGM ortofoto bina tespiti ‘

Sekil 5.16 Caligsma alan1 1 gergek bina etiket 6zellikleri ve bina tespiti

loU: 0.5 degerine gore 224 bina iginden 166 dogru pozitif bina etiketleyerek %74.11

basar1 oran1 elde edilmistir.

5.2 Calisma Alam 2 Bina Tespit Modelleri ve Dogruluk Analizleri

5.2.1 Calisma Alam 2 YOLOVS8 Bina Tespit Modeli

Bu boliimde egitim veri seti hazirlandiktan sonra bulut depolama hizmetine yiikleme
yapilmistir. YOLOv8m modeli secilmistir. Egitim i¢in Google Colab ortaminda T4 GPU
kullanilarak Ultralytics’ten kodlardan yararlanarak egitim islemi ve test islemleri

gergeklestirilmistir. Model icin egitimlerde epoch sayisi 200, parti boyutu 8 secilmistir.
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5.2.2 Calisma Alam 2 YOLOVS8 Dogruluk Analizi

Sekil 5.17°de Precision, Sekil 5.18’de Recall egrileri yer almaktadir. Precision ve Recall
degerleri O ile 1 arasinda degisir. Bu degerlerin 1'e yaklagmasi, modelin performansinin

arttigin1 gosterir. Recall, ayn1 zamanda dogruluk oran1 olarak da bilinmektedir.

Precision-Confidence Curve
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Sekil 5.17 Caligsma alan1 2 YOLOvS modelinin kesinlik egrisi
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Sekil 5.18 Caligsma alan1 2 YOLOvS8 modelinin duyarlilik egrisi
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Sekil 5.19 Caligsma alan1 2 YOLOvS8 modelinin kesinlik — duyarlilik egrisi

0.6
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1.0
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= all classes 0.968 MAP@O0.5

Sekil 5.19°da Precision-Recall egrisi yer almaktadir. Bu egride bina i¢in 0.968 mAP

degeri olarak ifade edilmistir. Burada mAP (0.5), AP hesaplanirken giiven esiginin

Intersection over Union 0.5 degerinden bilyiik olmasi demektir. Eger IoU>=0.5 ise

tahmin dogrudur.

1.6+
1.4+
1.24
1.04
0.84

0.61

2.001
1751
1.501
1.251
1.00 1

0754

Sekil 5.20 Caligma alan1 2 YOLOvVS performans grafikleri
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YOLOv8m modeli c¢alismanin sonuglari, egitim sirasinda kaybin azaldigin
gostermektedir. Sekil 5.20°de ifade edilen sol ii¢ grafik egitim kay1p fonksiyonlarini, sol
alt kosedeki li¢ grafik ise dogrulama kayip fonksiyonlarmi temsil etmektedir. Grafik
analizlerine gore, egitim kaybinin zamanla azaldigi ve mAP metrik degerinin bire dogru
yiikseldigi gozlemlenmigtir. Bu durum, asir1 tespit gerceklestiginde daha biiyiik
modellerin daha sik elde edilebilecegini gdstermektedir. Ayrica, Precision ve Recall
grafiklerinde de modelin dogrulugunda artis kaydedilmistir. Egitim siirecinin sonunda,
precision 0.985, recall 0.900 ve F1 degeri 0.941 olarak elde edilmistir. Precision, Recall

ve F1 skoru modelin genel performansi hakkinda 6nemli bilgiler sunmaktadir.
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Sekil 5.21 Caligma alan1 2 YOLOvVS karigiklik matrisi

Sekil 5.21°de ifade edilen ¢aligsma alan1 veri 2 i¢in karigiklik matrisi degerleridir. 385, 15,
33 sayilar1 sirastyla TP, FP, FN degerlerini ifade eder.

Cizelge 5.4’de YOLOV8Mm modelinin egitimi sonrasi elde edilen performanslar

verilmistir.

Cizelge 5.4 Calisma alan1 2 YOLOv8m 200. epokta degerleri

.. Egitim

Model  mMAPS50 mAgF\L;SO' P”(’g'rs)'on R(eRCS" S(I::olre Siiresi
(Saat)

YoLOv8m 0967  0.771 0.985 0.000 0941 1.754
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YOLOvV8m algoritmasiyla test edilen WV03 uydu goriintiisiinde 549 bina i¢inden 385
dogru pozitif bina etiketleyerek %70,13 basari orani elde edilmistir.

5.2.3 Calisma Alan1 2 YOLOvV11 Bina Tespit Modeli

Bu boliimde egitim veri seti hazirlandiktan sonra bulut depolama hizmetine yiikleme
yapilmigtir. YOLOv11m modeli se¢ilmistir. Egitim i¢in Google Colab ortaminda T4
GPU kullanilarak Ultralytics’ten kodlardan yararlanarak egitim islemi ve test islemleri

gerceklestirilmistir.Model i¢in egitimde epoch sayis1 200, parti boyutu 8 secilmistir.

5.2.4 Calisma Alam 2 YOLOv11 Dogruluk Analizi

Sekil 5.23’de Precision, Sekil 5.24°de Recall egrileri yer almaktadir. Precision ve Recall
degerleri O ile 1 arasinda degisir. Bu degerlerin 1'e yaklagmasi, modelin performansinin

arttigini gosterir. Recall, ayn1 zamanda dogruluk orani olarak da bilinmektedir.
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Sekil 5.23 Caligma alan1 2 YOLOv11 modelinin kesinlik egrisi

10 Recall-Confidence Curve

— bina
= all classes 0.97 at 0.000

0.8

0.6 1

Recall

0.4 4

0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Confidence

Sekil 5.24 Caligsma alan1 2 YOLOv11 modelinin duyarlilik egrisi
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Sekil 5.25 Calisma alan1 2 YOLOv11 modelinin kesinlik — duyarlilik egrisi
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Sekil 5.25’de Precision-Recall egrisi yer almaktadir. Bu egride bina i¢in 0.964 mAP
degeri olarak ifade edilmistir. Burada mAP (0.5), AP hesaplanirken giiven esiginin
Intersection over Union 0.5 degerinden biiylik olmasi demektir. Eger IoU>=0.5 ise

tahmin dogrudur.
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Sekil 5.26 Caligma alan1 2 YOLOv11 performans grafikleri

YOLOvlIm modeli c¢alismanin sonuglari, egitim sirasinda kaybin azaldigim
gostermektedir. Sekil 5.26°da ifade edilen sol ti¢ grafik egitim kayip fonksiyonlarini, sol
alt kosedeki tlic grafik ise dogrulama kayip fonksiyonlarni temsil etmektedir. Grafik
analizlerine gore, egitim kaybinin zamanla azaldig1 ve mAP metrik degerinin bire dogru
yiikseldigi gozlemlenmistir. Bu durum, asir1 tespit gerceklestiginde daha biiyiik
modellerin daha sik elde edilebilecegini gostermektedir. Ayrica, Precision ve Recall
grafiklerinde de modelin dogrulugunda artis kaydedilmistir. Egitim siirecinin sonunda,
precision 0.934, recall 0.919 ve F1 degeri 0.926 olarak elde edilmistir. Precision, Recall

ve F1 skoru modelin genel performansi hakkinda 6nemli bilgiler sunmaktadir.

Sekil 5.27°de ifade edilen ¢aligsma alan1 veri 2 i¢in karisiklik matrisi degerleridir. 389, 31,
29 sayilar1 sirastyla TP, FP, FN degerlerini ifade eder. Cizelge 5.5°de YOLOv8m ve

YOLOvV11m modelinin egitimi sonrasi elde edilen performanslar1 verilmistir.
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Sekil 5.27 Caligma alan1 2 YOLOv11 karigiklik matrisi

Cizelge 5.5 Calisma alan1 2 YOLOV8, YOLOv11 200. epokta degerleri

y Egitim

Model  mMAPS50 mgzw' P”Z;'f)'on R(g:g" sCFolre Siiresi
(Saat)

YOLOVSBm 0967  0.771 0.985 0900 0941 1.754
YOLOvIIm 0964  0.681 0.934 0019 0926  1.927

Sekil 5.28 Caligma alan1 2 YOLOv11 bina tespiti
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YOLOv11m algoritmasiyla test edilen WV03 uydu goriintiisiinde 549 bina i¢inden 389
dogru pozitif bina etiketleyerek %70.86 basari orani elde edilmistir.

5.2.5 Calisma Alam 2 Mask-RCNN Bina Tespit Modeli

Bu boliimde caligma alani verisi ArcGIS Pro uygulamasina yiiklenmistir. Egitim i¢in
manuel olarak bina etiketleme islemi yapilip etiketler rcnn masks formatinda
kaydedilmistir. Etiketlenen binalara gore Mask-Rcenn algoritmasiyla model dosyasi
olusturulmustur.Model dosyasi olusturulduktan sonra bina tespiti islemi yapilmistir.
Dogruluk analizi i¢in ¢aligma alanindaki binalar gercek bina etiket 6zellikleri olarak
etiketlenmistir ve dogruluk analizi gergeklestirilmistir. Mask R-CNN omurgasi olarak

ResNet-50 ag1 ve 200 epok 8 batch seg¢ilmistir.

5.2.6 Calisma Alam 2 Mask-RCNN Dogruluk Analizi

Sekil 5.29°da ifade edilen ¢alisma alan1 veri 2 i¢in karisiklik matrisi degerleridir. 371,
2007, 180 sayilari sirasiyla TP, FP, FN degerlerini ifade eder.

True Positive  False Positive ~ False Negative

371,0000 2007,0000 180,0000

Sekil 5.29 Caligsma alan1 2 Mask-RCNN karisiklik matrisi

Cizelge 5.6 Calisma alan1 2 ToU degerine gére sonuglari

Model loU AP Precision (Pr) Recall (Re) F1 Score

Mask RCNN 0.5 0.517 0.156 0.673 0.253

Cizelge 5.6’da ifade edilen Mask R-CNN algoritmasiyla test edilen WV03 uydu
gortintlisii loU: 0.5 mAP50 degerine gore segildiginde precision, recall, F1 degerleri
sirastyla 0.156, 0.673, 0.253 degeri elde edilmistir.

loU: 0.5 degerine gore 549 bina i¢inden 371 dogru pozitif bina etiketleyerek %67.58

basar1 orani elde edilmistir.
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‘ Calssma alant veri 2 WorldView-3 uydu goriintiisii genel gorintim ‘ ‘ Calisma alani veri 2 WorldView-3 uydu goriintiisii gergek bina etiket ozellikleri l

‘ Caligma alani veri 2 WorldView-3 uydu goriintiisii bina tespiti ‘

Sekil 5.30 Caligma alan1 2 gercek bina etiket 6zellikleri ve bina tespiti
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6. BULGULAR

Bu boliimde, YOLOv8m, YOLOvIIm ve Mask R-CNN algoritmalarinin bina tespiti
performanslar1 incelenmis ve elde edilen sonuglar tablo halinde sunulmustur
Degerlendirmeler, HGM ortofotosuna ve WV03 uydu goriintlisiine dayali olarak

gergeklestirilmistir.

Cizelge 6.1 YOLOVS8, YOLOvV11, Mask-RCNN algoritmalarinin degerlendirmeleri

Dogru Basan
I . e
Calisma Model Epok Batch Bina Po.sz Oran
Alam Sayisi Sayisi Bina .
(Yiizde)
Sayisi
Calisma
Alan 1 YOLOvV8m 200 8 224 136 60.71
Calisma
Alan 1 YOLOv1lm 200 8 224 137 61.16
Calisma MASK-RCNN
Alan 1 loU:0.5 200 8 224 166 74.11
Calisma
Alan 2 YOLOvV8m 200 8 549 385 70.13
Caligma
Alan 2 YOLOv1lm 200 8 549 389 70.86
Calisma MASK-RCNN
Alan 2 loU:0.5 200 8 549 371 67.58

Yapilan bina tespiti analizlerine gore, kullanilan YOLOv8m, YOLOvI1m ve Mask R-
CNN algoritmalarmin farkli basar1 oram1 degerleri sundugu goriilmektedir. Ozellikle
WV03 uydu goriintiisii tizerinden yapilan analizlerde YOLOvV1 1m algoritmasinin %70.86
dogruluk orani ile en yiiksek basariy1 sagladig: goriilmiistiir. Uydu goriintiilerinin genis
alanlar1 kapsayabilmesi daha biitiinciil bir perspektif sunmasindan dolay1 bu modelin daha
basarili sonuglar iiretmesine katki saglamistir. YOLOv8m ise %70.13 basar1 orani ile
benzer sonuglar sunmugstur, ancak YOLOv11m’in daha ileri optimizasyonlart nedeniyle

bir miktar daha iyi performans gosterdigi gozlemlenmistir.
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Buna karsin, HGM ortofotosu verileri {izerinde yapilan ¢alismalarda, Mask R-CNN
algoritmasinin %74.11 dogruluk orani ile en iyi sonucu verdigi goriilmiistiir. Mask R-
CNN’in bolge tabanli tahmin yapma yetenegi, daha kiiclik ve karmasik yapilarin
bulundugu ortofoto goriintiilerinde daha iyi performans gdstermesine neden olmustur.
YOLO tabanl algoritmalar ise bu verilerde Mask R-CNN’e kiyasla daha diisiik basari
oranina sahiptir; YOLOv8m %60.71 ve YOLOvIlIm %61.16 dogruluk oranina

ulagmustir.
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7. TARTISMA ve SONUC

Uzaktan algilama teknolojilerinin hizli gelisimi, uydu platformlar1 ve yliksek
cozlinlirliiklii goriintiileme sensorleri, kentsel analiz ve bina tespiti gibi uygulamalarda
kritik bir rol oynamaktadir. Bu tez ¢alismasi, YOLOv8m, YOLOv11 ve Mask R-CNN
algoritmalarinin farkli veri kaynaklar1 iizerinde bina tespit performanslarini inceleyerek

derin 6grenme tabanli bina tespiti yaklagimlarinin etkinligini degerlendirmistir.

YOLOvV8m modeli, WV03 uydu goriintiistinde %70.13 dogruluk orani elde etmis olup,
yiiksek c¢oziiniirlikli uydu goriintiilerinde basarili bir performans gdstermistir.
YOLOv11m modeli ise %70.86 dogruluk orantyla YOLOv8m'e kiyasla biraz daha iyi bir
performans sunmustur. Mask R-CNN ise %67.58 dogruluk oranina sahip olup,
segmentasyon bazli yaklasim nedeniyle 6zellikle bina kenarlarini belirlemede giigliidiir,

ancak obje bazli tespitlerde YOLO tabanli modeller kadar basarili degildir.

HGM ortofoto goriintiileri kullanildiginda ise, YOLOv8m %60.71, YOLOvI11m %61.16
ve Mask R-CNN %74.11 dogruluk oranlarina ulagsmistir. Bu sonuglar, Mask R-CNN'in
ortofoto goriintiilerde daha yiiksek basar1 gosterdigini ortaya koymaktadir. Bu durum,
Mask R-CNN'in detay bazli analiz yapabilme yeteneginin, ortofoto gibi belirgin ve

ylksek ¢oziintirliikklii hava goriintiilerinde daha etkili ¢calismasina baglanabilir.

YOLOvV8m ve YOLOvVI1Im'nin 6zellikle binalarin birbirine ¢cok yakin oldugu bdlgelerde
hata oranlarinin arttig1 gézlemlenmistir. Mask R-CNN'in ise segmentasyon bazli olmasi

nedeniyle, bazi kii¢lik ve karmasik yapilar1 tespit edemedigi belirlenmistir.

Bu calisma, derin 6grenme algoritmalarinin bina tespitinde hangi verilerde daha iyi
performans sergiledigini ortaya koyarak, kentsel planlama, afet yonetimi ve cografi bilgi
sistemleri gibi alanlar i¢in yol gosterici bir temel olusturmustur. Gelecek calismalar
olarak ise segmantasyon ve bina tespitinin yiiksek performansta ¢alisabilmesi i¢in olanak
saglayacak sekilde yontemlerinin gelistirilmesi, veri setlerinin zenginlestirilmesi ve derin

o6grenme modellerinin optimize edilmesi planlanmaktadir.
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EKLER
EK 1. Egitim Veri Seti I¢in Gériintii Boyutlandirma

from PIL import Image

import os

# Giris ve ¢ikis klasorlerini tanimlayin

input_folder = "C:/Users/sbbpc/Desktop/verigoriintii/goriintii" # Gorsellerin bulundugu
klasor

output folder = "C:/Users/sbbpc/Desktop/verigoriintii/goriintiio40"  #  Yeniden

boyutlandirilmig gorsellerin kaydedilecegi klasor

# Cikis klasorii yoksa olustur
os.makedirs(output_folder, exist_ok=True)

# Goriintiileri yeniden boyutlandir
for filename in os.listdir(input_folder):
if filename.lower().endswith((".png’, ".jpg’, ".jpeg’, .bmp’, ".gif", "tiff")):
input_path = os.path.join(input_folder, filename)

output_path = os.path.join(output_folder, filename)

try:
# Gortintiiyl a¢
with Image.open(input_path) as img:
# Yeniden boyutlandir
resized_img = img.resize((640, 640), Image. ANTIALIAS)
# Yeni goriintiiyi kaydet
resized_img.save(output_path)
print(f"' {filename}' basariyla yeniden boyutlandirildi ve kaydedildi.")
except Exception as e:

print(f"' {filename}' islenirken hata olustu: {e}")
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EK 2. Egitim Veri Seti i¢in Veri Artirimi

import 0s
import numpy as np
from PIL import Image

from imgaug import augmenters as iaa

# Giris ve ¢ikis klasorlerini belirleyin
input_folder = "C:/Users/sbbpc/Desktop/binaveriyolo/fotol" # Orijinal goriintiilerin
bulundugu klasor
output folder = "C:/Users/sbbpc/Desktop/binaveriyolo/fotoartl”  #  Artirilmis
goriintiilerin kaydedilecegi klasor
os.makedirs(output_folder, exist_ok=True)
# Veri artirimi i¢in imgaug augmenters
augmenters = iaa.Sequential([
iaa.Fliplr(0.7), # Goriintiileri yatay gevirme
iaa.Affine(rotate=(-75, 75)), # Dondiirme
iaa.Affine(scale=(0.7, 1.0)), # Olgekleme
1aa.Multiply((0.7, 0.9)), # Parlaklik degisimi
iaa.AdditiveGaussianNoise(scale=(0, 0.06*255)) # Giriiltii ekleme
D
# Klasordeki tiim goriintiileri isleme
for file_name in os.listdir(input_folder):
if file_name.lower().endswith(".jpg"): # Sadece JPG dosyalarini igleme
file_path = os.path.join(input_folder, file_name)
# Goriintiiyi yiikle
image = np.array(Image.open(file_path))
# Artirilmis goriintiiler olustur
for i in range(5): # Her bir goriintii i¢in 5 varyasyon
augmented_image = augmenters(image=image)
# Yeni dosya adini olustur

output_file_name = f"{os.path.splitext(file_name)[0]} _aug_{i}.jpg
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output_path = os.path.join(output_folder, output_file_name)
# Gortintiiyli kaydet

Image.fromarray(augmented_image).save(output_path)

print(f" Artirilmig goriintiiler {output folder} klasoriine kaydedildi.")
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