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OZET

Findik, Corylaceae (giirgengiller) familyasina ait bir kabuklu yemis tiirii olup, diinya genelinde 6zellikle
Tiirkiye'de yogun olarak yetistirilmektedir. Tiirkiye, Karadeniz Bdlgesi'nde yer alan illeriyle, findik
uretiminde Onde gelen bir merkez konumundadir ve diinya ¢apinda onemli bir ihracat¢i rolii
iistlenmektedir. Findik, protein, yag, lif, vitamin ve mineral yoniinden zengin bir besin kaynagi olup,
genis bir kullanim yelpazesine sahiptir. Bu ¢alismada, Tiirkiye'de yaygin olarak yetistirilen findik
tiirlerinden sekiz tanesi on egitimli aglar kullanilarak siniflandirmasi amaglanmaktadir. Caligma
kapsaminda bilgisayarli gorii sistemi araciligiyla findik c¢esitlerinin goriintiileri elde edilmistir.
Olusturdugumuz veri setinde 150 palaz, 320 dag, 380 Fosa, 230 tombul, 380 hanimeli, 320 cakildak,
420 kara findik, 390 sivri, toplam 2590 adet goriintii bulunmaktadir. Bu goriintiiler 6n egitimli (pre-
trained) modeller, DenseNet121, Inception v3, NasNet, EfficeNet, AlexNet ve Xception ile findik
goriintiileri stniflandirilmistir. Veri kiimesi %80 egitim ve %20 test olmak {izere boliimlere ayrilmistir.
Yapilan siniflandirmalar sonucunda; sirastyla %95,17, %93,44, %80,07, %81,17, %79,73 ve %83,20
siniflandirma basarisi elde edilmistir. En yiiksek siniflandirma basarist DenseNet121 modeli ile elde
edilmigstir. Cesitli karigiklik matrisleri ve performans 6l¢iimleri modellerin performanslarini daha detayli
analiz etmek icin kullanilmistir. ikinci asamada veri artirimi teknikleri kullamlarak goriintiiler
¢ogaltilmis ve yeniden smiflandirma islemine tabi tutulmustur. Cogaltilmis verilere uygulanan 6n
egitimli (pre-trained) modeller sirasiyla sunlardir; Densenet121, AlexNet, NasNet, Xception, Inception
V3, VGG16, EfficeNet ve VGG-19. Bu derin dgrenme metotlart egitim basari oranlar sirastyla
sunlardir; %97,5, %91,16, %81,61, %82,77, %95,45, %92,95, %78,66, %82,95. Veri artirma isleminin
sonucunda bazi modellerde siniflandirma basarisi artmis bazilarinda artmamistir. Elde edilen sonuglar
tezin ilgili bolimiinde detayl1 olarak verilmistir.

Sayfa Adedi : 133
Anahtar Kelimeler : Findik Cesitleri, Egitilmis Aglar, Derin Ogrenme, Gériintii Isleme
Danisman : Dr. Ogr. Uyesi Yavuz UNAL
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ABSTRACT

Hazelnut is a type of nut that belongs to the Corylaceae family and is grown intensively worldwide,
especially in Turkey. Turkey, with its provinces located in the Black Sea Region, is a leading center in
hazelnut production and plays a significant export role worldwide. The examination of acres of hazelnut
gardens by experts requires long periods of time and leads to high costs. In this study, it is aimed to
classify eight of the hazelnut species commonly grown in Turkey using pre-trained networks. Within
the scope of the study, images of hazelnut varieties were obtained through a computer vision system.
The dataset we created includes 150 palaz, 320 mountain, 380 Fosa, 230 tombul, 380 honeysuckle, 320
cakdak, 420 black hazelnut, 390 spike, a total of 2590 images. These images were classified as hazelnut
images with pre-trained models, DenseNet121, Inception v3, NasNet, EfficeNet, AlexNet and Xception.
The dataset was divided into 80% training and 20% test sections. As a result of the classifications;
95,17%, 93,44%, 80,07%, 81,17%, 79,73% and 83.20% classification success was obtained,
respectively. The highest classification success was obtained with the DenseNet121 model. Various
confusion matrices and performance measurements were used to analyze the performances of the
models in more detail. In the second stage, the images were multiplied using data augmentation
techniques and subjected to re-classification. Pre-trained models applied to replicated data are;
Densenet121, AlexNet, NasNet, Xception, Inception V3, VGG16, EfficeNet and VGG-19, respectively.
The training success rates of these deep learning methods are; 97,5%, 91,16%, 81,61%, 82,77%,
95,45%, 92,95%, 78,66%, 82,95%. As a result of the data augmentation process, the classification
success increased in some models and did not increase in others. The results obtained are given in detail
in the relevant section of the thesis.

Number of pages : 133
Keywords : Hazelnut Varieties, Pre-trained Networks, Deep Learning, Image Processing
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SIMGELER VE KISALTMALAR DiZiNi

Bu calismada kullanilmis bazi simgeler ve kisaltmalar, yanda agiklamalar1 verilmek iizere

asagida listelenmistir.

Kisaltmalar Aciklama

ACC : Accuracy (dogruluk)

ASPP : Atrous Spatial Pyramid Pooling (Asir1 Uzaysal
Piramit Havuzu)

CNN : Convolutional Neural Network

CPU : Central Processing Unit (Merkezi Islem Birimi)
ESA Evrisimli Sinir Ag1

GPU Graphical Processing Unit (Grafik Islem Birimi)
HU Hounsfield Unit

RAM : Random Access Memory (Rastgele Erisim
Bellegi)

YSA Yapay Sinir Ag1

NLST : National Lung Screening Trial



1.GIRIS

Findik, Fagales takimindan olan ve ozellikle Betulaceae (Husgiller) ailesine ait Corylus
cinsinde yer alan bir bitki tiirtidiir. Findik bitkisi, genellikle kii¢iik bir aga¢ veya ¢ali formunda

yetisir ve meyvesi, sert kabuklu ve besleyici 6zellikleriyle taninir.

Findik iiriinii yogunlukla diinyamizin kuzey yarim kiiresinde 42-45 enlem derecelerinde yer
alan 1liman iklim kusaginda genis bir alanda bulunmaktadir. Genellikle sahil bolgelerde ve
tliman iklimde daha iyi {iriin verir. Bu duruma en iyi 6rnek Tiirkiye’nin Karadeniz bdlgesi kiy1

seridi verilebilir (Islam, 2018).

1.1 Kiiltiir Findigimin Tarihi ve Yetistirilme Bolgeleri

Kiiltiir findig1 olarak bilinen tiir, 6zel iklim kosullar1 gerektirdigi i¢in genellikle deniz
kenarindaki yerlesim yerlerine yakin, simirli alanlarda yetistirilmektedir. Bu tiiriin temel
yetistirilme bolgesi, Tiirkiye'nin Karadeniz kiyilaridir. Tarihsel kaynaklara gore, Anadolu'da

findik iiretimi M.O. 3. ve 4. yiizyillara kadar uzanmaktadir (Balik, 2021).

Tirkiye’de yetistirilen findik tiirleri, tarihsel siliregte Avrupa’ya, Ozellikle Yunanistan ve
Italya’ya tasinmis ve Italya’nin Avellino bolgesinde iiretimi yayginlasmustir. Bu nedenle, sdz
konusu findik tiirti, Avellino sehrine atfen Corylus avellana olarak adlandirilmistir (Botta et al.,
2019). Temel kokeni Anadolu’ya dayanan bu findik tiirii, literatiirde Avrupa findig1 olarak
yerini almustir. Yine Ispanya ve Italya’da kiy1 bolgelerde findik {iriinii {iretimi yaygin olarak

yapilir (Islam, 2003).

ABD de ise findik iiretimi Pasifikten etkilenen Williamette bolgesinde yapilmaktadir. Kafkaslar
ve Balkanlar da 6nemli iiretim alan1 olmaktadir. Cin ve Hindistan gibi farkli ekolojilerde de
findik cesitleri yetistirilmektedir. Diger yandan son 20 yilda Sili gibi giiney yarimkiirede de
yetistiricilik artmaktadir (Islam ve Ozgiiven, 2001).

Agac formunda yetisen, 6zellikle lilkemizin Bat1 Karadeniz bolgesinde yogunlukla bulunan ve
Bolu Findig1 olarak da bilinen Tiirk Findig tiirti (Corylus colurna L.) de iilkemizde dogal olarak
yetismektedir. (Balik, 2021).



1.2 Findik Uretimi ve Kiiresel Durumu

Findik, badem ve ceviz gibi kabuklu yemislerle birlikte diinya genelinde en fazla iiretimi ve
tikketimi yapilan kabuklu yemis tiirlerinden biridir. Diinya genelinde findik iiretimi yapilan
toplam alan 903.864 hektar olup, bu alan sert kabuklu meyvelerin toplam iiretim alaninin

%20’sini olusturmaktadir.

Kiiresel findik iiretiminde en biiyiik aktor Tiirkiye’dir. Ulkemiz, yaklasik 703.000 hektarlik bir
alanda iiretim gergeklestirmekte olup, bu miktar diinya genelindeki toplam iiretim alaninin
%78’ine denk gelmektedir. Tiirkiye, yillik ortalama 581.000 ton iiretim ile diinya findik
tiretiminin %70’ini karsilamaktadir (Balik, 2021).

Bu bilgiler, findigin hem Tiirkiye’nin tarim sektoriindeki stratejik dnemini hem de diinya
pazarindaki belirleyici roliinii ortaya koymaktadir.

Diinya genelinde diger &nemli iiretici iilkeler ise italya, ABD, Giircistan, Azerbaycan, Cin, Iran
ve Ispanya’dir. Ulkemizde, findik iiretimi {iretim miktar1 agisindan iki bolgeye ayrilabilir.
Birinci bolge Samsun’dan Giircistan sinirina kadar olan ve daha ¢ok iiretimin yapildigir dogu
Karadeniz bdlgesi ve ikinci bdlge ise Samsun’dan Istanbul’a kadar olan ve nispeten daha az

tiretimin yapildigi bat1 Karadeniz bolgesidir.

Gida tarim ve hayvancilik bakanlig1 Cift¢i Kayit Sistemine (CKS) verilerine gore tilkemizde 38
il genelinde findik iiretimi yapildig: tespit edilmistir (Gida Tarim ve Hayvancilik Bakanligi,
2024). Ancak, 01.01.2015 tarihinden itibaren gecerli olan karar ile ‘Findik Alanlarinin
Tespitine Dair Kararda Degisiklik Yapilmasina Dair Bakanlar Kurulu Karari’na temel alinarak
16 ilimizde (Artvin, Bartin, Diizce, Giresun, Giimiishane, Kastamonu, Kocaeli, Ordu, Rize,
Sakarya, Samsun, Sinop, Trabzon, Zonguldak, Bolu, Tokat) ve bunlara bagh 132 ilge yasal

findik alani olarak belirlenmistir.

1.2 Findik Bitkisinin Ozellikleri
1.3.1 Findigin iklimsel 6zellikleri ve yetistirme alanlari

Findik bitkisi, nemli ve denize kiyis1 bulunan bolgelerde yetistirilen bir liriin olup, yetistirilmesi

sirasinda yiiksek sicaklik ve don olaylarindan 6nemli 6l¢giide etkilenmektedir. Bu nedenle,



iliman iklime sahip, bol yagis alan bélgeler findik tarimi i¢in en uygun alanlardir. Ilkbahar
aylarinda meydana gelen don olaylari, findik c¢iceklerinin zarar gormesine ve soguktan

yanmalarina neden olabilmektedir.

Findik bitkisinin yetistirilmesi i¢in uygun iklim kosullar1 sunlardir: yillik ortalama sicakligin
12-17 °C arasinda olmasi, kis aylarinda sicakliklarin -8 ila -11 °C’nin altina diismemesi, yaz
sicakliklarinin ise 35-37 °C’yi asmamas1 gerekmektedir. Ayrica, yillik yagis miktarinin 700
mm nin ilizerinde olmasi ve haziran-temmuz aylarinda yagis alan bdlgelerde yetistirilmesi

onemlidir (Balik et al., 2015).

Bu iklimsel kosullar géz onilinde bulunduruldugunda, findik tarimi i¢in en uygun alanlar
Tiirkiye nin Karadeniz kiyilaridir. Findik, daglik ve kayalik alanlarda yetistirilebilecegi gibi,
Karadeniz Bolgesi’nde yer alan Carsamba ve Bafra ovalarinda da yogun sekilde tiretilmektedir

(Balik et al., 2015).

W

-

Resim 1.1 Findik bitkisi ve meyvesi (Aydin et al.,2024).



1.3.2 Findik bitkisinin biyolojik ozellikleri ve yetistirme siireci

Findik, 1liman iklim kosullarinda yetisen bir bitki tiiriidiir. Kis mevsiminde yapraklarini
dokerek yalin bir aga¢ goriiniimiine biiriiniir; yaz aylarinda ise yapraklarini yeniden yeserterek
aktif biiyime donemine girer. Tirkiye’de yetistirilen findik tiirlerinin biiylik bir kismu,
topraktan uzanan dallar seklinde biiylimektedir. Ancak, bolgesel farkliliklar nedeniyle tek
govdeli aga¢ formunda yetigsen genotipler de bulunmaktadir (Erdogan et al., 2005).

Findik bitkisi, genellikle kii¢lik dallar seklinde dikilerek yetistirilir. Bulundugu bdlgenin iklim
kosullar1 ve sulama oranlarina bagli olarak, findik bitkisi 8 ila 10 y1l i¢erisinde meyve vermeye
baslamaktadir. Sonbahar aylarinda, kartlasmis dallar kesilerek yeni dallarin gelisimi i¢in alan
acilmakta ve bu siireg, findik {iretimi boyunca diizenli olarak devam etmektedir. Findik dallari,

uygun kosullarda 5 ila 8 metre yiikseklige kadar biiyiiyebilmektedir (Karadeniz et al., 2009).

Resim 1.2 Findik bitkisinin dallar1 ve govdesi (Aydin et al.,2024).



Bu o6zellikleriyle findik hem biyolojik hem de tarimsal agidan belirgin bir liretim dongiisiine

sahiptir.

1.3.3 Yaprak yapisi

Findik iiriinii yapraklar1 genel olarak yuvarlak yapili yaklasik olarak 10-12 c¢cm araligindadir.
Kenarlar1 disli bir yapiya sahiptir ve kisa bir sap ile findik dalina baglidir. Sonbaharda yapraklar
dokiiliir (Karadeniz et al., 2006).

Resim 1.3 Findik Yaprak Yapist (Aydin et al.,2024).

1.3.4 Zuruf yapisi

Findikkabuklu meyvesi olgunlasma siirecinde yesil renkli dis zar ile gevrilidir. ilkbahar
aylarinda olgunlasan ve findigin sert kabugunu disaridan saran bu yesil renkli zuruf temmuz
aylarindan baglayarak ekim ayina kadar olgunlasir ve kahverengi hale gelerek kurur. Ardindan

kabuklu findik meyvesi zurufun iginden dokiiliir (Karadeniz et al., 2006).



Resim 1.4 Zuruf (Kabuk Dis Zar1) (Aydin et al.,2024).

Findik, 6zellikle protein, saglikli yaglar, lif ve vitamin ve mineral agisindan zengin bir besin
kaynagidir. Ayrica icerdigi antioksidanlar sayesinde saglik i¢in faydali olabilir ve kalp sagliginm
destekleyebilir. Ancak findik, yiiksek kalori ve yag igerigi nedeniyle tiiketirken porsiyon
kontrolii yapmak 6nemlidir (Amaral et al., 2006).



Resim 1.5 Findik i¢ Yapisi (Aydin et al.,2024).

Ayrica findikkabugunun aktif karbon olarak kullanilmasi, son yillarda giderek popiiler hale
gelen bir uygulamadir. Findikkabugu, yiiksek oranda karbon igerdigi icin aktif karbon
tiretiminde kullanilabilir. Findik {irlinii tarimsal deger olarak lilkemize 6nemli bir getiri kaynag:

saglamaktadir (Yalgin ve Arol, 1993).

Derin 6grenme, yapay zeka ve makine 6grenmesinin bir alt dalidir. Derin 6grenme, yapay sinir
aglar kullanarak biiyiik ve karmasik veri setlerini analiz edebilir ve daha iyi sonuglar elde
etmek i¢in bu verilerden 6grenme siireci gecirebilir. Derin 6§renme, ses tanima, goriintii isleme,
dogal dil isleme, oyun ve robot kontrolii gibi bircok alanda basariyla kullanilmaktadir. Ozellikle
bliyiik veri setleri lizerinde calisirken ve insanlarin manuel olarak g¢ikarabileceginden daha
karmasik ozellikler kesfetmek gerektiginde derin 6grenme yontemleri onemli bir rol oynar
(Koklii et al., 2022).

Bu ¢alismamizda tarimsal 6nemi ve endiistriyel a¢idan iilkemizde oldukca 6nemli olan findik

irlinliniin derin 6grenme modelleri ile siniflandirilmasi amaglanmaistir.



Findik cinsinin pek ¢ok ¢esidi bulunmaktadir. Ulkemizde bulunan findik gesitlerinin genel
olarak kabul edilmis isim siniflandirilmasi bulunmadigi i¢in bu ¢alismada kullanilan findik

¢esidi isimleri, tiirlerin halk arasinda en ¢ok kullanilan isimleridir (Zeynep ve Hakan, 2023).

1.4 Calismada Kullanilan Findik Cesitleri

Tez g¢alismasinda kullanilan findik ¢esitlerine asagida deginilmistir.

1.4.1 Hanimeli findig:

Hanimeli findig1, yerel findik ¢esitlerinden biri olup bazi bolgelerde "hanimeli" adiyla da
anilmaktadir. Tiirkiye nin diger bdlgelerinde nadiren goriilmekle birlikte, 6zellikle Karadeniz
Bolgesi’'nde bu tiire rastlanmaktadir. Hanimeli findig1, ince kabuk yapisina sahip olmasi
nedeniyle kolay kirilabilir 6zellik tagimaktadir. Kabuk oraninin diisiik, i¢ oraninin ise yiiksek
olmasi bu tiirtin dikkat ¢eken Ozelliklerindendir.

Ancak, i¢ meyvesinin diisiik kaliteye sahip olmasi ve verimliliginin az olmasi nedeniyle,
ureticiler tarafindan Oncelikli olarak tercih edilmemektedir. Buna ragmen, Hanimeli findig1
kendine 6zgii bir aromaya sahiptir ve ¢iplak gozle diger findik gesitlerinden kolaylikla ayirt
edilebilir (Cetin et al., 2020). Sekil 1’de Hanimeli findik ¢esidine ait gorsel yer almaktadir.

Sekil 1.1 Hanimeli Findig1 (Resarchgate portal1,2024).



1.4.2 Cakildak findik

Sivri yapiya sahip iki uctan sivri bir gériiniime sahip findik tiiriidiir. Uretim olarak dayanikli ve
verimli bir yapiya sahip oldugu icin 6zellikle orta Karadeniz bolgesinde oldukga genis bir ekim
alanina sahiptir. Bu findik tiirii don olayina da dayanikli bir tiir oldugu i¢in findik tireticileri
tarafindan tercih edilen bir tiirdiir (Turan ve Islam, 2016). Sekil 3’ te cakildak findiga ait 6rnek

bir resim verilmistir.

Sekil 1.2: Cakildak findik (Resarchgate portal1,2024).

1.4.3 Fosa findig1 (devedisi)

Genel olarak Karadeniz bolgesinin tamaminda yetistirilen bir findik tiirtidiir. Kabuk kalinlig:
diisiik ve icyapisi kaliteli bir findik tiirtidiir. Dayaniklilik olarak diistik bir findik tiriidiir (Kurt
ve Dogan, 2020).

Sekil 3’te fosa findigina ait bir 6rnek verilmistir.
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Sekil 1.3 Fosa findik (Resarchgate portal1,2024).

1.4.5 Kara findik

Kara findik, kalin kabuklu bir findik tiirii olup, diger tiirlere kiyasla daha koyu renkli ve diisiik
yag igerigine sahiptir. Bu findik ¢esidi genellikle Karadeniz Bolgesi’nin yliksek rakimli
kesimlerinde yetistirilmektedir (Giilsoy et al., 2019). Sekil 3’te kara findik findigina ait bir

ornek verilmistir.

Sekil 1.4 Kara findik (Resarchgate portal1,2024).

1.4.6 Palaz findik

Orta biiyiikliikte ve kalin kabuga sahip bir findik tiiriidiir. Genelde dayanikli bir tiir oldugu i¢in
findik {ireticileri tarafindan tercih edilir. I¢ yag oran1 yiiksek ve i¢c meyvesi kaliteli bir findik

tiiriidiir (Sen, 2018). Sekil 3’te palaz findigina ait bir 6rnek verilmistir.
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Sekil 1.5 Palaz findik (Resarchgate portal1,2024).

1.4.7 Sivri findik

Adint sivri yapisindan alan findik tiirtidiir. Verim olarak yiiksek olmasina ragmen i¢ meyve
biiyiikliigii kiigiik ve yag oram diisiiktiir. Ince yapili ve kolay kirilabilen bir yapiya sahiptir.
Yiiksek verim miktari nedeniyle iireticiler tarafindan tercih edilmesine neden olmaktadir

(Sahin, 2019). Sekil 3’te sivri findiga ait bir 6rnek verilmistir.

Sekil 1.6 Sivri findik (Resarchgate portal1,2024).

1.4.8 Tombul findik

Adin1 tombul yapisindan alan findik tiiriidiir. I¢ yag oram oldukca yiiksek ve i¢c meyvesi
biiyiik bir findik tiiriidiir (%50-52). Ince kabuklu bir yapiya sahip ve 6zellikle findik aromali
iiriinlerde oldukga tercih edilmektedir (Islam, 2019). Sekil 3’te tombul findiga ait bir drnek
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verilmigtir.

Sekil 1.7 Tombul Findik ((Resarchgate portal1,2024).

1.4.9 Dag findig1

I¢ yag orani oldukga yiiksek olan ve findik i¢i kullanilan tiim sektdrlerde en gok kullanilan
findik tiiriidiir. i¢ doluluk oran1 oldukga yiiksektir. Verim miktar1 cakildak ve sivri findik kadar
olmasa da yiiksektir (Ozdemir et al., 1998). Sekil 3’te dag findigina ait bir drnek verilmistir.

Sekil 1.8 Dag findig1 (Resarchgate portal1,2024).
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2. LITERATUR INCELEMESI

Bu boliimde, findik gesitlerinin siniflandirilmasina yonelik literatiirde yer alan aragtirmalar
incelenmistir. Oncelikle findik ¢esitliligi ve siniflandirma ydntemleri iizerine yapilan yapay

zeka ve derin 6grenme tabanli uygulamalarin bu alana katkilar1 degerlendirilmistir.

Unal ve Aktas yaptiklar1 ¢alismada findik meyvesinin kabuklarini kiran ve findik iglerini
goriintiileyen bir sistem gelistirmislerdir. Bu goriintiiler lizerinden findik kirma makinasindan
¢ikan triinleri undersized, damages kernel, whole kernel ve shell olarak siniflandirilmiglardir.
Siniflandirma asamasinda pre-trained transfer learning modellerden InceptionV3 ve

EfficientNet kullanarak sirasiyla %97,85 ve %99,28 siniflama dogrulugu elde etmislerdir.

Kog¢ ve arkadaslar1 (2020) yaptiklar1 calismada findik meyvesini kabuklu halde fotograflar
tizerinden siniflandiran bir sistem gelistirmislerdir. Tombul sivri ve kara findik ¢esitlerini
makine 6grenmesi ve derin 6grenme yontemleri kullanarak siniflandirmislardir. Yaptiklar
calismada kabuk sikistirma mukavemeti g6z onilinde bulundurularak boosting yontemi %72,
Bagging yontemi (Random forest) %83 ve DL4J (Derin 6grenme algoritmasi) %71

siiflandirma dogrulugu elde etmislerdir.

Giraudo ve arkadaglar1 (2018) yaptiklari calismada 2000 adet yarim kesilmis i¢ findiktan olusan
numune seti kullanmislardir. Dijital kamera yardimi ile saglam ve kusurlu (¢liriimiis ya da
hasereden etkilenmis) findik iclerini goriintiilemislerdir. Kirmizi-Yesil-Mavi (RGB) goriintii
analizi kullanarak RGB goriintiilerinin ¢ok degiskenli analizine dayali kusurlu findik tanelerini
(PLS-DA) hem de PLS-DA araligina (iPLS-DA) algoritmalarin1 kullanarak kusurlu
siiflandirma modeli, yaklasik %97'sini dogru bir sekilde siniflandirmiglardir. Ciiriimiis ve
zararlilardan etkilenen, test seti drneklerinin %92'sinden fazlasi dogru sekilde siniflandirma

dogrulugu elde etmislerdir.

Bayrakdar ve arkadaglar1 (2015) yaptiklar1 ¢alismada 3 farkli findik tiiriinii goriintiiler
tizerinden siiflandirmiglardir. Tombul, sivri ve badem tiirii findik ¢esidi goriintiilerinden ¢ap,
yarigap, alan gibi sekil ve boyut Ozelliklerinden yararlanarak %84 dogruluk oranina

ulagmuslardir.
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Solak S. ve Altunistk U. (2018) yaptiklar1 ¢alismada 25 adet findik {iriinii goriintiisiinii
kullanarak bu findiklar1 kiigiik, orta ve biiyilk olarak siiflandirilmiglardir. Yapilan bu
calismada 1.3 Megapiksel CMOS, 640 x 480 ¢oziiniirliikk ilei Logitech C110 USB kamera
kullanilarak goriintiiler elde edilmistir. S6z konusu goriintiiler, Ubuntu 12.04 isletim ile ¢alisan
bir bilgisayar iizerinde islenmektedir. Goriintiilerin islenmesi ve siniflandirilmas: asamalarinda
OpenCV Kiitiiphanesi ve Weka yazilimlar1 kullanilmigtir. Ortalama tabanli ve K-means
kiimeleme yontemleri kullanilarak findik meyvelerinin kiigiik, orta ve biiylik olarak
siiflandirilmasi gergeklestirilmektedir. Yapilan bu calismada, gerceklesen iki algoritma ile

smiflandirmanin %90 ile %100 oranlarinda benzerlik gosterdigi tespit edilmektedir.

Giliveng ve arkadaglar1 (2015) findik i¢ goriintiilerini zarli, zarsiz ve ¢iiriik olarak {i¢ sinifa
ayirmislardir. Toplamda 900 i¢ findik goriintiisii kullanmislardir. Renk 6zellikleri kullanilarak
SVM, Bayes, Yapay sinir aglari ile siniflandirmislardir. Yapay sinir aglari ile %93,57 siniflama

dogrulugu elde etmislerdir.

Keles ve arkadagslari (2021) yaptiklar1 ¢alismada, yapay sinir ag1 ve diskriminant analizi
kullanilarak findik (Corylus avellana L.) ¢esitlerinin simiflandirmislardir.11 findik ¢esidinin
fiziksel, mekanik ve optik 6zellikleri ti¢ ana eksen igin belirlenmistir. Fiziksel, mekanik ve optik
ozellikler parametreleri bagimsiz degisken olarak, findik ¢esitleri ise bagimli degisken olarak
dahil edilmistir. Findik g¢esitlerini siniflandirmak igin ii¢ eksenin her biri i¢in modeller
olusturulmustur. Yapay Sinir Aglar1 (YSA) ve diskriminant analizi (DA) ile siniflandirma
basar1 oranlar1 X ekseni i¢in %89,1 ve %92,7, Y ekseni i¢in %92,7 ve %92,7 ve Z ekseni i¢in
%86,8 ve %88,7 olarak bulmuslardir.

Ikramullah K. ve Eros P. (2014) yaptiklar1 findik igin x-ray goriintiilerinde 6zellik gikarimi
siniflandirma ile findik ¢esitlerini smiflandirmislardir. Rontgen goriintii ile elde edilen 748
saglikll goriintii icermektedir. Findik triinleri, 20 hasarli findik ve 20 enfekte findik resmi
kullanilmistir. Orneklerin %95'i sadece “iyi” kategorisine aittir. “Kotii” kategorisine %35 6rnek
bulunmustur. Bu veriler i¢in se¢ilmis bozuk findiklarin tespiti i¢in anormallik tespit algoritmasi
kullanilmistir.

Cizelge 1.1°de bu alanda yapilan akademik ¢alismalar verilmistir.
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Cizelge 1.1 Findik ve goriintii isleme iizerine yapilan ¢aligmalar

Sira | Mahsul Veri Simf Metod Kesinlik% Referan
Parcalari slar
1 Hazelnut 2094 4 InceptionV3 97.85 (Kang ve
, 99.28 Chen,
EfficientNet 2020).
2 Hazelnut 50 3 Boostingyont 72 (Kog et
emi, 83 al.,
Bagging 71 2020).
yontemi,
DL4J
3 Hazelnut 2000 2 PLS-DA 92 (Giraudo
Kernel etal.,
2018).
4 Hazelnut 300 3 SigmaScan 84 (Bayrakd
®Pro 5.0 ar et al.,
2015).
5 Hazelnut 25 3 K-means, 90,100 (Solak ve
Altinisik,
2018).
6 Hazelnut 40 11 | Yapay Sinir | X ekseni igin 89,1 ve (Keles ve
Aglar 92,7, Y ekseni i¢in 92,7 Taner,
(YSA) ve ve 92,7 ve Z ekseni i¢in 2021)_
Diskriminan | 86,8 ve
t Analizi | 88,7
(DA)
7 Hazelnut 900 3 Yapay sinir 93.57 (Giiveng
aglari et al.,
2015).

Szegedy ve arkadaslar1 (2016) yaptiklar1 calismada evrigimli aglarinin, ¢ok ¢esitli gorevler i¢in
en son teknoloji bilgisayarli gorii ¢ozliimlerinin merkezinde yer aldiklarini belirlemislerdir.
2014'ten bu yana, ¢ok derin evrisimli aglar ana akim olmaya basladi ve ¢esitli dlciilerde 6nemli
kazanimlar sagladi. Artan model boyutu ve hesaplama maliyeti, ¢cogu gorev i¢in (egitim i¢in
yeterli etiketli veri saglandigi siirece) aninda kalite kazanimlarina dontisme egiliminde olsa da
hesaplama verimliligi ve diisiik parametre sayisi, mobil goriis ve bliyiik gibi cesitli kullanim

durumlari i¢in hala etkinlestirici faktorlerdir.

Russakovsky ve arkadaslar1 (2018) yaptiklar1 calismada; Biiyiik 6lcekli gergek bilgi verileri
toplamanin zorluklarini tartisiyor, kategorik nesne tanimadaki onemli atilimlar1 vurguluyor,

biiyiik 6lgekli goriintii siniflandirma ve nesne algilama alaninin mevcut durumunun ayrintili bir
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analizini sagliyor ve mevcut durumu karsilagtirlldiginda bilgisayar verilerinin daha kesin

oldugunu tespit etmistir.

Iandola ve arkadaslar1 (2014) yaptiklar1 ¢alismada; evrisimli Sinir Aglar1 (CNN'ler), dogru
nesne siniflandirmasi saglayabilir. Yogun veya se¢ilmis onerilen nesne bolgelerini yineleyerek
nesne algilama gerceklestirmek igin genisletilebilirler. Bununla birlikte, bu tiir dedektdrlerin
caligma siiresi, goriintii basina incelenecek bolgelerin toplam sayisi ve/veya alani olarak
Olceklenir ve bu tiir dedektorlerin egitimi engelleyici sekilde yavas olabilir. Bununla birlikte,
bazi CNN siniflandirict topolojileri i¢in, siniflandirilacak drtiisen bolgeler arasinda 6nemli isleri

paylasmak miimkiindiir.

Gupta ve arkadaslar1 (2022) yaptiklar1 calismada, derin 6grenme metotlarinin tibbi ¢aligmalarda
uygulama alanlarinin inceleyerek tibbi tedavilerde derin 6grenme metotlarinin gozle goriiliir

faydalar sagladigini belirlemislerdir.

Shorten ve arkadaglar1 (2019) yaptiklar1 ¢alismada, derin evrisimli sinir aglarinin goriintii
isleme gorevlerinde iyi performans gosterdigi ancak biiylik verilere bagimli oldugu
belirtilmektedir. Fazla uydurma sorunuyla karsilasmamak igin sinirl veriye sahip uygulamalar

i¢in bir ¢ozlim olarak veri biiylitme lizerine odaklanmaktadir.

Engin GUNES (2022) yaptig1 tez ¢alismasinda, olusturdugu veri setinin %10’u kullanildiginda
VGG16 smiflandirma modeliyle basarisi %88, InceptionV3 modelinin basarisint %72 ve

Resnet50 modelinin basarist da %56 olarak belirlemistir.

Sun Z. ve arkadaslar1 (2020) yaptiklar1 ¢aligmada musir, arpa, soya, seker pancari, yonca,
bugday gibi iriinlerin siniflandirma islemi yaptiklar1 ¢alismada %82 nin {izerinde bir basari

orani elde etmiglerdir.

Basha C. Z. ve arkadaslar1 (2020) yagmurun findik iizerindeki etkisini arastirmak ve olasi
zararlarin1 tahmin edebilmek i¢in derin 6grenme metodu kullanarak tahmin algoritmalari

gelistirmislerdir.

Guillén Navarro M. A. ve arkadaslar1 (2020) 6zellikle findik tirliniinde yillik iiriin kaybina ve

irtintin kalitesine dogrudan etki eden don olaymi tahmin edebilmek ve oncesinde gerekli
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tedbirleri alimmasim1 saglamak i¢in derin yaptiklart calismada Ogrenme metodunu

kullanmiglardir.

Tirkoglu M. ve arkadaglar1 (2021) kayis1 meyvesinin hastaliklarinin tespit edilmesi ve

siiflandirilmasinda derin 6grenme metodunu kullanmiglardir.

Derin 6grenme yaklagimi kullanilarak yiiriitiilen bir baska c¢alismada Hossain M. S. ve
arkadaslar1 (2018) yaptiklari calismada meyve cesitlerinin siniflandirilmasi tizerinde durmuslar
ve %99’dan fazla basar1 saglamislardir.

Kang H. Ve Chen C. (2020) yaptiklar1 ¢alismada derin 6grenme metodu kullanarak meyve
iretim alanlarinda ger¢cek zamanli olarak elma meyvesinin tespitini %85 dogrulukta elde etmeyi

basarmuislardir.

Caner K. ve arkadaslar1 (2020) findik meyvesinin, sivri, kara ve tombul olarak tiirlerine gore
siniflandirilmasi iglemi yapmislardir. Calismalarinda makine 6grenimi ve derin 68renme

kullanarak saglamislar ve yliksek oranda basar1 elde etmislerdir.

Han Y. ve arkadaglar1 (2021) kuruyemis tiirleri kullanarak yaptiklar1 ¢alismada kuruyemis
kalite tahminin iizerinde durmuslar ve derin 6grenme metodu ile ortalama %95 basar1 elde

etmislerdir.

Saranya ve arkadaglar1 (2020), elma, muz, portakal ve portakal i¢in makine 6grenimi ve derin
o0grenme algoritmalar1 kullanmistir. Nar meyvesi siniflandirmak i¢in. R, G, B rengi, meyve
boyu, boyu ve eni fiziksel 6zellikler olarak kullanilmistir. Calismanin karsilastirmali sonuglari

K-en yakin komsu i¢in 49, destek vektdr makinesi i¢in 61 idi.

Ote yandan, evrisimli sinir ag1 i¢in simiflandirma sistemi dogrulugu %97 olmustur.

Kavdir ve Guyen (2003) yaptiklar1 ¢alismada, elma siniflandirmasi i¢in bulanik mantik
kullanmisglardir ve bulanik mantik uzman sistemi ile elde edilen siniflandirma sonuglar1 %89

olmustur.

Pronprasit ve Natwichai (2013) yaptiklar1 ¢alismada NIR spektroskopisi ve topluluk

siniflandirmasi kullanilarak mango meyve kalitesinin tahmin edilmesi {izerinde durmuslar ve
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standart hatasi Onerilen topluluk siniflandirici, naif topluluk smiflandirict ve tek
siiflandiricinin tahmin degerleri 0.95, Sirasiyla 1.08 ve 0.99. Son arastirmalar, topluluk

siniflandiricilarinin degisen durumlarda iyi performans gosterebileceginin belirtmislerdir.

El-Bendary ve arkadaslari (2015) domates olgunlugunu 250 resim ile incelediler ve destek
vektor makinelerine ek olarak temel bilesenler analizi (PCA) kullandilar. SVM'ler ve 6zellik
¢ikarma ve siniflandirma i¢in dogrusal diskriminant analizi (LDA) algoritmalari. Bulduklar
sonuglar, dogrusal ¢ekirdek islevli SVM algoritmas1 kullanilarak %85 dogruluk ve LDA
kullanilarak %84 dogruluk gostermis ve olgunluk siniflandirmasi igin algoritma. Sonuglar LDA

icin %84, i¢in %77 basari elde etmiglerdir.

Manickavasagan ve arkadaslar1 (2017) Suudi Arabistan'in ¢esitli bolgelerinde yetistirilen
hurma ¢esitlerine gore siniflandirilmistir. Kaliteyi belirlemek i¢in kullanilan geleneksel pahali
ve zaman alan yontemler yerine kullanarak yapay sinir agi ve dogrusal diskriminant analiz
yontemleri gelistirmislerdir. Kurutulmus meyveleri siniflandirmak i¢cin 1800 numunenin tek
renkli goriintiilerinden histogram ve doku o6zelliklerini ¢ikarmislardir. Meyve tiirlerini

yumusak, yar1 sert ve sert olarak siniflandirdilar.

Miraei Ashtiani ve arkadaslar (2020) uzunluk, maksimum genislik ve maksimum kalinlik gibi
kabuk ozelliklerinden yararlanilarak tahmini badem taneleri kiitlesi hesaplamak i¢in ¢aligma
yapmuslar ve bu amacla ¢ok dogrusal ¢agrisim modeli, ¢ok katmanl algilayici sinir agi, radyal
tabanli fonksiyon sinir agi, uyarlanabilir ndro-bulanik c¢ikarim sistemi ve destek vektor
makinesi algoritmalar1 kullanilmistir. Sinirsel radyal temel fonksiyon kullanilarak badem

tanelerinin kiitlesi i¢in yiliksek genel dogruluk %96 olmustur.

Vaishnav ve Rao (2018) 49 adet (elma, mango, kiraz, portakal ve ananas) Google'dan alinan
meyve resimlerini siniflandirma islemi icin lojistik regresyon, yapay sinir agi, K en yakin
komsu, karar agaci, rastgele orman, naive bayes kullanilmiglar ve veri seti on kat capraz
dogrulama ydntemiyle calistirilmstir. Ilk set icin lojistik regresyon %85 olarak tahmin edilmis

ve ikinci deney seti i¢cin %91 dogruluk saglamislardir.

Menesatti ve arkadaglar1 (2008) yaptiklar1 calisma ile findik cesitlerini ayirt etmek igin
sekillendirilmis tekniklerin potansiyel kullanmis ve %79 basar1 elde etmislerdir.
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Wang ve Chen (2019) sekiz katmanli bir CNN modeli olusturmuslar ve 18 meyve ¢esidine ait
olan 3600 goriintliyli %95,67 basari ile siniflandirmislardir.

Zhu ve arkadaglar1 (2018) sebze goriintiilerini siniflandirmak i¢in bir AlexNet ag modeli
kullanmiglar ve yazarlar, farkli veri kiimeleri iizerinde CNN modellerini su sekilde
egitmislerdir: sebze goriintiilerinin sayisini degistirme, Siniflandirma sonuglari, goriintii sayisi
azaldikca dogrulugun azaldigmmi gostermistir. Ayrica CNN tabanli yontemin dogruluk

oranlarini geri yayilimli sinir ag1 ile karsilagtirmiglardir.

Vijai ve arkadaslar1 (2017), bitki yaprak hastaliklarinin otomatik tespiti ve siniflandirilmasi igin
goriintii segmentasyonu igin bir algoritma &nerdiler. Ik asamada Minimum Mesafe Kriteri ve

K-Ortalamalar Kiimeleme ile yapilan siniflandirmada dogruluk %85,56'd1r.

Mohanty (2016), derin 6grenme ve bilgisayar goriisii tabanl bir yaklasim gelistirdi. Toplam
54.306 adet hastalikl1 ve saglikli bitki yapragindan olusan veri seti halka sunulmustur. 14 bitki
tiriinii ve 26 hastalig1 tespit etmek igin derin bir sinir ag1 egitildi. Deneysel sonuglar

incelendiginde egitim modelinin %99,35 dogruluk sagladig1 goriilmiistiir.

Zhang ve arkadaslar1 (2019), salatalik hastaliin1 tanimlamak i¢in bir algoritma 6nerdiler.
Kiiresel bir havuzlama, genisletilmis evrisimli sinir ag1 (GPDCNN)-AlexNet tabanli yaklagim.
Model, hiyar yaprag: hastaliklari konusunda egitilmistir ve hiyar yapragi hastaliklarini %95,65
dogrulukla tespit edilebilmektedir.
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3.MATERYAL ve METOD

Bu boliimde, tez calismasinda kullanilan veri setleri, uygulama araglari ve yontemler ayrintili
olarak agiklanmistir. Aragtirmanin bilimsel dogrulugunu ve tekrarlanabilirligini saglamak
amaciyla, kullanilan teknolojik altyap1 ve analiz siirecleri sistematik bir sekilde sunulmustur.
Calismada, derin 6grenme tabanli siniflandirma yontemlerinin findik cesitleri iizerindeki

uygulanabilirligi degerlendirilmistir.

3.1 Veri Seti

Tez ¢alismast igin gerekli olan findiklar Tiirkiye nin Karadeniz bolgesi Samsun ili Carsamba
ilgesi ve Ordu ili GOlkdy ilgesinden Agustos ve Eyliil aylarinda toplanmustir.

Yapilan bu calismada Tiirkiye'de yetistirilen toplam sekiz adet findik ¢esidi kullanilmistir.
Bunlar; palaz, dag, Fosa, tombul, hanimeli, ¢akildak, kara findik, sivri olarak
siiflandirilmaktadir. Yapilan bu ¢alismada palaz findiktan 150 adet, dag findigindan 320 adet,
Fosa findiktan 380 adet, tombul findiktan 230 adet, hanimeli findiktan 380 adet, cakildak
findiktan 320 adet, kara findiktan 420 adet ve sivri findiktan 390 Adet goriintii olmak iizere
toplam 2590 adet goriintiiyle calisilmistir. Asagidaki grafikte kullanilan resimler ve findik

tiirleri belirtilmistir.

Findik Cesitleri ve Degerleri

400

300
k7
@
'
o 200

100

9 Palaz Dag Devedisi Tor_’nbul Hanimeli Cakildak Karafindik Sivri

Sekil 3.1 Kullanilan findik tiirleri ve sayilar
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Bu goriintiiler Sekil 3.3 de verilen diizenek yardimi ile ¢ekilmistir. Gortintiiler 3088x3088
boyutunda renkli ve jpg formatindadir. Resimler, f1,9 diyafram ag¢ikligi ISO40 hassasiyeti ile
flagsiz olarak ¢ekilmistir.

Goriintiiler, 13 megapiksel ¢oziintirliige sahip Samsung Galaxy A02 dijital kamera kullanilarak

10 cm mesafeden ¢ekilmistir.

-
&

Sekil 3.2 Calismada kullanilan Findik Tiirleri.

Aragtirmamizda findik imajlarin1 almak i¢in kullandigimiz diizenek dort tarafi kapali ve iist
kisminda aydinlatma sistemi olan bir diizenektir. Dort tarafi kapali olmasi sayesinde disaridan
151k kaynag1 haricinde 151k almayarak 6rnek findik tiirlerinin daha net fotograflarinin ¢ekilmesi

saglanmustir.
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3.2 Goriuntii Elde Edilmesi

Caligmamizda kullanilan findik {iriinlerinin goriintiileri kapali kutu mekanizmasi kullanilarak
elde edilmistir. Bu mekanizmada dort tarafi kapali bir kutu ve tizerinde bir aydinlatma sistemi
bulunmaktadir. Aydinlatma sisteminin ortasinda bulunan kamera sayesinde goriintiiler elde
edilmektedir. Kutunun dort tarafinin kapali olmasinin sebebi etraftan gelen 1siktan kutunun
icindeki findik goriintiisiinii koruyarak gdlgelenme olmasinin engellemektir. Goriintiiler
kamera araciligiyla sabit bir depolama aracina aktarilarak elde edilmistir. Goriintiileme
sirasinda goriintiilerin net sekilde elde edilmesi i¢in beyaz zemin kullanilmistir.

Derin 6grenme findik iiriinii materyallerinin sisteme aktarilmasinda kullanilan diizenek sekil

3.3’te gosterilmistir.

image sample

[CamMer g e

Sekil 3.3 Findik goriintiilerinin elde edilmesinde kullanilan diizenek.

Goriintiilerin elde edilmesi igin belirli bir akis semasi olusturulmus ve ¢alismada bu akis

semasina uygun veriler elde edilerek derlenmistir.

3.3 Goriintiilerin On islemden Gecirilmesi

Goriintii 6n igleme yapilmasi ¢aligmada kullanilacak goriintiilerin degerlendirme ve sonug

islemi yapilmadan Once goriintiilerin kalitesini artirmak ve verilerin tutarliligini saglamak
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amaciyla yapilan iglemler biitiiniidiir. Gorilintiilerin 6n islemden gerilmesinin bazi asamalari
sunlardir; Goriintiilerin yeniden boyutlandirilmast ve 6l¢ekleme yapilmasi, renk alanlarinin
degistirilmesi, goriintii eksiltme yapilmasi, parlaklik ayarlarinin yapilmasi, piksel degerlerinin

Olceklendirilmesi, veri artirma, filtreleme, geometrik ayarlarin yapilmasi, kesme islemi.

3.3.1 Veri artirnmi

"Veri artinm1" (data augmentation), bir makine 6grenmesi veya derin dgrenme modelinin
egitimi i¢in kullanilan bir tekniktir. Veri artirimi, mevcut veri kiimesindeki ornekleri
degistirerek veya yeni ornekler tireterek, 6grenme modelinin daha iyi genelleme yapmasina ve

daha iyi performans gostermesine yardimei olur.

Veri artinmi teknikleri, goriintii, ses, metin ve diger tiirdeki verileri isleyen modellerde
kullanilabilir. Ornegin, goriintii verileri i¢in veri artirimi teknikleri, gériintiileri cevirme, kesme,
dondiirme, yansitma, renk diizeltme veya giiriiltii ekleme gibi islemlerle mevcut veri kiimesini
genisletebilir. Metin verileri i¢in ise, kelime degistirme, kelime sirasinit degistirme, ciimle
cevirme veya ekleme, sozciikler arasindaki iligkileri degistirme gibi teknikler kullanilabilir

(Ferentinos, 2018). Sekil 3,4°da veri artirma 6rnegi verilmistir.

Original Image

De-texturized

e
o

De-colorized

Data Augmentation

Edge Enhanced

Salient Edge Map

w 4 Flip/Rotate
v "

Sekil 3.4 Veri artirma (Engati Portal1, 2025).
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Veri artirma, makine 6greniminde, 6zellikle derin sinir aglarinin egitiminde, mevcut verilere
cesitli dontlistimler uygulayarak veri kiimesinin boyutunu yapay olarak artirmak ic¢in kullanilan
bir tekniktir. Veri artirmanin amaci, egitim setinin g¢esitliligini arttirmaktir; bu da daha iyi
genelleme ve gelismis model performansina yol agabilir. Bu teknik 6zellikle egitim i¢in mevcut

etiketli verilerin sinirlt oldugu durumlarda degerlidir.

3.3.2 Yaygin veri artirma teknikleri sunlari icerir

Dondiirme: Degiskenlik saglamak ic¢in goriintiilerin belirli bir dereceye kadar dondiiriilmesi

(6rnegin, belirli bir aralikta rastgele dondiirme).

Cevir (Yatay veya Dikey): Farkli bakis a¢ilarini simiile etmek i¢in goriintiileri yatay veya dikey

olarak ¢evirme.

Olgeklendirme: Nesne boyutlarina gesitlilik katmak icin goriintiileri yakinlastirip uzaklastirarak

yeniden boyutlandirma.

Ceviri: Nesnenin ¢erceve i¢indeki konumundaki degisiklikleri simiile etmek i¢in goriintiileri

yatay veya dikey olarak kaydirmak.

Kesme: Verileri eksenlerden biri boyunca uzatmak veya sikistirmak i¢in kesme doniistimleri

uygulama.

Yakinlagtirma: Bir goriintliniin belirli bolgelerine rastgele yakinlastirma.

Renk Titresimi: Goriintiilerin renginde parlaklik, karsitlik, doygunluk veya renk tonu

ayarlamalar1 gibi rastgele degisiklikler yapilmasi.

Girilti Ekleme: Modeli gercek diinya senaryolarinda giirtiltiiye kars1 daha dayanikli hale

getirmek i¢in verilere rastgele giiriiltii eklemek.

Veri artirma genellikle egitim asamasinda uygulanir ve modeli bir dogrulama veya test seti

tizerinde degerlendirirken kullanilmaz. Artirilmis veriler, egitim setinin ¢esitliligini etkili bir
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sekilde artirarak modelin daha saglam 6zellikler 6grenmesine yardimer olur ve orijinal veri

setinde mevcut sinirli varyasyonlara asirt uyum riskini azaltir.

Gorinti simiflandirma veya nesne tespiti gibi bilgisayarli gérme gorevlerinde, evrigimli sinir
aglarmin (CNN'ler) performansini artirmak i¢in veri artirma yaygin olarak kullanilir. Artirilmis
veriler, modelin girdi verilerindeki farkli doniisiimlere ve varyasyonlara kars1 daha degismez
hale gelmesini saglayarak, gercek diinya senaryolarima uygulandiginda daha iyi genelleme

yapilmasina olanak saglar.

Bu teknikler, veri setlerinin boyutunu artirarak modelin daha fazla c¢esitlilikle karsilagmasina
ve daha iyi performans gdstermesine yardime1 olabilir. Ancak, bazi durumlarda, veri artirimi
aynit zamanda veri setindeki Orneklerin cogaltilmasi veya benzer drneklerin olusturulmast

nedeniyle asir1 uydurma (overfitting) sorununa da neden olabilir (Szegedy et al., 2016).

Bu kullanilan veri artirma teknikleri, i¢inde bulunan sekil bilgilerinden ¢ok renk ve doku
bilgileri ile yapilan analizlerde 6ne cikan findik goriintiilerinde etkili olmamaktadir. Bu
nedenle, veri artirimi klasik yontemlerin yerine yiiksek ¢oziintirliiklii ve yiiksek boyuttaki findik
goriintiilerinden, her bir erisimsel sinir aglar1 (ESA) mimarisinin girdi boyutlarina uygun
adaptif yeni goriintiiler olusturulmustur.

Tez ¢alismamizda Cizelge 3.1°de verilen veri artirma teknikleri kullanilmastir.

Cizelge 3.1 Artirma teknikleri ve araliklari

Artirma teknigi Deger
Rotasyon 40
Genigslik kaydirma 0,2
Yiikseklik kaydirma 0,2
Paylagim 0,2
Odaklama 0,2

Yatay cevirme True
Doldurma modu Nearest
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Her bir findik goriintiisii 40 derecelik dondiirme islemine tabi tutulmus, genislik kaydirma
degeri 0.2, yiikseklik kaydirma degeri 0,2, paylasim degeri 0,2, odaklama degeri 0,2, yatay

cevirme degeri True, doldurma modu Nearest olarak kullanilmistir.

Tez calismasinda kullanilan findik goriintiileri, daha iyi ve verimli sonuglar elde edebilmek
amaciyla veri artirma yontemi uygulanarak ¢ogaltilmistir. Caligmada hem ¢ogaltilmis veriler
hem de orijinal veriler kullanilarak gelistirilen yontemler uygulanmis ve elde edilen bulgular

sonuclar boliimiinde ayrintili bir sekilde sunulmustur.

Cizelge 3.2 Artirma Oncesi ve sonrast goriintii sayilart.

Findik Tiirleri Orjinal Goriintii sayisi Veri Artirma Sonrasi say1
Palaz 150 750
Dag 320 750
Fosa 380 750
Tombul 230 750
Hanimeli 380 750
Cakildak 320 750
Kara Findik 420 750
Sivri Findik 390 750

3.4 Onerilen Model

Onerilen findik tiirlerinin siniflandirilmasina yonelik derin 6grenme modeli, temel olarak
dort ana katmandan olusmaktadir: findik veri setinin olusturulmasi, goriintii isleme iglemleri,
egitim verilerinin hazirlanmas1 ve transfer 6grenme modellerinin uygulanmasi. Bu
caligmada, 8 farkli findik tiiriine ait toplam 2590 goriintii elde edilerek bir findik veri seti
olusturulmustur. Goriintiiler iizerinde herhangi bir 6n isleme veya dogrulama islemi

gerceklestirilmeden, dogrudan yapay sinir agina aktarilmistir.

Calismanin uygulama asamasi, Google Colab platformunda gergeklestirilmis olup, deneyler
NVIDIA T4 grafik islemcisine (GPU) ve 16 GB RAM'e sahip bir ¢aligma ortaminda Python

programlama dili kullanilarak yiiriitiilmiistiir.
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Onerilen modelde, findik gériintiilerinin basarili bir sekilde siniflandirilmasi amaciyla derin
O0grenme tabanli maskeli evrisimsel sinir ag1 (CNN) modelleri kullanilmistir. Bu modeller,
koordinatlara ait siniflandirmalarin yapilmasinda etkili olmus ve her bir goriintiiye ait

Ozelliklerin kullanilmast sayesinde yiiksek dogruluk oranlarina ulagilmistir.

HAZELNUT DATASET IMAGE iMAGE PROCESSING TRAIN IMAGE TA"-":'E:DLEE&""W‘?
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— . (=)
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Sekil 3.6 Kullanilan yapiya ait sema.

Veri olusturma sistemimiz, sirasityla goriintii elde edilmesi, veri boyutlarmin yeterliliginin
degerlendirilmesi, goriintli etiketlerinin atanmasi ve veri setinin uygunlugunun belirlenmesi
adimlarindan olugmaktadir. Veri boyutlarinin uygun olmamasi durumunda yeniden
boyutlandirma islemi yapilmakta, veri seti sayisinin yetersiz olmasi halinde ise veri artirma
yontemleri uygulanmaktadir. Bu siirecte kullanilan veri hazirlama semasi, Sekil 3.7°de

sunulmustur.
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Sekil 3.7 Veri hazirlama semast.

3.5 Yapay Sinir Aglari (YSA)

Yapay sinir aglari (YSA), biyolojik sinir sistemlerinden esinlenerek olusturulan bir makine
o6grenme yontemidir. YSA'lar, biiyiik miktardaki verileri isleyebilen, desenleri taniyabilen ve

tahminler yapabilen bir yapay zekd modelidir.

YSA'lar, bir dizi yapay sinir hiicresi ve "noron “den olusur. Her bir néron, girdi verilerini alir,
bu verileri agirliklarini kullanarak ¢arpan haline getirir ve aktivasyon fonksiyonu ile ¢ikt1 tiretir.
Bu noronlar, katmanlar halinde diizenlenmistir. Giris katmani, verileri alir ve ardisik
katmanlarda isler. Her katmandaki néronlar, onceki katmandaki néronlardan aldiklar ¢iktilari

girdi olarak kullanir (Ucuzal, 2020). Sekil 3,8’de Yapay sinir ag1 6rnegi verilmistir.
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Sekil 3.8 Yapay sinir ag1 (Aoyilmaz Portal1,2025).

Yapay Sinir Ag1 (YSA), insan beynindeki biyolojik sinir aglarinin yapisindan ve isleyisinden
ilham alan hesaplamali bir modeldir. Makine 6greniminin 6nemli bir bilesenidir ve daha
0zellikli olarak, birden fazla katman kullanildiginda daha genis bir derin 6grenme
kategorisine girer. YSA'lar Oriintli tanima, siniflandirma, ¢cagrisim ve karar verme gibi gesitli

gorevler icin kullanilir (Ucuzal, 2020).

Yapay sinir aginin temel bilesenleri sunlardir:
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Noronlar (Digtimler): Noronlar bir yapay sinir aginin temel birimleridir. Her néron bir veya
daha fazla girdi alir, bunlar1 agirlikli toplam kullanarak isler, bir aktivasyon fonksiyonu uygular
ve bir ¢ikt1 {iretir. Daha sonra bir ndronun ¢iktist diger noronlara girdi olarak aktarilir. Sekil

3.9°de Insan beyni ndron yapisi ve yapay zeka noron yapisi karsilastirmasi verilmistir.
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Sekil 3.9 Insan beyni néron yapisi ve yapay zeka ndron yapisi karsilagtirmasi (Hackernoon
Portal1,2025).

Baglantilar (Kenarlar veya Agirliklar): Baglantilar, ndronlar arasindaki yollar1 temsil eder. Her
baglanti, baglantinin giiclinii belirleyen bir agirlikla iliskilendirilir. Agin verilerden 6grenmesini
saglamak i¢in agirliklar egitim siireci sirasinda ayarlanir.

Katmanlar: Néronlar yapay sinir aglarinda katmanlar halinde diizenlenir. Ug ana katman tiirii
sunlardir:

Giris Katmanu: Ilk giris verilerini alir.
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Gizli Katmanlar: Giris ve ¢ikig katmanlar1 arasinda iglem ve 0grenmenin gerceklestigi ara

katmanlardir. Birden fazla gizli katmana sahip aglara derin sinir aglar1 ad1 verilmektedir.

Cikis Katmanu: Islenen bilgilere dayanarak agim son ¢iktisini iiretir.

Aktivasyon Fonksiyonu: Her noron tipik olarak aga dogrusal olmamay1 saglamak icin agirlikli
girdi toplamina bir aktivasyon fonksiyonu uygular. Yaygin aktivasyon fonksiyonlar1 arasinda

sigmoid, hiperbolik tanjant (tanh) ve diizeltilmis dogrusal birim (ReLU) bulunur.

fleri Besleme ve Geri Yayilim: Egitim siireci sirasinda ag ileri besleme ve geri yayilimdan
gecer. Ileri besleme, bir ¢ikti iiretmek icin girdinin ag iizerinden iletilmesini icerirken geri
yayilma, tahmin edilen ¢ikt1 ile ger¢ek hedef degerler arasindaki farka dayali olarak agirliklar
ayarlar.

Yapay sinir aglari, goriintli ve konusma tanima, dogal dil isleme ve finansal tahmin gibi ¢ok
cesitli gorevlere uygulanabilir. Verilerden 6grenme ve karmagsik kaliplara uyum saglama
yetenegi, sinir aglarii makine Ogrenimi ve yapay zekada giiclii araglar haline getirir.
Gortintiiyle lgili gorevler igin evrisimli sinir aglar1 (CNN'ler) veya sirali veriler i¢in tekrarlayan
sinir aglar1 (RNN'ler) gibi farkli mimariler, belirli sorun tiirlerine gore uyarlanmis temel sinir

ag1 yapisinin varyasyonlaridir (Cataloluk, 2012).

YSA!'lar, egitim siirecinde verileri kullanarak agirliklar1 grenirler. Ilk basta rastgele baslangig
agirliklariyla baglarlar ve ardindan veriler lizerinde tekrar tekrar iterasyonlar yaparak agirliklar
ayarlarlar. Bu iterasyonlar sirasinda, ag c¢iktilar1 gercek sonuclarla karsilastirilir ve bir hata
fonksiyonu kullanilarak hatanin 6l¢iilmesi saglanir. Ardindan, hata geriye dogru yayilir ve
agirliklarin ayarlanmasi icin bir en uygun sekle sokma algoritmasi kullanilir. Bu siireg, agin

daha 1yi sonuglar tiretmek i¢in veriye uyum saglamasini saglar.

Yapay sinir aglari, karmasik veri modellerini olusturabilme yetenekleri ve genis veri kiimeleri
tizerinde yiiksek performans saglayabilme potansiyeli nedeniyle bir¢ok uygulama alaninda
kullanilmaktadir. Bunlar arasinda goriintii ve konusma tanima, otomatik siiriis teknolojileri,
dogal dil isleme, finansal tahminler ve tibbi teshis gibi bir¢ok alanda kullanimi bulunmaktadir

(Cataloluk, 2012). Sekil 3.10 Yapay sinir aglar1 (YSA) 6rnegi verilmistir.
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gt Lavyer Mudden Layer Output Layer

Sekil 3.10 Yapay sinir aglar1 (YSA) (Xiong et al., 2021).

Cok cesitli yapay sinir aglart mevcuttur. Cok farkli gérevler i¢in gelistirilmis yapay sinir agt

cesitleri Sekil X.Y ‘de verilmistir.
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Sekil 3.5 Network Sinir Aglar1 Ornekleri (Devnot Portal1,2025).



34

3.6 Derin Ogrenme

Derin Ogrenme, yapay sinir aglart gibi karmagsik matematiksel modeller kullanarak

bilgisayarlarin, biiyiik veri kiimelerinden 6grenme yetenegini ifade eder.

Makine 6greniminin, biiylik veri teknolojilerinin ve yiiksek performansli bilgi islemin ortaya

cikisi, cok disiplinli tarimsal ¢alismalarda yeni firsatlar saglamistir (Karakugiik ve Eker, 2020).

Derin 6grenme, yapay sinir aglarinin, ozellikle derin sinir aglarinin gelistirilmesine ve
uygulanmasina odaklanan makine 6greniminin bir alt alanidir. "Derin" terimi, sinir aglarinda
¢oklu katmanlarin (derin mimariler) kullanimini ifade eder. Bu derin mimariler, verilerdeki
karmasik hiyerarsik kaliplar1 6grenme ve temsil etme yetenegine sahiptir (Karakugiik ve Eker,

2020). Sekil 3.11°da Derin 6grenme semasi verilmistir.
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Input Feature extraction Classification Output
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@ <0 AR
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*—0—0

Input Feature extraction + Classification Output
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Sekil 3.11 Derin 6grenme semasi (Coderspace Portal1,2025).

Derin 6grenmenin temel kavramlari ve 6zellikleri sunlar igerir:
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Sinir aglart: Derin 6grenme, insan beyninin yapisindan ve islevinden ilham alan hesaplamali
modeller olan yapay sinir aglarina dayanmaktadir. Sinir aglari, katmanlar halinde diizenlenmis
birbirine bagli diiglimlerden olusur. Girdi verileri, bir ¢ikt1 iiretmek i¢in bu katmanlar
araciligiyla islenir; ag, agirliklarin ayarlanmasi yoluyla girdileri istenen ciktilarla yan yana

siiflamay1 6grenir. Sekil 3.12°da Yapay sinir ag1 6rnegi verilmistir.
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Sekil 3.12 Yapay Sinir Ag1 Ornegi (Dergipark Portal1, 2025).

Derin mimariler: Derin 6grenme modelleri genellikle birden fazla katmana sahiptir ve verilerin
hiyerarsik temsillerini otomatik olarak &grenmelerine olanak tanir. Bu derin mimariler,
karmasik ozelliklerin ham girdiden ¢ikarilmasina olanak taniyarak bunlari goriintii tanima,

dogal dil isleme ve konugma tanima gibi gorevlere uygun hale getirir.

Temsil 6grenme: Derin 6grenme, agdaki her katmanin farkli soyutlama seviyelerindeki
ozellikleri ¢ikardigi, verilerin hiyerarsik temsillerini 6grenmeye odaklanir. ilgili dzellikleri
otomatik olarak 6grenme yetenegi, derin O08renmeyi Ozellikle biiyiik ve karmasik veri

kiimelerine sahip gorevler icin etkili kilar.

Ugtan uca 6grenme: Derin 6grenme modelleri, ham girdiden ¢iktiya kadar ugtan uca eslemeleri

ogrenmek icin tasarlanmistir. Bu, modelin, ara gosterimleri veya ozellikleri agikca elle
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islemeden ozellik ¢ikarma, 6zellik doniistiirme ve karar almay1 otomatik olarak 6grenebilecegi

anlamina gelir. Sekil 3.13’de Uctan Uca Ogrenme &rnegi verilmistir.
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Sekil 3.13 Ugtan uca 6grenme (Resarchgate Portali, 2025).

Geri Yayilimli Egitim: Derin 6grenme modelleri, tahmin edilen ve gercek ciktilar arasindaki
hataya gdre sinir aginin agirliklarini ayarlayan geri yayilim algoritmasi kullanilarak egitilir. Bu
yinelemeli en uygun sekle sokma siireci, modelin zaman i¢inde performansini artirmasina

yardimc1 olur.

Uygulamalar: Derin 6grenme, goriintii ve konusma tanima, dogal dil isleme, otonom araglar,
tibbi teshis ve digerleri dahil olmak iizere cesitli uygulamalarda dikkate deger bir basar1 elde
etmistir. Belirli alanlarda geleneksel makine 6grenimi yontemlerini geride birakarak ¢ok sayida

gorev i¢in performansta yeni dlgiitler belirlemistir.

Popiiler derin 6grenme mimarileri arasinda goriintiiyle ilgili gérevler i¢in Evrigimli Sinir Aglar
(CNN'ler), sira verileri i¢in Tekrarlayan Sinir Aglar1 (RNN'ler) ve dogal dil isleme gorevleri

icin Transformer mimarileri bulunur.
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Derin 6grenme, yapay zekada baskin bir paradigma haline gelmis; gesitli endiistrilerdeki
gelismelere yon verdi ve bilgisayar goriisii, konugsma tanima ve dogal dil anlayis1 gibi alanlarda
atitlimlara katkida bulunmustur (Huang et al., 2017). Sekil 3.14°de yapay zeka, makine

O0grenmesi ve derin 6grenme arasindaki iliski verilmistir.

YAPAY ZEKA

MAKINE OGRENMESi

Sekil 3.14 Derin 6grenme, makine 6grenmesi ve yapay zeka iligkisi.

Derin 6grenme, genis ve karmasik veri kiimeleri lizerinde, 6rnegin bir¢ok goriintii veya metin
belgesi gibi, katmanlar halinde iglem yaparak oOzellikleri tanimlamak ve Ogrenmek icin
kullanilir. Bu katmanlar, verinin farkli yonlerini isleyen, siral1 bir dizi matematiksel islemlerden
olusur. Bu islemler sayesinde, yapay sinir aglari, veri kiimelerindeki desenleri ve iligkileri

kesfedebilir, 6zelliklerini ¢ikarabilir ve tahminlerde bulunabilir (Huang et al, 2017).

Derin 6grenme algoritmalari, biiylik miktarda veriyi isleyerek kendilerini egitir ve sonugta bu
veriler iizerinde dogru sonuclar vermek i¢in gerekli olan parametreleri otomatik olarak ayarlar.
Bu sayede, 6rnegin goriintii tanima, dogal dil isleme ve oyun oynama gibi pek ¢ok farkli alanda
insanlarin yaptig1 islemleri gerceklestirebilen sistemler olusturulabilir (Huang et al, 2017).

Derin &grenme, giiniimiizde pek ¢ok farkli alanda kullanilmaktadir. Ornegin, goriintii isleme,
ses tanima, otomatik c¢eviri, reklam Onerisi, siiriiclisiiz ara¢ teknolojisi gibi bir¢ok alanda

kullanilmaktadir.
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Derin 6grenme algoritmalari, verilerin giris katmanina verildigi ve sonuglarin c¢ikis
katmanindan elde edildigi ¢ok katmanli yapay sinir aglar1 kullanir. Veriler, agin giris
katmanindaki néronlara verilir ve ardindan agin katmanlar1 boyunca islenir. Her katmanda,
girdi verileri islenerek yeni Ozellikler elde edilir ve ¢ikis katmanina dogru ilerlenir. Cikis
katmaninda, agin 6grenmis oldugu bilgilere dayanarak bir sonug iiretilir (Shorten ve
Khoshgoftaar, 2019). Sekil 3.15’te Aktarilan bilginin bi¢imine gore diizenlenen farkli aktarimla

O0grenme yaklasimlar1 gosterilmistir.
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Sekil 3.15 Aktarilan bilginin bi¢cimine gore diizenlenen farkli aktarimla 6grenme yaklagimlari

(Zhu et al., 2020).

3.7 Transfer Ogrenme

Transfer 6grenme, 6zellikle makine 6grenimi ve yapay zeka alanlarinda 6nemli bir kavramdir.
Bu alanlarda, bir modelin bir gérevi 6grenmesi i¢in bir¢cok veri 6rnegi gerektigi diisiindiliir.
Ancak, her gorev i¢in ayr1 ayr1 model egitmek ¢ok zahmetli ve zaman alic1 olabilir. Bu nedenle,
daha 6nce 6grenilen gorevlerden elde edilen bilgi ve beceriler, yeni gorevleri 6grenmek i¢in
kullamilabilir (Keles ve Taner, 2021). Sekil 3.16’te Ornek transfer Ofrenme semasi

gosterilmistir.
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Sekil 3.16 Ornek Transfer Ogrenme Semas:1 (Dergipark Portali, 2025).

Transfer 6grenimi, bir gorev lizerinde egitilen modelin ikinci, ilgili goreve uyarlandig1 bir
makine 6grenme teknigidir. Hedef gorev i¢in sifirdan bir model egitmek yerine, transfer
Ogrenimi, potansiyel olarak farkli ancak ilgili bir veri kiimesi ile kaynak gorevden elde edilen
bilgiden yararlanir. Model, daha biiyiik bir kaynak veri kiimesi lizerinde egitim sirasinda
edinilen bilgilerden yararlanabileceginden, bu yaklagim &zellikle hedef gorevin sinirli etiketli

veriye sahip oldugu durumlarda faydalidir (Keles ve Taner, 2021).

Transfer 6grenmede genellikle iki ana senaryo vardir:

Ozellik ¢ikarma (temsil 6grenme): Bu senaryoda, genellikle belirli bir gérev icin biiyiik bir veri
kiimesi {iizerinde egitilmis, dnceden egitilmis bir model, 6zellik ¢ikarict olarak kullanilir.
Modelin 6nceki katmanlarindan 6grenilen gosterimler veya ozellikler daha sonra daha kiigiik
bir veri kiimesi ile hedef gorev iizerinde egitilen yeni bir modele beslenir. Buradaki fikir,
onceden egitilmis modelin alt katmanlarinin, ¢ok ¢esitli gorevler i¢in degerli olabilecek genel

ozellikleri 6grenmis olmasidir.

Ince ayar (Adaptasyon): Ince ayarda, dnceden egitilmis model, daha kiiciik bir veri kiimesi ile
hedef gorev lizerinde daha da egitilir. Modelin alt katmanlar1 genellikle dondurulurken (kaynak

gorevden Ogrenilen genel Ozellikleri korumak i¢in), daha yiliksek katmanlar hedef gdrevin
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ozelliklerine uyum saglayacak sekilde degistirilir ve yeniden egitilir. Bu, modelin yeni veri

kiimesindeki niianslarda uzmanlagmasina olanak tanir.

Transfer 6grenimi, bilgisayarli gérme, dogal dil isleme ve konusma tanima dahil olmak iizere

cesitli alanlarda yaygin olarak kullanilmaktadir. Yaygin senaryolar sunlari igerir:

Goriintii siniflandirma: ImageNet veri kiimesindekiler gibi onceden egitilmis modeller

genellikle yeni goriintii siniflandirma gorevleri icin 6zellik ¢ikarict olarak kullanilir.

Dogal dil isleme (NLP): Cok miktarda metin verisi tizerinde 6nceden egitilmis BERT veya GPT
gibi dil modelleri, duygu analizi veya metin siniflandirma gibi belirli NLP gorevleri i¢in ince

ayar yapilabilir.

Nesne algilama: Nesne algilama gorevleri i¢in biiylik veri kiimeleri tizerinde 6nceden egitilmis
modeller, daha kii¢iik veri kiimeleriyle belirli nesne algilama zorluklar1 i¢in ince ayar

yapilabilir.

Transfer Ogrenimi, ilgili gorevlerden elde edilen bilgilerden yararlanarak sinirli etiketli
verilerden kaynaklanan zorluklarin iistesinden gelmeye yardimei olur. Ozellikle hedef gérev
icin billylik miktarlarda etiketli veri toplamanin pratik olmadigi veya pahali olabilecegi
senaryolarda, modellerin performansini artirmak i¢in etkili bir strateji oldugu kanitlanmistir

(Kokli et al., 2022).

Transfer 6grenimi, onceden egitilmis bir modelin ilgili bir gérevde yeniden kullanilmasini
iceren bir makine 6grenimi teknigidir. Bir modeli sifirdan egitmek yerine, aktarim 6grenimi
bliyiik bir veri kiimesi iizerinde egitilmis mevcut bir modelle baslar ve onu belirli bir gérev veya

sorun i¢in ince ayar yapar.

Transfer 6grenimi, bilgisayar goriisii, dogal dil isleme ve konusma tanima gibi ¢esitli alanlarda
uygulanabilir. Makine 6greniminde, Ozellikle etiketli veri miktarinin sinirli oldugu veya
sifirdan yeni bir model egitiminin hesaplama agisindan pahali oldugu senaryolarda popiiler bir

teknik haline geldi (Koklii et al, 2022).
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Kesinlikle! Transfer 6grenimi, onu makine 6grenimi ve derin 6grenmede giiglii bir teknik haline
getiren ¢esitli avantajlar sunar:

Veri verimliligi: Transfer 6grenimi, hedef gorev i¢in sinirh etiketli veri mevcut oldugunda
ozellikle faydalidir. Onceden egitilmis modellerden ve biiyiik veri kiimesine sahip bir kaynak
gorevden elde edilen bilgilerden yararlanilarak model, daha az miktarda etiketli veriyle hedef
gorevde daha iyi performans elde edebilir.

Daha hizl1 egitim: Biiyiik bir veri kiimesi iizerinde derin bir sinir agimi sifirdan egitmek,
hesaplama acisindan pahali ve zaman alic1 olabilir. Transfer 6grenimi, ilk katmanlarin genel
ozellikleri zaten 6grenmis olmasi nedeniyle hedef gorevde modelin daha hizli yakinsamasina

olanak tanir.

Genelleme: Onceden egitilmis modeller, verilerin yararl temsillerini yakalar ve genellikle
gorevler arasinda aktarilabilen hiyerarsik 6zellikleri 6grenir. Bu genel 6zellikler, modelin hedef
gorev i¢in yeni, goriilmemis verilere iyi bir sekilde genellenmesine yardimci olur.

Etki alani uyarlamasi: Aktarim 6grenimi, kaynak ve hedef gorevlerin farkli ancak iligkili
alanlara sahip oldugu senaryolarda degerlidir. Onceden egitilmis model, 6grenilen &zellikleri

hedef alana uyarlayarak kapsamli yeniden egitim ihtiyacini azaltabilir.

Goreve ozel uyarlama: Ince ayar, dnceden egitilmis bir modelin géreve 6zel uyarlanmasina
olanak tanir. Agin daha yiiksek katmanlarini ayarlayarak model, kaynak gorevden gelen bilgiyi

korurken hedef gorevin karmasikliklar1 konusunda uzmanlasabilir.

Modelin yeniden kullanilabilirligi: Onceden egitilmis modeller, ayn1 etki alanindaki gesitli
gorevler i¢in degerli baslangi¢ noktalar1 olarak hizmet edebilir. Uygulayicilar, her yeni gorev
igin sifirdan modeller olusturmak yerine mevcut modelleri temel olarak kullanabilir ve

gerektiginde bunlar1 6zellestirilebilir.

Faydalarina ragmen transfer 6grenimi, kaynak ve hedef gérevlerin bilgi aktarimi i¢in yeterince
iligkili olmasini saglamak ve asirt uyumu 6nlemek i¢in uyarlama stirecini dikkatli bir sekilde

yonetmek gibi hususlar1 da beraberinde getirir.

Genel olarak transfer 6grenimi, birgcok makine 6grenimi uygulamasinda standart bir uygulama
haline geldi ve gelismis model performansina, verimlilige ve simirl etiketli verilerle gercek

diinyadaki zorluklar1 ¢6zme becerisine katkida bulundu. Arastirmacilar ve uygulayicilar ¢esitli



42

gorevler ve alanlar i¢in transfer 6grenme tekniklerini kesfetmeye ve iyilestirmeye devam ediyor

(Koklii et al, 2022). Sekil 3.17’te transfer 6grenme modeli gosterilmistir.

TRANSFER
OGRENME

GOREV A EGITILMiS Y
MODEL

YENIDEN

L TR ———

o

2 YENI

MODEL GOREV B

———

Sekil 3.17 Transfer Ogrenme.

3.8 DenseNet121 Modeli

Dense Convolutional Network'iin kisaltmasi olan DenseNet, 2017'de Cornell Universitesi'nden
Gao Huang, Zhuang Liu ve Kilian Q. Weinberger tarafindan tanitilan evrisimli bir sinir ag1

mimarisidir.

DenseNet, her katmani diger tim katmanlara ileri beslemeli bir sekilde yogun bir sekilde
baglama fikrine dayanmaktadir. Bir Yogun Agda, her katman onceki tiim katmanlarin 6zellik
haritalarmi girdi olarak alir ve kendi 6zellik haritalar1 sonraki tiim katmanlara aktarilir. Bu,
katmanlarin birbiri ardina sirayla baglandigi geleneksel evrisimli sinir aglarinin tersidir (Cinar

et al., 2022). Sekil 3.18’te DenseBlock, convblock ve gecis katmani gosterilmistir.
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Sekil 3.18 DenseBlock, convblock ve gegis katmani (Zhang et al., 2021).

DenseNet-121, DenseNet serisinin bir pargasidir ve 6zellikle 121 katmanli bir varyanti ifade
eder. DenseNet mimarisi, ¢esitli nedenlerden dolayr derin 6grenme toplulugunda iyi
karsilanmigtir: Parametre Verimliligi: Yogun baglanti, Ozelliklerin yeniden kullanimim
kolaylastirir; bu, her katmanin, Onceki tiim katmanlar tarafindan cikarilan 6zelliklere
erisebilecegi anlamina gelir. Bu, 6grenilen 6zelliklerin fazlaligini azaltir ve parametre acisindan

daha verimli modellere yol agar.

Gradyan Akist: Yogun baglantilar, geri yayilim sirasinda gradyanlar i¢in daha kisa yollar
olusturur. Bu, yok olan gradyan probleminin hafifletilmesine yardimci olur ve derin aglarin

daha etkili bir sekilde egitilmesine olanak saglar.

Gelistirilmis Ozellik Yayilimi: Yogun baglanti, zelliklerin ag iizerinden daha dogrudan
yayilmasina olanak tanir. Bu, modelin hem diisiik seviyeli hem de yiiksek seviyeli 6zellikleri

yakalama yetenegini gelistirerek temsil giiciiniin artmasina yol agabilir.
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Asirt Uyumun Azaltilmasi: Darbogaz katmanlarindaki yogun baglanti ve parametrelerin
azaltilmasi, bir tiir Ortiili diizenlemeye katkida bulunarak asir1 uyumun azaltilmasina ve

genellemenin iyilestirilmesine yardimcei olur.

Egitim Kolayligi: DenseNet mimarileri nispeten basit egitim prosediirleri ile taninir. Katmanlar
arasindaki yogun baglanti ve atlama baglantilari, istikrarli egitim dinamiklerine katkida

bulunur.

DenseNet-121 veya diger DenseNet varyantlarini belirli gérevlere uygularken, ImageNet gibi
biiyiik veri kiimelerinde onceden egitilmis modellerin kullanilmasi yaygindir. Onceden
egitilmis modellerle aktarim 6grenimi, potansiyel olarak sinirli verilerle farkli ancak ilgili bir
gorevde performansi artirmak icin bir gorevden elde edilen bilgilerden yararlanmaya olanak

tanir.

Genel olarak DenseNet-121, derin Ogrenme alanindaki ¢esitli gorevlerde etkinligini
sergileyerek goriintii siniflandirma, nesne algilama ve segmentasyon dahil olmak tizere cesitli

bilgisayarli gorme uygulamalarinda popiiler bir se¢cim haline geldi.

DenseNet, her biri birden ¢ok katmandan olusan yogun bloklardan olusur. Her yogun blok
icinde, dnceki tiim katmanlarin 6zellik haritalari, gecerli katmana girdi olarak birlestirilir; bunu
bir toplu normallestirme katmani, bir ReLU etkinlestirme katmani ve kii¢iik filtre boyutuna
sahip bir evrisim katmani izler. Bu sira, her yogun blok i¢inde birgok kez tekrarlanir (Cinar et
al., 2022).

Ozellik haritalarinin boyutsalligin1 azaltmak ve parametre sayisini kontrol etmek i¢in yogun
bloklar arasina gecis katmanlari eklenir. Gegis katmani, toplu normallestirme katmani, 1x1

evrigim katmani ve 2x2 ortalama havuzlama katmanindan olusur (Iandola et al, 2014).

Agin sonuna, genel bir ortalama havuzlama katmani eklenir ve ardindan goriintiiyii

siniflandirmak i¢in softmax aktivasyonu ile tamamen bagli bir katman gelir.

DenseNet'in geleneksel evrisimli sinir aglarina gore cesitli avantajlari vardir. Yogun bir sekilde
bagli katmanlar, daha verimli 6zellik yeniden kullanimina izin verir, bu da daha iyi parametre

verimliligine ve daha az fazla uydurmaya yol acar. DenseNet ayrica, daha az parametre
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kullanarak ve daha az hesaplama kaynag1 gerektirerek, bir dizi goriintii tanima goérevinde en

son teknoloji performansi elde eder.

DenseNet ayrica, DenseNet-BC (darbogaz katmanlarina sahip DenseNet) ve DenseNet-SE
(sikistir ve uyarma bloklarina sahip DenseNet) mimarileri gibi diger mimarilerin
gelistirilmesine de ilham vermistir.

Genel olarak, DenseNet, bilgisayar goriisii alanina 6nemli katkilarda bulunan ve goriintii tanima

gorevlerinde en son teknolojiyi gelistiren giiclii bir derin sinir ag1 mimarisidir (Iandola et al.,

2014).

3.9 Inception V3 Modeli

Inception V3, Google sirketi tarafindan gelistirilmistir. Derin 6grenme modelidir ve resim
simiflandirma ve nesne tespiti i¢in kullanilir. Inception V3, Inception serisinin ii¢lincii
versiyonudur ve Onceki versiyonlara kiyasla daha yiikksek dogruluk saglamak igin

gelistirilmistir.

Inception V3, ¢esitli boyutlardaki filtrelerin ve pooling katmanlarinin bir arada kullanimu ile
olusturulmustur. Bu yaklasim, ag1 daha derin hale getirmeden daha fazla 6grenme kapasitesi

saglar. Ayrica, modelde batch normalization ve ReLU gibi diger yenilikler de bulunur.

Inception V3, imageNet veri kiimesi {lizerinde egitilmistir ve bu veri kiimesinde 1000 farkli
nesne siifin1 taniyabilir. Inception v3, 6zellikle gorsel isleme alaninda bir¢cok uygulama icin
basarili sonuglar vermistir (Russakovsky et al., 2015).

Ozellikle Inception v3, her biri 1x1, 3x3 ve 5x5 evrisimlerin yani sira havuzlama islemlerinin
bir kombinasyonunu igeren birden fazla yigilmis Inception modiiliinden olusan gelismis bir
mimariye sahiptir. Cesitli ¢ekirdek boyutlarmin paralel olarak kullanilmasi, agin farkl
Olceklerdeki ozellikleri yakalamasina ve degisen karmasikliktaki kaliplar1 tanimasina olanak

tanir (Russakovsky et al., 2015).

Inception V3'te sunulan bazi 6nemli 6zellikler ve iyilestirmeler sunlari igerir:

Faktorlestirilmis evrisim: Hesaplama maliyetini azaltmak icin ¢arpanlara ayrilmis evrisimler

kullanilir. Biiytik ¢ekirdek boyutuna sahip tek bir evrisim yerine 1xN ve Nx1 erisimlerinin bir
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kombinasyonunu kullanir. Bu, mekansal hiyerarsilerin daha verimli bir sekilde yakalanmasina

yardimci olur.

Yardimc1 Smniflandiricilar:  Inception v3, egitim sirasinda ara katmanlara yardimci
siniflandiricilar sunar. Bu yardimer siniflandiricilar, egitim sirasinda daha kararli ve daha hizli
yakinsamaya yardimci olarak, yok olan gradyan sorununun azaltilmasina yardimci olmak igin

ek denetim sinyalleri saglar.

Toplu Normallestirme: Toplu normallestirme, her katmanin girislerine uygulanir, egitim
sirasinda daha hizli yakinsamaya yardimci olur ve bir dereceye kadar diizenlilestirme saglar

(Russakovsky et al, 2015).

Etiket Diizeltme: Etiket yumusatma, egitim etiketlerine uygulanan bir diizenleme teknigidir.
Temel dogruluk etiketlerine yumusatilmis degerlerin ve diger yanlis siiflara kalan olasilik
kiitlesinin atanmasini igerir. Bu, asir1 uyumun Onlenmesine yardimci olur ve genellemeyi

gelistirebilir.

Kiiresel Ortalama Havuzlama: Inception V3, agin sonunda tamamen baglh katmanlar yerine
kiiresel ortalama havuzlamay1 kullanir. Bu, modeli basitlestirir ve mekénsal bilgiyi korurken
parametre sayisini azaltir.

Inception v3, ¢esitli goriintii siniflandirma kriterlerinde son teknoloji performansi sergilemistir
ve derin 6grenme toplulugunda genis ¢apta benimsenmistir. Orijinal tasarimi1 daha da gelistiren
ve gelistiren Inception v4 ve Inception-ResNet gibi Inception mimarisinin sonraki yinelemeleri

i¢in bir temel gorevi goriir (Liakos et al, 2018).

Inception v3, ayrica transfer 6grenme icin de kullanilabilir. Onceden egitilmis bir Inception v3
modeli, yeni bir veri kiimesine adapte edilebilir veya bir baska gorev i¢in finetune edilebilir.
Bu sayede, Onceden egitilmis bir modelin 6grenilmis Ozellikleri, baska bir problemin
¢oziimilinde kullanilabilir ve daha hizli ve verimli bir 6grenme saglanabilir. Sekil 3.19°da

Inception v3 modelinin yap1 semas1 gosterilmistir.
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Sekil 3.19 Inception V3 modelinin yap1 semasi (Cao et al., 2021).

Inception v3, ozellikle nesne tespiti gibi zorlu gorsel isleme problemleri i¢in kullanishdir.
Nesne tespiti, bir goriintiideki nesnelerin konumunu ve boyutunu belirleme islemidir. inception
v3, bu islemde kullanilan bir¢ok teknik, 6zellik ve algoritmay1 igerir ve bu sayede nesne tespiti

i¢in yiiksek dogruluk saglayabilir.

Inception V3, giiniimiizde bircok uygulama alaninda kullanilmaktadir. Ornegin, akill
telefonlarin kameralarinda kullanilan nesne tespiti ve otomatik odaklama, Inception V3 gibi
derin 6grenme modelleri ile gergeklestirilir. Ayrica, ¢eviri, konugma tanima ve dogal dil isleme
gibi diger alanlarda da Inception V3 modeli transfer 6grenme i¢in kullanilmaktadir (Liakos et

al., 2018).

Inception V3 modeli, dikkate alinan karmasik, yogun miihendislik gerektiren bir agdir.

CNN, dogrulugu artirmanin tek yolunun katmanlari katmanlar halinde istiflemek oldugunu
iddia edilse de bu ag, dogrulugu artirmak i¢in bazi ¢dzlimler 6nermis ve bir¢cok katmani

yigmadan ana modeller olusturur (Szegedy et al, 2015).

Inception V3 model yapisini egitilebilir hale getirmek ¢ok maliyetli ve zaman alic1 oldugundan,
transfer O0grenme yontemi kullanilmis ve modelin daha Onceki oOzellikleri korunarak

kullanilmistir. Inception V3 modelinin son katmaninin ¢ikt1 sekli alinarak yeni katmanlar ilave
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edilmistir. Inception V3 modelinin hemen sonrasinda modeli daha kullanish ve diizenli hale
getirmek i¢in Batch Normalization katmani ilave edilmistir. Sonrasinda modele eklenen evrisim
katmanlar1 ile minimum seviyede kayip ile daha iyi sonuglar elde etmek hedeflenmistir

(Mujahid et al., 2022). Sekil 3.20’de Inception V3 modelinin veri isleme semas1 gosterilmistir.

TAM BAGLANTI
KATMANI

Sekil 3.20 Inception v3 modelinin veri isleme semasi.

Ayrica baglangicta kullanilan modiiller daha kii¢iik kivrimlar1 kullanmasi nedeniyle yeni ve
olduk¢a kullanilan bir kavramdir. InceptionV3 modeli daha fazlasini derinlik toplama ve
topladigi derinligi sayesinde hesaplama hizin1 etkilemeden bilgi Evrisim islemlerinde

kullanilan ¢esitli ¢gekirdek boyutlarina sahiptir (Mujahid et al., 2022).

3.10 Xception Modeli

Xception, (Extreme Inception) derin 6grenme modellerinde kullanilan bir evrisimsel sinir ag
mimarisi yontemidir. Ilk olarak Frangois Chollet tarafindan 2017 yilinda bir makalede

aciklanmis ve kullanilmistir. Xception modeli, Google Inception mimarisini temel alarak
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genisletilmis ve daha iyi hale getirilerek kullanima sunulmus bir modeldir. Xception'un bazi
temel 6zellikleri sunlardir;

Depthwise Separable Convolutions: Xception, klasik evrisim katmanlar kullanmaz. Bunun
yerine depthwise separable convolution modeli kullanir. Bu yontem, evrisim islemini iki ayri
adimda ele alir bunlar; Depthwise Convolution ve Pointwise Convolution adimlaridir.

Daha az parametreye ihtiya¢ duydugu icin hesaplama maliyetlerini oldukca diisiiren Xception
modeli ayn1 zamanda daha fazla derinlige sahip daha genis aglar olusturmamiza da olanak
tanir. Ozellikle ¢oziiniirliigii yiiksek olan goriintiilerin islenmesinde yiiksek performans saglar.
Goriintii siniflandirmadan nesne algilamaya kadar pek ¢ok alanda kullanilan Xception modeli
segmentasyon ve transfer 0grenme alanlarinda da oldukga etkili sonuglar alinmasina olanak

verir. Resim 3.21°de Xception modeline ait goriintii isleme metodu verilmistir. (Chollet

F.,2017).

1x1 convolution
3x3 convolution.| | |-
| |

5x5 convolution

Previous - Filter

layer y ~ Concatenate
3x3 max-pooling

Resim 3.21 Xception modeli (Opengenus Portali, 2025).

Xception modeli, depthwise separable convolutions kullanarak klasik konvoliisyonlara
kiyasla daha az parametreye ihtiya¢ duyar. Diger ag yapilariya kolay bir sekilde biitiinlesmis
edilebilir ve farkli veri kiimelerinde adaptasyonu oldukga yiiksektir. Goriintii siniflandirmada
ve Ozellik goriintii ¢ikarma gorevlerinde state-of-the-art sonuglart sunarak kullaniciya
avanvajlar saglamaktadir. Dezavantajlari ise modelin kullanim yapis1 geregi kiiclik olan veri

kiimeleri ile ¢alismada (overfitting) asir1 6grenme sorununa neden olabilir. Ayrica Xception
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modeli genel olarak 299 x 299 boyutunda biiylik veri giriglerine ihtiya¢ duyar. Diger
modellerde bu veri girisleri daha kii¢iik boyutlu kullanilabilir.

3.11 VGG Modeli

VGG (Visual Geometry Group), goriintii siniflandirmasi amaciyla olusturulmus bir evrigimli
sinir ag1 (CNN) mimari ¢esididir. Oxford Universitesi Gorsel Geometri Ekibi tarafindan 2014
yilinda ilk olarak tanitilmistir. VGG mimarisi, basit kullanim1 ve goriintii tanima gorevlerindeki

etkili yaklasimlar1 nedeniyle goriintii isleme metotlarinda popiiler hale gelmistir.

VGG agy, kiiciik boyutlu 3x3 filtreli birden fazla evrisimli katmandan ve ardindan maksimum
havuz sistemi katmanlarindan meydana gelir. VGG'nin en dikkat ¢eken yenilik¢i yaklagimi,
agin derinliginin (katman sayis1) artirildigi, tekdiize bir yapidan meydana gelen derin bir mimari
kullanmaktir. VGG konfigiirasyonlar1 genellikle 'A'dan 'E'ye kadar olan harflerle isimlendirilir,

katmanlar agisindan 'A' en kiigiigii ve 'E' en biiyiigiidiir.

En yaygin kullanilan VGG mimarileri VGG16 ve VGG19'dur:

VGG16: 13 evrisimli katman ve 3 tam baglantili katman olmak tizere 16 katmandan olusur.

VGG19: 16 evrisimli katman ve 3 tam baglantili katman dahil olmak iizere 19 katmandan

olusan daha derin bir versiyondur.

VGG aglar, goriintli siniflandirma, nesne algilama ve yerellestirme dahil olmak tizere cesitli
bilgisayarli gérme gorevlerinde rekabetci sonuclar elde etti. Ancak daha verimli ve
Olgeklenebilir mimarilere olan talebin artmasi nedeniyle ResNet, Inception ve EfficientNet gibi

daha yeni modeller son yillarda popiilerlik kazanmistir (Inik, 2019).
VGG16, VGG (Gorsel Geometri Grubu) sinir ag1 mimarisine ait bir yontem ¢esididir. VGG16,
goriintii siniflandirma basit ve etkili kullanim tarziyla dikkat ¢ekmistir. VGG16'daki "16"

rakami, agdaki toplam katman sayisini ifade eder (Yang, et al. 2021).

VGG16 mimarisinin bir 6zeti asagida sunulmustur:
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Giris Katmant: Giris olarak bir RGB goriintiisiinii alir.

Evrisim Bloklari: 3x3 filtreli birkag¢ ardisik evrisim katmanindan ve ardindan bir maksimum
diizeydeki havuzlama katmanindan olusur. Bu blok yapis1 agin derinligini arttirmak i¢in bir¢ok

sefer tekrar edilerek kullanilir.

Tamamen Baglantili Katmanlar: Evrisim bloklarindan sonra agda ii¢ adet tamamen bagh

katman bulunur.

Cikis Katmani: Tipik olarak, smiflandirma gorevleri i¢in ¢ikis katmaninda bir softmax
aktivasyon fonksiyonu uygulanir. Cikis katmanindaki diiglim sayisi, siniflandirma

problemindeki sinif sayisina denk gelir. VGG16'nin detayli mimarisi asagidaki gibidir:

VGG-16

Input
g2

Conv 1-1
Conv 1-2
Pooing
Conv 2-1
Conv 2-2
Pooing
Conv 3-1
Conv 3-2
Conv 3-3
Pooing
Conv 4-1
Conv 4-2
Conv 4-3
Pooing
Conv 5-1
Conv 5-2
Conv 5-3
Pooing
Dense
Dense
Dense
Output

Resim 3.22 VGG-16 modeli (Medium Portali, 2025).

Kiigtik 3x3 filtrelerin kullanimi1 ve evrisimli bloklarin maksimum havuzlamayla tekrarlanmasi,
VGG16'nn ayirt edici yapisina katkida bulunur. VGG16 etkili olsa da ResNet ve EfficientNet
gibi daha yeni mimariler, ¢esitli bilgisayarli gérme gorevlerinde hem dogruluk hem de

verimlilik ac¢isindan onu geride birakti. Sekil 3.22 VGG 16 Mimari haritas1 gosterilmistir.
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3.12 EfficienNet Modeli

EfficientNet, Google sirketi tarafindan gelistirilmis olan ve daha az parametre kullanarak
daha iyi performans veren gorsel siniflandirma gorevleri i¢in kullanilan bir derin 6grenme
mimarisi tiiriidiir. EfficientNet, sinir aglari tasarimi agisindan verimlilik ve ozellikle
performans i¢in optimize edilmis bir model tiirtidiir. Bu kullanilan mimari hem modellerin
dogruluk degeriniartirmak hem de islemlerde dogacak maliyetleri minimize etmek igin

Olceklendirme stratejilerini sistemli bir sekilde kullanir.

EfficientNet, model 6lgeklendirme stratejisi olarak, genislik (width), derinlik (depth) ve
cozlinlirliik (resolution) kavramlarimi ayn1 anda Olgeklendirerek yeni bir yontem ortaya
koyar. Bu yontem, "compound scaling" ad1 verilen bir 6lgek stratejisidir ve ¢alisma mantigt
genislik olarak ag sistemindeki katmanlarin kanal sayilarini artirir. Derinlik olarak ise aga
katman ekleyerek daha derin hale getirmektedir. Bu boyuttlarin optimizasyonu modelin
dengelenmesini ve verimlilik oranin1 artirir. EfficientNet, sirastyla daha kiigiik ve hafif
modellerden olusan BO modeli ile baslayip daha biiyiik veri kiimeleriyle yiiksek dogruluk
gerektiren B7 ile devam eden modellerden olusur. Neural Architecture Search (NAS)
otomatik agiyla optimize edilir. Mobil cihazlarda ise Inverted Bottleneck Convolution
(MBConv) katmanlari kullanir. Bu sayede sinirli donanimlarda daha verimli calisma saglar.

Resim 3.23’te EfficientNet Mimari haritas1 gosterilmigtir (Marques et al., 2020).

EfficientNet Architecture

MBConv6, 3 x 3 |

Input Image
(224x224x3)

MBConv6, 5 x 5
Feature Map
(7x7x320)

Conv3x3
MBConv6, 3 x 3
MBConv6,3x3 |
MBConv6, 5 x 5
MBConvb, 5 x 5
MBConv6, 3 x 3
MBConv6, 3 x 3 J
MBConv6, 5 x 5
MBConv6, 5 x 5
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|
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Resim 3.23 EfficientNet modeli (Wisdomml Portali, 2025).

3.13 NasNet Modeli

NASNet (Sinir Mimarisi Arama Ag1), Google sirketi tarafindan tiretilen Sinir Mimarisi Arama
(NAS) teknolojisi kullanilarak olusturulmus bir sinir agi teknolojisidir. NAS, sinir agi
mimarisinin {reticiler tarafindan manuel olarak olusturulmak yerine makine Ogrenimi

kullanilarak otomatik olarak optimize edildigi bir tekniktir.

Temel Ozellikleri: Otomatik mimari tasarimi; NASNet, katman sayisini, filtre boyutlarini veya
diger parametreleri manuel olarak se¢mek yerine, goriintii siniflandirma gibi belirli bir gérev
icin en uygun mimariyi bulmak amaciyla arama algoritmalarini (genellikle takviyeli 6grenmeye
veya evrimsel stratejilere dayali) kullanir. Modiiler Yaklasim: NASNet mimarisi, hiicre adi
verilen tekrarlanan modiillerden olusturulmustur. Normal Hiicre: Bir goriintiiniin mekansal
boyutlarin1 kaydetmek igin tasarlanmis bir modiildiir. Indirgeme Hiicresi: Bir goriintiiniin
uzaysal boyutlarini azaltan bir modiil (genellikle daha yiiksek seviyelerde 6zellik ¢ikarimi igin
kullanilir). Olgeklenebilirlik: Kesfedilen hiicreler, farkli boyutlarda ve karmasiklikta aglar
olusturmak i¢in kullanilabilir. Bu, modeli farkli bilgi islem giiciine (6rnegin, mobil cihazlar
veya sunucular i¢in) uygulamasina olanak tanir. Verimlilik: NASNet, ResNet veya Inception
gibi geleneksel aglara kiyasla daha diislik hesaplama maliyetiyle yliksek dogruluk oranlarina
ulasir. Bu, NASNet'i oOzellikle smirli kaynaklarla yiiksek dogrulugun onemli oldugu
uygulamalar i¢in kullanisli kilar (Falconi et al., 2019).

NASNet'in baslica Faydalari sunlardir:

Otomasyon: Manuel mimari tasarim ihtiyacini ortadan kaldirir, Optimizasyon: Geleneksel
olarak tasarlanmig aglardan daha iyi performans gosteren mimarileri bulur, Cok yonliiliik:

Siniflandirma, nesne algilama, boliimleme ve diger bilgisayarli gorme gorevleri i¢in uygundur.

NASNet, sinir aglarinin tasariminin otomatiklestirilmesinin gelistirme siirecini nasil biiytlik
oOl¢iide basitlestirebilecegini ve modellerin kalitesini nasil artirabilecegini gosteriyor. Ancak en
uygun mimariyi bulmak 6nemli bilgi islem kaynaklar1 gerektirir ve bu da pratikte kullanimini

siirlar. Resim 3.24’te NASNet Mimari haritas1 gosterilmistir.
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Resim 3.24 NasNet modeli (Theaisummer Portali, 2025).

3.14 AlexNet Modeli

AlexNet, bilgisayarli gorme alaninda 6nemli ilerlemeler sergileyen ilk derin evrisimli sinir ag1
modelidir. 2012 yilinda Alexey Kryzhevsky, Ilya Sutskever ve Geoffrey Hinton tarafindan
gelistirilmis ve ImageNet Biiyiik Olgekli Gérsel Tanima Yarismasinda (ILSVRC-2012)
birincilik kazanmistir. Ayrica 6nceki yaklasimlara gore siniflandirma hata oranini %10’a varan
oranda azaltmistir. Temel olarak 8§ mimari katmandan olusan AlexNet ilk 5 katmaninda
evrigimli olarak goriintii 6zelliklerini ¢ikarirken, son katmanda daha 6nce ¢ikarilmis 6zelliklere

gore karar verme islemini gergeklestirir.

ReL U aktivasyonu: AlexNet, aktivasyon fonksiyonu olarak sigmoidal veya hiperbolik tanjant
yerine Dogrultulmus Dogrusal Birimleri (ReLU) kullanir. Bu, kaybolan gradyan problemini

Onler ve 6grenmeyi hizlandirir.

GPU Egitimi: AlexNet, egitimi hizlandirmak icin Grafik Isleme Birimlerinin (GPU'lar)
giiciinden aktif olarak yararlanan ilk modellerden biriydi. Bu, biiylik miktarda ImageNet verisi

tizerinde egitim yapilmasinit miimkiin kildu.
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Birakma: Tamamen baglh katmanlar, asir1 uyumu Onlemek i¢in birakma teknigini kullanir.
Birakma, egitim sirasinda bazi néronlari rastgele kapatir, bu da modelin genelleme yetenegini

gelistirir.

Maksimum Havuzlama: AlexNet, 6nemli 6zellikleri korurken mekansal ¢oziiniirligli azaltmak

ve parametre sayisini azaltmak i¢in maksimum havuzlama katmanlarini kullanir.

Veri ve Normallestirme: EZitim verilerinin miktarini artirmak i¢in rastgele kirpma ve goriintii
cevirme gibi biylitme teknikleri kullanilir. Modelin yakinsamasini artiran yerel zitlik

normallestirme (LRN) yontemi de kullanilir.

AlexNet, derin evrisimli aglarin smiflandirma gorevlerinde 6nemli iyilestirmeler elde
edebildigini kanitlamis ve bu da derin 6grenmeye biiyiik ilgi duyulmasina yol agmistir. Ayrica

Hata azaltma ve gelecekteki aragtirmalara etkisi sayesinde daha verimli ¢alisma saglar.

AlexNet, derin 6grenme tarihinde biiyiikk veri, modern GPU'lar ve yeni mimarilerin
kullanimiin yapay zeka alanini nasil donistiiriilebilecegini gdsteren bir doniim noktasi

olmustur. (Lu et al., 2019). Resim 3.25’te AlexNet Mimari haritas1 gosterilmistir.

Resim 3.25 AlexNet modeli (Viso.ai Portali, 2025).
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4. PERFORMANS DEGERLENDIRMESI

Siiflandirma sorunlari i¢in ihtiya¢ duyulan yeni bir model olusturma veya var olan modellerin
kullanilmas1 sonucunda o model ile basar1 elde edilmesi dogru olan tahminleme adedine gore
hesaplanmaktadir. Bu durum, modelin iyi olup olmadigint tahminlemekten c¢ok,
simiflandirmanin - dogru olup olmadigi kisminda etkili olmaktadir. Bundan dolayzi,
siniflandirmanin tahminleri degerlendirmelerini ifade edebilmek i¢in karisiklik matrisinden
faydalanilir. Test verileri kullanilarak bir siniflandirma modeli yardimiyla elde edilen tahmini
smiflar ve ger¢ek siniflar hakkinda bilgi iceren matris, karigiklik matrisidir (Agatonovic-

Kustrin ve Beresford, 2000).

ROC (Receiver Operating Characteristic) egrisi, herhangi bir smiflandirma modelinin
performans apisin1 degerlendirmek amaciyla kullanilan grafiksel bir metotdur. Modelin dogru
pozitif oran1 (True Positive Rate, TPR - Recall) ile yanlis pozitif oran1 (False Positive Rate,

FPR) arasindaki iliskiyi gosterir (Keceoglu et.al.,2016).

Asagida findiklarin siniflandirilmasinda kullanilan karigiklik matrisi gosterilmistir. Karisiklik
matrisinde dort parametre vardir. Bunlar tp: dogru pozitifler, fp: yanhs pozitifler, fn: yanlis
negatifler, tn: dogru negatifler olarak adlandirilir. Pozitif sinifa dogru sekilde siniflandirilan
orneklere gergek pozitifler denir. Negatif siifa dogru sekilde siniflandirilan 6rneklere gercek
negatifler denir. Yanlis olarak negatif olarak simiflandirilan pozitif simif orneklerine yanls
negatif denir ve yanlis bir sekilde pozitif olarak siniflandirilan negatif sinif 6rneklerine yanlis

pozitif denir (Agatonovic-Kustrin ve Beresford, 2000).

4.1 Hesaplama Formiilleri

Dogruluk (accuracy) bir 6lgiit terimidir ve bir modelin veya tahminin dogru olma oranini ifade
eder. Ozellikle makine 6grenimi ve istatistiksel analizde kullanilir. Dogruluk formiilii asagida

verilmistir.

DP+DN
DP+DN+YP+YN

Dogruluk = (@D
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Duyarlilik (sensitivity), tip ve istatistik gibi alanlarda kullanilan bir terimdir ve bir testin veya
modelin hastalig1 dogru sekilde tespit etme yetenegini ifade eder. Asagida duyarlilik hesaplama

formiilii verilmistir.

DP
DP+YN

Duyarlilik = @)
Ozgiilliik (specificity), tip ve istatistik gibi alanlarda kullanilan bir terimdir ve bir testin veya
modelin saglikli durumu dogru sekilde tespit etme yetenegini ifade eder. Asagida 6zgilliik

hesaplama formiilii verilmistir.

Dp

Ozgiilliik = S PITI

©)

Kesinlik (precision), bir siniflandirma modelinin pozitif olarak tahmin ettigi orneklerin ne
kadarinin gercekten pozitif oldugunu dlgen bir 6l¢iittiir. Asagida kesinlik hesaplama formiilii

verilmistir.

DP
DP+YP

Kesinlik =

(4)

f1-score, bir siniflandirma modelinin performansini degerlendirmek igin kullanilan bir 6lgiittiir.
Precision (kesinlik) ve recall (duyarlilik) 6l¢iimlerinin harmonik ortalamasii temsil eder.

Asagida f1-score hesaplama formiilii verilmistir.

DP

f1-Score = ———
2DP+YN+YP

(®)
Negatif tahmin edilebilir sonu¢ (NPV), tip ve istatistikte kullanilan bir terimdir ve bir testin
veya modelin negatif sonu¢ vermesi durumunda, gercekte negatif olan sonuglarin oranini ifade
eder (Singh et al., 2022). Asagida gercekte negatif olan sonuglarin oranin1 hesaplama formiilii

verilmistir.

DN
DN+YN

Negatif tahmin edilebilir sonu¢ Value =

(6)
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Yanlis dogru orani, bir siniflandirma modelinin 6zellikle negatif siniftaki 6rnekleri yanlislikla
pozitif olarak smiflandirma sikligini ifade eder. Asagida Negatif tahmin edilebilir sonug

hesaplama formiilii verilmistir.

()

Yanlis dogru orant =
DN+YP

Yanlis kesfedilen sonu¢ (FDR), bir siniflandirma modelinin pozitif olarak smiflandirdigi
orneklerin kaginin gercekte negatif oldugunu ifade eder. Asagida yanlis kesfedilen sonug

hesaplama formiilii verilmistir.

YP
DP+YP

Yanlis kesfedilen sonu¢ = (8)
Yanlis negatif sonug (FN rate), bir siniflandirma modelinin 6zellikle pozitif siniftaki 6rnekleri
yanliglikla negatif olarak siniflandirma sikligini ifade eder (Singh et al., 2022). Asagida Yanlis

negatif sonu¢ Rate hesaplama formiilii verilmistir.

YN
DP+YN

9)

Yanlis negatif sonu¢ =
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S.DENEYSEL SONUCLAR

Tez caligmasinin uygulama asamasi, Google Colab platformunda gergeklestirilmistir.
Deneyler, NVIDIA T4 grafik islemcisine (GPU) ve 16 GB RAM'e sahip bir ¢alisma ortaminda,

Python programlama dili kullanilarak ytiriitiilmiistiir.

Calismamizda goriintii siniflandirma kapsaminda yapilan calismalar ve bu ¢aligmalarda
kullanilan performans deger verilerine yer verilmistir. Bu baglamda, ¢alismamiza ait veri
setindeki 6rnek verileri, kullanilan veri seti, siif adetleri, siniflandirmada elde edilen basari

sayilar1 degerlendirilerek asagidaki Cizelge 5,1°de gosterilmistir.

Onceden egitilmis CNN modellerinin performans karsilastirmasi orijinal veri seti ve veri

cogaltma yapilmis verilerin kullanildig1 veri seti sirali olarak ¢izelge 5.1°de verilmistir.

Kullanilan Dogruluk Dogruluk Kesinlik Geri fl skoru
Model (Val- (Training (Precision) Cagirma
Accuracy) Validation) (Recall)

DenselNetl2] | 295.17 2096.81 0.93 0.95 0.95
Inception V3 | %93.44 2496.91 0.93 0.94 0.93
Xgeption %83.20 2477.61 0.83 0.80 0.81
NasNgt %680.07 %679.54 0.85 0.74 0.73
AlexNet %79.73 %84.17 0.87 0.79 0.77
EfficeNet %81.17 %80.17 0.80 0.75 0.74
VGG 16 %90.44 %78.57 0.84 0.77 0.75
VGG 19 %83.98 %84.94 0.89 0.81 0.81
Kullamilan Dogruluk | Dogruluk | Kesinlik Geri f1 skoru
Model (Val- (Training (Precision) Cagirma
DenseNetl21 | 2496.94 2%97.5 0.98 0.98 0.97
InceptionV3 2096.14 9495.45 0.86 0.83 0.82
Xgeption 2279.73 %82.77 0.83 0.83 0.83
Nasnet, 2480.74 %81.61 0.85 0.82 0.81
AlexNet %86.92 2091.16 0.91 0.91 0.91
EfficientNet 2280.49 2%78.66 0.83 0.79 0.78
VGG 16 2293.59 292,95 0.93 0.93 0.93
VGG 19 2%285.96 282,95 0.86 0.89 0.82
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Modellerin basarilari; veri setinin egitim, test ve dogrulama olacak sekilde kisimlara ayrilmasi
ve hangi miktarlarda igerisinde dataya sahip olacagi ¢calismay1 yapan arastirmaciya endekslidir.
Bu c¢alismada toplam 8 smif ve toplam 2590 findik meyvesi goriintiisii bulunan veri seti ile
calisma yapilmistir ve model egitimlerini ona gore tamamlanmistir. Daha farkli ve fazla sayili
veri setleri ve veri seti bolme yontemleri de denenerek karsilagtirilmali sonuglarin arasina

eklenebilir.

5.1 DenseNet121 Modeli
Orijinal veri seti, DenseNetl21 modeline uyarlanmis ve bu model kullanilarak %95,17
dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, DenseNet121 modelinin

dogrulama sonuglar1 sunulmaktadir.

Cizelge 5.2 DenseNet 121 dogrulama sonuglart.

Findik Tiirii Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.95 0.88 0.91 64
Hanimeli 0.99 1.00 0.99 76
Fosa 0.91 0.93 0.92 76
Karafindik 1.00 0.95 0.98 84
Palaz 0.91 0.97 0.94 30
Sivri 0.92 1.00 0.96 78
Tombul 0.94 1.00 0.97 46
DagFindig1 0.98 0.89 0.93 64
Accuary 0.95 518
Macro Avg. 0.95 0.95 0.95 518
Weighted Avg. | 0.95 0.95 0.95 518

Cizelge 5.2° de verilen sonuglara gore;

Findik tiirlerinin siniflandirma performansi asagidaki gibi degerlendirilmistir:

e Cakildak: Precision 0,9375, Recall 0,9836, F1-Score 0,96
e Hanimeli: Precision 1,00, Recall 0,9875, F1-Score 0,9937
e Fosa: Precision 1,00, Recall 0,9625, F1-Score 0,9809

e Karafindik: Precision 0,9512, Recall 1,00, F1-Score 0,9750
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e Palaz: Precision 0,7917, Recall 0,9048, F1-Score 0,8444

e Sivri: Precision 1,00, Recall 0,9306, F1-Score 0,9640

e Tombul: Precision 0,8889, Recall 1,00, F1-Score 0,9412

e Dag Findigi: Precision 1,00, Recall 0,8793, F1-Score 0,9358

Genel Siniflandirma Performansi; DenseNet121 modeli kullanilarak test veri setindeki tim

cesitlerin genel dogruluk orani1 %96,81 olarak hesaplanmaistir.

Egitim ve Dogrulama Dogrulugu
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Sekil 5.1 50 epoch DenseNet 121 dogrulama egrileri grafigi

Resim 5.2’te findik gesitlerinin siniflandirilmasi igin model egitimi sirasinda DenseNet121

modelinin egitim ve dogrulama grafigi.
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Egitim ve Dogrulama Kaybi
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Sekil 5.2 50 epoch DenseNet 121 dogrulama kaybi egrileri

Resim 5.4°te findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda DenseNet121 modelinin

egitim ve dogrulama kayb1 goriilmektedir.

Resim 5.3 DenseNet121 modelinin dogrulama seti i¢in karigiklik matrisini gostermektedir.
Karngiklik matrisinde, diyagonal eksende yer alan sayilar dogru siniflandirmalarin sayisini
gosterirken, diger sayilar yanlis smiflandirmalarin sayisini gostermektedir. “0” Cakildak
sinifini, “1” hanimeli sinifini, “2” Fosa simifini, “3” Kara Findik sinifini, “4” Palaz smifin1, “5”

Sivri sinifiny, “6” Tombul sinifini ve “7” Dag findig1 sinifin1 temsil etmektedir.
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Sekil 5.3 Confusion matrix kullanimi DenseNet121

5.2 Inception V3 Modeli

Orijinal veri seti, InceptionV3 modeline uyarlanmis ve bu model kullanilarak %93,44
dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, InceptionV3 modelinin
dogrulama sonugclar1 ve Inception V3 ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.4 findik cesitlerinin smiflandirilmasi i¢in model egitimi sirasinda Inception v3

modelinin egitim ve dogrulama grafigi.

Egitim ve Dogrulama Kaybi
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Sekil 5.5’de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Inception v3 modelinin

egitim ve dogrulama kaybu.
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Sekil 5.6 Confusion matrix kullanimi Inception v3



65

Sekil 5.6 Inception v3 modelinin dogrulama seti i¢in karigiklik matrisini gdstermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini
gosterirken, diger sayilar yanlis smiflandirmalarin sayisim gostermektedir. “0” Cakildak
sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifiny, “6” Tombul sinifini1 ve “7” Dag findig1 sinifini temsil etmektedir.

Cizelge 5.3 Inception V3 dogrulama sonuglari

Findik Tiiri Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.87 0.86 0.87 64
Hanimeli 0.99 1.00 0.99 76
Fosa 0.87 0.86 0.86 64
Karafindik 0.97 0.90 0.94 84
Palaz 0.90 0.93 0.92 30
Sivri 0.93 0.99 0.96 78
Tombul 1.00 1.00 1.00 46
DagFindig1 0.94 0.95 0.95 64
Accuary 0.93 518
Macro Avg. 0.94 0.93 0.94 518
Weighted Avg. | 0.94 0.94 0.94 518

Cizelge 5.3’ de verilen sonuglara gore;

Cakildak sinifi i¢in precision degeri 0,87, recall degeri 0,86, f1-score 0,87 olarak elde edilmistir.
Hanimeli sinifi igin precision degeri 0,99, recall degeri 1,00, fl-score 0,99 olarak elde
edilmistir. Fosa sinifi i¢in precision degeri 0,87, recall degeri 0,86, fl1-score 0,86 olarak elde
edilmistir. Karafindik sinifi i¢in precision degeri 0,97, recall degeri 0,90, f1-score 0,94 olarak
elde edilmistir. Palaz sinifi i¢in precision degeri 0,90, recall degeri 0,93, fl1-score 0,92 olarak
elde edilmistir. Sivri sinifi igin precision degeri 0,93, recall degeri 0,99, f1-score 0,96 olarak
elde edilmistir. Tombul sinifi igin precision degeri 1,00, recall degeri 1,00, f1-score 1,00 olarak
elde edilmistir. Dag findig1 sinifi igin precision degeri 0,94, recall degeri 0,95, f1-score 0,95
olarak elde edilmistir. Test veri seti i¢in tiim ¢esitlerin genel siniflandirma dogruluk orani

Inception v3 modeline gore %96.910olarak hesaplanmaistir.
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5.3 Xception Modeli

Orijinal veri seti, Xception modeline uyarlanmis ve bu model kullanilarak %83,20 dogruluk
(Validation Accuracy) elde edilmistir. Asagidaki tabloda, Xception modelinin dogrulama
sonuglar1 ve Xception ait grafikler ve deger tablolar1 verilmistir.

Egitim ve Dogrulama Dogrulugu
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Sekil 5.7 findik gesitlerinin siniflandirilmasi i¢cin model egitimi sirasinda Xception modelinin

egitim ve dogrulama grafigi.
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Sekil 5.8’de findik ¢esidi siniflandirmasi i¢cin model egitimi sirasinda Xception modelinin

egitim ve dogrulama kayb1 goriilmektedir.

Bulaniklik matrisi
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Sekil 5.9 Confusion matrix kullanimi Xception

Sekil 5.9 Xception modelinin dogrulama seti i¢in karisiklik matrisini gostermektedir. Karigiklik

matrisinde, diyagonal eksende yer alan sayilar dogru siniflandirmalarin sayisini gosterirken,
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diger sayilar yanlis smiflandirmalarin sayisini gostermektedir. “0” Cakildak sinifini, “1”
hanimeli sinifin1, “2” Fosa sinifini, “3” Karafindik sinifin1, “4” Palaza sinifin1, “5” Sivri sinifini,

“6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.4 Xception Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.82 0.78 0.80 64
Hanimeli 0.99 1.00 0.99 76
Fosa 0.88 0.79 0.83 76
Karafindik 0.81 0.80 0.80 84
Palaz 0.72 0.43 0.54 30
Sivri 0.82 0.94 0.87 78
Tombul 0.95 0.91 0.93 46
DagFindig1 0.64 0.78 0.70 64
Accuary 0.83 518
Macro Avg. 0.83 0.93 0.94 518
Weighted Avg. | 0.84 0.83 0.83 518

Cizelge 5.4’ de verilen sonuglara gore;

"Cakildak" smifi igin precision degeri 0,82, recall degeri 0.78, fl-score 0,80 olarak elde
edilmistir. “Hanimeli" sinifi i¢in precision degeri 0.99, recall degeri 1.00, f1-score 0,99 olarak
elde edilmistir. “Fosa" smifi igin precision degeri 0.88, recall degeri 0.79, f1-score 0,83 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.81, recall degeri 0.80, f1-score 0,80
olarak elde edilmistir. “Palaz" siifi i¢in precision degeri 0.72, recall degeri 0.43, f1-score 0,54
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.82, recall degeri 0.94, f1-score 0,87
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.95, recall degeri 0.91, f1-score
0,93 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.64, recall degeri 0.78,
fl-score 0,70 olarak elde edilmistir.

Test veri seti i¢in tiim ¢esitlerin genel siiflandirma dogruluk oran1 Xception modeline gore

%77,61 olarak bulunmustur.



69

5.4 EfficientNet Modeli
Orijinal veri seti, EfficentNet modeline uyarlanmis ve bu model kullanilarak %81,17 dogruluk

(Validation Accuracy) elde edilmistir. Asagidaki tabloda, EfficentNet modelinin dogrulama
sonuglar1 ve EfficeNet ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.10 findik gesitlerinin siniflandirilmasi igin model egitimi sirasinda EfficientNet
modelinin egitim ve dogrulama grafigi.
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Egitim ve Dogrulama Kayb:
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Sekil 5.11°de findik ¢esidi siniflandirmasi igin model egitimi sirasinda EfficientNet modelinin

egitim ve dogrulama kayb1 goriilmektedir.
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Sekil 5.12 Confusion matrix kullanimi EfficientNet

Sekil 5.12 EfficientNet modelinin dogrulama seti icin karigiklik matrisini gostermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini

gosterirken, diger sayilar yanlis siniflandirmalarin sayisini gostermektedir. “0” Cakildak
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sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifiny, “6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.5 EfficientNet Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.88 0.70 0.78 64
Hanimeli 0.96 0.99 0.97 76
Fosa 0.86 0.80 0.83 76
Karafindik 0.83 0.80 0.81 84
Palaz 0.67 0.07 0.12 30
Sivri 0.70 0.92 0.80 78
Tombul 0.93 0.87 0.90 46
DagFindig1 0.60 0.83 0.70 64
Accuary 0.80 518
Macro Avg. 0.80 0.75 0.74 518
Weighted Avg. | 0.81 0.80 0.79 518

Cizelge 5.5 de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,88, recall degeri 0.70, fl1-score 0,78 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0,96, recall degeri 0,99, f1-score 0,97 olarak
elde edilmistir. “Fosa" sinifi i¢in precision degeri 0.86, recall degeri 0.80, f1-score 0,83 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.83, recall degeri 0.80, f1-score 0,81
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.67, recall degeri 0.07, f1-score 0,12
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.70, recall degeri 0.92, f1-score 0,87
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.95, recall degeri 0.91, fl-score
0,80 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0,60, recall degeri 0.83,
fl-score 0,70 olarak elde edilmistir.

Test veri seti icin tiim ¢esitlerin genel smiflandirma dogruluk oran1 EfficeNet modeline gore

%79,54 olarak bulunmustur.
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5.5 NasNet Modeli

Orijinal veri seti, NasNet modeline uyarlanmis ve bu model kullanilarak %80.07 dogruluk
(Validation Accuracy) elde edilmistir. Asagidaki tabloda, NasNet modelinin dogrulama
sonuglar1 ve NasNet ait grafikler ve deger tablolar1 verilmistir.

Sekil 5.13 findik ¢esitlerinin siniflandirilmasi igin model egitimi sirasinda NasNet modelinin

egitim ve dogrulama grafigi.
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Sekil 5.14°de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda NasNet modelinin

egitim ve dogrulama kayb1 goriilmektedir.
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Egitim ve Dogrulama Kaybi
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Sekil 5.15°de findik ¢esidi smiflandirmasi igin model egitimi sirasinda NasNet modelinin

egitim ve dogrulama kaybi goriilmektedir.
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Sekil 5.16 Confusion matrix kullanim1 NasNet



74

Sekil 5.16 NasNet modelinin dogrulama seti i¢in karisiklik matrisini gostermektedir. Karigiklik
matrisinde, diyagonal eksende yer alan sayilar dogru siniflandirmalarin sayisini gosterirken,
diger sayilar yanlis smiflandirmalarin sayisini gostermektedir. “0” Cakildak sinifini, “1”
hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik smifini, “4” Palaza sinifini, “5” Sivri sinifini,

“6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.6 NasNet Dogrulama sonuglari.

Findik Tiiri Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.95 0.66 0.78 64
Hanimeli 0.99 0.99 0.99 76
Fosa 0.77 0.86 0.81 76
Karafindik 0.91 0.75 0.82 84
Palaz 1.00 0.01 0.06 30
Sivri 0.64 0.96 0.77 78
Tombul 0.93 0.85 0.89 46
DagFindig1 0.61 0.81 0.70 64
Accuary 0.80 518
Macro Avg. 0.85 0.74 0.73 518
Weighted Avg. | 0.84 0.80 0.78 518

Cizelge 5.6’ de verilen sonuglara gore;

Cakildak smifi igin precision degeri 0,95, recall degeri 0,66 ve fl-score 0,78 olarak
hesaplanmistir. Hanimeli sinifinda precision 0,99, recall 0,99 ve f1-score 0,99 degerleri elde
edilmistir. Fosa sinif1 i¢in precision 0,77, recall 0,86 ve fl1-score 0,81 olarak bulunmustur.
Karafindik sinifinda precision degeri 0,91, recall degeri 0,75 ve fl1-score 0,82 olarak tespit
edilmigtir. Palaz smifi i¢in precision 1,00, recall 0,07 ve fl-score 0,12 degerleri
hesaplanmistir. Sivri sinifinda ise precision degeri 0,70, recall degeri 0,03 ve f1-score 0,06
olarak elde edilmistir. Tombul sinifi i¢in precision 0,93, recall 0,85 ve f1-score 0,89 olarak
bulunmustur. Dag findig1 sinifinda ise precision 0,61, recall 0,81 ve fl-score 0,70 degerlerine
ulasilmistir.

Genel olarak, NasNet modeli kullanilarak test veri seti iizerindeki tiim siniflarin ortalama

siiflandirma dogruluk oran1%84,17 olarak hesaplanmistir.
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5.6 AlexNet Modeli
Orijinal veri seti, AlexNet modeline uyarlanmis ve bu model kullanilarak %79,73 dogruluk

(Validation Accuracy) elde edilmistir. Asagidaki tabloda, AlexNet modelinin dogrulama
sonuglar1 ve AlexNet ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.17 findik gesitlerinin siiflandirilmasi igin model egitimi sirasinda AlexNet modelinin

egitim ve dogrulama grafigi.
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Egitim ve Dogrulama Kaybi
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Sekil 5.18’de findik gesidi siniflandirmasi igin model egitimi sirasinda AlexNet modelinin

egitim ve dogrulama kayb1 goriilmektedir.
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Sekil 5.19 Confusion matrix kullanim1 NasNet

Sekil 5.19 AlexNet modelinin dogrulama seti i¢in karisiklik matrisini gostermektedir.

Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini



77

gosterirken, diger sayilar yanlis siniflandirmalarin sayisini gostermektedir. “0” Cakildak
sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifini, “6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.7 AlexNet Dogrulama sonuglart.

Findik Tiirii Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.70 0.91 0.70 64
Hanimeli 0.96 1.00 0.98 76
Fosa 0.89 0.71 0.79 76
Karafindik 0.90 0.92 0.91 84
Palaz 1.00 0.03 0.06 30
Sivri 0.91 0.90 0.90 78
Tombul 0.93 0.93 0.93 46
DagFindig1 0.67 0.89 0.79 64
Accuary 0.84 518
Macro Avg. 0.87 0.79 0.77 518
Weighted Avg. | 0.86 0.84 0.82 518

Cizelge 5.7° de verilen sonuglara gore;

"Cakildak" smifi igin precision degeri 0,70, recall degeri 0.91, fl-score 0,79 olarak elde
edilmistir. “Hanimeli" sinifi i¢in precision degeri 0.96, recall degeri 1.00, f1-score 0,98 olarak
elde edilmistir. “Fosa" smifi igin precision degeri 0.89, recall degeri 0.71, f1-score 0,79 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.90, recall degeri 0.92, f1-score 0,91
olarak elde edilmistir. “Palaz" siifi i¢in precision degeri 1.00, recall degeri 0.03, f1-score 0,06
olarak elde edilmistir. “Sivri" smifi i¢in precision degeri 0.91, recall degeri 0.90, fl1-score 90
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.93, recall degeri 0.93, f1-score
0,93 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.67, recall degeri 0.91,
fl-score 0,77 olarak elde edilmistir.

Test veri seti icin tiim ¢esitlerin genel siniflandirma dogruluk orani AlexNet modeline gore

%80,17 olarak bulunmustur.
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5.7 VGG16 Modeli

Orijinal veri seti, VGG16 modeline uyarlanmis ve bu model kullanilarak %90,44 dogruluk
(Validation Accuracy) elde edilmistir. Asagidaki tabloda, VGG16 modelinin dogrulama
sonuglar1 ve VGG16 ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.20 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda VGG 16
modelinin egitim ve dogrulama grafigi.
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Egitim ve Dogrulama Kaybi
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Sekil 5.21°de findik gesidi siiflandirmasi i¢in model egitimi sirasinda VGG 16 modelinin

egitim ve dogrulama kaybi goriilmektedir.
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Sekil 5.22 Confusion matrix kullanimi VGG 16

Sekil 5.22 VGG 16 modelinin dogrulama seti i¢in karigiklik matrisini gostermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini

gosterirken, diger sayilar yanlis smiflandirmalarin sayisim gostermektedir. “0” Cakildak
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sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifiny, “6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.8 VGG 16 Dogrulama sonugclari.

Findik Tiirii Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.98 0.66 0.79 64
Hanimeli 0.97 0.97 0.97 76
Fosa 0.78 0.88 0.83 76
Karafindik 1.00 0.36 0.53 84
Palaz 0.83 0.33 0.48 30
Sivri 0.96 0.96 0.96 78
Tombul 0.67 0.98 0.80 46
DagFindig1 0.51 1.00 0.67 64
Accuary 0.79 518
Macro Avg. 0.84 0.77 0.75 518
Weighted Avg. | 0.86 0.79 0.77 518

Cizelge 5.8’ de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,98, recall degeri 0.66, fl-score 0,79 olarak elde
edilmistir. “Hanmimeli" sinifi i¢in precision degeri 0.97, recall degeri 0.97, f1-score 0,97 olarak
elde edilmistir. “Fosa" sinifi i¢in precision degeri 0.78, recall degeri 0.88, f1-score 0,83 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 1.00, recall degeri 0.36, f1-score 0,53
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.83, recall degeri 0.33, f1-score 0,48
olarak elde edilmistir. “Sivri" smifi i¢in precision degeri 0.96, recall degeri 0.96, f1-score 96
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.67, recall degeri 0.98, fl-score
0,80 olarak elde edilmistir. “Dag findig1" smnifi i¢in precision degeri 0.51, recall degeri 1.00,
fl-score 0,67 olarak elde edilmistir.

Test veri seti i¢in tiim cesitlerin genel siiflandirma dogruluk oran1t VGG 16modeline gore

%78,57 olarak bulunmustur.
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5.8 VGG19 Modeli

Orijinal veri seti, VGG19 modeline uyarlanmis ve bu model kullanilarak %83,98 dogruluk
(Validation Accuracy) elde edilmistir. Asagidaki tabloda, VGG19 modelinin dogrulama
sonuglar1 ve VGG19 ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.23 findik gesitlerinin siniflandirilmasi i¢in model egitimi sirasinda VGG 19 modelinin

egitim ve dogrulama grafigi.
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Sekil 5.24’de findik ¢esidi siniflandirmasi igin model egitimi sirasinda VGG 19 modelinin

egitim ve dogrulama kayb1 goriilmektedir.
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Sekil 5.25 Confusion matrix kullanimi1 VGG 19
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Sekil 5.25 VGG 19 modelinin dogrulama seti i¢in karigiklik matrisini gostermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini
gosterirken, diger sayilar yanlis smiflandirmalarin sayisim gostermektedir. “0” Cakildak
sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifiny, “6” Tombul sinifini1 ve “7” Dag findig1 sinifini temsil etmektedir.

Cizelge 5.9 VGG 19 Dogrulama sonuglari.

Findik Tiiri Kesinlik Geri Cagirma | F1-Score Destek
Cakildak 0.86 0.75 0.80 64
Hanimeli 1.00 1.00 1.00 76
Fosa 0.98 0.72 0.83 76
Karafindik 0.71 0.98 0.82 84
Palaz 1.00 0.23 0.38 30
Sivri 0.90 0.88 0.89 78
Tombul 0.94 0.98 0.96 46
DagFindig1 0.70 0.91 0.79 64
Accuary 0.85 518
Macro Avg. 0.89 0.81 0.81 518
Weighted Avg. | 0.87 0.85 0.84 518

Cizelge 5.9’ de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,98, recall degeri 0.66, fl1-score 0,79 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0.97, recall degeri 0.97, f1-score 0.97 olarak
elde edilmistir. “Fosa" sinifi i¢in precision degeri 0.78, recall degeri 0.88, f1-score 0,83 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 1.00, recall degeri 0.36, f1-score 0,53
olarak elde edilmistir. “Palaz" sinifi igin precision degeri 0.83, recall degeri 0.33, f1-score 0,48
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.96, recall degeri 0.96, fl1-score 96
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.67, recall degeri 0.98, fl-score
0,80 olarak elde edilmistir. “Dag findig1" sinifi ig¢in precision degeri 0.51, recall degeri 1.00,
fl-score 0,67 olarak elde edilmistir.

Test veri seti i¢in tiim ¢esitlerin genel siniflandirma dogruluk oranm1 VGG 19 modeline gore

%84,94 olarak bulunmustur.
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5.9 Veri Artirma islemi yapilmis veri seti

Orijinal veri seti, Colab ortaminda Python programlama dili kullanilarak veri artirma
yontemleri ile genisletilmistir. Veri artirma siirecinde sirasiyla dondiirme (rotation), ¢evirme
(flipping) ve dl¢ekleme (scaling) teknikleri uygulanmistir. Veri artirimi sonucunda elde edilen
genisletilmis veri seti ile gergeklestirilen analizlerin sonuglar1 asagida sunulmustur. Cizelge

5.10 artirllmig siniflandirmada elde edilen basari sayilart.

Kullamilan Dogruluk | Dogruluk | Kesinlik Geri f1 skoru
Model (Val- (Training | (Precision) | Cagirma
Accuracy) | Validation (Recall)
)

DenseNet121 | %96,94 %97,5 0,98 0,98 0,97
InceptionV3 | %96,14 %95,45 0,86 0.83 0.82
Xception %79,73 %82,77 0.83 0.83 0.83
Nasnet %80,74 %81,61 0.85 0.82 0.81
AlexNet %86,92 %91,16 0.91 0.91 0.91
EfficientNet | %80,49 %78,66 0.83 0.79 0.78
VGG 16 %93,59 %92,95 0.93 0.93 0.93
VGG 19 %385,96 %82,95 0.86 0.89 0.82
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5.9.1 DenseNet121 Artirilmis Veri Seti Modeli

Veri artirnmi uygulanmis veri seti, DenseNetl21 modeline uyarlanmis ve bu model
kullanilarak %96,94 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda,
VGG16 modelinin dogrulama sonuglar1 ve DenseNetl21 ait grafikler ve deger tablolari
verilmistir. Asagida DenseNet121 artirilmis veri seti modeline ait grafikler ve deger tablolari
verilmistir.
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Sekil 5.26 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.27°de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.28 Confusion matrix kullanim1 Veri Artirma islemi yapilmis veri seti.
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Sekil 5.28 DenseNetl21 modelinin dogrulama seti i¢in karigiklik matrisini gostermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini
gosterirken, diger sayilar yanlis smiflandirmalarin sayisim gostermektedir. “0” Cakildak
sinifini, “1”” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaz sinifini, “5”

Sivri sinifiny, “6” Tombul sinifini1 ve “7” Dag findig1 sinifini temsil etmektedir.

Cizelge 5.10 DenseNet121 Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri Cagirma | fl-score Destek
Cakildak 0.96 0.91 0.93 140
Hanimeli 1.00 1.00 1.00 140
Fosa 0.93 0.96 0.94 140
Karafindik 0.99 0.98 0.98 140
Palaz 0.97 0.98 0.98 140
Sivri 0.98 1.00 0.98 140
Tombul 0.99 1.00 1.00 140
Dag findig1 0.64 0.78 0.70 140
Accuracy 0.97 1120
Macro Avg 0.98 0.98 0.97 1120
Weighted Avg | 0.98 0.97 0.97 1120

Cizelge 5.10° de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,96, recall degeri 0.91, fl-score 0,83 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 1.00, recall degeri 1.00, f1-score 1.00 olarak
elde edilmistir. “Fosa" siifi igin precision degeri 0.93, recall degeri 0.96, f1-score 0,94 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.99, recall degeri 0.98, f1-score 0,98
olarak elde edilmistir. “Palaz" sinifi igin precision degeri 0.97, recall degeri 0.98, f1-score 0,98
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.98, recall degeri 1.., f1-score 0.98

olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.99, recall degeri 1.00, f1-score
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1,00 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.64, recall degeri 0.78,
fl-score 0,70 olarak elde edilmistir.
Test veri seti i¢in tiim ¢esitlerin genel siniflandirma dogruluk oran1 DenseNet121 modeline gore

%97,5 olarak bulunmustur

5.9.2 AlexNet Artirilmis Veri Seti Modeli

Veri artirimi uygulanmis veri seti, AlexNet modeline uyarlanmis ve bu model kullanilarak
%86,92 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, AlexNet
modelinin dogrulama sonuglar1 ve AlexNet ait grafikler ve deger tablolar1 verilmistir. Asagida
AlexNet artirilmis veri seti modeline ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.29 findik ¢esitlerinin siiflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.30°de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.31 Confusion matrix kullanimi1 Veri Artirma islemi yapilmis veri seti.
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Sekil 5.31 AlexNet modelinin dogrulama seti i¢in karigiklik matrisini gostermektedir.
Karigiklik matrisinde, diyagonal eksende yer alan sayilar dogru simiflandirmalarin sayisini
gosterirken, diger sayilar yanlis smiflandirmalarin sayisim gostermektedir. “0” Cakildak
sinifini, “1” hanimeli sinifini, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5”

Sivri sinifiny, “6” Tombul sinifini1 ve “7” Dag findig1 sinifini temsil etmektedir.

Cizelge 5.12 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri f1-score Destek
Cagirma

Cakildak 0.89 0.96 0.92 140
Hanimeli 0.99 0.99 0.99 140
Fosa 0.98 0.96 0.91 140
Karafindik 0.97 0.91 0.94 140
Palaz 0.82 0.81 0.82 140
Sivri 0.90 0.99 0.94 140
Tombul 0.97 0.99 0.98 140
Dag findig1 0.79 0.80 0.79 140
Accuracy 0.91 1120
Macro Avg 0.91 0.91 0.91 1120
Weighted Avg | 0.91 0.91 0.91 1120

Cizelge 5.9’ de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,86, recall degeri 0.78, fl-score 0,82 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0.97, recall degeri 1.00, f1-score 0,98 olarak
elde edilmistir. “Fosa" smifi igin precision degeri 0.33, recall degeri 0.81, f1-score 0,82 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.87, recall degeri 0.89, f1-score 0,88
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.91, recall degeri 0.43, f1-score 0,58
olarak elde edilmistir. “Sivri" smifi i¢in precision degeri 0.86, recall degeri 0.85, f1-score 0,85

olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.96, recall degeri 0.84, f1-score
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0,90 olarak elde edilmistir. “Dag findig1" sinifi igin precision degeri 0.54, recall degeri 0.93,
fl-score 0,68 olarak elde edilmistir.

Test veri seti i¢in tiim c¢esitlerin genel siniflandirma dogruluk oram1 AlexNet modeline gore

%91,16 olarak bulunmustur.

5.9.3 NasNet Artirtlmis Veri Seti Modeli

Veri artirnmi uygulanmis veri seti, NasNet modeline uyarlanmis ve bu model kullanilarak
%80,74 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, NasNet modelinin
dogrulama sonuglar1 ve NasNet ait grafikler ve deger tablolar1 verilmistir. Asagida NasNet
artirllmis veri seti modeline ait grafikler ve deger tablolar1 verilmistir.

Egitim ve Dogrulama Dogrulugu

D o9
o
9
r
0.8
u ]
|
u
k 0.7 -
0.6 .
= Egitim Dogrulugu
—— Dogrulama Dogrulugu
0 10 20 30 40 50

Dénem

Sekil 5.32 findik ¢esitlerinin siiflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Egitim ve Dogrulama Kaybi
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Sekil 5.33’de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.34 Confusion matrix kullanimi Veri Artirma islemi yapilmis veri seti.

Sekil 5.34 NasNet modelinin dogrulama seti i¢in karisiklik matrisini gostermektedir. Karisiklik
matrisinde, diyagonal eksende yer alan sayilar dogru siiflandirmalarin sayisini1 gosterirken,

diger sayilar yanlis smiflandirmalarin sayisini gostermektedir. “0” Cakildak sinifini, “1”
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hanimeli sinifin1, “2” Fosa sinifini, “3” Karafindik sinifini, “4” Palaza sinifini, “5” Sivri sinifini,

“6” Tombul sinifin1 ve “7” Dag findig1 sinifin1 temsil etmektedir.

Cizelge 5.13 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri fl-score Destek
Cagirma

Cakildak 0.86 0.78 0.82 140
Hanimeli 0.97 1.00 0.98 140
Fosa 0.83 0.81 0.82 140
Karafindik 0.87 0.89 0.88 140
Palaz 0.91 0.43 0.58 140
Sivri 0.86 0.85 0.85 140
Tombul 0.96 0.84 0.90 140
Dag findig1 0.54 0.93 0.68 140
Accuracy 0.82 1120
Macro Avg 0.85 0.82 0.81 1120
Weighted Avg | 0.85 0.82 0.81 1120

Cizelge 5.12° de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,86, recall degeri 0.78, fl-score 0,82 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0.97, recall degeri 1.00, f1-score 0,98 olarak
elde edilmistir. “Fosa" sinifi igin precision degeri 0.33, recall degeri 0.81, f1-score 0,82 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.87, recall degeri 0.89, f1-score 0,88
olarak elde edilmistir. “Palaz" sinifi igin precision degeri 0.91, recall degeri 0.43, f1-score 0,58
olarak elde edilmistir. “Sivri" siifi i¢in precision degeri 0.86, recall degeri 0.85, f1-score 0,85
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.96, recall degeri 0.84, f1-score
0,90 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.54, recall degeri 0.93,
fl-score 0,68 olarak elde edilmistir.
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Test veri seti i¢in tlim ¢esitlerin genel siniflandirma dogruluk oranit NasNet modeline gore

%81,61 olarak bulunmustur

5.9.4 Xception

Veri artirrmi uygulanmis veri seti, Xception modeline uyarlanmis ve bu model kullanilarak
%79,73 dogruluk (Validation Accuracy) eclde edilmistir. Asagidaki tabloda, Xception
modelinin dogrulama sonuglari ve Xception ait grafikler ve deger tablolar1 verilmistir.
Asagida Xception artirilmig veri seti modeline ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.35 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.36’de findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmus veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.37 Confusion matrix kullanimi Veri Artirma islemi yapilmis veri seti.



111

Sekil 5.37, Xception modelinin artirilmis dogrulama seti iizerindeki karisiklik matrisini
sunmaktadir. Karisiklik matrisinde, diyagonal eksendeki degerler dogru siniflandirma sayilarini
ifade ederken, diger hiicrelerdeki degerler yanlis siniflandirma sayilarii temsil etmektedir.
Matris icerisinde smnif etiketleri su sekilde tanimlanmistir: “0” Cakildak, “1” Hanimeli, “2”

Fosa, “3” Karafindik, “4” Palaz, “5” Sivri, “6” Tombul ve “7” Dag Findig1.

Cizelge 5.14 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri Cagirma | fl-score Destek
Cakildak 0.85 0.84 0.85 140
Hanimeli 0.97 1.00 0.98 140
Fosa 0.89 0.78 0.83 140
Karafindik 0.81 0.87 0.84 140
Palaz 0.72 0.62 0.67 140
Sivri 0.89 0.89 0.89 140
Tombul 0.90 0.90 0.90 140
Dag findig1 0.62 0.72 0.67 140
Accuracy 0.83 1120
Macro Avg 0.83 0.83 0.83 1120
Weighted Avg | 0.83 0.83 0.83 1120

Cizelge 5.13’ de verilen sonuglara gore;

"Cakildak" simifi i¢in precision degeri 0,85, recall degeri 0.84, f1-score 0,85 olarak elde
edilmigtir. “Hanimeli" sinifi i¢in precision degeri 0.97, recall degeri 1.00, f1-score 0,98
olarak elde edilmistir. “Fosa" sinifi i¢in precision degeri 0.89, recall degeri 0.78, f1-score
0,83 olarak elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.81, recall degeri 0.87,
f1-score 0,84 olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.72, recall degeri
0.62, f1-score 0,67 olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.89, recall

degeri 0.89, f1-score 0,89 olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.90,
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recall degeri 0.90, f1-score 0,90 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision
degeri 0.62, recall degeri 0.72, fl1-score 0,67 olarak elde edilmistir.
Test veri seti i¢in tlim ¢esitlerin genel siniflandirma dogruluk orani Xception modeline gore

%82,77 olarak bulunmustur.

5.9.5 InceptionV3 Artirilmis Veri Seti Modeli

Veri artirmmi uygulanmis veri seti, InceptionV3 modeline uyarlanmis ve bu model
kullanilarak %96,14 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda,
InceptionV3 modelinin dogrulama sonuglari ve InceptionV3 ait grafikler ve deger tablolart
verilmistir. Asagida InceptionV3 artirilmis veri seti modeline ait grafikler ve deger tablolari
verilmistir.
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Sekil 5.38 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.39 findik ¢esidi smiflandirmast i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.40 Confusion matrix kullanim1 Veri Artirma islemi yapilmis veri seti.

Sekil 5.40, Inception V3 modelinin artirilmis dogrulama seti iizerindeki karisiklik matrisini
sunmaktadir. Karisiklik matrisinde, diyagonal eksendeki degerler dogru siniflandirma sayilarini

ifade ederken, diger hiicrelerdeki degerler yanhs smiflandirma sayilarini temsil etmektedir.



114

Matris igerisinde smif etiketleri su sekilde tanimlanmistir: “0” Cakildak, “1” Hanimeli, “2”

Fosa, “3” Karafindik, “4” Palaz, “5” Sivri, “6” Tombul ve “7” Dag Findig1.

Cizelge 5.15 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri fl-score Destek
Cagirma

Cakildak 0.89 0.89 0.89 140
Hanimeli 0.98 1.00 0.99 140
Fosa 0.99 0.69 0.82 140
Karafindik 0.71 0.98 0.83 140
Palaz 0.92 0.39 0.55 140
Sivri 0.97 0.89 0.93 140
Tombul 0.81 0.97 0.88 140
Dag findig1 0.60 0.82 0.69 140
Accuracy 0.83 1120
Macro Avg 0.86 0.83 0.82 1120
Weighted Avg | 0.86 0.83 0.82 1120

Cizelge 5.12° de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,85, recall degeri 0.84, fl-score 0,85 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0.97, recall degeri 1.00, f1-score 0,98 olarak
elde edilmistir. “Fosa" smifi igin precision degeri 0.89, recall degeri 0.78, f1-score 0,83 olarak
elde edilmistir. “Karafindik" sinif1 i¢in precision degeri 0.81, recall degeri 0.87, f1-score 0,84
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.72, recall degeri 0.62, f1-score 0,67
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.89, recall degeri 0.89, f1-score 0,89
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.90, recall degeri 0.90, f1-score
0,90 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.62, recall degeri 0.72,
f1-score 0,67 olarak elde edilmistir.

Test veri seti i¢in tiim g¢esitlerin genel siniflandirma dogruluk orani Inception V3 modeline gore

%95,45 olarak bulunmustur
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5.9.6 EffcientNet Artirtlmis Veri Seti Modeli

Veri artirim1 uygulanmus veri seti, EfficentNet modeline uyarlanmis ve bu model kullanilarak
%80,49 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, EfficentNet
modelinin dogrulama sonuglar1 ve EfficentNet ait grafikler ve deger tablolar1 verilmistir.
Asagida EfficentNet artirilmis veri seti modeline ait grafikler ve deger tablolar verilmistir.
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Sekil 5.41 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.42 findik ¢esidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kayb.
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Sekil 5.43 Confusion matrix kullanim1 Veri Artirma islemi yapilmis veri seti.

Sekil 5.43, EffcientNet modelinin artirllmig dogrulama seti iizerindeki karisiklik matrisini
sunmaktadir. Karigiklik matrisinde, diyagonal eksendeki degerler dogru siniflandirma sayilarini

ifade ederken, diger hiicrelerdeki degerler yanlis siiflandirma sayilarini temsil etmektedir.



117

Matris igerisinde smif etiketleri su sekilde tanimlanmistir: “0” Cakildak, “1” Hanimeli, “2”

Fosa, “3” Karafindik, “4” Palaz, “5” Sivri, “6” Tombul ve “7” Dag Findig1.

Cizelge 5.16 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri fl-score Destek
Cagirma

Cakildak 0.93 0.62 0.74 140
Hanimeli 0.97 0.99 0.98 140
Fosa 0.76 0.86 0.81 140
Karafindik 0.87 0.85 0.86 140
Palaz 0.91 0.28 0.43 140
Sivri 0.76 0.90 0.83 140
Tombul 0.95 0.86 0.91 140
Dag findig1 0.51 0.92 0.66 140
Accuracy 0.79 1120
Macro Avg 0.83 0.79 0.78 1120
Weighted Avg | 0.83 0.79 0.78 1120

Cizelge 5.15’ de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,93, recall degeri 0.62, fl1-score 0,74 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 0.97, recall degeri 0.99, f1-score 0,98 olarak
elde edilmistir. “Fosa" sinifi igin precision degeri 0.76, recall degeri 0.86, f1-score 0,81 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.87, recall degeri 0.85, f1-score 0,86
olarak elde edilmistir. “Palaz" sinifi igin precision degeri 0.91, recall degeri 0.28, f1-score 0,43
olarak elde edilmistir. “Sivri" siifi i¢in precision degeri 0.76, recall degeri 0.90, f1-score 0,83
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.50, recall degeri 0.86, fl-score
0,91 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.51, recall degeri 0.92,
fl-score 0,66 olarak elde edilmistir.
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Test veri seti i¢in tiim ¢esitlerin genel siniflandirma dogruluk oran1 EfficeNet modeline gore

%78,66 olarak bulunmustur

5.9.7 VGG16 Artirillmas Veri Seti Modeli

Veri artirimi uygulanmis veri seti, VGG16 modeline uyarlanmis ve bu model kullanilarak
%93,59 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, VGG16
modelinin dogrulama sonuglar1 ve VGG16 ait grafikler ve deger tablolar1 verilmistir. Asagida
VGG16 artirilmis veri seti modeline ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.44 findik ¢esitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.45 findik cesidi siniflandirmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.46 Confusion matrix kullanimi1 Veri Artirma islemi yapilmis veri seti.
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Sekil 5.46, VGG 16 modelinin genisletilmis dogrulama seti iizerindeki karigiklik matrisi
sunulmaktadir. Bu matrisin diyagonal eksenindeki degerler dogru siniflandirmalar1 ifade
ederken, diger hiicrelerdeki degerler yanlis siniflandirmalar1 gostermektedir. Matris igerisinde
sinif etiketleri su sekilde tanimlanmustir: “0” Cakildak, “1” Hanimeli, “2” Fosa, “3” Karafindik,
“4” Palaz, “5” Sivri, “6” Tombul ve “7” Dag Findig1.

Cizelge 5.17 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri f1-score Destek
Cagirma

Cakildak 0.91 0.96 0.93 140
Hanimeli 1.00 1.00 1.00 140
Fosa 0.98 0.91 0.94 140
Karafindik 0.93 0.99 0.96 140
Palaz 0.98 0.74 0.85 140
Sivri 0.98 0.94 0.86 140
Tombul 0.93 0.99 0.96 140
Dag findig1 0.78 0.90 0.83 140
Accuracy 0.93 1120
Macro Avg 0.93 0.93 0.93 1120
Weighted Avg | 0.93 0.93 0.93 1120

Cizelge 5.16° de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,91, recall degeri 0.96, fl1-score 0,83 olarak elde
edilmistir. “Hanimeli" sinifi igin precision degeri 1.00, recall degeri 1.00, f1-score 1,00 olarak
elde edilmistir. “Fosa" sinifi igin precision degeri 0.98, recall degeri 0.91, f1-score 0,94 olarak
elde edilmistir. “Karafindik" siifi i¢in precision degeri 0.93, recall degeri 0.99, f1-score 0,96
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.98, recall degeri 0.74, f1-score 0,85
olarak elde edilmistir. “Sivri" siifi i¢in precision degeri 0.98, recall degeri 0.94, f1-score 0,96

olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.93, recall degeri 0.99, fl-score
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0,96 olarak elde edilmistir. “Dag findig1" sinifi i¢in precision degeri 0.78, recall degeri 0.90,
fl-score 0,83 olarak elde edilmistir.
Test veri seti icin tiim ¢esitlerin genel siniflandirma dogruluk oran1 VGG 16 modeline gore

%92,95 olarak bulunmustur.

5.9.8 VGG19 Artirilmis Veri Seti Modeli

Veri artirimi uygulanmis veri seti, VGG19 modeline uyarlanmis ve bu model kullanilarak
%85,96 dogruluk (Validation Accuracy) elde edilmistir. Asagidaki tabloda, VGG19

modelinin dogrulama sonugclar1 ve VGG19 ait grafikler ve deger tablolar verilmistir. Asagida
VGG19 artirilmis veri seti modeline ait grafikler ve deger tablolar1 verilmistir.
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Sekil 5.47 findik gesitlerinin siniflandirilmasi i¢in model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama grafigi.
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Sekil 5.48 findik cesidi siniflandirmasi icin model egitimi sirasinda Veri Artirma islemi

yapilmis veri seti modelinin egitim ve dogrulama kaybi.
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Sekil 5.49 Confusion matrix kullanim1 Veri Artirma islemi yapilmis veri seti.

Sekil 5.49, VGG 19 modelinin genisletilmis dogrulama seti ilizerindeki karisiklik matrisi
sunulmaktadir. Bu matrisin diyagonal eksenindeki degerler dogru siniflandirmalar1 ifade

ederken, diger hiicrelerdeki degerler yanlis siniflandirmalar1 gostermektedir. Matris icerisinde
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smif etiketleri su sekilde tanimlanmistir: “0” Cakildak, “1” Hanimeli, “2” Fosa, “3” Karafindik,
“4” Palaz, “5” Sivri, “6” Tombul ve “7” Dag Findigt.

Cizelge 5.18 Veri Artirma islemi yapilmis veri seti Dogrulama sonuglari.

Findik Tiirii Kesinlik Geri fl-score Destek
Cagirma

Cakildak 0.89 0.89 0.89 140
Hanimeli 0.98 1.00 0.99 140
Fosa 0.99 0.69 0.82 140
Karafindik 0.71 0.98 0.83 140
Palaz 0.92 0.39 0.55 140
Sivri 0.97 0.89 0.93 140
Tombul 0.81 0.97 0.88 140
Dag findig1 0.60 0.82 0.69 140
Accuracy 0.83 1120
Macro Avg 0.86 0.83 0.82 1120
Weighted Avg | 0.86 0.83 0.82 1120

Cizelge 5.16° de verilen sonuglara gore;

"Cakildak" sinifi i¢in precision degeri 0,89, recall degeri 0.89, fl-score 0,89 olarak elde
edilmistir. “Hanimeli" sinifi i¢in precision degeri 0.98, recall degeri 1.00, f1-score 0,99 olarak
elde edilmistir. “Fosa" sinifi igin precision degeri 0.99, recall degeri 0.69, f1-score 0,82 olarak
elde edilmistir. “Karafindik" sinifi i¢in precision degeri 0.71, recall degeri 0.98, f1-score 0,83
olarak elde edilmistir. “Palaz" sinifi i¢in precision degeri 0.92, recall degeri 0.39, f1-score 0,55
olarak elde edilmistir. “Sivri" sinifi i¢in precision degeri 0.97, recall degeri 0.89, f1-score 0,93
olarak elde edilmistir. “Tombul" sinifi i¢in precision degeri 0.81, recall degeri 0.97, f1-score
0,88 olarak elde edilmistir. “Dag findig1" siifi i¢in precision degeri 0.60, recall degeri 0.82, f1-
score 0,69 olarak elde edilmistir.
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Test veri seti i¢in tiim ¢esitlerin genel siiflandirma dogruluk orant VGG 19 modeline gore

%82,95 olarak bulunmustur
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6. SONUCLAR VE ONERILER

Bu calisma, sekiz farkli ¢esit findik goriintiislinii ile siniflandirmay1 amaglamaistir.

Calismanin veri setinde findik modellerine ait toplam 2590 adet gorsel bulunmaktadir.

Palaz findiktan 150 adet, dag findigindan 320 adet, Fosa findiktan 380 adet, tombul findiktan
230 adet, hanimeli findiktan 380 adet, cakildak findiktan 320 adet, kara findiktan 420 adet ve
sivri findiktan 390 Adet goriintiiyle calisiimistir. Bu goriintiiler kendi kurdugumuz diizenek ile

10 cm mesafeden beyaz zeminde olacak sekilde elde edilmis ve veri seti haline getirilmistir.

On egitimli (pre-trained) modeller, DenseNet121, Inception v3, NasNet, EfficeNet, AlexNet
ve Xception ile findik goriintiileri siiflandirilmistir. Veri kiimeleri %20 test kiimesive %80
egitim kiimesi olmak {izere boliimlere ayrilmistir. Yapilan siniflandirmalar sonucunda; sirastyla
%95,17, %93,44, %80.07, %81,17, %79,73 ve %83,20 siniflandirma basaris1 elde edilmistir.
Gortildiigii gibi en yiiksek siniflandirma basarisi DenseNet121 modeli ile elde edilmistir. Cesitli
karisiklik matrisleri ve performans dlglimleri modellerin performanslarini daha detayli analiz

etmek i¢in kullanilmistir. Yine en yiiksek degerler bu 6l¢iimler modeli ile elde edilmistir.

Veri artirnmi teknikleri kullanilarak goriintiiler ¢ogaltilmis ve yeniden degerlemeye alinmistir.
Yeniden degerleme isleminde kullanilan On egitimli (pre-trained) modeller sirasiyla sunlardir;
Densenet121, AlexNet, NasNet, Xception, Inception V3, VGG16, EfficeNet ve VGG-19. Bu
derin 6grenme metotlar1 egitim basar1 oranlari sirasiyla sunlardir; %97,5, %91,16, %81,61,

%82,77, %95,45, %92,95, %78,66, %82,95.

CNN mimarilerinde, katmanlar her zaman smiflandirma basaris1 ile dogru orantili degildir.
Yiiksek siniflandirma gore uygun deger sayida katman iceren modeller ile basar1 elde edilebilir.
Calismada kullanilan yontemler bu alanda ileride yapilacak ¢aligmalara 6rnek tegkil etmektedir.
Cesitli tarim drlinlerinin  hasat sonrast smiflandirilmasina yonelik bircok ¢alisma
bulunmaktadir. Aragtirmacilar tahribatsiz siniflandirma yapabilen prototipler gelistirmek i¢in
teknik ve yontemlere odaklandilar. Bu yontemler arasinda yapay zeka ve makine d6grenmesi
giincel konular olarak 6ne c¢ikiyor. Bu yontemler tarimsal {irtinlerin siiflandirilmasi ve

otomasyonu i¢in ¢ézliim gelistirmede kullanilan konularin basinda gelmektedir.
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Diger yandan, farkli siniflandirma basarilari elde etmek miimkiindiir. Farkli yapay zeka
yontemleri veri kiimesindeki gorlintii sayisina bagli olarak, farkli modellerden farkli
siniflandirma basgarilar1 elde edilebilir ve findik ¢esitleri hizli ve etkili bir sekilde ayirt edilir.
Farkli bir smiflandirma calismasi yapilabilir. Farkli tiirde findik goriintiilerinin toplanmasi
yapilabilir. Uygulama mobil yapilabilir ve tarim alaninda findigin cinsini belirlemek ig¢in
kullanilir. Siniflandirma sorunlar1 igin arastirmacilar tarafindan gelecekteki caligmalarda

kullanilabilir.
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