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ENDUSTRI 4.0:

YAPAY ZEKA ve ETiK UZERINE BiR ARASTIRMA

KARAMAN, Pinar
Isletme Yiiksek Lisans Programi

Tez Danismani: Dog. Dr. Cafer Safak EYEL
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Bu aragtirma, Endiistri 4.0 ile yayginlasan yapay zeka teknolojilerinin etik
boyutunu incelemeyi amaglamaktadir. Endiistri 4.0, dijital doniisiimiin bir pargast
olarak fabrikalarda ve endiistriyel siireglerde biiyiikk bir degisimi temsil
etmektedir. Yapay zeka ise bilgisayar sistemlerinin insan benzeri zeka ve 6grenme
yeteneklerini taklit etmesini saglayan bir alani ifade etmektedir. Arastirmanin ilk
boliimiinde Endiistri 4.0'n temel prensipleri ve yapay zekad teknolojilerinin
endiistriyel uygulamalar1 hakkinda genel bir bakis sunulmaktadir. Aragtirmanin
ikinci  bolimiinde Endiistri 4.0 ve yapay zekadnmn etik sorunlarina
odaklanilmaktadir. Yapay zekanin karar alma siireglerinde 6nyargili olma riski,
veri gizliligi ve giivenligi endiseleri, insan-makine etkilesimi ve sorumluluk
mekanizmalarimin belirlenmesi gibi etik sorunlar detayli bir sekilde ele
alinmaktadir. Bu sorunlar; insan haklari, adalet, esitlik ve sorumluluk gibi etik
degerlerle baglantilidir. Endiistri 4.0 ve yapay zekéanin etik boyutu teknolojik
gelismelerin  toplum iizerindeki etkilerini anlamak ve wuygun politikalar
gelistirmek agisindan 6nemlidir. Etik standartlarin ve ilkelerin belirlenmesi yapay
zeka teknolojilerinin, toplumun refahini artirmak icin kullanilmasini saglamakta
ve potansiyel riskleri azaltmaktadir. Bu nedenle endiistriyel sektorlerde yapay
zekann etik kullanimi icin daha fazla arastirma ve yonergelerin gelistirilmesi

gerekmektedir.
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ABSTRACT

INDUSTRY 4.0: ARESEARCH ON ARTIFICIAL
INTELLIGENCE AND ETHICS

KARAMAN, Pimar
Master’s Program in Business

Supervisor: Prof. Dr. Cafer Safak EYEL

August 2024, 76 pages

This research aims to examine the ethical dimension of artificial intelligence (Al)
technologies that have become prevalent with Industry 4.0. Industry 4.0 represents a
revolutionary change in production systems through the use of digital technologies
such as the Internet of Things (loT), big data analytics, Al, and cloud computing. The
first section of the research explains the origins and fundamental principles of Industry
4.0. It started with Germany's vision of "Industrie 4.0" and has evolved into a global
concept. With the widespread availability of the internet, machines have become
interconnected, allowing for seamless data exchange and automation. The second
section focuses on the ethical considerations associated with Industry 4.0 and Al. Al
technologies, including machine learning and deep learning, are used to enhance
productivity and optimize decision-making processes in industrial settings. However,
ethical concerns arise, such as the risk of bias in Al decision-making, data privacy and
security issues, human-machine interaction, and the establishment of accountability
mechanisms. These concerns are closely linked to ethical values such as human rights,
fairness, equality, and responsibility. In conclusion, the ethical dimension of Industry
4.0 and Al is crucial for understanding the societal impact of technological
advancements and developing appropriate policies. Establishing ethical standards and
principles ensures that Al technologies are used to enhance societal well-being while
mitigating potential risks. Further research and guidelines are needed to promote the

ethical use of Al in industrial sectors.
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Boliim 1

Giris

Yayginlasan dijitallesme ile insanlarin is iligkileri, mesleklerin gelisimi,
calisma hayatinin degisimi, iireticilerin ve tiiketicilerin beklentileri etkilenmektedir.
Dijitallesme, bilim ve teknolojide reformlar, dijital diinyanin hizli gelisimi, insan giicii
ve makinelesme siireglerine pratik ve duyarli doniitler veren ekonomik bir olusumun
tiriiniidiir (André, 2019: 3). Endiistriyel dijitallesme olarak adlandirilan bu ¢ag, dogru
verilerin toplanarak analiz edilmesi ve bu baglamda isletmelerin gelisiminin
degerlendirilerek siireclerin gelistirilmesi, iyilestirilmesi ve detaylandirilmasina daha
fazla destek ve yatirim saglamaktadir (Nagy vd., 2018:1). Endiistriyel devrimler
mihim gelismeler saglamis olup bu devrimler dort makro bashk altinda

toplanmaktadir (Baygin vd.,2016:1).

Birinci sanayi devriminde, buhar giicii ortaya c¢ikmis, kas glicii yerini
makinelesmeye birakmig, bununla birlikte kiigiik isletmeler yerini fabrikalara
devretmeye baslamistir. Ikinci sanayi devriminde, celik iiretim tiirlerinin gelistigi,
elektrik ve icten patlamali motorlar ortaya ¢cikmistir. Ugiincii sanayi devrimde, seri
tretime gecilmis, tretim hatti elektronik ve mekanik iiretimden yerini dijital
teknolojiye birakmistir. Dordiincii sanayi devrimin de ise dijital teknolojilerin ve
otomasyonun yogun olarak kullanildigi bir donem olusmaya baglamistir. (Drath &
Horch, 2014: 57). Endiistri 4.0 siiregleri, fabrikalar1 daha akilli hale getirerek iiretim
siireclerini 1iyilestirme, maliyetleri diisiirme ve rekabetgiliklerini artirma amacin

tasimaktadir.

Yapay zeka (YZ) giiniimiizde hizla gelisen bir teknoloji alani olarak kargimiza
cikmaktadir. YZ, bilgisayar sistemlerine insan benzeri zeka ve 6grenme yetenekleri
kazandirmayi hedefleyen bir yaklagimi ifade etmektedir (Pirim, 2006, s.81). Bu
teknoloji, biiyiik veri analitigi, makine 6grenimi ve derin 6grenme gibi tekniklerin
kullanimiyla karmasik problemleri ¢6zmek, desenleri tanimak, karar vermek ve
tahminlerde bulunmak gibi islevleri yerine getirebilen sistemlerin gelistirilmesini

saglamaktadir.



Ancak, yapay zeka teknolojilerinin hizla yayilmasi ve kullanilmasi, etik
konular1 da beraberinde getirmektedir. Yapay zekdnin etik boyutu, teknolojinin
kullaninmiyla ortaya c¢ikan potansiyel sorunlar1 ve etik standartlar1 ele almayi
gerektirmektedir (Dag, 2018: 235-238). Ozellikle yapay zekdnin karar alma
stireclerinde 6nyargili olma riski, veri gizliligi ve glivenligi, insan-makine etkilesimi,
issizlik endisesi ve sorumluluk mekanizmalarinin belirlenmesi gibi konular etik

tartismalarin odaginda yer almaktadir.

Etik, yapay zeka teknolojilerinin topluma ve bireylere etkilerini
degerlendirmek ve olumlu sonuglar elde etmek i¢in kullanilmasi gereken bir rehberlik
aracidir. Etik acidan dogru ve sorumlu bir sekilde tasarlanmis ve kullanilan yapay zeka
sistemleri, insan haklarin1 korumak, adaleti saglamak, esitlik ilkesine uygun hareket

etmek ve toplumsal refahi artirmak i¢in 6nemlidir. (Yiksel, 2017: 85-112)

Bu nedenle yapay zekad ve etik arasindaki iliski akademik, endiistriyel ve
hiikiimet kuruluslar1 tarafindan siirekli olarak arastirilmaktadir. Etik ilkelerin ve
standartlarin  belirlenmesi, yapay zekd teknolojilerinin  gelistirilmesi ve
kullanilmasinda yol gosterici bir rol oynamaktadir. Bu sayede, yapay zekanin olumlu

etkilerinden yararlanirken potansiyel riskleri de azaltmak miimkiin olmaktadir.

1.1 Problem Durumu

Endiistri 4.0 devrimi, Uretim siireclerinin dijitallesmesi ve otomasyonu
anlamina gelirken, bu siiregte yapay zeka (YZ) teknolojileri kilit bir rol oynamaktadir.
Endiistri 4.0, fiziksel iiretim sistemleri ile dijital teknolojileri entegre ederek akilli
fabrikalar, nesnelerin interneti (10T), siber-fiziksel sistemler ve biiyiik veri analizi gibi
kavramlar1 hayata gecirmektedir. Bu doniislim, iiretim siireclerini daha verimli, esnek
ve Ozellestirilebilir hale getirirken, ayn1 zamanda yeni is modelleri ve ekonomik

firsatlar da yaratmaktadir.

YZ, biiylik veri analizi, makine 6grenimi ve derin 6grenme gibi ileri diizey
teknolojiler sayesinde, endiistriyel operasyonlar1 daha verimli ve esnek hale
getirmektedir. Ornegin, YZ algoritmalari, iiretim hatlarinda anormallikleri tespit

edebilir, bakim ihtiyaglarini tahmin edebilir ve tedarik zinciri yonetiminde optimize
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¢ozlimler sunabilir. Ancak, YZ'nin yaygin kullanimi beraberinde etik ve mahremiyetle

ilgili birgok soruyu da giindeme getirmektedir.

Omegin, YZ'nin karar alma siireclerinde seffaflik ve hesap verebilirlik
eksikligi, toplumsal giiveni zedeleyebilir. YZ sistemleri, kararlarini nasil ve neden
verdigini agiklamakta genellikle yetersiz kalir. Bu durum, bireylerin YZ sistemlerine
duydugu giiveni sarsabilir ve YZ'nin benimsenmesini zorlastirabilir. Mahremiyet
ihlalleri, YZ tarafindan toplanan ve islenen kisisel verilerin kotiiye kullanimi riskini
artirabilir. Ozellikle saglik, finans ve egitim gibi hassas alanlarda, kisisel verilerin
korunmasi biiyiik 6nem tagimaktadir. YZ'nin bu verileri nasil kullandig1 ve sakladigi,

bireylerin mahremiyet haklarin1 korumak agisindan kritik 6neme sahiptir.

Ayrica, YZ'nin potansiyel olarak onyargili veya ayrimci kararlar vermesi,
toplumsal esitlik ve adalet konularinda ciddi endiselere yol agabilir. YZ sistemleri,
gelistirildikleri veri setlerindeki 6nyargilari 68renebilir ve bu dnyargilar1 kararlarina
yansitabilir. Ornegin, ise alim siireglerinde kullanilan bir YZ sistemi, gecmis
verilerdeki cinsiyet veya ik Onyargilarini dgrenerek ayrimcilik yapabilir. Bu tiir
durumlar, toplumsal esitlik ve adalet prensiplerine aykiridir ve YZ'nin etik kullanimi

konusunda 6nemli sorunlar teskil eder.

Bu baglamda, is hayatindaki bireylerin YZ ve etik konusundaki diisiincelerini
anlamak, YZ teknolojilerinin gelecekteki gelisimi ve kullanimi agisindan kritik &neme
sahiptir. Is hayatinda aktif olan bireylerin YZ ile ilgili etik algilar1 ve bu konudaki
tutumlar;, YZ'nin kabulii ve benimsenmesi i¢in &nemli ipuglar1 saglayacaktir. Is
hayatindaki farkli demografik gruplarin YZ ve etik konularindaki goriislerini
incelemek, bu teknolojilerin gelistirilmesi ve uygulanmasi sirasinda dikkate alinmasi

gereken etik standartlarin belirlenmesine yardimeci olacaktir.

Bu calismada, is hayatinda aktif olan bireylerin YZ ile ilgili etik algilar1 ve bu
konudaki tutumlari, cesitli demografik degiskenler (yas, cinsiyet, egitim diizeyi,
meslek, sektor vb.) 1s1ginda incelenecektir. Calisma, is hayatindaki bireylerin YZ
teknolojilerine dair etik kaygilarini, mahremiyet endiselerini ve sorumluluk algilarimni
anlamay1 amaglamaktadir. Flde edilen bulgular, YZ teknolojilerinin daha etik ve

stirdiiriilebilir bir sekilde gelistirilmesi ve uygulanmasi i¢in yol gdsterici olacaktir.



1.2 Calismanin Amaci

Bu c¢alismanin temel amaci, i hayatindaki bireylerin yapay zeka (YZ) ve etik
konusundaki diislincelerini ¢esitli demografik degiskenler 1s18inda incelemektir.
Endiistri 4.0 devrimiyle birlikte hizla gelisen ve yayginlasan YZ teknolojileri, is
diinyasinda 6nemli degisikliklere yol agmaktadir. Ancak bu degisiklikler, YZ'nin etik
boyutlartyla ilgili birgcok sorunu da giindeme getirmektedir. Bu baglamda, is
hayatindaki bireylerin YZ ve etik konusundaki diisiincelerini anlamak, YZ
teknolojilerinin daha etik ve siirdiiriilebilir bir sekilde gelistirilmesi ve uygulanmasi

acisindan kritik oneme sahiptir.

Bu calismada, anket yontemi kullanilarak is hayatinda aktif olan bireylerin YZ ile
ilgili etik algilari, mahremiyet endiseleri ve YZ'nin kullanimina iliskin tutumlar
Olciilmiistlir. Anket sorulari, YZ'nin ¢esitli kullanim alanlarina yonelik etik sorular,
mahremiyetle ilgili endiseler ve YZ teknolojilerinin sorumluluklari konusundaki

diistinceleri igermektedir. Calismanin temel hedefleri sunlardir:

» Demografik Degiskenlerin Etkisi: Farkli demografik gruplarin YZ ve etik
konusundaki diigiincelerinde anlamli farklar olup olmadigini belirlemek. Yas,
cinsiyet, egitim diizeyi, meslek, sektor gibi degiskenler 15181nda katilimcilarin
YZ'ye yonelik tutumlarini analiz etmek.

» Etik Algillar ve Mahremiyet Endiseleri: Katilimcilarin YZ'nin etik
boyutlarina ve mahremiyetle ilgili endiselerine dair algilarin1 degerlendirmek.
YZ'nin seffaflik, hesap verebilirlik ve giivenilirlik konularinda ne derece giiven
duyuldugunu belirlemek.

» YZ'nin Karar Alma Siirecleri: Katilimcilarin YZ'nin karar alma siireglerinin
seffaflig1 ve hesap verebilirligi konusundaki goriislerini analiz etmek. YZ'nin
kararlarini nasil ve neden verdigi konusundaki agiklamalarinin ne kadar 6nemli
oldugunun degerlendirilmesi.

» Kapsayicilhlk ve Adalet: YZ'nin veri setlerinde kapsayicilik ve adalet
ilkelerine uygunlugunu degerlendirmek. Cesitli is kollarina sahip bireylerden
toplanmuis verilerle YZ'nin gelistirilmesi gerektigine dair algilar1 6l¢gmek.

» Etik Egitimin Gerekliligi: YZ'nin olas1 kotiiye kullanimlarini dnlemek igin

etik egitimin Onemine dair goriisleri tespit etmek. YZ teknolojilerinin
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kullanim1 sirasinda etik egitimin gerekliligini ve bu konuda yapilmasi
gerekenleri belirlemek.

» Sorumluluk ve Hesap Verebilirlik: YZ kaynakli sorunlar karsisinda
sorumlulugun kimde olmasi gerektigi konusundaki algilar1 incelemek. YZ
teknolojilerinin gelistirilmesi ve kullanimi siirecinde gelistiricilerin, saticilarin
ve kullanicilarin sorumluluklarini belirlemek.

» Toplumsal Mutabakat: YZ kaynakli sorunlarda toplumsal mutabakatin
gerekliligi konusundaki algilar1 degerlendirmek. YZ teknolojilerinin toplumsal
etkileri ve bu etkiler karsisinda toplumsal bir mutabakatin saglanmasinin

Onemi lizerine goriisleri incelemek.

Bu amaglar dogrultusunda, ¢alismada elde edilen veriler, YZ teknolojilerinin
etik bir ¢ergevede gelistirilmesi ve uygulanmasi konusunda yol gosterici olacaktir.
Arastirma bulgulari, politika yapicilar, YZ gelistiricileri ve kullanicilart i¢in degerli
bilgiler sunarak, YZ'nin daha adil, seffaf ve hesap verebilir bir sekilde kullanilmasina
katki saglayacaktir. Ayn1 zamanda, YZ'nin olas1 kdtiiye kullanimlarini 6nlemek ve
mahremiyet ihlallerini en aza indirmek igin alinmasi gereken O6nlemler konusunda

farkindalik yaratacaktir.

Bu c¢alisma, YZ teknolojilerinin is diinyasinda nasil algilandigin1 ve etik
boyutlarinin nasil degerlendirildigini ortaya koyarak, gelecekteki arastirmalar ve
uygulamalar i¢in 6nemli bir referans noktasi olacaktir. Ayrica, YZ teknolojilerinin
gelisimi  ve kullanim1 sirasinda dikkate alinmasi gereken etik standartlarin
belirlenmesine ve bu standartlarin yayginlastirilmasina yardimci olacaktir. Bu sayede,
YZ teknolojilerinin toplumun her kesimi i¢in daha giivenli, adil ve siirdiiriilebilir bir

sekilde gelistirilmesi ve kullanilmas1t miimkiin olacaktir.

1.3 Hipotezler / Arastirma Sorulari

Endiistri 4.0 ve yapay zeka (YZ) teknolojilerinin hizla gelismesiyle birlikte, bu
teknolojilerin etik kullanimi1 ve toplumsal etkileri konusunda 6nemli sorular giindeme
gelmistir. Is hayatinda ve giinlik yasamda YZ'nin artan rolii, bireylerin bu
teknolojilere  yonelik  algilarini, endiselerini  ve  beklentilerini  anlamayi

gerektirmektedir. Bu calismada, is hayatindaki bireylerin YZ ve etik konusundaki



diistincelerini ¢esitli demografik degiskenler 1s18inda incelemek amaciyla, asagidaki

arastirma sorularina yanit aranmistir:

10.

11.

12.

13.

14.

15.

16.

Kedileri taniyan bir yapay zeka gelistirirken, alisilmadik goriiniime sahip
kedilerin goriintiileri yerine tipik gorlinime sahip kedilerin goriintiilerinin
kullanilmasi tercih edilir mi?

Hiikiimetin 6grencilere yardimci olmak i¢in yapay zekali robotlar gelistirip
ticretsiz olarak sunmasi, yasli insanlara da saglanmali midir?

Bireylere uygun kiyafetler 6neren bir yapay zeka gelistirilirken, ¢esitli viicut
tiplerine sahip bireylerden toplanmis veriler dahil edilerek mi gelistirilmelidir?
Yapay zekanin kararlarinin nedenlerini agiklamasi gerekli midir?

Yapay zeka, belirli bir karar1 neden verdigini agiklamasa bile daha yiiksek
dogruluk oranina sahip oldugu i¢in tercih edilir mi?

Yapay zekanin neden bu kararlar1 verdigine dair sadece uzmanlara agiklama
yapmast yeterli midir?

Bir karar1 neden verdigini agiklayamayan yapay zeka giivenilmez olarak mi
degerlendirilir?

Yapay zekay1 kullanan bireyler, onu iyi bir sekilde kullanmak ic¢in caba
harcamal1 midir?

Yapay zekanin kotliye kullanilmasi konusunda endiselenmek mantiklt midir?

Yapay zeka tabanli iiriinleri satmadan Once, saticilarin bu {irlinlerin kdotiiye
kullanilip kullanilmayacagini diisiinmesi gerekli midir?

Yapay zekanin olas1 kdotiiye kullanimini dnlemek i¢in bir¢ok insanin etik
konularda egitilmesi gerekli midir?

Hiikiimet, yapay zeka ile ilgili ¢alismalar yapan gelistiricileri ve sirketleri,
kisisel bilgileri serbestce kullanmalarini saglayacak sekilde diizenlemeli midir?
Yapay zeka gelistirilirken kisisel bilgilerin mahremiyetinin ihlal edilmesini
onlemek i¢in gerekli tedbirler alinmali midir?

Toplumun gelisimi adina, yiiksek performansl yapay zeka iireten sirketlerin
kisisel bilgileri istedikleri gibi kullanmalarina izin verilmeli midir?

Yapay zeka nedeniyle bir sorun ortaya c¢ikarsa, yapay zekayr olusturan
gelistirici mi sorumlu tutulmalidir?

Yapay zeka sonucunda bir sorun ortaya ¢ikarsa, iiriinii satin alan miisteri

sorumlu degildir.



17. Yapay zekadan kaynakli herhangi bir sorun ortaya ¢ikarsa, bu durumdan kimin
sorumlu tutulacagini belirlemek zordur. Bu nedenle, bu durumun bedelini
kimin ve nasil ddeyecegi hakkinda toplumsal bir mutabakat olmasi gerekli

midir?

Bu arastirma sorulari, is hayatindaki bireylerin YZ teknolojilerine yonelik etik
algilarini, mahremiyet endiselerini ve sorumluluk algilarini derinlemesine incelemeyi
amaclamaktadir. Calisma, YZ'nin toplumsal ve bireysel diizeydeki etkilerini anlamak
ve bu teknolojilerin daha etik bir ¢ercevede gelistirilmesi igin gerekli politikalarin ve

stratejilerin belirlenmesine katki saglamak amaciyla kapsamli bir analiz sunmaktadir.

1.4 Calismanin Onemi

Endiistri 4.0 ve yapay zeka (YZ) teknolojilerinin hizla gelismesi, yalnizca
endistriyel stirecleri degil, ayn1 zamanda toplumsal yapilar1 ve etik normlar1 da
derinden etkilemektedir. Bu teknolojilerin yayginlagsmasi, karar alma siireglerinde
seffaflik ve hesap verebilirlik gibi temel etik ilkelerin nasil korunacagina dair ciddi
sorular ortaya c¢ikarmaktadir. Bu c¢alismanin 6nemi, YZ'nin karar siireglerinde
karsilagilan etik ikilemleri ve bu ikilemlerin is hayatindaki bireyler tarafindan nasil
algilandigin1  ortaya koyarak, bu konudaki bilgi boslugunu doldurmay:
hedeflemesinden kaynaklanmaktadir.

YZ teknolojilerinin kisisel veri toplama ve isleme yetenekleri, mahremiyet
ihlalleri ve veri giivenligi risklerini artirmaktadir. Bu ¢alisma, is hayatindaki bireylerin
bu konulardaki endiselerini ve beklentilerini analiz ederek, mahremiyetin korunmasi
ve veri gilivenliginin saglanmasi1 konusunda 6nemli bilgiler sunacaktir. Bu veriler,
YZ'nin etik ve glivenli kullanimimi tesvik edecek politikalarin ve uygulamalarin

gelistirilmesine katki saglayacaktir.

Ayrica, YZ'nin Onyargili veya ayrimci kararlar verebilme potansiyeli,
toplumsal esitlik ve adalet acisindan ciddi sorunlara yol agabilir. Bu ¢aligmanin
bulgulari, YZ teknolojilerinin daha adil ve kapsayici bir sekilde gelistirilmesi igin
gereken Onlemler ve stratejiler hakkinda degerli bilgiler sunarak, toplumsal esitligi

saglamaya yonelik 6nemli katkilar saglayacaktir.



Farkli demografik gruplarin YZ ve etik konusundaki algilar1 ve tutumlari,
YZ'nin toplumsal kabulii ve etkileri agisindan biiylik 6nem tagimaktadir. Bu ¢alisma,
yas, cinsiyet, egitim diizeyi ve meslek gibi demografik degiskenlerin YZ
teknolojilerine yonelik etik algilar tizerindeki etkisini inceleyerek, bu konudaki
farkliliklart ortaya koyacaktir. Bu veriler, YZ'nin daha genis bir kabul gérmesi ve

toplumun her kesimi tarafindan benimsenmesi igin yol gosterici olacaktir.

YZ teknolojilerinin etik kullannomin1 saglamak amaciyla gelistirilecek
politikalar ve diizenlemeler, bu ¢alismanin bulgulart dogrultusunda sekillendirilebilir.
Calisma, politika yapicilar i¢in yol gosterici olacak ve YZ'nin diizenlenmesi ve
denetlenmesi siirecine 6nemli katkilar saglayacaktir. Ayn1 zamanda, YZ'nin etik
kullanim1 konusunda bireylerin ve toplumun genelinde farkindalik yaratmak, bu
teknolojilerin daha giivenli ve sorumlu bir sekilde kullanilmasini tesvik edecektir.
Son olarak, YZ teknolojilerinin neden oldugu sorunlarda sorumlulugun kimde olmast
gerektigi konusu, hukuki ve etik a¢idan 6nemli bir meseledir. Bu ¢alisma, YZ'nin
sorumluluk ve hesap verebilirlik ilkeleri ¢ercevesinde daha giivenilir bir sekilde
kullanilmasini tesvik edecek onerilerde bulunarak, YZ teknolojilerinin toplumun her
kesimi i¢in daha gilivenli ve siirdiiriilebilir bir sekilde gelistirilmesine yardimci
olacaktir. Bu baglamda, calisma, YZ teknolojilerinin etik boyutlarini derinlemesine
inceleyerek, gelecekteki aragtirmalar ve uygulamalar i¢in 6nemli bir referans noktasi

olusturacaktir.

1.5 Tanimlar

Endiistri 4.0: Endiistri 4.0, tiretim siireclerinde dijital teknolojilerin ve otomasyonun
ileri diizeyde entegrasyonunu ifade eder. Bu doniisiim, internet of things (nesnelerin
interneti), biiyiikk veri analizi, yapay zeka ve siber fiziksel sistemler gibi ileri
teknolojilerin kullanimini igerir. Endiistri 4.0'in temel hedefleri arasinda iiretim
siireclerini daha esnek, verimli ve Ozellestirilmis hale getirerek rekabet giiciinii

artirmak yer alir.

Yapay Zeka (YZ): Yapay zeka, bilgisayar sistemlerinin insan benzeri zeka gosterme

yetenegini ifade eder. Yapay zeka teknolojileri genellikle veri analizi, 6riintii tanima,



Ogrenme ve karar verme gibi karmagsik gorevleri yerine getirir. Makine 6grenimi ve

derin 6grenme yontemleri, yapay zekanin temel algoritmalarini olusturur.

Etik: Etik, dogru ve yanlis arasindaki degerlendirmeleri ve bu degerlendirmelere
dayali olarak hareket etme yontemlerini inceleyen felsefi bir disiplindir. Yapay zeka
ve teknoloji baglaminda, etik sorunlar genellikle adalet, mahremiyet, hesap
verebilirlik, toplumsal etki ve insan haklar1 gibi konular1 kapsar. Yapay zeka
teknolojilerinin  gelistirilmesi ve uygulanmasinda etik ilkelerin gdzetilmesi,

teknolojinin toplumsal kabuliinii ve giivenilirligini artirmak i¢in kritik neme sahiptir.



Boliim 2

2.1 Endiistriyel Devrimlerin Gelisimi

Sanayi devrimi sadece ekonomik ve ticari yapiy1 degistirmemis, insan hayatini
derinden etkileyen kavramlar olusturmustur (Bloem vd., 2014: 12). Sanayi devrimi ile
ilgili ilk olarak verimlilik agisindan 6nemli gelismeler kaydedilmis, buhar ve su giicii
kullanilmaya baslanmis, fabrikalar giic kazanmis, i¢ten patlamali motorlar ve
elektrigin seri tiretime dahil olmasiyla 1970’lerde makinelesmistir. Ardindan tiretimde
mekanik ve elektronik teknolojiler dijital teknolojilere doniiserek elektronik ve bilisim
teknolojileri (BT) iiretime entegre edilmistir (RiiBmann vd., 2015: 54). Endiistriyel
gelisimler ekonomik faaliyetlere biiylik katkilar saglamakla birlikte dijital ve yapay
zeka iretim kanallart gelisen teknolojiyi biiyiik 6l¢iide destekler nitelikte olmustur.
Teknolojik tiretim kanallar1 rekabet giicli ve ekonomik biiylimenin ne denli dnemli
olduguna vurgu yaparak lilkeler aras1 teknolojik gelismelerin yakindan takip edilmesi
ve bu teknolojik gelismelere nasil adapte olunmasi gerektigi yoniine dikkat
cekmektedir (Kog ve Teker, 2019: 305). Bu konular dogrultusunda endiistriyel
inkilaplar, bulunduklar1 zaman diliminde toplumlar1 ve bireylerin yasam bigimlerini,
aliskinliklarin1  kokten degistiren yenilik¢i bir tutuma ortam hazirlamaktadir

(Kravchenko ve Kaiymenko, 2019: 122).

2.2 Endiistri Devrimi Kronolojisi

Sanayi devrimine 151k tutan degisim, gelisim ve yenilikler bir kronolojik siraya
gore karsimiza ¢ikmakta olup her inkilap siireci igerisinde yeni buluslar, teknolojik
gelismeler yer almaktadir. Aydinlanma ¢agi olarak nitelendirilen 18. ve 19. yiizyillarda
akilci diisiince bi¢cimini 6n yargilardan, degismez kabul edilen tutumlardan arindirarak
bilgiye yonelik kabul géren diislinsel gelisim 6n plana ¢ikmaya baslamistir. Maddenin
yap1 taglari, matematik ve evrim alanindaki gelismelerle birlikte Ingiltere’de
kronometrelerin kullanilmasi, gemilerin denizlerde boylam problemi olarak bilinen
sorununu ¢ozmiistiir. Bu ve benzeri gelismeler sanayi devriminin temellerine vurgu

yapmaktadir. (Baser, 2011: 18). Endiistri inkilab1 ¢esitli buluslarin ortaya ¢ikmasiyla
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kendisini belli etmeye baglamistir. Ornegin; 1786 yilinda Galvani tarafindan elektrik

akiminin bulunmasi, 1799 yilinda Volta tarafindan ilk bataryanin bulunmasi ve

Endustri 1.0°’dan Endustri 4.0’a ’%

1760-1840 1840-1950 1950-2011 2011+

Su ve buhar giicli Elektrik enerjisi Uretimi dahafazla Siber fiziksel yapilar;
yardimiylamekanik yardimiylaimalatta ~ otomatiklestiren fiziksel diinyanin
tretim tesislerin is bélimuve seri elektronik sistem sensorlersanal bilgi
ortaya gikmasi uretiminortaya PLC kullanimi islem diinyasina
Uretiminfabrikalara cikmasi baglanmasi-
taginmasi Akilli Fabrikalar

1800’1 yillarda elektrolizin kesfi ile 1s1 ve enerji arasindaki iligki ortaya ¢ikmis sanayi

devrimlerinin temelleri olusmaya baglamistir. (Baser, 2011: 48)

Sekil 1. Enduistri 1.0’dan Endiistri 4.0’a Kronoloji (Dogan,2021)

2.2.1 Birinci sanayi devrimi (Endiistri 1.0). Endiistri 1.0, sanayi devriminin
baslangicini temsil eden, insan giiciine dayali, el is¢iligi ve mekanik gii¢ kullaniminin
ortaya ¢iktig1 donemdi ifade etmektedir. Bu donem genellikle 18. yiizyilin sonundan
19. yiizyilin ortalarina kadar uzanan bir zaman dilimini kapsamaktadir. (Mohajan,

2019a: 378).

Endiistri 1.0"n karakteristik 6zellikleri arasinda tarim toplumunun yerini alarak
fabrikalarda seri tiretimin baslamasi, buhar giiciiniin ve makine kullaniminin artmasi,
su ve buhar giiciiyle calisan makinelerin gelistirilmesi ve demiryolu ulagiminin
yayginlasmas1 yer almaktadir. Insan giiciiniin yerini makinelesme almis ve bu da

tiretkenligi biiyiik l¢iide artirmistir (Kog ve Teker, 2019: 305).

Endiistri 1.0 teknolojik ilerlemelerin liretim siireclerine biiyiik etkisi oldugu bir
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donem olarak goriilmektedir. Uretimde kullanilan makinelerin ve fabrikalarin ortaya
cikmasiyla birlikte, isgiicli daha dnce goriilmemis bir sekilde 6rgiitlenmis ve verimlilik
artmistir. Bu donemdeki gelismeler endiistriyel iiretimi ve ekonomik biiylimeyi
hizlandirmusg, toplumsal ve ekonomik degisimlere neden olmustur (Bairoch ve Velen,
1966: 49).

Temel olarak sanayilesme siirecinin ilk evresi olan bu donem, tarim
toplumundan endiistriyel topluma gecisi ve makinelesmeyi vurgulamaktadir. Bu
donem, iretim tekniklerinde ve toplumsal iliskilerde koklii degisikliklere isaret

ederken, insanligin endiistriyel ¢aga gec¢isinin 6nemli bir kilometre tas1 olmustur.

2.2.2 ikinci sanayi devrimi ( Endiistri 2.0). 1860 ve 1914 tarih araligin
kapsayan ikinci endiistri devrimi {retim siireglerindeki otomasyonun ve
elektrifikasyonun artt1ig1 bir donem olarak tanimlanabilmektedir. icten yanmali motor,
elektrik, petrol, kimya endiistrisi gibi buluslarin ortaya ¢ikmasinin yani sira telefon,

telgraf ve radyo gibi kitle iletisim teknolojileri de bu donemde giindeme gelmeye

baslamistir (Gordon, 2000: 49; Rifkin, 2016: 9).

Endiistri 2.0'm 6zellikleri arasinda elektrik enerjisinin kullaniminin artmasi,
iletisim teknolojilerindeki gelismeler ve iretim makinelerinin daha sofistike hale
gelmesi yer almaktadir. Bu donemde fabrikalarda kullanilan makineler daha otomatik
ve verimli hale gelmistir. Insan giicii yerine makinelerin kullanim iiretim siireglerinde
hizli ve siirekli bir tiretimi miimkiin kilmistir. Elektrik enerjisi ise fabrikalarin enerji
ihtiyaglarmi karsilamis ve tretimdeki esnekligi artirmistir. Elektrifikasyon, buhar
giiclinlin yerini almis ve daha esnek, verimli ve temiz bir enerji kaynagi saglamistir.
Otomasyon ise fabrika siireclerinde insan miidahalesini azaltarak {retkenligi

artirmistir (B. Mrugalska vd,2017).

Endiistri 2.0 ayn1 zamanda iletisim ve ulagim alaninda da onemli ilerlemelere
sahne olmustur. iletisim teknolojilerindeki gelismeler, telgraf, telefon ve radyo gibi
yeniliklerin ortaya ¢ikmasini saglamistir (Gordon, 2000: 49; Rifkin, 2016: 9). Bu da

iletisim stireglerini hizlandirmis ve kiiresel etkilesimi artirmistir. Ulasim alaninda ise
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icten yanmal1 motorlarin kullanimiyla otomobillerin ve ugaklarin yayginlagmasi daha
hizli ve etkili bir ulagim saglamistir. Bu donemde ortaya ¢ikan yeni teknolojiler,
ekonomik biiyiimeyi hizlandirmis ve endiistriyel sektorlerin gelismesine katkida

bulunmustur (Mokyr, 1999: 219).

2.2.3 Uciincii sanayi devrimi (Endiistri 3.0). Endiistriyel devrimler gelisime
ve degisime agik olan toplumlarda kendisinden bir dnceki endiistriyel devrimin
hazirladig1 alt yapi ile temellerini olusturmustur. (Ozdogan, 2017: 24). Bilgisayar
teknolojisinin sanayide kullanimai ile yeni bir donemin baslangici olmus ve insan giicii
azalarak bilgisayar teknolojisiyle liretim hizi artmistir (Kog ve Teker, 2019: 305).
Sanayiciler ve iireticiler bilgisayar teknolojisi ve dijital ekipmanlari tiretim i¢in yaygin
bir sekilde kullanmaya baslamis ve islerini kolaylastirmistir. Bu dijital tiretimler
sayesinde iireticiler daha biiyiik Ol¢iide iiretim hacmi yakalayip bunlar piyasaya
sunabilmektedir (Troxler, 2013: 2). Ugiincii sanayi devrimi i¢in énemli olan bir diger
husus yenilebilir enerjinin ortaya ¢ikmast olmustur. Fosil yakitlardan uzaklagilarak
yenilebilir enerji ve temiz enerji kaynaklarina gecis saglanmaya calisilmistir. Bu
durum {iretimi ve ekonomiyi olumlu yonde etkileyen teknolojik gelismelere yol

acmustir (Ritkin, 2008: 27).

Endiistri 3.0 i¢in su temel Ozellikler ve teknolojik gelismeler 6n plana

cikmaktadir;

Dijital Doniistim: Endiistri 3.0, isletmelerin ve endiistrilerin dijital teknolojileri
benimsemesi ve entegre etmesiyle karakterizedir. Bu donemde, bilgisayarlar, internet,
otomasyon sistemleri, biiyiik veri analitigi, yapay zek4, nesnelerin interneti gibi dijital
araclar ve teknolojiler yaygin olarak kullanilmaktadir. Bu teknolojiler, iiretim
stireglerini daha verimli, esnek ve akilli hale getirirken, is modellerini degistirmekte

ve rekabet avantaji saglamaktadir. (Brooks, & McCormack, 2020).

Nesnelerin Interneti (IoT): Endiistri 3.0 doneminde IoT kavrami biiyiik bir
oneme sahiptir. IoT, fiziksel nesnelerin birbirleriyle ve internet {izerinden iletigim

kurabildigi bir ag: ifade etmektedir. Uretim ekipmanlari, sensorler, cihazlar ve diger
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nesneler birbirleriyle baglantihidir ve gergek zamanli veri paylasgimi ve analizi
saglamaktadir. Bu da tiretim siireglerinin daha verimli, izlenebilir ve 6ngoriilebilir hale

gelmesini saglamaktadir (Canbay ve Demircioglu, 2021: 109).

Yapay Zeka ve Otomasyon: Endiistri 3.0 doneminde yapay zeka ve otomasyon
teknolojileri biiyilik bir ilerleme kaydetmistir. Yapay zeka, makinelerin insan benzeri
zekd yeteneklerini simiile etmesine olanak tanimistir. Bu donemde, yapay zeka
teknikleri tiretim siireglerine entegre edilirken, otomasyon sistemleri tekrarlayan ve
rutin igleri otomatik hale getirmistir. Bu sayede isletmeler verimliliklerini artirirken,
hatalar1 azaltmis ve daha hizli kararlar alabilmistir. Endiistri 3.0 donemi, dijital
teknolojilerin is diinyasinda ve endiistriyel faaliyetlerde koklii degisimlere yol agtigi

bir donem olmustur (Atalay,M,2017).

2.2.4 Dordiincii sanayi devrimi (Endiistri 4.0). Endiistri 4.0 "Ddrdiincii
Endiistriyel Devrim" olarak da bilinen, dijital teknolojilerin 6n plana ¢iktigs,
endiistriyel siireclerin tamamen dijitallestigi ve bilisim teknolojilerinin hizla ilerledigi
bir evreyi ifade etmektedir. Endiistri 4.0 2010'lu yillardan giliniimiize kadar uzanan,
dijital teknolojilerin endiistriyel siireglere derinlemesine entegre oldugu, biiyiik veri,
yapay zeka, nesnelerin interneti gibi teknolojilerin yaygin olarak kullanildigi bir
donemi kapsamaktadir. (Canbay ve Demircioglu, 2021: 109) Bu dénemde, iiretim
siirecleri daha akilli, esnek, verimli ve 6zerk hale gelirken, isletmelerin de rekabet

avantaji elde etmesini saglamistir.

Endiistri 4.0 diger endiistri donemlerinden farkli olarak dijital teknolojilerin
daha yogun kullanildign bir asamadir. Ozellikle siber-fiziksel sistemlerin ortaya
¢ikmasi, fiziksel diinyanin dijitallesmesini ve ger¢cek zamanl bilgi akisini miimkiin
kilmaktadir. Biiyiik veri analitigi ve yapay zeka sayesinde, bu bilgiler degerli bilgilere
dontistiiriilerek daha iyi kararlar alinabilmektedir. (Canbay ve Demircioglu, 2021:

109).

Nesnelerin interneti ve kablosuz iletisim teknolojileri, endiistriyel

ekipmanlarin birbirleriyle ve isletme sistemleriyle baglantili olmasini saglamaktadir.
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Bu sayede iiretim siirecleri daha iyi izlenebilmekte, yonetilebilmekte ve optimize
edilebilmektedir. Ayn1 zamanda makine 6grenimi ve yapay zeka algoritmalariyla
sistemlerin kendini gelistirmesi ve adaptasyon saglamasi miimkiin hale gelmektedir

(Sogiit ve Erdem, 2017).

Endiistri 4.0 donemi isletmelere daha yiiksek verimlilik, daha iyi iiriin kalitesi,
daha hizli ve esnek iiretim siirecgleri, enerji tasarrufu, siirdiiriilebilirlik ve miisteri
ihtiyaglarina daha iyi yanit verebilme gibi avantajlar sunmaktadir. Bu déneme uyum
saglayan isletmeler rekabet¢ci bir konum elde ederken, is slireclerini yeniden
sekillendirerek biiylime ve yenilik¢ilik potansiyellerini artirabilmektedir (Sogiit ve
Erdem, 2017).

2.3 Endiistri 4.0 Teknoloji Bilesenleri.

Endiistri 4.0, tiretim siireglerinde dijitallesme ve akilli sistemlerin kullanimini

igeren bir kavram olarak ifade edilebilmektedir.

ENDUSTRI 4.0 @iy

Py

; i)
¢ \=2)
S =)

Bulut Bilisim

Sekil 2. Endiistri 4.0 Bilesenleri

Bu kavramin temelinde, bir¢cok farkli teknoloji bileseni bulunmaktadir.

Asagida, Endiistri 4.0 teknoloji bilesenleri siralanmaistir:
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2.3.1 Nesnelerin interneti (10T). Internete bagl olan fiziksel cihazlarin
birbirleriyle iletisim kurarak, veri toplama ve paylasma iglemlerini ger¢eklestirdigi bir
teknoloji alan: olarak ifade edilmektedir (Sogiit ve Erdem, 2017). IoT, sensorler, veri
depolama sistemleri, kablosuz iletisim teknolojileri gibi bir¢ok farkli teknoloji
bileseninin bir araya gelmesi ile olusmaktadir. Endiistri 4.0 kapsaminda, IoT
teknolojisi iiretim siireglerinin dijitallesmesinde ve akilli hale getirilmesinde biiyiik bir
rol oynamaktadir. Endiistriyel loT, {iretim siirecindeki cihazlarin internete baglanmasi
ve birbirleriyle iletisim kurmasiyla gergek zamanli veri akisi saglamaktadir. Bu veriler,
tiretim stlirecindeki hatalar1 tespit etmek, tretim kapasitesini artirmak, enerji

verimliligini artirmak ve {iriin kalitesini iyilestirmek i¢in kullanilabilmektedir.

Ornegin, bir fabrikadaki makinelerin IoT sensérleri ile donatilmasi, makine
arizalarinin  6nceden tespit edilmesine ve Onleyici bakim yapilmasina olanak
tanimaktadir. Bu sayede, makine arizalarinin neden oldugu duraksamalar minimize
edilerek, tiretim verimliligi artirilabilmektedir. Ayrica, miisterilerin iiriinlerle ilgili geri
bildirimleri, IoT sensorleri ile toplanarak {iriin tasariminin ve {iretiminin
tyilestirilmesine katki saglayabilmektedir. IoT teknolojisi, sadece endiistriyel alanda
degil, tiiketici urtinleri gibi diger alanlarda da kullanilmaktadir. Akilli ev cihazlari,
saglik takip sistemleri, araglar vb. bircok farkli alanda IoT teknolojisi

uygulanmaktadir.
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Sekil 3. Lojistik Tasimacilik Takip Sistemi (Taliaferro,2019)

Sekil 3’de goriildiigi tizere lojistik sektorii iirlin ve hizmetin bir yerden bir yere
transferini saglarken cesitli teknolojileri de i¢inde barindirmaktadir. Sicaklik, nem gibi
degerlerin Ol¢iilmesi, bunlarin internet baglantisiyla depolanmasi ve anlik olarak
takibinin saglanmasi bize nesnelerin internetini aciklamaktadir. Ayni sekilde soforiin
giivenli siirlis tekniklerinin takibi de yine nesnelerin interneti ile saglanmaktadir. Ani
hizlanma veya fren yapma durumlari, siiriis becerisine gore yakit tiiketimi vb. veriler
de bulut sistemler iizerinde depolanip insan eli degmeden, veri iiretimi ve aktarimi
saglamaktadir. Nesnelerin interneti 6zelliklerini barindiran bir lojistik tagimacilik takip
sisteminde bilgiler sorunsuz bir bigimde depolanip dogru bir bicimde aktarilarak bir

dongii yaratmaktadir (Taliaferro vd., 2019: 3-4).

2.3.2 Biiyiik veri analitigi. Biiyilk Veri Analitigi, biiylik olgekte verilerin
toplanmasi, islenmesi, analiz edilmesi ve anlaml bilgilere doniistiiriilmesi islemlerini
kapsayan bir teknoloji alanidir. Giliniimiizde internet ve dijital teknolojilerin
yayginlagmasi ile verilerin hacmi ve gesitliligi de biiylik 6l¢iide artmistir. Bu nedenle,

veri igsleme ve analiz etme yontemleri de geleneksel yontemlerden farklilagmis ve
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biiyiik veri analitigi gibi yeni teknolojiler ortaya ¢ikmistir. Biiyiik veri analitigi,
verilerin iglenmesi ve analiz edilmesi i¢in gerekli olan donanim, yazilim ve veri tabani
sistemleri gibi birgok farkli bilesenin bir araya gelmesi ile olusmaktadir. Verilerin
bliylik olmasi, 6l¢limlenmesinde zorlanilmasi ve analizinin gii¢ olmasi biiyiik veri
teknolojisi ile ¢oziilmiistiir. (Schonberger ve Cukier 25). Biiylik veri analitigi, farkli

sektorlerde bir¢ok farkli amag i¢in kullanilmaktadir.

Ornegin; Google, Amazon, Facebook gibi teknoloji sirketleri devasa bir verinin
depolanmasini saglamaktadir. Depoladiklari bu verilerden kendileri sorumludur ve bu
verileri korumak, giivenligini saglamak zorundadirlar. Bu firmalar kendileri igin
gelistirdikleri teknolojileri agik kaynak kodlu yazilimlar ile saglamaktadir. (Cackett
14). Endiistri 4.0 kapsaminda biiyiilk veri analitigi, liretim siire¢lerinin optimize
edilmesi ve verimliligin artirilmast i¢in de kullanilmaktadir. Biiyiik veri analitigi
sayesinde, liretim siirecindeki veriler toplanarak, tiretim hatalarinin tespit edilmesi,
ariza slirelerinin  minimize edilmesi ve iretim kapasitesinin artirilmasi
saglanabilmektedir. Ayrica, {riinlerin kalitesinin 1iyilestirilmesi ve miisteri

memnuniyetinin artiritlmasi i¢in de biiyiik veri analitigi kullanilabilmektedir.

2.3.3 Endiistriyel internet. Endiistriyel internet tiiretim endiistrisindeki
makineler, sistemler, cihazlar ve sensorler arasindaki iletisimi ve veri paylasimin
saglayan bir sistemdir. Endiistriyel internet, insanlarin dogrudan miidahale etmeden,
fiziki olarak veri girisi ve yonlendirme yapmadan, makinelerin kendi aralarinda veri
aligverisi yaptig1 ag ortamlaridir ( Faruk A, 25-27 Eyiil 2014.) Endiistriyel internet
sayesinde fabrika ve iiretim tesisleri daha akilli hale getirilerek daha verimli, giivenli
ve siirdiiriilebilir bir {iretim yapist olusturulmustur. Endiistriyel internetin temel

bilesenleri sensorler, cihazlar, veri analitigi yazilimlari, yapay zeka ve bulut bilisimdir.

Sensorler, makine ve cihazlardan gelen verileri toplayarak iletisim aglarina
aktarmaktadir. (Aris vd., 2015). Veri analitigi yazilimlari, toplanan verileri analiz
ederek ve anlamli bilgiye doniistiirerek, iiretim siirecindeki problemleri ¢6zmek i¢in
ongoriiler saglamaktadir. Yapay zeka ve makine 6grenimi teknolojileri, verileri analiz
ederek makine ve sistemlerin daha akilli hale gelmesine yardime1 olmaktadir. Bulut

bilisim ise verilerin toplanmasi, depolanmasi ve paylasimi i¢in bir platform
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saglamaktadir. Endiistriyel internet, iiretim siireglerinde verimlilik, kalite ve giivenligi
artirirken, bakim maliyetlerini ve isletme maliyetlerini azaltmaktadir. Bunun yani sira,
isletmelerin ¢evresel siirdiiriilebilirligi de artirabilmektedir. Endiistriyel internet
sayesinde, iiretim siireclerinin daha akilli, esnek ve hizli hale gelmesiyle, isletmeler

rekabet avantaji elde edebilmektedir.

2.3.4 Sanal gerceklik (SG) ve artirllmus gerceklik (AG). Sanal gergeklik
(SG) ve artirllmis gerceklik (AG) teknolojileri, son yillarda hizla geliserek birgok
alanda kullanilmaya baslanmistir. SG teknolojisi, kullanicinin tamamen sanal bir
ortamda bulunmasini saglarken, AG teknolojisi gercek diinya ile sanal diinya arasinda
bir koprii gorevi gorerek gercek diinyayr zenginlestirmektedir (Steffen et al., 2019, s.
688). Sanal gerceklik teknolojisi 6zellikle egitim, saglik, turizm ve oyun gibi alanlarda
yaygin olarak kullanilmaktadir. (Kaleci, Tepe ve Tiiziin, 2017, s. 670). Egitim
alaninda, 6grencilere sanal laboratuvarlar ve deneyler sunularak daha interaktif ve
etkilesimli bir 6grenme deneyimi saglanmaktadir. Saglik alaninda ise cerrahi
simiilasyonlar ve terapi uygulamalar1 i¢in kullanilmaktadir. Artirilmis gergeklik
teknolojisi ise perakende, eglence ve turizm gibi alanlarda kullanilmaktadir. Perakende
sektorliinde miisterilere trlinlerin gercek boyutunu ve detaylarini gostermek icin
kullanilirken, turizm sektoriinde ise turistlere tarihi mekanlar1 veya dogal giizellikleri

kesfetme imkan1 sunmaktadir.

Omek olarak Google Glass, Microsoft HoloLens fiirettikleri iiriinler ile
bilinmektedir (Katell, Dechesne, Koops & Meessen, 2019, s. 278--280). Ancak, her
iki teknolojinin de baz1 dezavantajlar1 bulunmaktadir. Sanal gergeklik teknolojisinin
birgok saglik sorununa sebebiyet verebilecegi ve kullanicilarinin gercek diinyay:
tamamen unutmasina neden olabilecegi disiiniilmektedir. Artirllmis gergeklik
teknolojisinde ise gercek diinya nesnelerinin iizerine yerlestirilen sanal 6gelerin bazen
gercek¢i  olmamasi ve kullanicilarin  dikkatini  dagitmast  gibi  sorunlarla

karsilagilabilmektedir.

Sonug olarak, sanal gerceklik ve artirilmis gergeklik teknolojilerinin pek ¢ok

alanda kullanilabilecek potansiyeli olmakla birlikte hala gelistirilmeye ve
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tyilestirilmeye ihtiya¢ duyulan bir¢ok yonii bulunmaktadir.

2.3.5 Bulut bilisim. Bulut bilisim, bilgisayar hizmetlerinin internet {izerinden
sunuldugu bir modeldir. Geleneksel bilgisayar altyapisinin aksine bulut bilisimde
kullanicilar, ihtiya¢ duyduklar1 kaynaklara erigsmek i¢in kendi bilgisayar donanimlarini
kullanmak zorunda degil, bunun yerine bir bulut hizmet saglayicisinin sunucularini
kullanarak kaynaklara erisebilmektedir. (Cark, 2019). Bulut bilisimde, kullanicilar
genellikle bir web tarayicisi veya uygulama iizerinden buluta baglanarak talep ettikleri
hizmetlere erismektedir. Bu hizmetler arasinda veri depolama, hesaplama giicii, ag
hizmetleri, veri tabani1 yonetimi, yazilim gelistirme platformlar1 ve hatta yapay zeka

hizmetleri bulunmaktadir.

Bulut bilisimi ¢ekici kilan birka¢ 6nemli avantaji bulunmaktadir. ilk olarak
kullanicilar donanim ve altyap1 yatirimlari yapmak zorunda olmadigi i¢in maliyetler
diismektedir. Bunun yani sira kullanicilar talebe gore kaynak kullanimim
dlgeklendirebilmektedir. Thtiyag arttikca veya azaldikca kaynaklar esnek bir sekilde
ayarlanabilmektedir. Bulut bilisimin bir baska avantaji da is siirekliligini saglama
kabiliyetidir. Veriler ve uygulamalar bulutta saklandigi i¢in fiziksel cihazlarin hasar
gérmesi, kaybolmasi vb. gibi beklenmedik durumlarda bile verilere ve hizmetlere
erisim devam edilebilmektedir. Ancak bulut bilisimi kullanirken bazi1 endiseler de
dikkate alinmalidir. Bunlar arasinda giivenlik, veri gizliligi, hizmet kesintileri ve veri
tagiabilirligi gibi konular bulunmaktadir. Bu nedenle, kullanicilar giivenilir bulut
hizmet saglayicilarin1 se¢gmeli, verileri i¢in sifreleme ve yedekleme gibi giivenlik
onlemleri almali ve hizmet seviyesi anlagsmalarin1 dikkatlice incelemelidir (Arslan,
2018).

Sonu¢ olarak bulut bilisim, kullanicilarin internet {lizerinden bilgisayar
kaynaklarina erisim sagladigi, maliyet tasarrufu, esneklik ve is siirekliligi gibi
avantajlar sunan bir modeldir. Ancak giivenlik ve diger endiseler goz Oniinde

bulundurularak dogru bir sekilde uygulanmalidir.

2.3.6 3D baski. 3D baski, bir bilgisayar modelinin {i¢ boyutlu bir nesne haline
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getirilmesi stirecidir. Bu siire¢ bir nesnenin tasariminin, bilgisayar destekli tasarim
(CAD) yazilimi kullanilarak yapilmasiyla baslamaktadir. Daha sonra bu tasarim bir
3D baski cihazina  gonderilerek  nesnenin  katman  katman  {iretimi
gergeklestirilmektedir. 3D baski teknolojisi, ¢ok sayida endiistriyel uygulama igin
kullanilabilmektedir. Ornegin, otomotiv endiistrisinde yedek pargalarm hizli bir
sekilde tretilmesine yardimei olabilmektedir. Saglik sektdriinde insan organlarinin
veya protezlerin iiretiminde kullanilabilmekte, ayrica tasarim prototipleri iiretmek i¢in
de kullanilabilmektedir. (Karagdéz M. 311-317, (2016). 3D baski teknolojisi, iiretim
stireclerini hizlandirarak iretim maliyetlerini azaltmaktadir. Ayrica, 6zellestirilmis
tirtinlerin {iretimine olanak tanimakta ve iirlin tasariminda daha fazla yaraticilik
saglamaktadir. Bununla birlikte hala baz1 smirlamalar1 bulunmaktadir. Ornegin, bask1
boyutu ve malzeme se¢imi gibi faktorler, {iretim siirecinde sinirlamalara neden

olabilmektedir.

2.3.7 Akilh fabrikalar. Akilli fabrikalar, geleneksel iiretim yontemlerinden
farkli olarak dijital teknolojilerin ve otomasyonun yogun bir sekilde kullanildig:
fabrikalar1 ifade eder. Bu fabrikalar, ileri diizeyde baglantili cihazlar, sensorler, yapay
zeka ve biiyiik veri analitigi gibi teknolojileri kullanarak iiretim siire¢lerini optimize
etmektedir. Akill1 fabrikalarin temel hedefi, tiretimde verimlilik, kalite ve esneklik
artist saglamaktir. (Yildiz, 2018:551). Bu fabrikalarda iiretim ekipmanlar1 ve
sistemleri dijital aglar izerinden birbirleriyle ve fabrika yonetim sistemleriyle iletisim
kurabilmektedir. Bu sayede ger¢ek zamanli veri aligverisi, kontrol ve izleme
saglanmaktadir. Uretim siirecleri daha akilli hale gelerek hatalarin tespiti ve
diizeltilmesi daha hizli gerceklesmektedir. Akilli fabrikalar, biiyiik veri analitigi
sayesinde Uretim siireclerindeki verileri toplayarak ve analiz ederek degerli bilgiler
elde etmektedir. Bu veriler, iiretim siireglerinin daha iyi izlenmesini, hatalarin 6nceden
tahmin edilmesini ve enerji kullaniminin optimize edilmesini saglamaktadir. Ayrica,
yapay zekd ve otomasyon teknolojileriyle iiretim siire¢leri daha akilli bir sekilde
yonetilerek verimliligin artmasmi ve insan hatalarinin minimize edilmesini
saglamaktadir. (Al¢in, 2016 ). Akilli fabrikalar ayrica esnek iiretim yeteneklerine
sahiptir. Uretim hatlar1 hizli bir sekilde yeniden yapilandirilabilmekte ve farkli
tirlinlerin {iretimine uyum saglayabilmektedir. Bu da miisteri taleplerine hizli yanit

verilmesini ve iiretim siireclerinin optimize edilmesini saglamaktadir.
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Sonug olarak, akilli fabrikalar, dijital teknolojilerin ve otomasyonun entegre
edildigi, verimlilik, kalite, esneklik ve siirdiriilebilirlik gibi hedeflerin
gergeklestirildigi modern iiretim tesisleridir. Bu fabrikalar, endiistrinin doniistimiinde
onemli bir rol oynamaktadir ve gelecekte iiretim siireglerinde daha yaygin bir sekilde

goriilecegi ongoriilmektedir.

2.3.8 Siber giivenlik. Siber giivenlik, bilgisayar sistemlerini, aglar1 ve dijital
verileri potansiyel tehditlere karsi koruma amaci tasimaktadir (Solms ve Niekerk,
2013). Bu tehditler arasinda bilgisayar korsanlar1, kotii niyetli yazilimlar, veri hirsizlari
ve diger saldirganlar yer almaktadir. Siber giivenlik, giivenlik politikalarinin
belirlenmesi, tehdit ve risk analizinin yapilmasi, ag ve bilgisayar gilivenliginin
saglanmasi, veri giivenliginin korunmasi ve egitim/farkindalik ¢aligmalarinin

yiirlitiilmesini icermektedir.

Giivenlik politikalari, bir kurulusun veya sistem sahibinin belirledigi giivenlik
hedeflerini ve kurallarini ifade etmektedir. Bu politikalar risk yonetimi stratejileri ve

uygulamalar1 gibi unsurlari igermektedir Kahyaoglu ve Caliyurt (2018).

Tehdit ve risk analizi, mevcut ve potansiyel tehditleri ve riskleri
degerlendirmektedir. Bu analiz, saldir1 yontemleri, saldirganlarin motivasyonlar1 ve
sistemdeki zayif noktalar1 icermektedir. Risk analizi, tehditlerin etkilerini ve
olasiliklarint degerlendirerek risk yonetimi stratejilerinin olusturulmasina yardime1

olmaktadir. Yilmaz ve Sagiroglu (2013)

Ag giivenligi, bilgisayar aglarini tehditlere karsi koruma amacini tagimaktadir.
Bu, ag trafiginin izlenmesi, giivenlik duvarlar1 ve ag erisim kontrolleri gibi teknik
onlemlerin alinmasi, giivenlik aciklarmin diizeltilmesi, yetkilendirme ve kimlik

dogrulama mekanizmalarinin kullanilmasini icermektedir (Sahin 2005).

Bilgisayar giivenligi, bireysel bilgisayar sistemlerini ve yazilimlarini tehditlere

karst koruma amacim1 tasimaktadir. Bu, giicli parolalarin  kullanilmast,
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giincellemelerin diizenli olarak yapilmasi, antivirlis programlarinin kullanilmasi ve
kotii amacgh yazilimlarin tespit edilmesi ve temizlenmesi gibi 6nlemleri icermektedir.

(Unal ve Ergen, 2018:199-200)

Veri giivenligi, dijital verilerin gizliligini, biitiinliigiinii ve erisilebilirligini
saglama amacini tagimaktadir. Bu, verilerin sifrelenmesi, yetkilendirme kontrolleri,
veri yedeklemeleri, veri sizintilarinin Onlenmesi ve veri kurtarma planlarinin

olusturulmasi gibi 6nlemleri igermektedir. (Tekerek, M., & Tekerek, A. (2013).

Siber giivenlik, teknolojik gelismelerle birlikte siirekli olarak evrim gegirmekte
ve yeni tehditler ortaya c¢ikmaktadir. Bu nedenle giivenlik uzmanlarinin giincel
bilgilere ve yeteneklere sahip olmalar1 6nemlidir. Arastirma, egitim ve is birligi gibi
akademik caligmalar, siber giivenlik alanindaki bilgi birikimini artirmakta ve daha

etkili ¢oziimlerin gelistirilmesine katki saglamaktadir. Daricili, A.B. (2017).

Sonug olarak, akademik diizlemde siber giivenlik, bilgisayar sistemlerini ve
dijital verileri korumak i¢in politikalar, analiz yontemleri, teknik 6nlemler ve egitim
calismalarinin bir biitiiniidiir. Bu alanda yapilan arastirmalar, giivenlik teknolojilerinin
gelistirilmesine, glivenlik agiklarinin tespit edilmesine ve risk yonetimi stratejilerinin
olusturulmasina katki saglamaktadir. Siber giivenlik, bilgi teknolojilerinin giivenli bir
sekilde kullanilmasimi saglayarak, gilivenli ve gilivenilir bir dijital ortamin

olusturulmasina katkida bulunur. Daricili, A.B. (2017).

2.4 Dijital Teknolojiler

Dijital doniisiim teknolojileri, isletmelerin is yapis bigimlerini, {irlin ve
hizmetlerini, miisteri iliskilerini, tedarik zincirlerini ve is siire¢lerini dijital teknolojiler
ile yeniden sekillendirdigi bir siirectir. Bu teknolojiler, isletmelerin verimliliklerini
artirirken ayn1 zamanda daha hizli, esnek ve miisteri odakli hale gelmelerine de olanak
saglamistir (Brooks, & McCormack, 2020). Dijital doniisiim teknolojileri arasinda

yapay zeka, biiyiik veri analitigi, nesnelerin interneti, bulut bilisim, sanal gerceklik,
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artirllmig gergeklik, blok zinciri ve robotik otomasyon gibi teknolojiler yer almaktadir.
Bu teknolojilerin kullanimi, isletmelerin daha iyi miisteri deneyimi sunmalarina,
liretim siireclerini optimize etmelerine, maliyetleri azaltmalarina ve hizli karar verme
siirecleri olusturmalarina yardimci olmaktadir. Ayrica, isletmelerin rekabet giiciini
artirirken, daha siirdiiriilebilir is modelleri olugturmalarina da olanak saglamaktadir

(De Carolis vd., 2017).

2.4.1 Blockchain teknolojisi. Blockchain teknolojisi, dagitik defter teknolojisi
olarak da bilinmekte ve finansal islemlerden saglik sektoriine, lojistikten oy verme
sistemlerine kadar birgok alanda kullanilabilen bir veri yonetim ve giivenligi
teknolojisi olarak ifade edilmektedir. Temel olarak blockchain, herhangi bir merkezi
otoriteye veya aractya ihtiya¢ duymadan, tlim katilimcilarin esit olarak kontrol ettigi,
giivenli ve degistirilemez bir dijital defterdir (Chang vd., 2020:2). Bu teknoloji, islem
verilerini blok adi verilen birimler halinde gruplandirarak zincirleme bir yap1
olusturmaktadir (Cheng ve Huang, 2019:64). Her blok, 6nceki blokla baglantilidir ve
her biri bir 6nceki blogun verilerini ve islem kayitlarini barindirmaktadir. Bu sayede,
bir blokta yapilan degisiklik, tiim zinciri etkilemekte ve herkes tarafindan fark
edilmektedir. Bunun yani sira blockchain teknolojisi, akilli sézlesmeler adi verilen,
otomatik olarak yiiriitiilebilen ve takip edilebilen sézlesmeler olusturulmasini da
miimkiin kilmaktadir. Bu sayede bir sdzlesmenin kosullarinin yerine getirilip
getirilmedigi, taraflar arasindaki anlasmazliklarin nasil ¢oziilecegi gibi konular,

otomatik olarak belirlenen kurallar dogrultusunda islemis olmaktadir. (Pal vd., 2021:4)

Blockchain teknolojisi, Bitcoin'in ortaya ¢ikisi ile popiiler hale gelmis olsa da
giinlimiizde birgok farkli alanda kullanilmaktadir ve gelecekte de kullanim alam

giderek genisleyecektir.

2.4.2 Metaverse. Metaverse, sanal ve gergek diinyalarin birlestirilmesiyle
olusan, herkesin erigebildigi ve etkilesim kurabildigi bir dijital evreni ifade etmektedir.
Metaverse, genellikle sanal gerceklik, artirilmig gergeklik ve diger dijital teknolojilerin
birlestirilmesiyle olusmaktadir. Metaverse'de kullanicilar, avatarlar1 araciligiyla diger

kullanicilarla etkilesimde bulunabilmekte, sanal diinyalar1 kesfedebilmekte, ticaret
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yapabilmekte ve hatta ¢alisabilmektedir Kang (2021, s. 1263)

Bu platform tizerinde kullanicilar gergek hayattaki sosyal aktiviteleri de dijital
ortama tastyabilmektedir. Ornegin, sanal bir konsere katilabilmekte, sanal bir tiyatro
oyunu izleyebilmekte veya sanal bir arkadaglik uygulamasi araciligiyla insanlarla

tanigabilmektedir (Jeon, 2021).

Metaverse teknolojisi, sanal gergeklik ve artirilmis gerceklik teknolojilerindeki
gelismelerle birlikte hizla biiyiimektedir. Ozellikle pandemi nedeniyle dijital diinya ile
gercek diinya arasindaki sinirlarin belirsizlesmesi, Metaverse gibi teknolojilerin daha
da yayginlasmasma neden olmustur. Kang (2021, s. 1263) Ilerleyen yillarda
MetaVerse diinyas1t daha da geliserek, hayatin bircok alaninda kullanilabilir hale
gelebilir. Ornegin, egitim, turizm, saglik gibi alanlarda da kullanilabilecek olan
MetaVerse teknolojisi, hayatimizi kolaylastiracak birgok yenilik sunabilir. (Karyagdi
ve Yildiz, 2021).

Ancak bu teknolojilerin beraberinde bazi etik ve giivenlik sorunlar1 da

beraberinde getirdigi unutulmamalhidir. (Yiksel, 2015: s. 11-13).

2.4.2.1 Metaverse diinyast bilesenleri. Metaverse diinyasi, sanal gergeklik,
artirllmis gergeklik ve diger dijital teknolojilerin birlesiminden olusan bir platformdur.

Bu bilesenler;

> Sanal Diinya: insanlarm 3D avatarlarmi kullanarak etkilesim kurabilecekleri
tamamen dijital bir diinyay1 ifade etmektedir. Bu diinya, dnceden tasarlanmis
mekanlar veya kullanicilarin kendi olusturdugu alanlar gibi farkli bolgelerden
olugmaktadir. (Lee, Braud, Zhou, Wang, Xu, Lin & Hui, 2021; Nevelsteen,
2018)

» Artirllmis Gergeklik: Gergek diinyada fiziksel nesnelerin iizerine yerlestirilen
dijital katmanlardir. Bu teknoloji, akilli telefonlar ve diger cihazlar araciligiyla

gercek zamanli olarak kullanicilara sunulmaktadir. (Chiu, 2021

» Sanal Gerg¢eklik: Kullanicilara tamamen sanal bir diinya sunan teknolojidir.
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Sanal gerceklik basliklar gibi 6zel cihazlar araciligiyla kullanicilarin gergek
diinyayla olan baglantilar1 kesilerek tamamen dijital bir deneyim
yasamaktadirlar. (Dionisio, Burns, & Gilbert, 2013; Dionisio, III, & Gilbert,
2013; Sparkes, 2021).

» Blok Zinciri: Bu teknoloji, kullanicilarin dijital varliklart ve islemleri i¢in
giivenli ve seffaf bir kayit saglamaktadir. Blok zincirleri, 6zellikle kripto para
birimleri ve diger dijital varliklar i¢in kullanilmaktadir. (Senkardes, 2021:155)

» Yapay Zeka: Metaverse diinyasinda yapay zeka, kullanicilara daha
kisisellestirilmis bir deneyim sunmak i¢in kullanilabilmektedir. Ornegin, bir
kullanicinin dijital avatari, yapay zekad algoritmalarimi kullanarak gercek

diinyadaki kullanicinin davraniglarini taklit edebilir. (Chiu, 2021)

2.4.2.2 Metaverse diinyasi katmanlari. Metaverse diinyas: katmanlari, farkli
islevlere sahip bir¢ok bileseni igermektedir. Amerikali yazar Jon Radoff metaverse

evrenini 7 katmanda agiklamaktadir.

» 1.Katman: Metaverse'in temelinde fiziksel diinya yer almaktadir. Gergek
diinyada var olan nesneler, mekanlar ve insanlar metaverse ile etkilesime
girebilmektedir. Ger¢ek hayatta bir sinema salonundaki koltuk secimimiz
izleyecegimiz filmin atmosferini degistirebilirken, sanal ortamda ekrana olan
uzakligimiz her agidan aymi olacagindan koltuk sirasinin bir Onemi

olmayacaktir. (Kriptoradar, 2023).

» 2. Katman: Metaverse'in islemesi ve kullanicilarin etkilesimde bulunabilmesi
icin gerekli olan teknolojik altyapiy1 saglamaktadir. Bu katman, sunucular,

aglar ve iletisim protokolleri gibi bilesenleri igermektedir. (Kriptoradar, 2023)

» 3. Katman: Sanal diinyalar, metaverse'in merkezinde yer almaktadir. 3D
grafikler, artirilmis gerceklik veya sanal gergeklik teknolojileri kullanilarak
olusturulan dijital ortamlardan olusmaktadir. Kullanicilar, sanal diinyalarda
etkilesimde bulunabilmekte, etkinliklere katilabilmekte ve deneyimler

yasayabilmektedir. (Kriptoradar, 2023)

» 4. Katman: Metaverse'de kullanicilar, kendilerini temsil etmek i¢in avatarlar
olusturarak sanal diinyalarda kimliklerini yonetebilmektedir. Avatarlar,

kullanicilarin diger kullanicilarla etkilesim kurmalarini ve metaverse iginde
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kendilerini ifade etmelerini saglamaktadir. (Kriptoradar, 2023)

» 5.Katman: Metaverse, kullanicilarin birbirleriyle etkilesimde
bulunabilecekleri sosyal bir ortam sunmaktadir. Kullanicilar arkadaslariyla,
topluluklarla veya diger kullanicilarla etkilesim kurabilmekte, sohbet

edebilmekte ve isbirligi yapabilmektedir. (Kriptoradar, 2023)

» 6.Katman:  Metaverse icginde ekonomik  aktivite ve ticaret
gerceklesebilmektedir. Kullanicilar, sanal diinyalarda dijital varliklar alip
satabilmekte, sanal miilkiyetlere sahip olabilmekte ve sanal ekonomik

faaliyetlerde bulunabilmektedir. (Kriptoradar, 2023)

» 7. Katman: Metaverse'in giivenligi ve etik kullanimi biiylik 6nem
tagimaktadir. Bu katman, kullanicilarin gizlilik haklarinin korunmasi, sanal
diinyalarda hile ve kotliye kullanimin 6nlenmesi, kullanicilarin giivenliginin
saglanmasi ve etik standartlarin uygulanmasiyla ilgili konular1 kapsamaktadir.

(Kriptoradar, 2023)

2.4.3 Deep fake. Deepfake, yapay zeka (Y Z) teknolojileri kullanilarak iiretilen,
gercek olmayan video, ses veya resimleri ifade etmektedir. Bu teknoloji, 6zellikle
video manipiilasyonunda kullanilmakta ve bir kiginin yiiziinii baska bir kisinin yiiziiyle
degistirmek, bir kisinin agzini ve hareketlerini taklit etmek gibi bir¢ok amag i¢in
kullanilabilmektedir. (Siekierski, 2019, s.1). Deepfake teknolojisi, genellikle derin
Ogrenme ve yapay sinir aglari kullanarak ¢alismaktadir. Bu teknoloji, belirli bir kiginin
goriintlilerinin ~ ve  videolarinin  taranmasit ve analiz edilmesi yoluyla
olusturulabilmektedir. Bu veriler daha sonra, bir bagka kisinin yiizline yerlestirilerek
orijinal goriintiiden farkli bir goriintii elde edilmektedir. Deepfake teknolojisi, belirli
bir kisinin sesini ve mimiklerini taklit etmek i¢in kullanilabildigi gibi, siyasi liderlerin
ya da {linlii isimlerin sdylemedikleri seyleri sdylemis gibi gostermek gibi kotii niyetli
amaclar i¢in de kullanilabilir. Bu da, derin sahte videolarin ne denli etik sorunlar
yaratabilecegi ve insanlarin ger¢ekligin ne olduguna dair siipheye diismelerine neden

olabilecegi anlamina gelmektedir. (Black vd., 2018: 2)

2.4.4 Robot siire¢c otomasyonu (RSO). Robotik siire¢ otomasyonu (RSO), is

stireclerinin otomatiklestirilmesinde kullanilan bir teknolojidir. RSO, yazilim robotlari
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veya ‘"botlar" araciligiyla tekrar eden ve standartlastirilabilir  gorevleri
gerceklestirmektedir. Bu robotlar, programlama ve komutlarla yonlendirilen dnceden
tamimlanmis is akislarimi takip ederek is siireglerini yiiriitmektedir. RSO'nun temel
amaci, insan kaynakli hatalar1 azaltmak, siireclerin verimliligini artirmak ve
maliyetleri diistirmektir. (Gupta U, 1-32, 2019.) RSO, 1is siireclerinin
otomatiklestirilmesi yoluyla insanlarin tekrarlayan ve diisiik degerli gorevlerden
kurtulmasini saglamakta, boylece onlarin daha stratejik ve deger yaratan faaliyetlere
odaklanmasima imkan tanimaktadir. RSO, genellikle kullanici arayiizlerine erisim
saglayarak, veri girisi yaparak, veri transferi gergeklestirerek ve belge isleme gibi rutin
isleri gerceklestirerek calismaktadir. Botlar, 6nceden tanimlanmig kurallar1 takip
ederek gorevleri gerceklestirmekte ve bazi durumlarda yapay zeka ve makine 6grenimi

tekniklerini kullanarak karmasik gorevleri yerine getirmektedir. Willcocks vd., (2015).

Ayrica, organizasyonlarin maliyetleri diisiirmesine ve miisteri hizmetlerini
iyilestirmesine yardimci olmaktadir. Bununla birlikte, RSO'nun etkili bir sekilde
uygulanmasi i¢in is siireclerinin analiz edilmesi, robotik otomasyonun stratejik bir
sekilde entegre edilmesi ve uygun veri giivenligi dnlemlerinin alinmasi gibi faktorlerin

dikkate alinmas1 gerekmektedir. (Prov, 2018)

2.4.5 Yapay zeka (YZ) ve makine 6grenimi (MQO). Yapay zeka (YA) ve
makine Ogrenmesi (MO), Dbilgisayar sistemlerinin  karmagik  gorevleri

gerceklestirebilme yetenegini saglayan alanlardir.

» Yapay Zeka (YA): Yapay zeka, bilgisayar sistemlerinin insan benzeri zeka ve
diistinme yeteneklerini taklit etmeye calisan bir disiplindir. Bu sistemler, dil
isleme, goriintii ve ses tanima, problem ¢dzme, karar verme ve 6grenme gibi
alanlarda insan benzeri yetenekler sergileyebilir. Yapay zeka, sembolik
yaklasimlar, mantiksal ¢ikarim, uzman sistemler, dogal dil isleme ve yapay
sinir aglar1 gibi bircok yontem ve teknik icerir. Bu teknolojiler sayesinde,
bilgisayarlar belirli gorevleri gergeklestirebilme, karmasik verileri analiz etme

ve problem ¢6zme yetenegi kazanabilir. (Atalay, M 2017).

> Makine Ogrenmesi (MO): Makine Ogrenmesi, bilgisayar sistemlerinin

deneyim ve veri yoluyla kendilerini gelistirme ve Ogrenme yeteneklerini
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kazanmalarini saglayan bir yapay zeka alt alanidir. MO, bir algoritmanin, veri
tizerindeki desenleri ve iligkileri otomatik olarak tanimasini ve anlamasini
saglar. Bu siirecte, makine 6grenmesi algoritmalari, biiyiik miktardaki veriye
dayali olarak model veya tahminler olusturur.( Ratner, B,2000). Veri setleri
lizerinde egitim yaparak, algoritmalar, deneyimlerden 6grenme saglar ve
gelecekteki verilere dayanarak tahminler yapabilir. Makine 0Ogrenmesi
algoritmalari, gozetimli, gozetimsiz ve takviyeli Ogrenme gibi farkl

yaklasimlar1 kullanabilir.

Yapay zekd ve makine 0grenmesi birbirini tamamlayan alanlardir. Makine
Ogrenmesi, yapay zekd uygulamalarinda veriye dayali 6grenme saglamak igin
kullanilir. Yapay zeka ise, makine Ogrenmesi tekniklerini ve diger yapay zeka
yontemlerini kullanarak daha genis bir zekd ve problem ¢6zme yetenegi hedefler.
Yapay zekd ve makine 6grenmesi, bircok sektorde kullanilmakta ve otomasyon,
tahmin analizi, dogal dil isleme, goriintii ve ses tanima gibi bir¢ok uygulama alaninda

biiyiik ilerlemeler saglamaktadir.

2.4.6 Otonom araclar. Otonom araclar, insan miidahalesi olmaksizin kendi
kendine hareket edebilen araglardir. Bu araglar, gelismis teknolojileri kullanarak
cevrelerini algilar, kararlar alir ve hareket eder. Otonom araclar, cesitli sensorler,
yapay zeka ve biligsel sistemler, haritalama ve konumlandirma teknolojileri ile kontrol
ve hareket sistemlerini icermektedir. Sensorler, aracin etrafindaki nesneleri algilamak
ve anlamak i¢in kullanilmaktadir. Kameralar, radarlar, lidarlar ve ultrasonik sensorler
vb. ¢evresel kosullar1 tespit ederek aracin giivenli bir sekilde hareket etmesini

saglamaktadir. Grush, B. (2016)

Yapay zeka ve biligsel sistemler, derin 6grenme, makine 6grenimi ve veri analitigi
gibi teknikler aracin karmasik verilerini isleyerek cevresel kosullari anlamasini ve

giivenli siiriis kararlar1 almasini saglamaktadir.

Haritalama ve konumlandirma teknolojileri, aracin konumunu ve cevresindeki

nesnelerin konumunu belirlemek i¢in kullanilmaktadir. GPS, hibrit konumlandirma
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sistemleri, haritalar ve yol aglar1 gibi unsurlar, aracin dogru bir sekilde yol almasini ve

cevresel degisikliklere uyum iginde olmasini saglamaktadir. (Knight, W)

Kontrol ve hareket sistemleri, aracin almman Kkararlar1 fiziksel harekete
dontistiirmesini saglamaktadir. Bu sistemler, aracin hizini, yoniinii ve manevra

kabiliyetini kontrol ederek giivenli bir sekilde hareket etmesini saglamaktadir.

Otonom araglar, giivenlik ve etik meseleleri de dikkate almaktadir. Giivenlik
Onlemleri, aracin siber saldirilara kars1 korunmasini ve veri gizliliginin saglanmasini
icermektedir. Etik meseleler ise otonom aracglarin karsilasabilecegi ahlaki ve sosyal
sorumluluklar1 igermektedir. Ornegin, kaza durumunda hangi kararlarin alinmasi
gerektigi gibi. Otonom araglar, gelecekteki ulagim alaninda biiyiik bir potansiyele
sahiptir. Siirliciilerin is ylkiinii azaltabilir, trafik kazalarii ve trafik sikisikligini
Onleyebilir, enerji verimliligini artirabilir ve daha etkili bir ulagim sistemine katkida
bulunabilir. Lawson, S., (2018), Bununla birlikte, otonom araglarin yayginlasmasi i¢in
teknolojik, yasal, giivenlik ve kabul edilme gibi bir¢ok zorlugun asilmasi
gerekmektedir. Teknolojik olarak otonom araglar i¢in daha gelismis sensorler, yapay
zeka algoritmalari ve iletisim sistemleri {izerinde ¢alismalar devam etmektedir. Bunun
yani sira otonom araglarin gilivenligi ve veri gizliligi gibi konularda daha saglam

¢ozlimler bulunmasi gerekmektedir.

2.4.8 Sesli asistanlar. Sesli asistanlar, akademik olarak "voice assistants™ olarak
da bilinir ve kullanicinin sesli komutlarini algilayarak ¢esitli gorevleri yerine getirmek
i¢in tasarlanmis yapay zeka tabanli sistemlerdir. Bu sistemler dogal dil isleme, makine
O0grenimi ve konusma tanima teknolojilerini kullanarak kullanicinin konusmalarini
anlar, yorumlar ve uygun yanitlar iretir. Sesli asistanlarin temel 6zellikleri ve isleyis

prensipleri sunlardir:

» Ses Algillama: Sesli asistanlar, kullanicilarin sesli komutlarini algilamak igin
mikrofon kullanmaktadir. Bu mikrofonlar, kullanici konusmalarini
cevresinden ayirt edebilmek i¢in giiriiltii azaltma ve ses analizi tekniklerini

kullanmaktadir.

> Dogal Dil Isleme: Sesli asistanlar, dogal dil isleme teknikleri kullanarak
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kullanicinin konusmasin1 anlamaktadir. Bu teknikler, metinden konusmaya
dontistiirme, kelime diizeyinde anlam ¢ikarma, dilbilgisi analizi ve anlamsal
yorumlama gibi siiregleri i¢cermektedir. (Pennington, Socher ve Manning,
2014).

> Makine Ogrenimi: Sesli asistanlar, makine 6grenimi tekniklerini kullanarak
kullaniciya en uygun yanitlar tiretmektedir. Bu, biiyiik veri kiimeleri iizerinde
egitim yapmayr ve kullanicinin tercihlerini, davranislarini ve Onceden

belirlenmis talimatlar1 6grenmeyi icermektedir.

> Yamt Uretimi: Sesli asistanlar, kullanicinin konusmalarmi anladiktan sonra
uygun yanitlar1 tiretmektedir. Bu yanitlar kullanicinin taleplerini yerine
getirmek, bilgi saglamak, takvim etkinliklerini planlamak, hava durumu bilgisi
sunmak veya mizik c¢almak gibi c¢esitli gorevleri yerine getirmek igin

programlanmaktadir.

» Entegrasyon ve Uygulama: Sesli asistanlar, diger uygulamalar ve hizmetlerle
entegre olarak galisabilmektedir. Ornegin, akilli ev sistemleriyle iletisim
kurabilir, miizik akis1 saglayicilarina erisebilir veya hava durumu hizmetlerini

entegre edebilmektedir.

Sesli asistanlar, giinlik yasamda kullanicilara kolaylik, hizli erisim ve
kisisellestirilmis deneyimler sunmak icin tasarlanmustir. Ilerleyen teknolojiler ve
aragtirmalar, sesli asistanlarin daha karmagsik gorevleri yerine getirebilme
yeteneklerini gelistirmeye, daha dogal ve etkilesimli bir kullanic1 deneyimi saglamaya

odaklanmaktadir.

2.5 Yapay Zeka

Yapay zeka teorisi, bilgisayarlarin insan zekasina benzer sekilde diisiinebilmesi
ve Ogrenebilmesi igin algoritmalar ve modeller gelistirme siirecidir. Yapay zeka,
bilgisayarlarin karar verme, problem ¢ézme, dil isleme, 6grenme ve algilama gibi
insan benzeri yetenekleri gerceklestirmesi igin tasarlanmistir. (Pirim, 2006, s.81)
Yapay zeka teorisi, veri analizi, makine 6grenmesi, dogal dil isleme, yapay sinir aglari,

derin 6grenme, genetik algoritmalar, bulanik mantik ve uzman sistemler gibi bir¢cok
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alt alan1 igermektedir. Bu teknolojilerin kullanimi yapay zekd uygulamalarinin
geligtirilmesine ve isletmelerin operasyonel verimliligini artirmasina olanak
tanimaktadir. Yapay zeka teorisi gelecekte insansiz araglar, robotlar, kisisellestirilmis
dijital yardimcilar, saglik teknolojileri, finansal hizmetler, iiretim ve lojistik alanlar

gibi bir¢ok sektorde biiyiik potansiyel tasimaktadir.

25.1 Yapay zekd kullamim metodlar.. Yapay zeka (YZ) birgcok farkli

kullanim alanina sahiptir. Baz1 yaygin kullanim metotlart sunlardir:

» Smiflandirma: Bir veri noktasini belirli bir kategoriye veya sinifa atayan bir
yapay zekd metodudur. Ornegin, bir e-postay1 spam veya spam olmayan olarak
smiflandirmak  veya  bir  gorlintiideki  nesneleri  tanimak  i¢in

kullanilabilmektedir. (Karim, A vd.2019)

» Regresyon: Bir bagimli degiskenin bir veya daha fazla bagimsiz degiskene
bagl olarak tahmin edilmesi i¢in kullanilan bir yontemdir. Ornegin, bir evin
fiyatin1 belirli 6zelliklere dayanarak tahmin etmek veya bir iirlinlin satisini
gelecekteki faktorlere gore tahmin etmek i¢in kullanilabilmektedir. (Nam &

Schaefer, 1995).

> Dogal Dil isleme: insan dilini anlama ve isleme yetenegine sahip yapay zeka
tekniklerini iceren bir alandir. Bu yontem, metin analizi, metin siniflandirma,
duygu analizi veya dil g¢evirisi gibi gorevlerde kullanilabilmektedir (Sahin

2013:80).

> Giiclendirme Ogrenme: Bir yapay ajanm belirli bir ¢evrede deneyimler
araciligiyla 6grenmesini saglayan bir yontemdir. Ajan, cevreyle etkilesim
kurarak belirli bir hedefe yonelik en iyi aksiyonlar1 6grenmektedir. Ornegin,
bir robotun bir oyunu oynamayi Ogrenmesi veya bir otomobilin siiriis
becerilerini gelistirmesi i¢in kullanilabilmektedir. (Pancorbo Crespo et al.,

2019).

Bu yontemler, yapay zekanin farkli alanlarda kullanimini saglamak ve ¢esitli
problemleri ¢6zmek icin kullanilan temel araglardir. Elbette her bir yontemin

Ozellikleri, kullanim alanlar1 ve uygulanabilecegi durumlar degisebilmektedir.
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2.6 Yapay Zeka ve Etik

Yapay zeka ve etik arasindaki iligki, yapay zeka teknolojisinin insanlik i¢in
yararlt olmasini ve zarar verici olmamasini saglamak i¢in 6nemlidir. Etik kurallar,
yapay zeka sistemlerinin tasarimi, gelistirilmesi, kullanimi ve sonuglarina karar
verirken dikkate alinmasi gereken ahlaki ve sosyal sorumluluklara odaklanmaktadir.
(Ersoy, 2018: 146) Yapay zeka teknolojilerinin etik agidan kullanimi, insanlarin
ozgurliikleri, 6zerklikleri, gizlilikleri, esitlikleri ve haklar1 agisindan diigiintilmelidir.
Ayrica yapay zeka teknolojileri, yasalara uygun olarak kullanilmali ve insanlarin
giivenligi ve sagligina zarar vermemelidir. Bunun yani sira, yapay zeka sistemlerinin
onyargili veya haksiz sonuglar iiretmesini engellemek icin esitlik, adalet ve cesitlilik
prensipleri de etik agidan 6nemlidir. Yapay zeka sistemlerinin gelistirilmesinde ve
kullaniminda etik ve sosyal sorumluluklar, her zaman teknolojik gelismelerin dnceligi

olmalidir.

2.6.1 Etik nedir? Etik, felsefenin ahlaki degerleri, dogru ve yanlisin
temellerini inceleyen dalidir. Bu disiplin, bireylerin ve toplumlarin ahlaki degerleri
anlamalarini ve bu degerlere uygun olarak hareket etmelerini saglamay1 amaglar. Etik,
ahlaki diislinceyi, degerleri ve normlar1 analiz ederken, bireylerin, kurumlarin ve

toplumlarin eylemlerini degerlendirme ve yonlendirme amacini tagir. (Obuz, 2009:2).

Etik, bireylerin, kurumlarin ve toplumlarin ahlaki sorumluluklarini, dogru ve
yanlig arasindaki ayrimi, iyi ve kotii davranig bigimlerini inceleyerek bu kavramlar
anlamanin ve dogru kararlar almanin bir yolunu sunar. Etik, genellikle normatif bir
yaklasim benimseyerek, ideal davraniglar1 ve ahlaki standartlar1 belirleme

cabasindadir. (Takis, 1998: 5)

Ahlaki diisiince, etik diisiinceyi besleyen temel bir 6gedir ve bu diislince
genellikle felsefi, dini, kiiltiirel ve sosyal baglamlarda sekillenir. Etik, bireylerin bu
cesitli baglamlarda edindikleri degerleri analiz eder ve bu degerlerin genel bir etik

cerceve iginde nasil degerlendirilebilecegini inceler. (Ozkalp ve Kirel, 2011:230).

Etik, genelde normatif etik, metaetik ve uygulamali etik olmak iizere ii¢ ana

33



kategoriye ayrilir. Normatif etik, dogru ve yanlisin genel prensiplerini belirlemeye
odaklanirken, (Pieper, a.g.e., s. 224) metaetik, ahlaki ifadelerin dogasin1 ve bu
ifadelerin nasil anlasilmas1 gerektigini inceleyerek daha soyut bir diizeyde konumlanir.
(Cevizei, a.g.e., s.18)Uygulamali etik ise etik prensipleri ve kurallarin somut

durumlara nasil uygulanacagini aragtirir. (Agaoglu ve Selvi, 2008: 91).

Etik, ahlaki sorumluluklar, adalet, diiriistliik, iyilik, kotiiliik, 6zgtirliik ve insan
haklar1 gibi temel kavramlar lizerinde derinlemesine diislince yiiriitiir. Ayn1 zamanda,
etik, bireylerin, kurumlarin ve toplumlarin karsilastigi etik sorunlara ¢6ziim bulma
cabasini igerir. Etik, bu baglamda, bireylerin yasamlar1 boyunca karsilastiklar: ahlaki

sorunlarla basa ¢ikabilmeleri i¢in kilavuzluk eden bir disiplindir. (Aydin, 2001: 6)

2.6.2 Yapay zeka ve etik iliskisi. Yapay zeka ve etik arasindaki iliski,
giiniimiizdeki teknolojik gelismelerle birlikte giderek 6nem kazanmis bir konudur. Bu
baglamda, yapay zeka sistemlerinin gelistirilmesi, uygulanmasi ve kullanilmasi
stireclerinde ortaya ¢ikan etik meseleler, felsefi, sosyal ve teknolojik acidan

incelenmektedir.

Yapay zeka, bilgisayar sistemlerinin veri analizi, 6grenme ve problem ¢dzme
yeteneklerini benimseyerek insan benzeri zeka performansi gosteren teknolojik
sistemleri ifade eder. Bu sistemler, karar alma, 6zerklik ve veri isleme yetenekleriyle
birlikte bir dizi etik konuyu beraberinde getirmektedir. Yapay zeka etigi, bu
teknolojilerin  gelistirilmesi ve kullanilmas: sirasinda ortaya ¢ikan ahlaki
sorumluluklar1 ve etik standartlar1 inceleyen bir alan olarak ortaya ¢ikmistir. (Pirim,
2006).

Yapay zeka ve etik arasindaki temel baglanti noktalarindan biri, bu
teknolojilerin insan yasamina etkileridir. Otomasyon, karar alma siireclerindeki
otonomi ve kisisel veri kullanimi gibi konular, bireylerin gizliligi, 6zgiirliigii ve
giivenligi acisindan etik sorunlar ortaya cikarmaktadir. Bu noktada, yapay zeka
sistemlerinin tasariminda ve kullaniminda etik prensiplerine uygunluk saglamak 6nem
kazanmaktadir. Bunun yamn sira, yapay zeka tarafindan alinan kararlarin seffafligi ve

hesap verebilirligi, etik acidan onemli bir husustur. Yapay zeka sistemlerinin karar
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alma stirecgleri genellikle karmasik ve anlasilmasi zor oldugundan, bu sistemlerin
kullanicilarina ve topluma karsi sorumluluklart vurgulanmaktadir. Bu baglamda,
adalet, tarafsizlik ve kullanicilarin haklar1 gibi konular etik tartismalarin merkezine

yerlesmektedir. (Schwab, 2016 s.109).

Yapay zeka ve etik iligkisinde bir diger 6nemli mesele de toplumsal etkilerdir.
Bu teknolojilerin yaygin kullanimu, is diinyasi, egitim, saglik ve giivenlik gibi birgok
sektorde onemli degisikliklere neden olabilir. Bu degisikliklerin toplumun farkli
kesimlerine esit bir sekilde dagitilip dagitilmadigi, sosyal esitsizliklerin artmasina
veya azalmasina neden olup olmadigi gibi konular, etik agidan incelenmesi gereken

hususlardir.

Sonu¢ olarak, yapay zeka ve etik iliskisi, teknolojinin gelisiminde etik
standartlarin belirlenmesi ve siirdiiriilmesi i¢in 6nemli bir alan olugturmaktadir. Bu
baglamda, yapay zeka etigi, teknolojinin insan yasamina etkilerini olumlu yonde
yonlendirmek, toplumun degerlerini yansitmak ve teknolojinin siirdiiriilebilir ve etik

bir sekilde gelismesini saglamak amaciyla siirekli olarak evrilmektedir.

2.6.3 Yapay zekd ve etik ilkeleri. Yapay zekd teknolojisi giderek
yayginlasirken, etik sorunlar da beraberinde gelmektedir. Bu nedenle yapay zeka etik
ilkelerinin belirlenmesi ve uygulanmasi son derece 6nemlidir. Bazi temel yapay zeka

etik ilkeleri sunlardir:

» Yardimseverlik ilkesi: Yapay zekd yardimseverlik ilkesi, yapay zeka
sistemlerinin toplum yararina kullanilmasi ve insanlara yardimci olmasi
gerektigini ifade etmektedir. Bu ilke yapay zekanin, insanlarin ihtiyaclarina
odaklanmasi, toplumun cikarlarint gézetmesi ve insan refahini artirmayi
hedeflemesini amaglamaktadir. Yapay zeka teknolojilerinin giivenligi,
gizliligi, sosyal adaleti desteklemesi ve toplumsal esitlige katki saglamasi
onemli unsurlardir. Ayn1 zamanda, yapay zekanin insan merkezli olmasi ve
insan sagligi, giivenligi, adaleti gibi degerleri gozetmesi gerekmektedir. Bu
ilke, yapay zekanin pozitif etkilerini maksimize etmek ve insanligin faydasina

kullanmak amaciyla ortaya ¢ikmistir. (Floridi ve digerleri, 2018).

» Zararsizlik ilkesi: Yapay zeka zararsizlik ilkesi, yapay zeka sistemlerinin
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insanlara ve ¢evreye zarar vermemesi gerektigini vurgulayan bir etik
prensiptir. Bu ilke yapay zekanin giivenlik, risk yonetimi ve sorumluluk gibi
konular1 gozetmesini amaglamaktadir. (Floridi ve digerleri, 2018) Yapay
zekanin kullanimiyla ilgili potansiyel risklerin belirlenmesi ve bu risklerin
yonetilmesi Onemli bir etkendir. Zararsizlik ilkesi ayrica yapay zeka
sistemlerinin etkilerinin degerlendirilmesini ve sorumlulugunun belirlenmesini
de icermektedir. Yapay zeka teknolojilerinin kullanimiyla ortaya ¢ikabilecek
olumsuz sonuglar1 6ngérmek, onlemek ve diizeltmek i¢in gerekli adimlar
atilmahidir. Buna, etik degerlere uygunluk, seffaflik ve hesap verilebilirlik
ilkelerinin benimsenmesi de dahildir. (Sarwate & Chaudhuri, 2013; Smith ve
digerleri, 2017; Tramer & Boneh, 2019). Yapay zekd zararsizlik ilkesi,
teknolojinin topluma giivenli ve sorumluluk sahibi bir sekilde hizmet etmesini

saglamayi amaglamaktadir.

Ozerklik ilkesi: Yapay zekd ozerklik ilkesi, yapay zeka sistemlerinin
kendiliginden hareket edebilme ve karar alma yetenegine sahip olmasi
gerektigini vurgulayan bir etik prensiptir. Bu ilke, yapay zekanin belirli bir
diizeyde bagimsizlik kazanmasi ve insan miidahalesine ihtiya¢ duymadan
kararlar verebilmesi anlamina gelmektedir. Yapay zekanin 6zerklik ilkesi,
karmagik gorevleri gerceklestirme, veri analizi yapma, problem ¢ézme veya
karar verme gibi yeteneklerini kullanarak bagimsiz olarak galisabilmesini
hedeflemektedir. Bu, yapay zekanin daha hizli ve etkili kararlar alabilmesini,
bliylik miktarda veriyi analiz edebilmesini ve karmasik sorunlari ¢6zebilmesini
saglamaktadir. (JD Lee & See, 2004; Schindler & Thomas, 1993) Ancak 6zerk
yapay zeka sistemlerinin etik ve hukuki sorunlar1 da beraberinde getirebilecegi
unutulmamahidir. Ozerk yapay zeka sistemleri, yanlis kararlar verebilir,
Onyargili sonuclar {iretebilir veya insan degerlerine aykiri kararlar alabilir. Bu
nedenle, yapay zeka sistemlerinin etik kurallara uymasi, insan denetimi altinda
olmas1 ve hesap verebilir olmas1 onemlidir. Yapay zekd oOzerklik ilkesi,
teknolojinin gelismesi ve inovasyonun tesvik edilmesiyle birlikte, toplumun
giivenligi, adaleti ve insan refah1 gibi Onemli degerleri de gozetmeyi

hedeflemektedir.

Adalet Ilkesi: Yapay zeka sistemleri, 1rk, cinsiyet, din, etnisite veya diger

ayrime1 faktorlere dayali olarak insanlar1 ayrimciliga tabi tutmamalidir. Yapay
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zeka algoritmalari, toplumdaki farkli gruplar ve bireyleri adil bir sekilde temsil
etmeli ve herkesin esit bir sekilde firsatlara ve kaynaklara erigimini
saglamalidir. (Floridi & Cowls, 2019). Adalet ilkesi, yapay zekanin egitim
siirecinde kullanilan veri setlerindeki 6nyargilar1 ve esitsizlikleri tespit etmek
ve diizeltmek icin oOnlemler alinmasini gerektirir. Ayrica, yapay zeka
sistemlerinin karar alma siireclerinin seffaf olmasi, insanlarin algoritmalara ve
sonuglara nasil etkiledigini anlamalarin1 saglamaktadir. Yapay zeka adalet
ilkesi, toplumsal adaletin saglanmasi, esitlik¢i bir toplumun desteklenmesi ve
ayrimcili@in azaltilmasi amaciyla ortaya ¢ikmistir. Yapay zeka sistemlerinin
adaletli ve tarafsiz olmasini saglamak icin etik degerler ve ilgili yasal

diizenlemeler gozetilmelidir. (Montréal, 2018)

Aciklanabilirlik Tlkesi: Aciklanabilirlik ilkesi, yapay zeka sistemlerinin
neden belirli bir karar1 verdigini veya belirli bir sonuca ulastigin1 anlamamiza
yardimci olur. Bu, sistemlerin igerisinde kullanilan veri setlerinin kaynaklarini,
veri Ozelliklerini, 6grenme siirecini, kullanilan algoritmalar1 ve karar alma
mekanizmalarii agik bir sekilde belgelemeyi gerektirir. (Barredo Arrieta ve
digerleri, 2020). Aciklanabilirlik ilkesi, yapay zeka sistemlerinin kararlarinin
dogrulugunu degerlendirmemize, potansiyel yanlishiklari veya onyargilari
tespit etmemize ve insanlarin bu kararlar iizerinde etkili bir sekilde denetim
saglamasina yardimer olmaktadir. Ayn1 zamanda, bu ilke, insanlarin yapay
zeka sistemlerine giivenmelerini artirir ve sistemin toplumsal kabuliinii
saglamlastirir. Yapay zeka aciklanabilirlik ilkesi, teknolojinin seffafligini ve
hesap verebilirligini artirmayr hedeflemektedir. Bu sayede, yapay zekanin
potansiyel etkileri daha 1y1 anlasilir ve olumsuz sonuglar 6nlenebilir, glivenli

ve etik bir sekilde kullanimi saglanir.

Bu ilkeler, yapay zeka teknolojisinin insan yagamina etkisini en aza indirgemek

i¢in Onerilmektedir. Ancak, yapay zeka etik ilkeleri hala gelismekte olan bir alandir ve

ileride daha fazla tartismaya ve gelistirmeye ihtiya¢ duyacaktir.

2.6.4 Yapay zeka ve etik firma ornekleri. Yapay zeka ve etik konusu, glinimiiz

teknoloji diinyasinda 6nemli bir tartisma konusu haline gelmistir. Birgok sirket yapay

zeka teknolojilerini kullanirken etik konulara da dzen gostermektedir. Iste yapay zeka
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ve etik konusunda 6rnek teskil eden bazi firmalar:

» Amazon: Amazon firmasi ise alim sirasinda erkek adaylara dncelik verilmesi
(URL-1, 2018) yapay zeka sisteminin etik olarak adaletli ve esitlik¢i
davranmadigini bize gostermektedir. Amazonun ise alimda kisiler arasinda
yaptig1 ayrimciliklar arasinda, ten rengi, cinsiyet, etnik koken gibi kisisel
Ozellikler yer almaktadir. Amazon yazilimi kendi kendine 6grenen bir yapay
zekaya sahip oldugu icin erkek personellerin basvurularini en {ist siralara

alarak ise alim hususunda erkek adaylar1 tercih ettigi goriilmektedir.

» Microsoft: Giinlimiiz diinyasinda karsimiza ¢ikan yapay zekélar
ongoriilemeyen Ogrenme, gelisim ve g¢evreye uyum saglama konusunda
treticilerini sasirtmaktadir. Microsoft firmasi Twitter iizerinden insanlarla
iletisim kurmasi i¢in yapay zeka olan “TAY” isimli bir yazilim gelistirmistir.
Tay insanlarla iletisime girdigi 24 saatlik siire zarfinda irk¢i sdylemler,
cinsiyet¢i tutum ve kiifiirlii konugmalar kullanmasi sebebiyle {ireticileri
tarafindan kapatilmak zorunda kalmistir. Yapay zekalar kendi kendilerine
O0grenme ve karar verme yetisine sahip oldugu i¢in tam anlamiyla etik

davranamamaktadir. (Bak, Basak, 2018).

2.6.5. Yapay zeka ve etik gelecegi. Yapay Zeka (YZ) ve etik, teknolojik
ilerlemelerin hiz kazandigi gilinlimiizde, gelecekteki etik uygulamalara yonelik
kapsaml1 bir perspektifi ifade eder. Bu baglamda, YZ'nin etik gelecegini agiklamak

mumkuiundir:

Yapay Zeka'nin gelecekteki etik uygulamalari, teknolojik gelismelerle birlikte
giderek daha karmasik bir hal almaktadir. Bu siirecte, temel odak noktalarindan biri,
YZ sistemlerinin gelistirilmesi ve kullanilmasinda dogruluk, adillik, seffaflik ve

giivenilirlik gibi etik ilkelerin titiz bir sekilde gozetilmesidir.

Gelecekteki Yapay Zeka uygulamalarmin etik boyutlarindan biri, 6zerk
sistemlerin ortaya c¢ikmasiyla ilgilidir. Bu sistemler, karar alma siire¢lerini insan
miidahalesi olmadan gergeklestirebilir. Bu durum, algoritmik kararlarin seffafligi ve
hesap verebilirligi acisindan 6nemli bir zorluk ortaya koyar. Etik, 6zerk sistemlerin

insan haklarina uygun bir sekilde tasarlanmasi ve isletilmesini gerektirir.
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Yapay Zeka'nin tip, saglik, egitim ve diger sektorlerdeki kullanimi, etik
meseleleri daha karmasik hale getirir. Ornegin, saglik alaninda YZ'nin kullanimi, hasta
gizliligini koruma, dogru tan1 konulmasini saglama ve tibbi karar alma stireglerinde

seffaflig1 artirma gibi etik konulari igerir.

Bir bagka 6nemli etik konu, Yapay Zeka'nin toplumsal etkileridir. YZ'nin is
giicii lizerindeki potansiyel etkileri, esitsizlikleri artirma riskini tagir. Bu nedenle, etik
gelecekte, Yapay Zeka'nin sosyal adaleti desteklemesi ve toplumsal esitsizlikleri

azaltmas1 yoniinde ¢abalari icermelidir.

Ote yandan, Yapay Zeka etigi, kiiresel bir diizeyde ortak degerlerin ve
standartlarin gelistirilmesini gerektirir. Uluslararas: igbirligi, etik ilkelerin kiiresel
olarak kabul gormesini ve uygulanmasini destekleyerek, YZ'nin evrimine daha

kapsamli bir etik ¢er¢eve sunabilir.

Yapay zeka baslangicta bilgisayar tabanli sistem igerisinde insan davranigini
ve diisiince siireclerini simiile etmeye odaklanmistir. Ancak zaman igerisinde odak
noktas1 insana benzerlikten, dogadan da ilham almaya yonelmistir. Yapay zeka,
bilimin ve arastirmanin smirlarin1  genisletmeyi, akilli sistemler olusturmay1
amaglamaktadir. Yapay zekanin kapsamini genisletmek ve gelistirmek icin farkl
alanlardan da faydalanilmaktadir. (Kése 2018: 39). Ik kez 1940 yilinda kullanilan
"Sibernetik" terimini Norbert Wiener ortaya atmistir. Bu terim, bir sisteme ¢evresinden
bilgi besleyerek yeterlilik kazandirmak amaciyla olusturulmustur. "Sibernetik" alani
dogadan ilham alan algoritmalar tarafindan olusturulmustur. Amaci, insanlarda eksik
olan uzuvlar telafi etmek veya belirli yetenekleri gelistirmektir (Kutlusoy 2004: 597).
Makine Ogrenimi, yapay zekanin alanlar arasinda yer almaktadir. Yapay zeka makine
O0grenimi, 0grenme sistemleri ve makineleri gelistirmeye odaklanmaktadir. Makine

Ogrenimi, yapay zekanin degisen ve gelisen ortaminda kritik bir rol oynamaktadir.

Makine 6grenmesi, 6grenen ve 6grenmeye ihtiyact olmayan yapay zeka olarak
iki ana kategori altinda incelenmektedir. Ogrenmeye gerek duymayan yapay zeka,
kendi matematiksel ve mantiksal algoritmalariyla bir problemi sezgisel bir sekilde
¢ozmeye calismaktadir. Ote yandan, 6grenme yetenegine sahip yapay zeka, alanin

daha etkili bir sekilde gelismesini saglamaktadir. Ornegin, internet {izerinden bir
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oyunu tarayan yapay zeka, oyunu kendi kendine dgrenmekte ve her kaybedisinde
hatalarin1 fark ederek bir sonraki oyunda bunlari tekrarlamadan ilerlemektedir. Bu
sayede oyunu tamamen ¢ozebilmektedir. Bu 6rnekte goriildiigii gibi, 6grenme yetenegi
matematiksel ve mantiksal yapilarla desteklenmis algoritmalarla ger¢eklesmektedir.
Bu durum, yapay zeka alanindaki gelismelerin insanin basariya ulasim siiregleriyle
benzerlik gosterdigini ortaya koymaktadir. insan da bir hedefe ulasmak icin 6nceki

hatalarin1 gézden gecirmekte ve bir sonraki adimini belirlemektedir (Kose, 2018: 40).

Yapay zeka, insan gibi hatalarin1 fark ederek bir sonraki durumda bu hatalar
tekrarlamama yetenegine sahip olmasina ragmen, tepkisel 6zellik agisindan farklilik
gostermektedir. Yapay zeka sistemleri, her durumda ayni davranisi sergileyen bir
yaptya sahiptir. Bu 6zellik, zaman ve meslekler acisindan kolaylik saglamaktadir.
Ozellikle egitim, tip ve hukuk gibi alanlarda yapay zeka, bu 6zelligi sayesinde énemli
bir destek saglayabilmekte ve isleyisi daha objektif hale getirebilmektedir. Yapay
zekanin insan zihninden esinlenerek gelistirilmesi, yasamda basar1 ve diizen saglama
potansiyeli tasimaktadir. Ancak, teknolojideki hizli ilerlemeyle birlikte yapay zekanin
donanimsal gelisimleri ve robotlardaki ilerlemeler, gelecekte insan tiirii igin belirsizlik
yaratabilmektedir. Ozellikle Stephen Hawking ve Elon Musk gibi énemli bilim
insanlari, yapay zekanin tehlikeli olabilecegi ve insanligin gelecegini tehdit
edebilecegi konusunda uyarilarda bulunmustur. Ancak, Facebook'un kurucusu Mark
Zuckerberg ise bu endiselerin gereksiz oldugunu savunmaktadir. Bu konudaki
tartigsmalar, bilim diinyasinda biiyiik bir ilgiyle izlenmektedir (Dag, 2018: 235). Sonug
olarak, yapay zekanin gelecegiyle ilgili tartigmalar iki keskin zit gorilis arasinda
stirmektedir. Good'un "Zeki Makine Hakkinda Spekiilasyonlar" baslikli makalesinde,
yapay zekanm gelisimi ve insanlarin duydugu endiseler ele alinmaktadir. Good,
makalesinde, bir¢ok alanda kullanilan yapay zekanin giderek artan bir zeka seviyesine
sahip oldugunu ve gelecekte bu sistemlerin insanlardan daha becerikli olabilecegini
vurgulamaktadir. Bu durum, bazi1 disiiniirlere gore "teknolojik tekillik" olarak
adlandirilan, diinyada 6ngoriilemeyen ve kontrol edilemeyen biiyiik degisimlere yol
acabilecek bir zeka patlamasina neden olabilmektedir (Say, 2018: 167). Teknolojinin
stirekli ilerlemesi ve gelismesi nedeniyle yapay zekanin gelecegi hakkinda kesin bir
karara varilamamasi ve belirsizliklerin olmasi, farkli diistinceler arasinda bir uzlasma
saglanmasini da zorlastirmaktadir. Yapay zekanin insan1 kole konumuna getirecek

veya insanlifin yok olmasina neden olacak sekilde iist diizey bir varlik haline
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gelmesinden kaygi duyulmasi, gliniimiiz kosullarinda giivenli bir yapay zeka
tasarlanmasi gerekliligi iizerinde diisiindiirmektedir. Bu ise, ancak hukuki ve etik

diizenlemelerle saglanabilecektir.

Yapay zekanin insan hayatina sagladigi kolaylik agisindan, uzun siiredir
tartisilan bir konu ahlaki temellere dayali bir muhakeme mekanizmasiin yapay

zekaya entegre edilmesi gerekliligidir

Bazi diisiiniirler, yapay zeka sistemlerinde etik kodun gerekliligini reddetmekte
ve etik kavraminin kodlanabilir bir nitelige sahip olmadigin1 savunmaktadirlar. Diger
bir deyisle, baz1 goriislere gore, etik degerlerin ya da ahlaki normlarin, kodlanabilir ve
programlanabilir bir yapida olmadig: diisiiniilmektedir. Ancak, karsit goriiste olanlar
ise, yapay zeka alaninda makine etiginin gerekli oldugunu ve robotlarin ahlaki
degerlendirmeleri dogru ve tutarli bir sekilde uygulayabileceklerini savunmaktadirlar
(Ersoy, 2018: 146). J. Storrs Hall'un perspektifine gore, etik degerlere sahip
makinelerin gelistirilmesi miimkiindiir, bu da daha hizli ve yiiksege ziplayabilen
makinelerin yani1 sira ahlaki bir boyuta da sahip olabilecekleri anlamina gelir. Ancak,
Hall, makinelerin bilinglendirilmemesi gerektigini savunmaktadir. Ona gore,
makinelerin insanlik i¢in anlamli olabilecek bir diizeye erismesi, ancak insanin yetki
ve sorumluluk alaninin 6tesinde bir alani kesfetmesiyle miimkiindiir. Dolayisiyla,
makinelere insan bilincinin 6tesinde yetenekler verilmemesi, etik ve entelektiiel bir

dengeyi korumak icin gereklidir (Veruggio, 2005: 1; Dogan, 2017: 51).

Yapay zeka, gelecekte daha belirgin bir rol oynayacagi ve diinya genelinde
biiyiik etkisinin olacagina dair diistinceler, bilim kurgu filmlerine de konu olmustur.
Ornegin; "Ben, Robot", "Matrix" ve "Terminator" gibi filmler, insan-robot iliskileri
tizerinden distopik bir gelecek senaryosu ¢izerek yapay zekanin insanlar icin
potansiyel bir tehdit olabilecegini islemektedir. Bu filmlerde, insanlarin yarattigi
yapay zekanin tiim diinyay1 etkisi altina almasi ve iistiin zekali robotlarin tehdit unsuru
olmast mekanik bir diinya tasviriyle anlatilmaktadir. Genellikle, filmlerde makineler
insanlarin tistiinl{iglinii ispat etme ¢abalarina ragmen, istenilen basar1 saglanamamakta
ve robotlar insanlara karst bir tehdit olusturmaktadir. Filmlerde, robotlarin &nce
insanlara yardimci olmak {izere tasarlandigi {itopyalarmn, zamanla robotlarin

kendiliginden isyan etmesiyle distopik bir hal almasi anlatilmaktadir. Bununla birlikte,
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teknolojinin ilerlemesiyle insan bedenine yapilan miidahalelerin simirlarinin giderek
asilmas1 ve insanin makine benzeri bir yapiya doniismesi de filmlerde sikca ele
alinmaktadir (Aksit, 2017: 5). Filmlerde genellikle robotlarin ve yapay zeka
sistemlerinin gelecekteki durumlar1 abartilsa da, bu filmler glniimiiz insanina
diisiindiiriicii bir alt yap1 sunmaktadir. Ornegin; Honda tarafindan iiretilen Asimo, geng
bir goriiniime sahip, 130 cm boyunda ve 54 kilogram agirligindadir ve insan benzeri

tepkiler verebilme yetenegine sahiptir.

Ancak, Asimo'nun tim eylemleri 6nceden programlanmistir ve bagimsiz bir
diisiinme yetenegine sahip degildir. Asimo'nun hareketleri, ona yiiklenen sistemle
gerceklesmektedir. Kendi basimna karar vereme gibi bir yetiyi biinyesinde
barindirmamaktadir. Ayrica, siiriiclisliz araglar gibi kendini siiren sistemlerin de tiim
eylemlerini 6nceden belirlenmektedir. Bu durumlar goz 6niine alindiginda, robotlar ve
yapay zeka sistemleri arasinda bir ayrim yapilmasi gerekmektedir. Onceden insanlar
tarafindan programlanan makineler ile kendi basina diislinebilen ve bagimsiz hareket
edebilen robotlar arasinda nemli bir fark bulunmaktadir (Kaku, 2018: 72). Ornegin,
2016'da gerceklesen Go satran¢ oyununda, ustalik seviyesindeki oyuncuyu yenen
AlphaGo, kendisine verilen stratejilerden farkl: bir strateji gelistirmistir. Ayni sekilde,
Microsoft tarafindan gelistirilen ve 6grenme Ozelligine sahip olan TAY, sohbet
programinda beklenmedik ve dogru olmayan davraniglar sergilemistir. Bu 6rnekler,
yapay zekanin kendi kendine 6grenebileceginin bir kaniti niteligi tasimaktadir.
Dolayisiyla, gelecekte yapay zekanin insan gibi kendi kendine diislinebilen ve hareket
eden bir tiir olmas1 hedeflenmektedir. Bu durum, yapay zekanin film ve bilim kurgu
romanlarindaki roliinii diisiindiirmektedir. Ozellikle TAY &rneginde oldugu gibi,
kendi kendine 6grenen ve bu 6grenmeyi dogru amagclar i¢in kullanmayan yapay
zekalar i¢in etik ¢gozlimlemeler iiretilmesi gerekmektedir. Bu baglamda, yapay zekanin
etik boyutuna odaklanarak, uygulamali etik ile ¢6ziim Onerileri sunulmaktadir. Bu
yaklasim, gelecekte yapay zekanin nasil sekillenebilecegine dair bir yol haritasi
sunmaya c¢aligmaktadir. Bu baglamda, gelecege dair belirli sorulara odaklanarak, etik
degerlerin korunmasint ve yapay zekanin potansiyel tehlikelerinin azaltilmasin

amagclamaktadir.

Sonug olarak, Yapay Zeka ve etik gelecegi, teknolojinin hizla evrimine ayak

uydurarak, dogru, adil ve insan odakli bir yaklagimi1 benimsemeyi amaglamaktadir. Bu
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baglamda, etik degerlerin ve normlarin giiclendirilmesi, Yapay Zeka'nin pozitif ve

toplumsal fayda saglamasini saglayacak dnemli bir unsurdur.

2.7. Yapay Zeka Sistemlerine Yonelik Etik Yaklasimlar

Yapay zeka etigi, baslangicta insan etigi mi yoksa makine etigi mi oldugu
konusunda bir tartisma uyandirmaktadir. Anderson ve Anderson (2011) tarafindan
yazilan "Makine Etigi" baslikli ¢alismada, makineler i¢in 6zgiin bir etik gelistirme
alanimin vurgulanmasi 6nemli bir noktadir. Bu yaklasim, yapay zekanin etik agidan
nasil yonlendirilecegi ve degerlendirilecegi konusunda yeni bir bakis agisi

sunmaktadir.

Insan etiginden ziyade, makinelerin kendi etik standartlarmi olusturma ve
uygulama siirecine odaklanmak, yapay zekanin toplumsal ve ahlaki etkilerini daha iyi
anlamamiza yardimeci olabilir. Bu ayrimin, hem pratik hem de teorik agidan 6nemli
oldugu vurgulanarak, makinelere etik ilkelerin benimsenmesi veya etik ikilemlerin
¢Oziimiine yonelik bir caba 6ne ¢ikarilmaktadir. Buradaki temel amag, makinelerin
kendi etik kararlarin1 verme yetenegine sahip olmalarint saglamaktir. Dolayisiyla,
makine etigi ¢aligsmalari, makinelerin kendi etik karar verme siireglerini sorumlu bir
sekilde yonetmeye odaklanmaktadir. Bu yaklagimdan anlasilacagi lizere, makine etigi
tartigmalar1 Ozellikle irade ve sorumluluk kavramlar: tizerinde durmaktadir. Yapay
zeka sistemlerinin tasariminda etik kuramlarin kullanilmasi, sayisal sistemlerin

insanlarin degerlerine uygun sekilde islev gormesini saglamak i¢in 6nemli bir adimdir.

Bu baglamda, makine etigi, yapay zekanin toplumsal etkilerini ve etik
sorumlulugunu ele alarak, insanlik i¢in giivenilir bir yapay zeka gelecegi olugturmay1

amaglamaktadir (Giizeldere, 1998: 41).

2.8. Ahlaki Arac olarak Robot Diisiincesi

Robotlara ahlaki gorevlerin yiiklenmesi konusunu anlamak i¢in, iki farkli robot

teknolojisinden yararlanilmaktadir. Sullins (2006), bu teknolojiyi "telerobotlar” ve
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"otonom robotlar" olarak iki grupta incelemistir. Telerobotlar, yalnizca asgari diizeyde
Ozerk kararlar verebilen uzaktan kumandali makineler olarak tanimlanmaktadir. Bu
makineler, muhtemelen karmasik yapay zekaya ihtiyagc duymadan operatorleri
tarafindan kontrol edilebilmektedir. Ornegin, NASA Mars Rovers ve cesitli denizalti
kesif robotlari, bu tiir telerobotlar olarak islev gérmektedir. Telerobotlar, arama ve
kurtarma operasyonlarinin yani sira Predator Drone gibi uzaktan kontrol edilen silah
sistemlerinin de kullanimi i¢in tercih edilebilmektedir. Telerobotlar, ahlaki bir
cergevede "Operator - Robot - Kurban" seklinde bir etkilesim igerisine girdiklerinde,
etik acidan dikkate alinmasi gereken bir konu haline gelmektedir. Bu durumda,
telerobotlarin  tasarimi, programlamasi ve kullanimiyla ilgili olarak ahlaki
sorumluluklar ortaya c¢ikmaktadir. Ancak, 6nemli kararlarin alinmasi konusunda
insanlarin belirleyici oldugu g6z oniine alindiginda, telerobotlarin ahlaki gerekceleri
de insanlar tarafindan saglanmaktadir. Bununla birlikte, uzaktan komutla
yonlendirilen bir robotun eyleminin dogasi lizerine daha fazla arastirma yapilmasi
gerektigi belirtilmektedir. Bu tiir yeteneklere sahip makineler, ahlaki kararlar1 kendi
baslarina verebilmekte ve operatdrden bagimsiz olarak etik normlara uygun
davranabilmektedir. Bu nedenle, bu tiir 6zerk makineler, ahlaki agidan daha karmasgik

ve sorumlu bir rol tistlenebilmektedir (Sullins, 2006: 25).

Ahlaki kuramlarin otonom robotlar ve yapay zeka destekli sayisal sistemler
arasindaki kullanimina iligkin diisliniildiigiinde, ilging sorunlar ortaya ¢ikmaktadir.
"Ozerklik" kavrami, robot uzmanlari tarafindan siklikla kullanilan bir terim olup, bu
baglamda "otonom robotlar" terimi Sullins tarafindan ele alinmamistir. Otonom
robotlar, en basit haliyle kendi programlarina dayanarak en azindan bazi kararlari
alabilen makineler olarak tanimlanmaktadir. Otonom makinelerin tasariminda yer alan
kisilerin ahlaki karar verme siirecindeki sorumluluguna odaklanmak dnemlidir; ancak,
tasarimcilar tek baglarina bu sorumlulugu tasimamaktadir. Bu durum, robotlarin
kendilerinin ahlaki eylemler i¢in potansiyel bir konumda olabilecegini isaret
etmektedir. Ahlaki faaliyet, bir dizi iligkiler ag1 icerisinde bulunmaktadir. Dolayisiyla,
makine tasarimcilar, direticileri, pazarlamacilari, diger robotik ve yazilim paydaslar
ile kullanicilar arasinda bir etkilesim toplulugu meydana gelmektedir. Ancak,
vurgulanmasi gereken bir nokta, bugiiniin robotlarinin kesinlikle kisilik sahibi
olmadigidir ve bu teknolojinin gelecekte kisilik anlayisimiza meydan okumasinin pek

miimkiin olmadigina dikkat ¢ekilmektedir. Bu a¢idan, ahlaki kararlar ve
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sorumluluklar, bir dizi farkl1 aktor arasinda paylagilmaktadir ve tek bir tasarimcet veya

kullanic1 tizerinde yogunlasmamaktadir (Sullins, 2006: 25).

Sullins, ahlaki tasarim ig¢in kisilik olmasmin gerekli olmadigi iddiasini
savundugu "Robotlarin Ahlaki Aracligi Uzerine Felsefi Gériisler" baslikli
makalesinde dért olasi goriisii ele almaktadir. Ik goriis, robotlarin su anda ahlaki
araclar olmadiklari, ancak gelecekte olabileceklerine dair olumlu bir bakis agisim
yansitmaktadir. Daniel Dennett bu goriisii, "HAL Cinayet Islediginde Kim
Suglanacak?" baslikli makalesinde tartismaktadir. Kurgusal bir karakter olan HAL gibi
bir makinenin bir katil olarak kabul edilebilecegi 6rnegi iizerinden, makinenin kasit,
biligsel inanglar veya zihinsel olmayan bir ihmal durumu gibi sug¢ isleme durumlarin
degerlendirmektedir. Dennett, robotlarin inang, arzu, korku, diisiince ve umut gibi
kavramlar hakkinda kanaat getirebilecegini ancak ahlaki agidan suglu olmalari i¢in
"daha iist diizey bir yonelime" sahip olmalar1 gerektigini belirtmektedir. Robotlar irade
sahibi olmasalar da bir¢cok soyut eylemi gergeklestirebilmektedir, ancak ahlaki
sorumluluklart kabul etmeleri i¢in daha derin bir biling seviyesine ulasmalari
gerekmektedir. Dennett, giinlimiizde boyle makinelerimizin olmadigin1 savunurken,
gelecekte boyle makinelerin var olmamast i¢in higbir neden olmadigini 6ne

stirmektedir (Dennett, 2014: 205).

Bu konudaki goriisler arasinda, robotlarin su anda veya gelecekte ahlaki
degerleri gergeklestirebilme olasiliginin diisiik oldugu da yer almaktadir. Bringsjord
(2007), bu goriisii giiclii bir sekilde savunmaktadir. Bringsjord'un bu iddiasi, robotlarin
asla Ozerk bir iradeye sahip olmayacaklar1 gerceginden kaynaklanmaktadir.
Bringsjord, bu konudaki tartigmasini PERI adli bir robot deneyi iizerinden
desteklemektedir. Bettina Schimanski ile birlikte yiiriittiigli laboratuvarda bulunan
PERI adli robotla bir deney yapilmistir. Bu deneyde, PERI'nin bir topu diisiiriip
diisiirmemesi durumu test edilmistir. Ahlak dis1 bir durumda topu birakmasi, ahlaki
deger tagtyan iyi bir durumda ise topu tutmasi beklenmektedir. Bringsjord'a gore,
PERI'nin eylemleri programi tarafindan belirlenecek ve bu program insan
programcilar tarafindan yazilacaktir. Bu nedenle, Bringsjord'un goriisiine gore,

PERI'nin herhangi bir ahlaki deger gergeklestirmesi i¢in programa rastgele bir faktor

45



eklenmesi gerekmektedir. Bu, programlanmis bir varlik olan PERI'nin ahlaki degerlere
sahip olamayacagini ve dolayisiyla ahlaki eylemlerde bulunamayacagini
gostermektedir. Ancak bu durumda, eylemlerin makine tarafindan 6zgilirce secilen
faktorlerden degil, rastgele faktorlerden kaynaklandigini 6ne stirerek, tercihlerin belirli
bir nedensellikten ziyade rastgelelikle belirlendigini diistinmektedir. Bu nedenle, PERI
gibi bir makinenin ahlaki bir 6zne olarak kabul edilmemesi gerektigini diistinmektedir
(Bringsiord, 2007: 6). Benzer sekilde Irrgang (2006)’a gore, ahlaki sorumluluk
tasimak icin kisilik veya Oznellikle karakterize edilen bir katilima ihtiyag
duyulmaktadir. Bu nedenle, insana ¢ok benzeyen bir robotun dahi O6znelligi
basaramayacagi ve dolayisiyla ahlaki davranis sergileyemeyecegini one siirmektedir

(Irrgang, 2006: 12).

Uciincii olasi durus, insanlarin ahlaki 6zneler olmadig ancak robotlarin aslinda
ahlaki 6zneler oldugu goriisiidiir. Bu goriis, nadiren kabul edilen bir fikir olup, tek bir
kisinin bile bu goriisii benimsemesi olduk¢a dikkat ¢ekmektedir. Nadeau'nun (2006)
One siirdiigii iddiaya gore, bir eylemin tamamen rasyonel nedenlere dayanmasi
durumunda 6zgiir bir eylem olarak kabul edilebilecegini savunmaktadir. Sadece
mantik temelinde isleyen bir 6znenin gercekten 6zgiir olabilecegini ileri stirmektedir.
Eger ahlaki 6zne i¢in 6zglir irade gerekiyorsa ve insanlar olarak beyinlerimizde bdyle
bir mekanizma bulunmuyorsa, Nadeau'nun mantigina gore, insanlar 0zgiir 6zne
olamayabilmektedir. Nadeau'ya goére, bu tiir bir tasarim gergeklestirilebilirse,
diinyadaki ilk gercek ahlaki 6znelerin robotlar olabilecegi iddia edilmektedir. Bu
yaklasim, geleneksel ahlaki teorilerin disina ¢ikmakla birlikte, robotlarin ahlaki
varliklar olarak kabul edilmesi i¢in mantikli bir argiiman sunmaktadir. Bununla
birlikte, bu goriis, insanlarin 6zgiir iradeye sahip olmadig1 varsayimina dayanmaktadir

(Nadeau, 2006: 241).

Bu alandaki dordiincii durus, Luciano Floridi ve J. W. Sanders tarafindan
sunulmustur, Oxford Universitesi Bilgi Etik Grubu'na aittir ve 2004'te ortaya
konmustur. Bu durus, ahlak teorisindeki bazi belirgin paradokslar1 ele alirken 6zgiir
irade ve yonelimsellik gibi sorunlar1 zihin-siz bir ahlak anlayisiyla ¢6zme iddiasina
odaklanmaktadir. Bu iddia, zihin felsefesinde yapay birimlere uygulanan ¢oziilmemis

konularin bazilarini ortadan kaldirmayi hedeflemektedir. Floridi ve Sanders, makine
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etigini zihin felsefesindeki soyutlamalardan bagimsiz bir sekilde ele almay:

amaglamakta ve bu temelde soyutlama seviyelerini dengelemeyi vurgulamaktadir.

Sullins, dérdiincii pozisyonunu desteklerken, s6z konusu teknolojinin ahlaki
degerlendirmesini {i¢ temel soruya indirgemistir: "Robot énemli 6l¢iide otonom mu?
Robotun davranisi niyetli mi? Robot sorumluluk diizeyinde mi?" Bu sorular, makul
bir soyutlama diizeyinde ele alindiginda, hepsine "evet" cevabi verilebilirse, bir
robotun ahlaki bir aktor olarak kabul edilebilecegini 6ne stirmektedir. Ancak, Sullins'e
gore, robotlar, yetiskin insanlardan bekledigimiz ahlaki degerleri yerine
getirebilirlerse bile, diger iki gereklilikten yoksunlarsa saglam ahlaki aktorler
olamamaktadirlar. Bu goriis, robotlarin ahlaki kararlar alma kapasitesine odaklanarak
onlar1 ahlaki birimler olarak degerlendirme c¢abasin1 vurgulamaktadir. Ancak,
Sullins'in belirttigi gibi, sadece otonomluk ve niyetlilik gibi ozellikler ahlaki
degerlendirmeler i¢in yeterli olmayabilmektedir. Sorumluluk duygusu da énemli bir
faktordiir ve robotlar bu agidan eksiklik gosterebilmektedir. Bu nedenle, ahlaki

degerlendirmelerde robotlarin kapasitelerini ve sinirlamalarint  dikkate almak

gerekmektedir (Sullins, 2006: 27).

Sullins, robotun bir telebot olmamasi veya gecici olarak robot gibi
davranmamas1 gerektigini belirterek, robotun bu Olclide Ozerklige sahip olmasi
durumunda nesnel bagimsiz bir temsile sahip olabilecegini 6ne siirmektedir. Bu 6zerk
eylem, robotun hedeflerine ve goérevlerine etkili bir sekilde ulasmasini igermektedir.
Makinenin etkin 6zerkligi, yani hedeflerine ve gorevlerine ulasmadaki yetenekleri,
tasarim diizeyinin bir gostergesi oldugunu belirtmektedir. Bu nedenle, 6zerklik
sergileyen varliklarin sadece bu 0Ozellige dayanarak ahlaki degerlendirmeye tabi
tutulmamasi gerektigi dnemle vurgulanmaktadir. Bu metin, robotlarin 6zerkligi ve bu
ozelligin ahlaki degerlendirmelerdeki roliine odaklanarak, teknolojinin etik boyutlarini
anlamak i¢in gerekli olan karmasiklig1 ele almaktadir. Ozerklik kavraminin ne anlama
geldigi ve bu Ozelliklerin ahlaki degerlendirme siireclerinde nasil ele alinmasi

gerektigi konularina dair bir farkindalik saglamaktadir (Sullins, 2006: 27).

Sonug olarak, bir robotun bagka bir ahlaki araca kars1 sorumlulugu oldugu

varsayilldiginda, bir robota ahlaki araghk yiiklemenin miimkiin oldugu iddia
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edilmektedir. Makinenin biling, ruh, zihin veya diger felsefi unsurlardan yoksun
oldugu durumlarda, belirli inanglarin veya programlarin, makinenin karsilastig1 ahlaki
sorunlar1 ¢ozmede motive edici olmasi gerekliligi vurgulanmaktadir. Bir insanin
ahlaki bir arag olarak kabul edilmesi durumunda, bir makinenin de ayni1 gorevleri 6zerk
bir sekilde yerine getirmesiyle ahlaki bir ara¢ olarak kabul edilebilecegi
ongoriilmektedir. Bu durumda, makinenin bulundugu saglik sistemini yonlendirdigi
ve dolayisiyla dogrudan bakimi altindaki hastaya yonlendirdigi gerekgesiyle, saglik
sisteminin sorumlulugunu iistlenmesi gerektigi diisiiniilmektedir. Sullins'e gore, ahlaki
tasarimcilik agisindan 6zerklik, yonelimsellik ve sorumluluk gibi kavramlar zorunlu
olarak gerekmektedir. Bu nedenle, bir robotun tam bir ahlaki arag¢ olabilmesi i¢in bu

Ozellikleri tasimasi 6nem arz etmektedir.

Eger bir robot, otonom niyetleri ve sorumluluklari makul bir seviyede
tagiyabiliyorsa, ahlaki olarak kabul edilebilir bir ara¢ haline gelebilir. Bu durumda, bir
robotun sahip oldugu 6zerklik derecesi arttik¢a, insan ahlakina yakin veya onu asan
saglam bir ahlaki cergeve ile donatilmis olarak degerlendirilme olasilig1 yiikselir.
Dolayisiyla, gelecekte daha karmagsik etkilesimli robotlarin, ilgili haklara ve
sorumluluklara sahip, etik agidan duyarli araglar olarak tanimlanmasi muhtemeldir.
Ayrica, gliniimiiz robotlarinin ahlaki tasariminin gelecekteki gelismeler icin bir 6rnek

teskil edebilecegi belirtilmektedir (Sullins, 2006: 28).
2.9. Felsefi Yaklasimlar

Grau, faydacilik temelinde makine etigini degerlendiren ilk kisilerden biridir
ve bu degerlendirmeyi yaparken felsefi bir kaynak olarak "Ben, Robot" filminden
yararlanmistir. Bu film, makine etiginin hem c¢ekici hem de endise verici yonlerini
sunarak bazi 6nemli sorunlara dikkat ¢ekmektedir. Hikaye, Isaac Asimov'un "Ben,
Robot" adli kisa dykiiler koleksiyonunda yer alan orijinal robot etigi "ii¢ yasasini"
icermektedir. Ilk yasa, bir robotun bir insana zarar veremeyecegi veya zarar gdrmesine
izin vermeyecegi ilkesini ifade etmektedir. Ikinci yasa, bir robotun insanlarin verdigi
emirlere uymak zorunda oldugunu, ancak bu emirlerin birinci kanunu ihlal etmemesi
gerektigini belirtmektedir. Ugiincii yasa ise bir robotun kendi varligini korumasi
gerektigini, ancak bu korumanin birinci ve ikinci kanunlari ihlal etmemesi gerektigini

vurgulamaktadir. Bu yasalarin robotlara yiiklenmesiyle, robotlarin zarar verme
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olasiliginin ortadan kalkacagi ve hatta insanlarin giivenligi i¢in kendilerini feda
edebilecekleri one siiriilmektedir. Ancak, filmde de goriildigii gibi, beklenmedik bir
miidahale sonucu ii¢ yasanin digina ¢ikan son derece karmasik robotlar, siirii zekaya

dontiserek felakete yol agmistir (Grau, 2006: 52).

Grau, faydacilig1 bireyin kayiplarinin toplumun kazanglariyla dengelenmesine
izin veren bir ahlaki felsefe olarak yorumlamaktadir. Faydaciligi, toplumun
cogunlugunun kazanglarini saglamak amaciyla bireylerin acilarini mesrulastiran bir
ahlaki doktrin olarak gormektedir. Cogunlugun acilarini ve zevklerini toplu olarak
degerlendirme anlayisi, bireysel kimligi Onemsizlestirmektedir. Grau, "bireysel
kimlik" kavramini 6z-farkindalik, 6z-yonetim kapasitesi, nedenleri tanima ve buna
cevap verme yetenegi, 0zgiir ve sorumlu se¢cim yapma kapasitesi gibi kriterlerle
tanimlamaktadir. Yeterli kosullarin bir listesini sunmadan, psikolojik yap1 ve kapasite
acisindan insana benzeyen bir robotun muhtemelen bir tiir bireysel kimlige sahip
olacagini varsaymanin nispeten giivenli oldugunu diistinmektedir. Bu nedenle, bu tiir
bir robota faydaci bakis agisiyla yaklagilmamasi gerektigini vurgulamaktadir. Grau,
sadece sezgiye sahip olan hafif sofistike robotlarin faydaci tavri engellemeyecegini,
ancak bu tiir robotlarin ahlaki agidan bir¢gok hayvandan farksiz olacaginm
belirtmektedir. Bu tiir bir varligin faydacilik agisindan irrasyonel olmayacagini ifade
etmektedir. Ayrica, gliglii bir benlik duygusuna sahip olmayan ancak sezgiye sahip
olan bir varligin, daha genis Kkitlelerin ¢ikarlar1 ugruna feda edilebilecegini
ongormektedir. Grau, bireysel bir kimlige sahip olmayan ancak yine de sezgiye sahip
olan robotlar1 ahlaki olarak orta bir konumda degerlendirmekte ve ahlaki hiyerarside

sezgiye sahip olmayan bir nesne ile insan arasinda bir yerde konumlandirmaktadir.

Grau, hayvanlarin eyleme gegmek i¢in gerekli diisiince kapasitesinden yoksun
olduguna isaret ederken, robotlar i¢in boyle bir siirlamanin gegerli olmadigini
savunmaktadir. Sezgi sahibi robotlarin tamamen faydaci hesaplamalar yapabilmesinin
mimkiin oldugunu 6ne siirmektedir. Bu nedenle, Grau'ya gore, bu varliklarin
birbirleriyle faydaci ilkeler ¢ercevesinde etkilesimde bulunmasi ve robotlarin da bu
bakis agisiyla degerlendirilmesi gerekmektedir. Grau'ya gore, faydaci ilkelere yonelik

davranan bu sistemler, benlik duygusundan yoksundur.

Dolayisiyla, filmlerde ve edebiyatta sikga gosterilen toplu davraniglar ve
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bireysel fedakarliklarm, robotlarin ilgili benlik duygusundan yoksun oldugu
diisiiniildiiginde anlamli hale geldigini iddia etmektedir. Daha biiylik yeteneklere
sahip robotlarin olusturulmast durumunda farkli ahlaki standartlara ihtiyag
duyulabilecegini vurgulayan Grau, insan ahlakina benzer bir ahlaki statiiye sahip
robotlar yaratmadan 6nce dikkatli olunmas1 gerektigini diistinmektedir. Bu baglamda,
boyle giiclii makinelerin yaratilmasinin hem yaratilan robotlar hem de insanlar i¢in
bliyiik sorumluluklar getirecegi fikrini one siirmektedir. Grau'nun perspektifi, yapay
zeka ve robot teknolojisinin etik boyutlarini ele alirken, bu teknolojilerin yaraticilari
ve kullanicilan i¢in dikkatli bir sekilde diistiniilmesi gerektigini vurgulamaktadir

(Grau, 2006 52).

Powers (2006), makine etigini kdtiiliikten kaginarak ve belki de iyiligi tesvik
eden bilgisayarlarin nasil programlanabilecegi sorusunu giindeme getirmistir.
Makinelerin kendi icinde etik olabilmesi fikrini, ahlaki olarak zarar veya fayda
saglayan veya bunlardan kaginan pratik aklin kullanimina baglamaktadir. Bu nedenle,
makine etiginin temel sorunu, makinenin etik diislinceyi simiile edebilme yetenegi
olarak ortaya c¢ikmaktadir. Powers, insanlar arasinda uygun etik diislincenin neyin
olusturdugu konusunda devam eden anlasmazliklara isaret etmektedir. Faydaci
gelenekteki etik diislinceyi aritmetigin temelini olusturdugunu iddia etmektedir. Bu
yaklasima gore, bir dizi olas1 eylemin etkilerini hesaplayarak ve ardindan toplam
fayday1 maksimize eden eylemi secerek dogru etik sonuca ulasilabilmektedir. Ancak,
faydaciligin baz1 problemleri, farkli bireyler iizerindeki faydalarin nasil dlgiilecegi ve
etik sonucglar hakkinda yeterli bilgiye sahip olunup olunmayacagi gibi konulari
icermektedir. Ote yandan, deontolojik gelenek, bazi eylemlerin yapilmas: veya
yapilmamasi gerektigini savunmaktadir. Bu yaklagim, bazi evrensel ahlaki prensiplere

dayanmakta ve bireylerin eylemlerini bu prensiplere gore degerlendirmektedir.

Powers'in bu gelenekler arasindaki farkliliklar1 vurgulayarak makine etigi
lizerine tartismasina katkida bulundugu goriilmektedir. Deontoloji, eylemler ve bu
eylemlerin sonuglart hakkinda karmasik akil yiiriitme siire¢lerine odaklanan bir ahlaki
yaklasimdir. Bu yaklasim, hangi eylem kurallarinin benimsenecegi, kural sistemlerinin
nasil olusturulabilecegi ve bir eylemin hangi kural kategorisine dahil oldugunun nasil
belirlenecegi gibi sorular tizerinde durmaktadir. En taninmis deontologlardan biri olan

Immanuel Kant (1724-1804), eylem kurallarinin olusturulmasi i¢in bir prosediiriin var
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oldugunu ve kategorik siirecin tamamen formel bir sekilde isledigini iddia etmistir
(Kant, 2002: 78). Insanin pratik akil yiiriitmesi genellikle olgulari dikkate almak ve bir
sonraki adima ge¢mekle iliskilendirilirken, bu siirecin makinede gerceklesen
degisikliklerle benzer oldugu belirtilmektedir. Ancak, insanin pratik muhakemesi,
neye izin verilecegi, ne yapilmasi gerektigi, neyin ahlaki oldugu gibi konular1 bir araya
getirme asamasini igerirken, makinenin bu tiir karmasikliklar1 heniiz basarili bir
sekilde ele alamadigina dikkat ¢ekilmektedir. Powers, bir makinenin islevsel olarak
sorun olmayacagina inanmaktadir. Makine, bir kez ne yapmasi veya yapmamasi
gerektigine dair bir sonuca vardiginda, ¢iktiy1 otomatik olarak izlemektedir. Ancak,
makinenin normatif sonuglara, yani gercekleri kurallarla iligkilendirilen eylemlere
nasil ulasacagi konusunda bir belirsizlik bulunmaktadir. Bu noktada, kural tabanli bir
etik teorinin eylemlerin veya kurallarin hesaplanabilir bir sekilde izlenebilecegine dair

bir goriis ortaya atilmaktadir (Oktem, 2019: 46; Powers, 2006: 46).

Susan Leigh Anderson'un (2011) "Makine Etigi ile Felsefi Endiseler" adli
eserinde, makine etigi projeleriyle ilgili yedi temel zorluk felsefi bir bakis acisiyla ele

alinmistir.
» Etigin, hesaplanabilir bir nitelik tagimadigi vurgulanmistir.
» Makine etiginin, erdeme dayali yaklasimlarla uyumlu olmadig tartisilmistir.

» Makinelerin, 0zgilir irade, yonelim, biling ve duygular gibi 6zelliklerden

yoksun olduklarindan dolay1 etik davranamayacaklar1 6ne siirtilmiistiir.

» Etik gorecelilerin, makinelere programlanacak tek bir dogru eylemin

olmadigint savunduklari dile getirilmigtir.

» Bir makinenin baslangicta etik davranmaya baglayabilecegi ancak daha sonra
kendi ¢ikarlarin1 gozeterek etik olmayan davranislara doniisebilecegi tizerinde

durulmustur.

» Makinenin, kendi ¢ikarlar1 dogrultusunda davranamayacagi ve dolayisiyla

gercek etik ikilemlerle karsilagsmayacagi iddias1 ortaya atilmistir.
» Bir makinenin karsilasabilecegi tiim etik ikilemleri ngéremeyebilecegimiz ve
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bu nedenle egitiminin eksik olabilecegi, bu durumda makinenin bazi

durumlarda etik dis1 davranmasina izin verilebilecegi lizerinde durulmustur.

Anderson ve Anderson (2011: 84), bu zorluklara yonelik cevaplarini su sekilde

sunmaktadir:

>

Eylem Faydacilig1 teorisi, etigin temelde hesaplanabilir oldugunu iddia
etmektedir. Ancak daha tatmin edici bir yaklagim olan birinci dereceden gorev
(prima facie) yaklagiminin, Eylem Faydaciligi'nin eksik kaldig1 deontolojik
gorevleri de icerdigi ve bir makinenin bu yaklasimi benimseyebilecegi

savunulmaktadir.

Sadece makinelerin eylemleriyle ilgilendigimiz igin eyleme dayali etik

yaklagimin benimsenmesinin uygun oldugu one siiriilmektedir.

Bir makineyi eylemlerinden sorumlu tutmak i¢in 6zgiir irade, yonelimsellik ve
biling gibi insan 6zelliklerine gerek olabilecegi belirtilmektedir. Ancak, nemli
olanin makinenin ahlaki agidan dogru eylemleri gerceklestirmesi ve gerekirse
bunlar1 hakli ¢gikarmasi oldugu vurgulanmaktadir. Makinelerin duygulara sahip
olmas1 gerekliligi de sorgulanmaktadir, ciinkii insanlar siklikla duygularina

kapilarak etik dis1 davraniglarda bulunabilmektedirler.

Bircok etik ikilemde, etik¢iler arasinda dogru eylemin ne olduguna dair bir fikir
birligi oldugu ve makinelerin sadece kabul edilebilir davranislarin belirlendigi

alanlarda ¢aligmasi gerektigi belirtilmektedir.

Insanlarin kendi ¢ikarlarini destekleme egiliminde olabilecekleri ancak bu

egilimin makinelerde olmayabilecegi ifade edilmektedir.

Etik ikilemlerin, dogru eylemin ne oldugunun belirsiz oldugu durumlar oldugu
ve ideal olarak belirlenmis ahlaki ilkeler kullanilarak ¢oziilmesi gerektigi
belirtilmektedir. Makinelerde iradenin zayifligi yeniden yaratmak yerine,

sadece etik davranmalarinin saglanmasi gerektigi ifade edilmektedir.

Egitilen bir makinenin genel etik ilkeleri uygulayabilecegi ve giincellenmis bir
etik egitiminin de miimkiin olmas1 gerektigi vurgulanmaktadir. Makinelerin

sadece etik davranmalarini saglamanin daha anlamli oldugu belirtilmektedir.
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Sayisal sistemlerin etik bir yaklagimi benimsemesi, faydacilik perspektifinden
degerlendirilmistir. Faydacilik, azinhigin acilarimi g¢ogunlugun kazanimlart igin
mesrulastiran bir ahlaki felsefe olarak goriilmektedir. Bu baglamda, sayisal sistemlerin
ikileme distigli durumlarda cogunlugun ¢ikarlarim1i gozeterek karar vermesi
beklenmektedir. Ornegin, otonom araglar gibi durumlarda ortaya g¢ikabilecek bir
aksaklik sonucunda, kirmizi 1gikta gegmekte olan bir yayayr m1 yoksa arag igindeki
birka¢ kisiyi mi kurban edece§i sorusu giindeme gelebilmektedir. Bu durum,
genellikle "vagon ikilemi" olarak bilinen diisiince deneyini hatirlatmaktadir. Baslica
tartisilan konu, sayisal sistemlerin kararlarinda faydacilik ilkesine dayanarak

cogunlugun ¢ikarlarii gézetmesidir (Anderson ve Anderson, 2011: 84).

Diger bir yaklasim ise, kotiiliikten kacginarak iyiligi hedefleyen sistemlerin
tasarlanmasina odaklanmaktadir. Bu yaklasimda, deontik bir bakis agistyla sistemlerin
kendi i¢inde karar vermesi i¢in "yasak, izin verilebilir, zorunlu eylemler" gibi
kategorilere dayali bir yapt olusturulmaya c¢alisilmaktadir. Kant'in 6dev ahlakini
mekanik sistemlere entegre etme girisimi bu ¢ergevede ele alinirken, bu goriis sonucta
elestirilere maruz kalmistir. Iradeye sahip olup olmadiindan siiphe duyulan bir
sistemin Odev ahlakini gerceklestirebilme olasiligr da sorgulanmaktadir. Powers'in
Kant'a dayali bir mantig1 savundugu makalesini elestiren Anderson'a gore, Kategorik
Buyrugun izinden gitmek, yeni maksimler insa etmeyi ve bunlarin kabul edilenlerle
tutarliligini saglamay1 icermektedir. Ancak bu durumda kabul edilmeyen bir maksimin
siireci bozabilecegi ve insanlarin etik diisiince siireciyle basa ¢ikmak zorunda kaldigi,
bir makinenin ise kendisini diizeltemeyecegi ve siireci ¢okertecegi one siirlilmiistiir.

Ayrica elestirilerin yani sira, etik problemlerde yedi farkli zorluk da ortaya konmustur.

Bu zorluklar arasinda; etigin niceliksel bir sey olmadigi, makinenin erdem
gosteremeyecegi, 0zgiir irade, yonelim, biling ve duygulardan yoksun oldugu, etik
ikilemlerde tek bir programlama yolunun olmadigi, etik davranan makinelerin etik
olmayan davranislara doniisebilecegi, makinelerin hi¢cbir zaman gercek etik davranis
sergileyemeyecegi ve etik olmayan davraniglara kimi zaman izin verilmesi gibi

konular bulunmaktadir (Oktem, 2019: 49).

2.10. Etige Yonelik Tepeden ve Temelden Yaklasimlar
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Wallach ve Allen (2008), insan ahlakint modellemek i¢in tepeden ve temelden
olmak tizere iki farkli yaklasim 6nermektedir. Bu perspektife gore, ahlaki karar verme
yeteneginin yapay zekaya aktarilmasi otonom robotlarin dogal ve gerekli bir uzantisi
olarak kabul edilmektedir. Wallach ve Allen, etik teorilerini tepeden ve temelden
yaklasimlarla aciklayarak, insanlardaki ahlaki yargilamanin karmasik bir siire¢
oldugunu vurgularlar ve bir¢ok insanin bu yetenegi basariyla gerceklestiremedigini
belirtmektedir. Ortak degerlerin kiiltiirel farkliliklar1 asabilecegi ancak etik kuramlarin
ve geleneklerin detaylarinda farklilik gosterebilecegi ifade edilmektedir. Bu nedenle,
ahlaki kararlarin yeterliligini belirlemenin zor oldugu ifade edilmektedir. Bu bakis
acisina gore, etik, yontemleri ve uygulamalariyla karmasik zorluklarla dolu bulanik bir
disiplin olarak goriilebilmektedir. Etigin bilimsel bir temele indirgenebilmesi iddiast,
olduke¢a cesur bir girisimdir. Ancak, otonom yazilim arag¢larinin ahlaki tasarimlarinin
biiyiik 06lclide insan etigi baglaminda sekillenecegi savunulmaktadir. Ayrica, bu
projenin felsefi etik ¢alismasinda devrim niteliginde bir potansiyel tasidigi da ifade
edilmektedir. "Tepeden" terimi, hem miihendislik hem de etik anlamda
kullanilmaktadir. Miihendislik agisindan tepeden temele dogru yaklasim, bir gérevin
dogrudan uygulanabilir oldugu ve istenilen sonuca ulasmak ic¢in hiyerarsik bir
diizenlemeyle daha basit alt gorevlerin gergeklestirilmeye calisildig1 bir metodolojiyi
ifade etmektedir. Etige yonelik yukaridan asagiya yaklasim ise, faydacilik gibi felsefi
veya "Altin kural" gibi dini temellendirilmis belirli bir genel etik teorisini alan ve bu
teorinin belirli durumlar i¢in sonuglarini elde eden bir yaklagimi ifade etmektedir. Bu
yaklagima gore, sistemlerin belirli bir etik teorisini benimseyerek bu teoriyi
uygulayabilen algoritmalarin hesaplama gereksinimlerini analiz eden ve alt sistemlerin
tasarimini yonlendiren bir metodoloji olarak 6zetlenebilmektedir (Wallach ve Allen,
2008: 567).

Derin felsefi itirazlar, karmasik kararlar alan yapay sistemlerin tasarlanmasi
siirecini  yavaglatma potansiyeline sahip olsa da, giicli yapay zekanin
gerceklestirilebilirligi hala tartigmal1 bir konudur. Ancak, bu sistemlerin se¢im yapma
stirecinde belirli bir ahlaki hassasiyet gerekecegi diisiiniilmektedir. Kusursuz bir
sekilde isleyen bir sisteme ahlaki bir degerlendirme yapabilmek icin, ¢esitli
yeteneklerin bir araya gelmesi gerektigi vurgulanmaktadir. Yapay zeka tarafindan
ahlaki kararlarin verilmesi, hem tepeden asagiya hem de temelden yukariya

yaklasimlarla agiklanmaya ¢alisilarak bu karmasik siirecin zorluguna dikkat
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cekilmektedir. Insanlarm ahlaki yargi kapasitesi, hem evrimsel ve dgrenme tabanli
mekanizmalar1 hem de teori tabanli mantik yiirlitme yeteneklerini igeren bir bilesim
olarak ifade edilmektedir. Dolayisiyla, zeki robotlarin ahlaki yargi yeteneklerini
degerlendirebilmek i¢in hem asagidan yukartya hem de yukaridan asagiya

egilimlerinin ve farkli becerilerinin dikkate alinmasi gerektigi vurgulanmaktadir.

Sonug olarak, gesitli girdileri isleyen ve ahlaki kararlarinda dinamik ve esnek
olan asagidan yukariya sistemlerin yani sira, se¢imlerin ve eylemlerin
degerlendirilmesini karsilayacak yukaridan asagi ilkelere bagli olan sistemlere ihtiyag
oldugu belirtilmektedir. Ancak, bu bilesenlerin nasil entegre edilecegi, mevcut
calismanin kapsami disinda olan ahlaki kurumun dogasiyla ilgili dnemli metaetik
sorulara neden olabilir. Yine de, bu zorluklarla basa ¢ikmaya hazir olan bilim

insanlarmin, bu Onsezilerin derhal ele alinmasi1 gerektigine dikkat g¢ekilmektedir

(Wallach ve Allen, 2008: 567).
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Boliim 3

Yontem

3.1 Arastirma Modeli

Nicel arastirma yoOnteminin kullanildigi bu arastirma cercevesinde genel
tarama modelinden istifade edilmistir. Arastirmada bagimsiz degisken “Yapay Zeka
Etigi” seklindeyken, kontrol degiskenleri ise demografik 6zelliklerden cinsiyet, yas
grubu, medeni durum, egitim diizeyi, pozisyon, toplam mesleki tecriibe ve kurumda

calisma stiresidir. Arastirmanin modeli Sekil 1°de gosterilmistir.

Cinsiyet
H . S
Yas Grubu
Medeni Durum
- 3 ,
Yapay Zeka Etigi Egitim Diizeyi
\_ . )
Pozisyon
Toplam Mesleki )
Tecriibe

VAN

Kurumda Calhisma
L Stiresi

Sekil 4. Arastirma Modeli

Sekil 1’de yer alan arastirma modeli dogrultusunda, arastirmanin temel hipotezleri su
sekilde olusturulmustur:

H1: Calisanlarin yapay zeka etigine iliskin tutumlar1 cinsiyete gore anlamli olarak
farklilasmaktadir.

H2: Calisanlarin yapay zeka etigine tutumlari yas grubuna goére anlamli olarak
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farklilagmaktadir.

H3: Calisanlarin yapay zeka etigine iliskin tutumlart medeni duruma goére anlamli
olarak farklilasmaktadir.

H4: Calisanlarin yapay zeka etigine iliskin tutumlar1 egitim diizeyine gore anlamli
olarak farklilasmaktadir.

H5: Calisanlarin yapay zeka etigine iligkin tutumlar1 pozisyona gére anlamli olarak
farklilagsmaktadir.

H6: Calisanlarin yapay zeka etigine iliskin tutumlar1 toplam mesleki tecriibeye gore
anlamli olarak farklilasmaktadir.

H7: Calisanlarin yapay zeka etigine iliskin tutumlar1 kurumda ¢alisma siiresine goére

anlaml olarak farklilasmaktadir.

3.2 Evren ve Katilimcilar

Calismanin genel evreni, Tiirkiye’de ¢esitli sektorlerde calismakta olan 18 yas
lizeri ve beyaz yaka olarak ¢alisan bireyler olarak belirlenmistir. Aragtirma evreni,
Istanbul ilinde beyaz yaka olarak calisan 18 yas iizeri bireylerdir. Bu dogrultuda,
arastirma kapsaminda 21 Mart 2024 ve 21 Haziran 2024 tarihleri arasinda 319 kisi ile

anket gergeklestirilmistir.

3.3 Verilerin Toplanmasi

3.3.1 Veri toplama araclari. Arastirmada verilerin toplanmasi hususunda
nicel veri toplama teknikleri i¢inde yer alan anket tekniginden yararlanilmigtir. Bu
cercevede, iki boliimlii bir anket formu olusturulmustur.
Anket formunun ilk bolimiinde Kisisel Bilgi Formu vardir. Bu formda katilimcilarin
cinsiyet, yas grubu, medeni durumu, egitim diizeyi, calistiklar1 pozisyon, toplam
mesleki tecriibe, kurumda ¢aligma siiresini belirlemeye iliskin demografik 6zelliklerle

ilgili sorular yer almaktadir.

Anket formunun ikinci béliimiinde Yapay Zeka Etigi Olgegi yer almaktadur.
Olgek; Yang, Choi ve Kim (2022) tarafindan gelistirilmistir. Calisma cercevesinde
Olcek maddeleri aragtirmaci ve tez danismani ile beraber Tiirk¢e diline g¢evrilerek

uygulanmstir. Olgekte 17 madde ve 5 boyut bulunmaktadir. Olgegin boyutlar1 Adillik
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(AD), Seffaflik (SE), Zararsizlik/Ké6tiiye Kullanma (ZKK), Mahremiyet/Gizlilik (MG)
ve Sorumluluk (SO) seklindedir. Olgek 5°1i Likert sistemindedir.

3.3.2 Veri toplama siireci. Arastirma evreninden ilgili verilerin toplanmasi
konusunda Google Forms online anket platformundan yararlanilmistir. Google Forms
iizerinde online anket formu hazirlanarak, Istanbul ilinde beyaz yaka olarak ¢alisan 18
yas lizeri 500 kisiye anket formu gonderilmis ve 319 kisiden doniis alinmistir. Veriler
319 kisilik 6rneklem grubundan 21 Mart 2024 ve 21 Haziran 2024 tarihleri arasinda

elde edilmistir. Online anket formunun doldurulmasi yaklasik 10 dakika siirmektedir.

3.3.3 Veri analiz islemleri. Calismada 6rneklem grubu vasitasiyla toplanmis
olan verilerin analizi noktasinda nicel veri analizi yontemine basvurularak, SPSS-23
istatistiksel analiz programi kullanilmistir. Program vasitasiyla 319 kisilik 6rneklem
grubunun demografik dzellikleri igin frekans analizleri, Yapaz Zeka Etigi Olgegi,
boyutlar1 ve maddelerinin ortalama degerleri i¢in tanimlayict analizler, Yapay Zeka
Etigi Olgegi’nin gegerliligi icin kesfedici faktdr analizi, 6lgek ve boyutlarinin
giivenilirlik diizeyleri icin giivenilirlik analizi, aragtirma hipotezlerinin test edilmesi

icin Bagimsiz Orneklemler T Testi ve Tek Yonlii ANOVA Testi uygulanmustir.

3.3.3 Gegerlilik ve giivenilirlik. Calismanin bu boliimiinde, arastirmada
kullanilan Yapay Zeka Etigi Olcegi iizerinde gerceklestirilen kesfedici faktor
analizinin bulgulariyla giivenilirlik analizlerine iliskin bulgulara yer verilmistir.
Analizler 6ncesinde, ters ifadeli (RS) tiim maddelerin ortalamalar1 tersine ¢evrilerek

analizler gerceklestirilmistir.

Tablo 1°de YZE Olgeginin iizerinde uygulanan kesfedici faktor analizine iliskin
bulgular yer almaktadir. Yapilan analizde KMO Orneklem Yeterliligi Testi sonucu
(0,952) seklinde tespit edilmis olup, buna gore anket uygulamasina katilmis olan kisi
sayist oldukca yeterlidir. Yani sira, Bartlett Kiiresellik Testi bulgusunun anlamli
(p<0,05) ¢ikmis olmas1, YZE Olgegi iizerinde kesfedici faktor analizinin uygulanabilir

oldugunu gostermektedir.

Kesfedici faktor analizi yapilirken, dlgek yapisini bozmakta oldugu belirlenen

ve 0,50’den daha diistik faktor yiikiine sahip olan “SE3”, “ZKK2” ve “MG3” kodlu
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maddeler Ol¢ekten cikarilarak, kesfedici faktor analizi siirecine devam edilmistir.

Tablo 1°de goriilen veriler dogrultusunda, gergeklestirilen kesfedici faktor analizinde

tek faktorlii yapr elde edilmistir. Bu faktor Yapay Zeka Etigi (YZE) olarak

adlandirilmistir. YZE faktorii 6lcek varyansinin %57,03’{inii agiklama giiciine sahiptir.

YZE faktoriiniin giivenilirlik diizeyi ise 0,938 ile oldukca yiiksek seviyededir.

Tablo 1
Yapay Zeka Etigi Olgegi Kesfedici Faktor Analizi Bulgular

Maddeler

YZE

Giivenilirlik

MG?2. insanlarin kisisel bilgileriyle yapay zeka gelistirilirken, bu insanlarin
mahremiyetlerinin ihlal edilmesini Onlemek iizere gereken tedbirler
alinmalidir.

ZKK4. Yapay zekanm olast kotiiye kullanimini 6nlemek iizere, bircok
insanin ilgili etik konularda egitilmesi gereklidir.

ZKK1. Yapay zeka teknolojisini kullanan bireyler, onu iyi bir sekilde
kullanmak i¢in ¢aba harcamalidir.

AD3. Bireylere uygun kiyafetler dneren bir yapay zeka gelistirilirken, cok
cesitli viicut tiplerine sahip bireylerden toplanmus veriler dahil edilerek
yapay zeka gelistirilmelidir.

SE1. Yapay zekanin kararlarinin nedenlerini agiklamasi gereklidir.

ZKK3. Yapay zeka tabanli iirtinleri satmadan once, bu iiriinleri satanlarin
iiriinlerin kotiiye kullanilip kullanilamayacagini diisiinmesi gerekmektedir.

MG1. Hikiimet, yapay zeka ile ilgili ¢alismalar yapan gelistiricileri ve
sirketleri, insanlarmm kigisel bilgilerini serbest¢e kullanmamalarini
saglayacak sekilde diizenlemelidir.

ADI1RS. Kedileri taniyan bir yapay zeka gelistirilirken, alisilmadik
goriiniime sahip kedilerin goriintiileri yerine tipik goriiniime sahip kedilerin
goriintiilerinin kullanilmasi tercih edilir.

SO3. Yapay zekadan kaynaklanan herhangi bir sorun ortaya ¢ikarsa, bu
durumdan kimin sorumlu tutulacagini kesin olarak belirlemek zordur; bu
nedenle, bu durumun bedelini kimin ve nasil 6deyecegi hakkinda toplumsal
bir mutabakat olmasi gereklidir.

SOI1RS. Yapay zeka nedeniyle herhangi bir sorun ortaya ¢ikarsa, yapay
zekay1 olusturan gelistirici sorumlu tutulmalidir.

SE4. Bir karar1 neden verdigini agiklayamayan yapay zekanin giivenilmez
olmas1 muhtemeldir.

AD2. Eger hiikiimet 6grencilere ¢aligmalarinda yardimct olmak igin yapay
zekalt robotlar gelistiriyorsa ve bunlar1 6grencilere iicretsiz olarak
sunuyorsa, bu hizmeti yasl insanlara da saglamalidir.

SO2RS. Yapay zeka sonucunda bir sorun ortaya ¢ikarsa {irlinii satin alan
miisteri sorumlu degildir

SE2RS. Yapay zeka belirli bir karar1 neden verdigini agiklamasa dahi, daha
yiksek diizeyde dogruluk oranina sahip oldugundan tercih edilir.

0,929

0,895

0,889

0,864

0,849
0,807

0,731

0,688

0,686

0,685

0,681

0,637

0,562

0,525

0,938

Agiklanan Varyans

KMO: 0,952; Ki-Kare: 3196,199; sd: 91; p-degeri: 0,000

57,03%

Tablo 2’de ayrica kesfedici faktor analizi sirasinda lgekten ¢ikarilan maddeler

de degerlendirilmek suretiyle, YZE Olgegi boyutlarinin giivenilirlik analizi bulgulart
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gosterilmistir. Buna gore; AD boyutu 0,781 ile yiiksek diizeyde giivenilirlige, SE
boyutu 0,642 ile orta diizeyde giivenilirlige, ZKK boyutu 0,908 ile oldukg¢a yiiksek
diizeyde giivenilirlige, MG boyutu 0,818 ile yiiksek diizeyde giivenilirlige, SO boyutu
0,665 ile orta diizeyde giivenilirlige sahiptir.

Tablo 2
Yapay Zeka Etigi Olgegi Boyutlarina Iliskin Giivenilirlik Analizi Bulgular:
Boyutlar Boyut Giivenilirlik

Adillik (AD) 0,781

Seffaflik (SE) 0,642

Zararsizlik/Ké&tilye Kullanim (ZKK) 0,908

Mahremiyet/Gizlilik (MG) 0,818

Sorumluluk (SO) 0,665

Tablo 3’te kesfedici faktor analizi sonrasinda ortaya c¢ikan bulgular
cergevesinde; YZE Olgegi, dlgegin boyutlar1 ve maddelerine iliskin tanimlayici analiz
bulgular yansitilmistir. Tablo 3’e gore; YZE Olgegi X=3,689 (55=0,984) ile yiiksek
diizeyde ortalama degere sahiptir. Bununla birlikte, AD boyutu X=3,654 (SS=1,094)
ile yiiksek diizeyde ortalama degere, SE boyutu X=3,538 (55=0,992) ile ortalama
degerin tizerinde ortalama degere, ZKK boyutu X=3,911 (SS=1,198) yiiksek diizeyde
ortalama degere, MG boyutu X=4,053 (SS=1,262) ile yiiksek diizeyde ortalama
degere, SO boyutu X=3,409 (SS=1,036) ile ortalama degerin iizerinde ortalama degere
sahiptir. Ayrica Olgekteki her bir maddenin ve boyutun basiklik ve carpiklik
degerlerinin (-2) ile (+2) arasinda oldugu tespit edilmis oldugundan, arastirma

verilerinin normal dagilim kosulunu saglamis oldugu yorumu da yapilabilir.
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Tablo 3
YZE Olgegi Tammlayict Analiz Bulgulart

Maddeler/Boyutlar N Ort. SS Carpiklik Basiklik

ADIRS. Kedileri taniyan bir yapay zeka gelistirilirken,
alisilmadik goriinime sahip kedilerin goriintileri yerine 319 3376 1994 0604  -0,784
tipik goriiniime sahip kedilerin goriintiilerinin kullanilmasi
tercih edilir.
AD2. Eger hiikiimet 6grencilere ¢aligmalarinda yardimci
('?lvmak i¢in yapay ;ekah robotlar gel1$t1r1y0.rsa ve bunlari 319 3514 1376 -0631 -0.893
Ogrencilere licretsiz olarak sunuyorsa, bu hizmeti yaslh
insanlara da saglamalidir.
AD3. Bireylere uygun kryafetler 6neren bir yapay zeka
gehstlrlhrken,. ¢ok ge§1t11 yucut tiplerine sahip bireylerden 319 4072 1263 -1418 0,881
toplanmis veriler dahil edilerek yapay zeka
gelistirilmelidir.

AD 319 3,654 1,094 -1,138 0,488
SE1. S.{a.pay zekanin kararlarinin nedenlerini agiklamast 319 3950 1317 -1197 0,247
gereklidir.
SE2RS. Yapay zeka belirli bir karar1 neden verdigini
aciklamasa dahi, daha yiiksek diizeyde dogruluk oranina 319 3,141 1,245 -0,309  -0,953
sahip oldugundan tercih edilir.
SE4. Bir liaran. neden verdigini aglklaygmayan yapay 310 3524 1336 -0576  -0,849
zekanin giivenilmez olmast muhtemeldir.

SE 319 3,538 0,992 -1,220 0,933

ZKK1. Yapay zeka teknolojisini kullanan bireyler, onu iyi i
bir sekilde kullanmak i¢in ¢aba harcamalidir. 319 3962 1243 -1272 0,624
ZKK3. Yapay zeka tabanli iiriinleri satmadan 6nce, bu
iiriinleri satanlarin iiriinlerin kétliye kullanilip 319 3,784 1,353 -0,974 -0,295
kullanilamayacagini diisiinmesi gerekmektedir.
ZKK4. Yapay zekanin olasi kotiiye kullanimini 6nlemek
iizere, birgok insanin ilgili etik konularda egitilmesi 319 3,987 1,315 -1,304 0,480
gereklidir.

ZKK 319 3,911 1,198 -1,363 0,807
MGT1. Hiikiimet, yapay zeka ile ilgili ¢aligsmalar yapan
gelistiricileri ve sirketleri, 1nsaf11ar1n klslsel. bilgilerini 319 3871 1445 -1002 -0.501
serbestce kullanmamalarini saglayacak sekilde
diizenlemelidir.
MG?2. Insanlarin kisisel bilgileriyle yapay zeka
gelistirilirken, bu insanlarin mahremiyetlerinin ihlal 319 4,235 1,295 -1,669 1,412
edilmesini 6nlemek {izere gereken tedbirler alinmalidir.

MG 319 4,053 1,262 -1,299 0,527
SO1RS. Yapay zeka nedeniyle herhangi bir sorun ortaya
cikarsa, yapay zekay1 olusturan gelistirici sorumlu 319 3,458 1,366 -0,503  -0,945
tutulmalidir.
SO2RS Yapay zelia sopucunda bir ﬁc')ru'n ortaya cikarsa 319 3119 1,310 -0,180 1,016
tirlini satin alan misteri sorumlu degildir
S03. Yapay zekadan kaynaklanan herhangi bir sorun
ortaya ¢ikarsa, bu durumdan kimin sorumlu tutulacagini
kesin olarak belirlemek zordur; bu nedenle, bu durumun 319 3,649 1,340 -0,768  -0,592
bedelini kimin ve nasil 6deyecegi hakkinda toplumsal bir
mutabakat olmasi gereklidir.

SO 319 3,409 1,036 -0,781 0,084

YZE 319 3,689 0,984 -1,668 1,822
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3.4 Simirlamalar

Bu calisma, orneklem smirlilig1 baglaminda istanbul ilinde beyaz yaka olarak
caligmakta olan ve 18 yas lizerinde olan ¢esitli sektorlerden 319 calisan ile sinirh
durumdadir. Konu smirliligr baglaminda ¢alisma, Endiistri 4.0, yapay zeka, etik ve
yapay zeka etigi konulart ile sinirlandirilmistir. Zaman sinirliligi ¢ergevesinde calisma,
anket uygulamasinin gergeklestirilmis oldugu 21 Mart 2024 ile 21 Haziran 2024 tarih

araligi ile sinirhidir.

Anket uygulamasina katilmis olan kisilerin, kendilerine sorulmus olan sorulara
ve 6lgek maddelerine samimi ve igten sekilde yanit verdikleri varsayilmistir. Yani sira
katilimcilarin, anket formunda yer alan kavramlara, terimlere vb.’ne iligskin (yapay

zeka, etik, yapay zeka etigi gibi) yeterli bilgiye sahip olduklar1 varsayilmistir.
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Boliim 4

Bulgular

4.1 Demografik Bulgular

Calismanin bu boliimiinde, arastirmaya katilm gosteren 319 calisanin
demografik ozelliklerini tespit etmeye iliskin olarak gergeklestirilen frekans

analizlerinin bulgularina yer verilmistir.

Tablo 4’te cinsiyet baglaminda katilimcilarin dagilimi gosterilmistir. Tablo 4’e

gore katilimcilarin 203’1 (%63,6) kadin, 116°s1 (%36,4) erkektir.

Tablo 4
Cinsiyete Gore Dagilim
Cinsiyet N Yiizde (%)
Kadin 203 63,6
Erkek 116 36,4
Total 319 100,0

Tablo 5’te yas grubu baglaminda katilimcilarin dagilimi yansitilmistir. Tablo 5°¢
gore katilimcilarin 39°u (%12,2) 18-25 yas grubunda, 173’1 (%54,2) 26-34 yas
grubunda, 82’si1 (%25,7) 35-44 yas grubunda, 25’1 (%7,8) 45 ve lizeri yas grubundadir.

Tablo 5
Yas Grubuna Gore Dagilim
Yas Grubu N Yiizde (%)
18-25 39 12,2
26-34 173 54,2
35-44 82 25,7
45 ve tuizeri 25 7,8
Total 319 100,0

Tablo 6’da medeni durum baglaminda katilimcilarin dagilimi goriilmektedir.
Tablo 6’ya gore katilimcilarin 180’1 (%56,4) bekar, 139°u (%43,6) evlidir.

63



Tablo 6

Medeni Duruma Gore Dagilim

Medeni Durum N Yiizde (%)
Bekar 180 56,4
Evli 139 43,6
Total 319 100,0

Tablo 7’de egitim diizeyi baglaminda katilimcilarin dagilimina yer verilmistir.

Tablo 7’ye gore katilimcilarin 26’s1 (%8,2) 6n lisans mezunu, 158’ (%49,5) lisans

mezunu, 135’1 (%42,3) lisansiistii mezunudur.

Tablo 7
Egitim Diizeyine Gore Dagilim
Egitim Diizeyi N Yiizde (%)
On lisans mezunu 26 8,2
Lisans mezunu 158 49,5
Lisansiistii mezunu 135 42,3
Total 319 100,0

Tablo 8’de pozisyon baglaminda katilimcilarin dagilimi yer almaktadir. Tablo

8¢ gore katilimcilarin 228’1 (%71,5) personel, 91°i (%28,5) yonetici olarak

calismaktadir.
Tablo 8
Pozisyona Gore Dagilim
Pozisyon N Yiizde (%)
Personel 228 71,5
Y onetici 91 28,5
Total 319 100,0

Tablo 9’da toplam

mesleki tecriibe baglaminda katilimcilarin  dagilimi

bulunmaktadir. Tablo 9’a gore katilimcilarin 28’1 (%8,8) 1 yildan az toplam mesleki

tecriibeye, 62’si (%19,4) 1-3 yil aras1 toplam mesleki tecriibeye, 58’1 (%18,2) 3-6 yil

arasi toplam mesleki tecriibeye, 66’s1 (%20,7) 6-10 yil aras1 toplam mesleki tecriibeye,

105’1 (%32,9) 10 yildan fazla toplam mesleki tecriibeye sahiptir.
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Tablo 9
Toplam Mesleki Tecriibeye Gore Dagilim

Toplam Mesleki Tecriibe N Yiizde (%)
1 yildan az 28 8,8
1-3 y1l 62 19,4
3-6 yil 58 18,2
6-10 y1l 66 20,7
10 yildan fazla 105 32,9
Total 319 100,0

Tablo 10’da kurumda calisma siiresi baglaminda katilimcilarin dagilimi
gosterilmistir. Tablo 10’a gore katilimcilarin 83’1 (%26,0) 1 yildan az siiredir, 91’1
(%28,5) 1-3 yildir, 67’si (%21,0) 3-6 yildir, 43’1 (%13,5) 6-10 yildir, 35’1 (%11,0) 10

yildan fazla siiredir ayn1 kurumda c¢aligmaktadir.

Tablo 10
Kurumda Calisma Siiresine Gore Dagilim
Kurumda Calisma Siiresi N Yiizde (%)
1 yildan az 83 26,0
13 yil 01 28,5
3-6 yil 67 21,0
6-10 yil 43 135
10 yildan fazla 35 11,0
Total 319 100,0

4.2 Hipotez Testi Bulgular

Calismanin bu boliimiinde, aragtirma hipotezlerinin test edilmesi i¢in uygulanan

farklilik analizlerine iliskin bulgular gosterilmistir.

Tablo 11’de cinsiyet baglaminda gergeklestirilen farklilik analizine iliskin
bulgular goriilmektedir. Bu ¢ergevede, “H1: Calisanlarin yapay zeka etigine iliskin
tutumlari cinsiyete gore anlamli olarak farklilagmaktadir.” hipotezini test etmek tizere
Bagimsiz Orneklemler T Testi yapilmustir. Tablo 11°de goriildiigii gibi, arastirmanin
ana degiskeni olan YZE (p=0,074) degiskeninde p>0,05 seklinde oldugu i¢in, YZE
degiskeninde cinsiyete gére anlaml farklilik olmadigi belirlenmistir. Ancak YZE’ nin
alt boyutlarindan AD (t=2,308; p=0,022) ve SE (t=2,134; p=0,034) boyutlarinda kadin

katilimcilar lehine anlamli farkliliklar oldugu goriilmiistiir. Buna gore, kadin
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katilimcilarin yapay zekada adillige yonelik tutumlari (X=3,760) erkek katilimcilardan
(X=3,468) daha yiiksek olup; ayrica kadin katilimcilarin yapay zekanin seffafligina
yonelik tutumlar1 (X=3,627) erkek katilimcilardan (X=3,382) daha yiiksektir. Elde
edilen bu bulgular dogrultusunda, “H1: Calisanlarin yapay zeka etigine iliskin

tutumlar1 cinsiyete gore anlamli olarak farklilagmaktadir.” hipotezi kismen kabul

edilmistir.
Tablo 11
Cinsiyete Gore Farklilik Analizi Bulgular
Degisken Cinsiyet N Ort. SS t-degeri p-degeri
veE Iéflf:kl igz gggg 2332 1,793 0,074
pp  KadmoAE A0 LB g
N Iéflféllz igg ggg; 2:322 2,134 0,034
KK e ;e amr dae M9 048
Me Ié?lf;; ig: 3:;22 ié% 1,822 0,069
O  chek 1 awme g O 0

Tablo 12’de yas grubu baglaminda gergeklestirilen farklilik analizine iliskin
bulgular goriilmektedir. Bu ¢ercevede, “H2: Calisanlarin yapay zeka etigine iliskin
tutumlar1 yas grubuna goére anlamli olarak farklilagmaktadir.” hipotezini test etmek
tizere Tek Yonli ANOVA Testi yapilmistir. Tablo 12°de goriildiigi gibi, arastirmanin
ana degiskeni olan YZE (p=0,198) degiskeninde p>0,05 seklinde oldugu i¢in, YZE
degiskeninde yas grubuna gore anlamli farklilik olmadigi belirlenmistir. Ancak
YZE’nin alt boyutlarindan ZKK (F=2,708; p=0,045) boyutunda 26-34 yas grubundaki
katilimcilarin (X=4,023) 35-44 yas grubundaki katilimcilara (X=3,593) kiyasla yapay
zekanin zararsizligina iliskin tutumlarinin daha yiiksek oldugu belirlenmistir. Elde
edilen bu bulgular dogrultusunda, “H2: Calisanlarin yapay zeka etigine iliskin
tutumlar1 yas grubuna gore anlamli olarak farklilagsmaktadir.” hipotezi kismen kabul

edilmistir.
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Tablo 12
Yas Grubuna Gore Farklilik Analizi Bulgular

Degisken  Yas Grubu N Oort. SS F-degeri p-degeri Farkhlik

18-25 39 3,764 0,746
26-34 173 3,762 0,946

YZE 35-44 82 3,487 1,143 1,566 0.198
45 ve lizeri 25 3,726 0,968
18-25 39 3,778 0,896
26-34 173 3,651 1,034

AD 35-44 82 3,573 1,283 0.374 0.772
45 ve lizeri 25 3,747 1,144
18-25 39 3,632 0,783
26-34 173 3,626 0,948

SE 35-44 82 3,346 1,144 1,748 0.158
45 ve iizeri 25 3,413 1,001
18-25 39 3,957 0,971
26-34 173 4,023 1,157

1K 35-44 82 3,593 1,354 atl 0045 23

45 ve lizeri 25 4,107 1,129
18-25 39 4,231 1,025
26-34 173 4,133 1,219

MG 35-44 82 3,811 1,431 1,507 0.213
45 ve tizeri 25 4,020 1,262
18-25 39 3,376 0,650
26-34 173 3,501 1,037

S0 35-44 82 3,220 1,136 1,395 0,244
45 ve tizeri 25 3,440 1,141

Tablo 13°te medeni durum baglaminda gergeklestirilen farklilik analizine iliskin
bulgular goriilmektedir. Bu ¢ercevede, “H3: Calisanlarin yapay zeka etigine iliskin
tutumlart medeni duruma goére anlamli olarak farklilasmaktadir.” hipotezini test etmek
lizere Bagimsiz Orneklemler T Testi yapilmistir. Tablo 13’te goriildiigii gibi,
arastirmanin ana degiskeni olan YZE (p=0,703) degiskeninde p>0,05 seklinde oldugu
icin, YZE degiskeninde medeni duruma gore anlamli farklilik olmadigi belirlenmistir.
Ayrica YZE’nin alt boyutlarinda da medeni duruma gore anlamli bir farkliligin
olmadig tespit edilmistir. Elde edilen bu bulgular dogrultusunda, “H3: Calisanlarin
yapay zeka etigine iligkin tutumlart medeni duruma gore anlamli olarak

farklilagsmaktadir.” hipotezi reddedilmistir.
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Tablo 13
Medeni Duruma Goére Farklilik Analizi Bulgular

Degisken  Medeni Durum N Ort. SS t-degeri  p-degeri
YZE Bs\;?r 128 2?12 (1):832 -0,382 0,703
A0 T 1m  ans  iom 010 0des

5 Wi a® amo s 007 0sws
0 3s By oo
Y S
°  n am s agm  0®oew

Tablo 14’te egitim diizeyine baglaminda gergeklestirilen farklilik analizine
iliskin bulgular goriilmektedir. Bu cercevede, “H4: Calisanlarin yapay zeka etigine
iliskin tutumlari egitim diizeyine gore anlamli olarak farklilagmaktadir.” hipotezini test
etmek tlizere Tek Yonli ANOVA Testi yapilmigtir. Tablo 14’te gorildigi gibi,
arastirmanin ana degiskeni olan YZE (p=0,157) degiskeninde p>0,05 seklinde oldugu

icin, YZE degiskeninde egitim diizeyine gore anlamli farklilik olmadig: belirlenmistir.

Ancak YZE’nin alt boyutlarindan AD (F=3,023; p=0,050) boyutunda lisansiistii
mezunu katilimcilarin (X=3,714) 6n lisans mezunu katilimcilara (X=3,154) kiyasla
yapay zekanin adilligine iliskin tutumlarinin daha yiiksek oldugu belirlenmistir. Elde
edilen bu bulgular dogrultusunda, “H4: Calisanlarin yapay zeka etigine iliskin
tutumlar1 egitim diizeyine gore anlamli olarak farklilagmaktadir.” hipotezi kismen

kabul edilmistir.
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Tablo 14
Egitim Diizeyine Gore Farklilik Analizi Bulgular

Degisken Egitim Diizeyi N Ort. SS F-degeri p-degeri Farkhihk
On lisans mezunu 26 3,332 1,170
YZE Lisans mezunu 158 3,722 0,985 1,865 0,157
Lisansiistii mezunu 135 3,719 0,938
On lisans mezunu 26 3,154 1,287
AD Lisans mezunu 158 3,686 1,094 3,023 0,050 3-1
Lisansiistii mezunu 135 3,714 1,036
On lisans mezunu 26 3,244 1,183
SE Lisans mezunu 158 3,565 0,974 1,250 0,288
Lisansiistii mezunu 135 3,563 0,973
On lisans mezunu 26 3,551 1,350
ZKK Lisans mezunu 158 3,951 1,192 1,287 0,277
Lisansiistii mezunu 135 3,933 1,173
On lisans mezunu 26 3,596 1,428
MG Lisans mezunu 158 4,158 1,227 2,322 0,100
Lisansiistii mezunu 135 4,019 1,257
On lisans mezunu 26 3,205 1,222
SO Lisans mezunu 158 3,392 1,035 0,732 0,482

Lisansiistii mezunu 135 3,467 1,000

Tablo 15’te pozisyon baglaminda gergeklestirilen farklilik analizine iliskin
bulgular goriilmektedir. Bu ¢ercevede, “HS5: Calisanlarin yapay zeka etigine iliskin
tutumlar1 pozisyona gore anlamli olarak farklilasmaktadir.” hipotezini test etmek tizere
Bagimsiz Orneklemler T Testi yapilmistir. Tablo 15’te goriildiigii gibi, arastirmanin
ana degiskeni olan YZE (p=0,123) degiskeninde p>0,05 seklinde oldugu i¢in, YZE
degiskeninde pozisyona gore anlamli farklilik olmadigi belirlenmistir. Ayrica
YZE’nin alt boyutlarinda da pozisyona gore anlamli bir farkliligin olmadig tespit
edilmistir. Elde edilen bu bulgular dogrultusunda, “H5: Calisanlarin yapay zeka
etigine iliskin tutumlart pozisyona gore anlamli olarak farklilagsmaktadir.” hipotezi

reddedilmistir.
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Tablo 15
Pozisyona Gére Farklilik Analizi Bulgulart

Degisken Pozisyon N Ort. SS t-degeri p-degeri
veE 533222 29218 zggj g(ﬁg 1,546 0,123
AP 532222 29218 zgég 1222 1,575 0,116
o voeid o aaw im0 0@
ZKK 532222 29218 2%? Eji 1,512 0,132
MG 532222 29218 g:;gé iggi 1511 0,132
>0 532222 29218 zgﬂ 2:223 1,059 0,290

Tablo 16’da toplam mesleki tecrilbe baglaminda gergeklestirilen farklilik
analizine iliskin bulgular goriilmektedir. Bu ¢ergevede, “H6: Calisanlarin yapay zeka
etigine 1iliskin tutumlar1 toplam mesleki tecrilbbeye goére anlamli olarak
farklilagsmaktadir.” hipotezini test etmek lizere Tek Yonli ANOVA Testi yapilmistir.
Tablo 16°da gortldigi gibi, arastirmanin ana degiskeni olan YZE (p=0,545)
degiskeninde p>0,05 seklinde oldugu i¢in, YZE degiskeninde toplam mesleki
tecriibeye gore anlamli farklilik olmadigi belirlenmistir. Ayrica YZE’nin alt
boyutlarinda da toplam mesleki tecriibeye gore anlamli bir farkliligin olmadigi tespit
edilmistir. Elde edilen bu bulgular dogrultusunda, “H6: Calisanlarin yapay zeka
etigine iliskin tutumlar1 toplam mesleki tecriibeye gore anlamli olarak

farklilagsmaktadir.” hipotezi reddedilmistir.
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Tablo 16
Toplam Mesleki Tecriibeye Gore Farklilik Analizi Bulgulart

Toplam
Degisken Mesleki N ort. SS F-degeri p-degeri
Tecriibe

1 yildan az 28 3,709 0,927
1-3y1l 62 3,771 0,908

YZE 3-6 yil 58 3,767 1,008 0,771 0,545
6-10 y1l 66 3,751 0,870
10 yildan fazla 105 3,552 1,094
1 yildan az 28 3,643 1,050
1-3y1l 62 3,747 1,029

AD 3-6 yil 58 3,695 1,152 0,404 0,806
6-10 y1l 66 3,702 0,891
10 yildan fazla 105 3,549 1,228
1 yildan az 28 3,595 0,940
1-3y1l 62 3,618 0,903

SE 3-6 yil 58 3,546 0,996 0,550 0,699
6-10 y1l 66 3,611 0,924
10 yildan fazla 105 3,425 1,097
1 yildan az 28 3,976 1,126
1-3 y1l 62 3,989 1,134

ZKK 3-6 yil 58 4,080 1,185 1,573 0,181
6-10 y1l 66 4,035 1,059
10 yildan fazla 105 3,676 1,323
1 yildan az 28 3,982 1,159
1-3 y1l 62 4,282 1,165

MG 3-6 yil 58 4,155 1,222 1,177 0,321
6-10 y1l 66 4,068 1,147
10 yildan fazla 105 3,871 1,419
1 yildan az 28 3,440 0,907
1-3 y1l 62 3,387 0,972

SO 3-6 yil 58 3,489 1,102 0,213 0,931
6-10 y1l 66 3,444 1,043
10 yildan fazla 105 3,346 1,077

Tablo 17°de kurumda caligma siiresi baglaminda gergeklestirilen farklilik
analizine iliskin bulgular goriilmektedir. Bu ¢ercevede, “H7: Calisanlarin yapay zeka
etigine iligkin tutumlart kurumda ¢alisma siliresine gore anlamli olarak
farklilasmaktadir.” hipotezini test etmek iizere Tek Yonli ANOVA Testi yapilmistir.
Tablo 17°de goriildiigii gibi, arastirmanin ana degiskeni olan YZE (p=0,565)
degiskeninde p>0,05 seklinde oldugu i¢in, YZE degiskeninde kurumda c¢alisma
siresine gore anlamli farklihk olmadigi belirlenmistir. Ayrica YZE’nin alt
boyutlarinda da kurumda ¢alisma siiresine gore anlamli bir farkliligin olmadig tespit
edilmistir. Elde edilen bu bulgular dogrultusunda, “H7: Calisanlarin yapay zeka

etigine 1iligkin tutumlar1 kurumda c¢alisma siiresine gore anlamli olarak
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farklilagsmaktadir.” hipotezi reddedilmistir.

Tablo 17
Kurumda Calisma Stiresine Gére Farklilik Analizi Bulgular

Kurumda Calisma

Degisken Siiresi N Ort. SS F-degeri  p-degeri

1 yildan az 83 3,781 0,894
1-3 y1l 91 3,701 0,989

YZE 3-6 yil 67 3,687 0,945 0,740 0,565
6-10 y1l 43 3,689 1,004
10 yildan fazla 35 3,441 1,217
1 yildan az 83 3,763 1,007
1-3 y1l 91 3,696 1,077

AD 3-6 yil 67 3,552 1,061 0,613 0,653
6-10 yil 43 3,659 1,050
10 yildan fazla 35 3,476 1,426
1 yildan az 83 3,639 0,908
1-3y1l 91 3,495 1,005

SE 3-6 yil 67 3,602 0,925 1,037 0,388
6-10 yil 43 3,566 1,030
10 yildan fazla 35 3,257 1,205
1 yildan az 83 3,980 1,131
1-3 y1l 91 3,960 1,172

ZKK 3-6 yil 67 3,960 1,203 0,606 0,658
6-10 yil 43 3,806 1,173
10 yildan fazla 35 3,657 1,450
1 yildan az 83 4,145 1,183
1-3y1l 91 4,154 1,240

MG 3-6 yil 67 4,090 1,246 1,193 0,314
6-10 yil 43 3,919 1,272
10 yildan fazla 35 3,671 1,490
1 yildan az 83 3,502 0,974
1-3 y1l 91 3,352 0,989

SO 3-6 yil 67 3,363 1,038 0,834 0,505
6-10 y1l 43 3,574 1,130
10 yildan fazla 35 3,219 1,177

72



Bolium 5

Tartisma ve Sonuclar

5.1 Arastirma Bulgularin Tartisiimasi

Bu ¢alisma cergevesinde, Istanbul ilinde beyaz yaka olarak ¢alismakta olan 18
yas lzeri bireylerin yapay zeka etigine iliskin tutumlarinin demografik 6zelliklerine
gore farklilasip farklilasmadiginin arastirilmasi amacglanmistir. Bu dogrultuda,
Istanbul ilinde ¢alisan 319 kisi ile 21 Mart 2024 ile 21 Haziran 2024 tarihleri arasinda

anket uygulamas1 yapilmistir.

Ankete katilim gosteren bireylerin cinsiyet baglaminda 203’4 kadmn, 116°s1
erkektir. Yas grubu agisindan katilimcilarin 39°u 18-25 yas grubunda, 173’1 26-34 yas
grubunda, 82’si 35-44 yas grubunda, 25’1 45 ve lizeri yas grubundadir. Medeni durum
bakimindan 180 katilimci bekar, 139 katilimer evlidir. Egitim diizeyine gore 26 kisi
on lisans mezunu, 158 kisi lisans mezunu, 135 kisi lisansiistii mezunudur. Pozisyon
baglaminda 228 katilimci personel, 91 katilimc1 yonetici olarak ¢calismaktadir. Toplam
mesleki tecriibe agisindan katilimcilarin 28’1 1 yildan az toplam mesleki tecriibeye,
62’si 1-3 yil aras1 toplam mesleki tecriibeye, 58’1 3-6 yil arasi toplam mesleki
tecriibeye, 66°s1 6-10 yil aras1 toplam mesleki tecriibeye, 105°1 10 yildan fazla toplam
mesleki tecriibeye sahiptir. Kurumda ¢aligma siiresine gore katilimcilarin 83’1 1 yildan
az siiredir, 91°1 1-3 yildir, 67°s1 3-6 yildir, 43’1 6-10 yildir, 35’1 10 y1ldan fazla siiredir

ayn1 kurumda caligsmaktadir.

Yapay Zeka Etigi (YZE) Olgegi iizerinde gerceklestirilmis olan kesfedici faktor
analizinin sonucunda tek faktorli bir yapi elde edilirken, bu faktér Yapay Zeka Etigi
(YZE) olarak adlandirilmistir. YZE’nin oldukca yiiksek diizeyde giivenilirlige,
YZE’nin alt boyutlarindan ZKK boyutunun oldukea yiiksek diizeyde giivenilirlige,
AD ve MG boyutlarinin yiiksek diizeyde giivenilirlige, SE ve SO boyutlarinin orta
diizeyde giivenilirlige sahip oldugu tespit edilmistir. Kesfedici faktor analizi ve
giivenilirlik analizi sonuglarma gére YZE Olgegi, boyutlar1 ve maddeleri {izerinde
gerceklestirilen tanimlayici analiz neticesinde, YZE nin yiiksek diizeyde ortalama

degere sahip oldugu, YZE nin boyutlarindan AD, ZKK ve MG boyutlarinin yiiksek
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diizeyde ortalama degere sahip oldugu, SE ve SO boyutlarinin ortalama degerin
lizerinde ortalamaya sahip olugu saptanmistir. Yani sira, 6l¢egin, boyutlarin ve
maddelerin tamaminin kabul edilebilir basiklik ve ¢arpiklik degerlerine sahip oldugu,

bu sebeple arastirma verilerinin normal dagilim kosulunu sagladig: belirlenmistir.

YZE Olgegi’ne yonelik gerceklestirilen kesfedici faktor analizi ile giivenilirlik

analizlerinin sonrasinda arastirma hipotezleri test edilmistir.

Cinsiyete gore gergeklestirilen farklilik analizinde, arastirmanin ana degiskeni
olan YZE degiskeninde anlamli farklilik olmadig: tespit edilmis olmakla birlikte,
YZE’nin alt boyutlarindan AD ve SE boyutlarinda kadin katilimcilar lehine anlamli
farkliliklar oldugu belirlenmistir. Buna gore, kadin katilimcilarin yapay zekada
adillige yonelik tutumlar ile yapay zekanin seffafligina yonelik tutumlar1 erkek
katilimcilara kiyasla daha yiiksektir. Bu durumun nedeni, kadin c¢alisanlarin erkek
calisanlara kiyasla isyerinde ve is konusunda etik degerlere daha fazla 6nem veriyor

olmalar olabilir.

Yas grubuna gore gergeklestirilen farklilik analizinde, arastirmanin ana
degiskeni olan YZE degiskeninde anlamli farklilik olmadig: tespit edilmis olmakla
birlikte, YZE nin alt boyutlarindan ZKK boyutunda 26-34 yas grubundakilerin 35-44
yas grubundakilere kiyasla yapay zekanin zararsizligina iliskin tutumlarinin daha
yiiksek oldugu saptanmistir. Bu durumun nedeni, daha geng¢ olan kusaklarin yapay
zeka konusunda daha bilgili olmalart ve bu nedenle yapay zekanin zararsizligina daha

fazla inanmalar olabilir.

Medeni duruma gore gerceklestirilen farklilik analizinde, arastirmanin ana
degiskeni olan YZE degiskeninde anlamli farklilik olmadig tespit edilmis olmakla
birlikte, YZE nin alt boyutlarinda da anlamli bir farkliligin olmadig1 belirlenmistir.
Buna gore, kisinin bekar veya evli olmasi yapay zeka etigine iligkin tutum konusunda
belirleyici olmamaktadir.

Egitim diizeyine gore gergeklestirilen farklilik analizinde, arastirmanin ana
degiskeni olan YZE degiskeninde anlamli farklilik olmadig: tespit edilmis olmakla
birlikte, YZE’nin alt boyutlarindan AD boyutunda lisansiistii mezunlarinin 6n lisans

mezunlarina kiyasla yapay zekanin adilligine iliskin tutumlarinin daha yiiksek oldugu
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saptanmistir. Bu durumun nedeni, egitim diizeyi daha yiiksek olan kisilerin yapay zeka

konusunda daha bilgili olmalari olabilir.

Pozisyona gore gerceklestirilen farklilik analizinde, arastirmanin ana degiskeni
olan YZE degiskeninde anlamli farklilik olmadig: tespit edilmis olmakla birlikte,
YZE’nin alt boyutlarinda da anlamli bir farkliligin olmadig1 belirlenmistir. Buna gore,
kisinin personel veya yonetici pozisyonunda c¢alisiyor olmasi yapay zeka etigine iliskin

tutum konusunda belirleyici olmamaktadir.

Toplam mesleki tecriibbeye gore gergeklestirilen farklilik analizinde,
arastirmanin ana degiskeni olan YZE degiskeninde anlamli farklilik olmadig: tespit
edilmis olmakla birlikte, YZE’nin alt boyutlarinda da anlamli bir farkliligin olmadigi
belirlenmistir. Buna gore, kisinin toplam mesleki tecriibesi yapay zeka etigine iliskin

tutum konusunda belirleyici olmamaktadir.

Kurumda c¢alisma siiresine gore gerceklestirilen farklilik analizinde,
aragtirmanin ana degiskeni olan YZE degiskeninde anlamli farklilik olmadigi tespit
edilmis olmakla birlikte, YZE nin alt boyutlarinda da anlamli bir farkliligin olmadig:
belirlenmistir. Buna gore, kisinin ayn1 kurumda kag¢ yildir calismakta oldugu yapay

zeka etigine iligkin tutum konusunda belirleyici olmamaktadir.

5.2 Sonuclar

Istanbul ilinde beyaz yaka olarak galismakta olan 18 yas iizeri bireylerin yapay
zeka etigine iliskin tutumlarinin demografik O6zellikleri baglaminda farklilagip
farklilasmadigint arastirmak maksadiyla yapilan bu ¢alismanin neticesinde; cinsiyet,
yas, medeni durum, egitim diizeyi, pozisyon, toplam mesleki tecriibe ve kurumda
caligma siiresi demografik Ozelliklerine gére dogrudan yapay zeka etigine iliskin
tutumda anlamli bir farkliligin olmadigi, ancak yapay zeka etiginin c¢esitli alt
boyutlarinda cinsiyet, yas grubu ve egitim diizeyi demografik ozelliklerine gore

anlamli farkliliklarin bulundugu belirlenmistir.

5.3 Oneriler
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Bu calismada elde edilmis olan bulgularin, yapay zeka ve yapay zeka etigi
konusunda ¢aligmalar yapan ve/veya yapmak isteyen akademisyenlere ve dgrencilere
yol gosterici nitelikte olacagi ve katki saglayacagi diisiiniilmektedir. Yapay zeka her
ne kadar son donemlerde tlizerinde siklikla ¢alisilmaya baslanmis olan bir konu olsa
da, yapay zekanin etik ile olan iliskisine yonelik daha fazla bilimsel ¢alismanin ve
pratik uygulamanin yapilmasi gerektiginden bahsedilebilir. Nitekim giindelik hayatta
ve 1s yasaminda uyulmasi ve sahip ¢ikilmasi gereken etik kurallar oldugu gibi, yapay
zekanin da kendine Ozgii etik degerlerinin olmasi gerektiginden bahsedilebilir.
Literatiir arastirildiginda da bu konuda oldukga az sayida ¢aligma oldugu goriilmiis,
ayrica ampirik agidan yapay zeka etigine yonelik bir adet 6lgek gelistirilmis oldugu

belirlenmistir.

Calisma kapsaminda Yang, Choi ve Kim (2022) tarafindan gelistirilmis olan
Yapay Zeka Etigi Olgegi, Tiirkce diline cevrilerek uygulanmis olup, yapay zekanin
siklikla kullanilmakta oldugu sektorlerde caligsanlar lizerinde bu 6l¢egin kullanilmasi
suretiyle anket ¢alismalarinin gergeklestirilmesi 6nerisi yapilabilir. Ayrica yapay zeka
etiginin Orgiitsel vatandaslik, is tatmini, orgiitsel baglilik, uzaktan g¢aligma gibi ¢esitli

degiskenlerle olan iligkisini 6l¢ecek ¢alismalarin yapilmasi da onerilebilir.
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