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OZET

Makine Ogrenmesi Yaklasimlarinin Formula 1 Yaris Sonuclar1 Tahmini i¢in

Karsilastirilmasi

Bu c¢alisma, motor sporlarinin 6énemli bir dali olan Formula 1 yariglarinin
sonuglarin tahmin edilmesi iizerine hazirlanmistir. Calismada, yapay zekanin bu tahmin
edilmesi zor alandaki performans1 incelenmistir. Ilk olarak, 2014-2023 yillar1 arasindaki
Formula 1 verileri iizerinde ¢alisilmis ve veri setine SMOTE uygulanarak dengesiz veri
yapisit dengelenmistir. Verilerde 6znitelik secimi gergeklestirilerek ve 6znitelik se¢imi
yapilmadan ¢esitli makine ve derin 6grenme teknikleri kullanilarak modeller egitilmistir.
Karsilastirma sonuglari, ozellikle Karar Agaci (DT) ve Rastgele Orman (RFC)
algoritmalar1 igin, Oznitelik se¢imi yapilmadan daha yiiksek dogruluk oranlarina
ulagildigint gostermistir. Buna karsilik, Destek Vektor Makineleri (SVM) ve LSTM
algoritmalar1 Oznitelik secimi sonrasinda da nispeten yiiksek dogruluk oranlarini
korumustur. Ancak, Oznitelik se¢imi sonrasi tahmin basarisinda onemli diistisler
gozlemlenmistir. Bu bulgular, Formula 1 gibi bir¢ok etkenin 6nemli oldugu sporlarda

Oznitelik seciminin tahmin dogrulugunu olumsuz etkileyebilecegini ortaya koymaktadir.

Anahtar Kelimeler: Formula 1, Yapay Zeka, Oznitelik Se¢imi, Yaris Tahminleme



ABSTRACT

Comparison of Machine Learning Approaches for Predicting Formula 1

Race Results

This study focuses on predicting the results of Formula 1 races, which is a
significant branch of motor sports. The performance of artificial intelligence in this
challenging prediction task has been examined. Initially, Formula 1 data from the years
2014 to 2023 were used, and SMOTE was applied to balance the imbalanced data
structure. Various machine learning and deep learning techniques were employed to train
models both with and without feature selection. The comparison results indicated that,
particularly for Decision Tree (DT) and Random Forest (RFC) algorithms, higher
accuracy rates were achieved without feature selection. In contrast, Support Vector
Machines (SVM) and LSTM algorithms maintained relatively high accuracy rates even
after feature selection. However, a significant decrease in prediction success was
observed after feature selection. These findings suggest that in sports like Formula 1,
where many factors play an important role, feature selection can negatively impact
prediction accuracy.

Keywords: Formula 1, Artificial Intelligence, Feature Selection, Race Prediction



TESEKKUR

Bu tez programi siirecinde hayatimin en giizel ve en kotii giinlerini gegirdim.
Hocalarima bu donemde yanimda olduklar i¢in tesekkiir ederim. Ama en ¢ok aileme.
Babam benim egitimim i¢in ¢ok ¢abalamis ve her imkanini1 bana sunmus bir insandir. Bu
tez silirecinin baslangicini gordii ama maalesef bitisinde yanimda olamadi. O yiizden bu
tezi babama adiyorum. En sonunda benim egitimim icin her seyi yaptigin1 kabul

ediyorum...



BEYAN FORMU

Bu calismadaki biitiin bilgi ve belgeleri akademik kurallar c¢ercevesinde elde
ettigimi, gorsel, isitsel ve yazili tim bilgi ve sonuglar1 bilimsel ahlak kurallarina uygun
olarak sundugumu, kullandigim verilerde herhangi bir tahrifat yapmadigima,
yararlandigim kaynaklara bilimsel normlara uygun olarak atifta bulundugumu, tezimin
kaynak gosterilen durumlar disinda 6zgiin oldugunu, tarafimdan iiretildigini ve Uskiidar
Universitesi Saglik Bilimleri Enstitiisii Tez Yazim Kilavuzuna gére yazildigii beyan

ederim

Tarih

Merve Bayrak
Imzas1
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1. GIRIS

Formula 1, diinyadaki en yiiksek seviyede arastirma-gelistirme (AR-GE) gerektiren
ve en ¢ok para harcanan spor dallarindan biri olarak 6ne ¢ikmaktadir. Bu spor, hem
miithendisler hem de diger c¢alisanlar agisindan ciddi emek ve adanmishk
gerektirmektedir. Ayni zamanda, siiriiciilerin hayatlarini tehlikeye atarak yaristigi bu
alanda, teknoloji ve miihendislik g¢aligmalarinin basarist dogrudan yaris sonuglarini
etkileyen en 6nemli faktorlerden biri olarak kabul edilmektedir. Formula 1, sadece spor
anlaminda degil, ayn1 zamanda teknolojik gelisim ve inovasyonun sinirlarini zorlayan bir
alan olarak goriilmektedir. Bu baglamda, bu tezin secilmesindeki temel motivasyon,

Formula 1’in sagladigi bu cazip AR-GE ve miihendislik imkanlaridir.

Bu tez c¢alismasinda, yapay zekanin gelismis bir dali olan derin 6grenme ve
Oznitelik se¢imi gibi konular ele alinmistir. Bu baglamda, kullanilan veri seti 2014-2023
yillart arasindaki Formula 1 yarislarina ait olup, bircok temizlik ve diizenleme islemi

uygulanarak hazir hale getirilmistir.

Python programlama dili kullanilarak yapilan bu islemler sonucunda, 117 6znitelik
ve 3837 satir igeren bir veri seti olusturulmustur. Calismada 2014-2022 yillar1 egitim veri
seti, 2023 yil1 ise test veri seti olarak ayrilmigtir. Egitim veri setinde diizensizligi azaltmak
ve modelin dengesiz veri ile egitilmesini dnlemek amaciyla SMOTE (Synthetic Minority
Over-sampling Technique) yontemi uygulanmistir. Bu adimin ardindan, 6zniteliklerin
sadelestirilmesi amaciyla Oznitelik se¢imi i¢in kullanilan Mafese kiitiiphanesi tercih

edilmis ve farkli optimizasyon yontemleriyle 6znitelikler daraltilmigtir.

Veri setinin sadelestirilmesinin ardindan, farkli makine 6grenmesi algoritmalar
olan Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), Naive
Bayes (NB) ve Long Short-Term Memory (LSTM) modelleri uygulanmistir. Elde edilen
sonuglar, yaris sonuglarini tahmin etmeye yonelik olarak analiz edilmistir. Ayrica,
Oznitelik secimi yapilmamis ham veri setine de ayn1 modeller uygulanarak, 6znitelik
seciminin model performansi lizerindeki etkisi karsilastirilmistir. Bu analiz, Formula 1

veri seti gibi karmasik veri yapilarinda, 6znitelik se¢iminin gerekliligi ve Onemini



sorgulamak i¢in yapilmistir. Makine 6grenmesi algoritmalarinin daha verimli ¢alismasini
saglamak i¢in Oznitelik se¢imi olduk¢a 6nemli bir adimdir, ancak her veri seti i¢in bu

uygulamanin gerekli olup olmadig: da tartismaya agiktir.

Buna ek olarak, LSTM derin 6grenme algoritmasinin siniflandirma performansi da
Ol¢iilmiistiir. LSTM, zaman serileri ve ardisik veriler lizerinde gii¢lii bir performansa
sahip olmasina karsin, smiflandirma problemlerindeki etkinligi incelenmis ve diger
algoritmalarla karsilagtirilmistir. Formula 1 yariglarinin sonuglarini tahmin etmeye
yonelik olarak gelistirilen bu makine 6grenmesi algoritmalarinin amaci, veri odakli
analizlerle gelecekteki yaris sonuglarin1 6ngérmek ve performans analizi yapmaktir. Bu
calismada ara¢ Ozellikleri degerlendirme disi birakilmis olup, tahminler siiriicii
performanslari, hava durumu, pist kosullar1 ve ge¢mis yaris verileri gibi cesitli faktorler
tizerinden yapilmistir. Arag 6zellikleri, daha genis kapsamli ve farkli veri kaynaklarina

ihtiya¢ duydugundan, bu projeye dahil edilmemistir.

Sonug¢ olarak, bu tir tahminler, Formula 1 takimlarn i¢in stratejik kararlar
destekleyebilir, yaris stratejilerinin optimize edilmesine yardimci olabilir ve rakiplerin
performansim1 6ngorerek avantaj saglayabilmektedir. Ayrica, bahis, medya ve izleyici
kitlesi i¢in de ilgi cekici tahmin modelleri olusturularak, daha genis bir etki
yaratilabilmektedir. Bu tezde yapilan ¢alismalar, hem akademik hem de pratik anlamda
yapay zekanin ve makine 6grenmesinin spor diinyasinda nasil kullanilabilecegine dair

onemli bulgular sunmaktadir.



2. GENEL BILGILER

2.1. Yapay Zeka’nin Tanimi ve Tarihsel Gelisimi

Yapay zeka (YZ), insan zekasini taklit eden sistemlerin gelistirilmesi ve
makinelerin, 6zellikle bilgisayarlarin, insan benzeri gorevleri yerine getirme yetenegini
ifade eden bir kavramdir. Bu alanda yapilan ¢aligmalar, makine 6grenimi, derin 6§renme
ve dogal dil isleme gibi alt disiplinler aracilifiyla makinelerin, insanlara 6zgii yetenekleri
kazanmalarin1 hedeflemektedir (Russell ve Norvig, 2020). Yapay zeka, basit karar
agaclarindan karmasik sinir aglarina kadar farkli algoritmalar kullanilarak gelistirilmekte
ve genis bir uygulama alan1 bulmaktadir. Bu gelismelerin temel amaci, insan miidahalesi
olmadan  makinelerin  6grenebilmesi, sorunlari  ¢ozebilmesi ve  Ongoriide

bulunabilmesidir.

Yapay zekanin kokleri, modern bilgisayar bilimi ile yakindan iliskilidir. Yapay
zekanin ilk teorik temelleri, 20. yiizyilin ortalarinda Alan Turing tarafindan atilmigtir.
Turing, makinelerin diisiinebilecegi fikrini 6ne siirmiis ve bu fikir 1950 yilinda
yayimlanan "Computing Machinery and Intelligence" makalesi ile sekillenmistir (Turing,
1950). Bu donemde, makinelerin insan zekasina benzer sekilde problem ¢6zme
yeteneklerine sahip olup olamayacagi iizerine tartismalar baglamistir. Turing Testi olarak
bilinen ve bir makinenin, bir insanin zekasina denk olup olmadigini 6l¢cmeyi hedefleyen

bu test, yapay zeka ¢aligmalarinda 6nemli bir doniim noktasi olarak kabul edilmistir.

Yapay zeka terimi ise ilk kez 1956 yilinda Dartmouth Konferansi’nda John
McCarthy tarafindan kullanilmigtir (McCarthy ve ark., 2006). Bu konferans, yapay
zekanin bagimsiz bir bilim dali olarak ortaya ¢ikisini simgelemektedir. McCarthy’nin
onderligindeki aragtirmacilar, makinelerin 6grenme, diisiinme ve problem ¢6zme
kapasitelerini gelistirmek i¢in ¢aligmalara baglamislardir. Bu siiregte, sembolik yapay
zeka (symbolic Al) yaklagimi agirlik kazanmis ve uzman sistemler gibi kural tabanli
sistemler gelistirilmistir. Ancak, bu sistemlerin karmasik ve dinamik ortamlarda yetersiz
kaldig1 goriilmiis, bu nedenle makine 6grenimi gibi yeni yaklasimlar ortaya ¢ikmistir

(Goodfellow ve ark., 2016).



1980'li yillarda yapay sinir aglarinin gelistirilmesiyle, YZ nin ikinci biiyiik donemi
baslamistir. Derin 6grenme ad1 verilen bu yontem, ¢ok katmanli sinir aglar1 araciligryla
veriden 6grenme kapasitesini artirmistir. Ozellikle Geoffrey Hinton ve Yann LeCun gibi
bilim insanlarinin 6nciiliik ettigi bu donem, biiyiik veri (big data) ve artan hesaplama giicii
sayesinde hizla ilerlemistir (LeCun ve ark., 2015). Bu gelismeler, goriintii tanima, dogal
dil igleme ve otonom sistemler gibi birgok alanda 6nemli atilimlar yapilmasina olanak

saglamistir.

Son donemde yapay zeka, giinliik yasamin bir parcasi haline gelmistir. Siri, Alexa
ve Google Assistant gibi sanal asistanlar, otonom araglar ve tibbi teshis sistemleri gibi
teknolojiler, yapay zekanin giinliik kullanimlarina 6rnek olarak gosterilebilir. Bunun yani
sira, YZ’nin etik ve sosyal boyutlar1 da daha fazla tartisiimaya baglanmistir. Ozellikle
karar stireclerinde insan miidahalesinin azalmasi ve veriye dayali dnyargilar gibi konular,
yapay zeka uygulamalarinin etik zeminini sorgulatan tartigmalara yol agmistir (Bostrom,

2014).

YZ alani, insan benzeri diistinme ve problem ¢ézme yeteneklerine sahip makineler
gelistirmeye odaklanarak, bilgisayar bilimi ve miihendisligi alanlarinda biiyiik bir
ilerleme kaydetmistir. Tarihsel gelisimi boyunca, sembolik yapay zekadan derin
o0grenmeye kadar farkli yaklagimlar benimsenmis ve her bir donemde 6nemli teorik ve

pratik katkilar saglanmistir.
2.1.1. Yapay Zeka Tiirleri

Yapay zeka (YZ) tiirleri, genellikle sistemlerin yeteneklerine ve isleyis bi¢imlerine
gore siniflandirilmaktadir. Bu siniflandirma, YZ’nin farkli seviyelerde 6grenme, karar
verme ve problem ¢ozme kapasitelerine dayanmaktadir. Yapay zeka, genellikle ii¢ ana
kategoride incelenmektedir: dar yapay zeka (ANI), genel yapay zeka (AGI) ve siiper
yapay zeka (ASI) (Bostrom, 2014).

2.1.1.1.Dar Yapay Zeka (ANI)

Dar yapay zeka, belirli bir gérev veya problem i¢in tasarlanmis sistemleri ifade
etmektedir. Bu sistemler, sinirli bir alanda faaliyet gosterir ve genel zekaya sahip degildir.
Yani, bir alan {izerinde olduk¢a yetenekli olmasina ragmen, baska bir alana adapte olma
kapasitesine sahip degildir. Ornegin, satran¢ oynayan bir yapay zeka, sadece bu oyunda
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uzmanlagmistir ve satrang disindaki gorevlerde islev gosterememektedir. Siri, Alexa,
Google arama motoru gibi uygulamalar dar yapay zekanin giinliik yasamda yaygin olarak
kullanilan 6rnekleridir (Russell ve Norvig, 2020). Dar yapay zekanin bu sinirli yetenegi,
bugiin en ¢ok karsilasilan yapay zeka tiiriidiir ve pratik uygulamalar agisindan biiyiik bir

Onem tagimaktadir.

2.1.1.2. Genel Yapay Zeka (AGI)

Genel yapay zeka, insan diizeyinde bilissel islevlere sahip olan sistemlerdir. Bu tiir
bir yapay zeka, insan zekasini taklit ederek bircok farkli goérevde basarili olabilme
yetenegine sahiptir. Genel yapay zekanin en Oonemli 6zelligi, birden fazla problemi
cozebilmesi, 6grenebilmesi ve bu bilgiyi farkli alanlara aktarabilmesidir (Goertzel, 2014).
AGI, bir insanin gerceklestirebilecegi her tiirlii bilissel gorevi yerine getirebilir ve
uyarlanabilir yeteneklere sahiptir. Ancak, bu tiir yapay zeka heniiz teorik bir kavram
olarak kalmakta ve bugiinkii teknolojik diizeyde tam anlamiyla gergeklestirilememistir.

AGI'nin gelistirilmesi, yapay zekanin en biiylik hedeflerinden biri olarak goriilmektedir.

2.1.1.3.Siiper Yapay Zeka (ASI)

Siiper yapay zeka, insan zekasini asan bir yapay zeka tiiriinii ifade etmektedir. Bu
tiir bir yapay zeka, her agidan insanin bilissel yeteneklerini geride birakabilir ve ¢ok daha
karmagik problemleri ¢ozebilmektedir. ASI, bilim kurgu senaryolarinda sik¢a yer
bulmasina ragmen, giiniimiizde heniliz ulasilmamis bir seviyedir. Bu seviyeye
ulasilmasinin, insanlik iizerinde derin etkileri olacagi ve bu nedenle etik sorunlari
beraberinde getirecegi one siirlilmektedir (Bostrom, 2014). ASI, teorik olarak sinirsiz bir
ogrenme kapasitesine sahip olabilir ve insanligin karsilastig1 en biiyiik sorunlar1 ¢c6zme
potansiyeline sahip olacaktir. Ancak, ayn1 zamanda kontrol edilemez hale gelme riski de

tasidigindan dolay1 biiyiik bir dikkatle ele alinmas1 gereken bir konudur.

Y Z tiirleri, sistemlerin yetenek seviyelerine gore farklilagmaktadir. Dar yapay zeka,
giiniimiizde en yaygin olan tiir iken, genel yapay zeka ve siiper yapay zeka heniiz teorik
diizeyde kalmaktadir. Bu siniflandirma, yapay zekanin mevcut kapasitesini ve potansiyel

gelisim alanlarin1 anlamak agisindan kritik 6neme sahiptir.



2.1.2. Yapay Zeka Teknolojileri

Yapay zeka teknolojileri, algoritmalarin ve yazilim sistemlerinin gelistirilmesiyle
makinelerin insan benzeri yetenekler kazanmasini saglayan c¢esitli araglar1 ve teknikleri
icermektedir. Bu teknolojiler, veri analizi, dogal dil isleme, makine 6grenimi ve derin
O0grenme gibi birgok alanda kullanilmaktadir. YZ teknolojilerinin temel amaci,
makinelerin 6grenebilmesi, karar verebilmesi ve ongoériide bulunabilmesidir (Russell ve
Norvig, 2020). Asagida, yapay zeka teknolojilerinin en Onemli bilesenleri

agiklanmaktadir.
2.1.2.1.Makine Ogrenimi (Machine Learning)

Makine 6grenimi (ML), yapay zeka sistemlerinin veri kullanarak kendi kendine
ogrenmesine olanak taniyan bir teknolojidir. Geleneksel programlamanin aksine, makine
Ogrenimi algoritmalari, belirli kurallarla programlanmaz; bunun yerine, veriden
ogrenerek kendilerini gelistirirler. Bu stirecte, denetimli 6grenme (supervised learning),
denetimsiz 0grenme (unsupervised learning) ve pekistirmeli 6grenme (reinforcement
learning) gibi farkli 6grenme tiirleri kullanilmaktadir (Goodfellow ve ark., 2016). Makine
Ogrenimi, veri analitigi, goriintli tanima, ses tanima ve dngdriicii modelleme gibi bir¢ok
alanda uygulanmaktadir. Ornegin, Netflix'in &neri sistemi, kullanic1 davranislarina dayali

olarak makine 6grenimi kullanarak oneriler sunmaktadir.
2.1.2.2.Derin Ogrenme (Deep Learning)

Derin 6grenme (DL), yapay sinir aglarina dayali bir makine 6grenimi alt dalidir. Bu
teknoloji, cok katmanli yapay sinir aglari kullanarak biiyiik miktarda veriyi analiz edebilir
ve bu veriden karmagsik iligkiler 6grenebilmektedir. Derin 6grenme, 6zellikle goriintii ve
ses tanima, dogal dil isleme ve otonom sistemlerde yaygin olarak kullanilmaktadir.
2010’lardan itibaren, biiyiik veri setleri ve giiclii hesaplama kaynaklarinin artmasiyla
derin 6grenme alaninda 6nemli atilimlar yapilmistir (LeCun ve ark., 2015). Bu
teknolojinin basarili uygulamalari1 arasinda Google'ln AlphaGo sisteminin Go oyununu

kazanmas1 ve otonom araclarin ¢evreyi algilayip karar vermesi yer almaktadir.



2.1.2.3.Dogal Dil Isleme (Natural Language Processing)

Dogal dil isleme (NLP), bilgisayarlarin insan dilini anlamasina ve bu dilde islem
yapmasina olanak tantyan bir yapay zeka teknolojisidir. Bu teknoloji, dilin islenmesi,
analiz edilmesi ve iretimi gibi alanlar1 kapsamaktadir. Dogal dil isleme, metin
smiflandirma, konusma tanima, dil gevirisi ve chatbot’lar gibi bir¢ok uygulama alanina
sahiptir. Ornegin, Google Translate, farkl diller arasinda ceviri yaparken dogal dil isleme
algoritmalarini kullanmaktadir. ChatGPT ve Siri gibi sanal asistanlar da dogal dil isleme
teknolojisini kullanarak kullanicilarin sorularini anlamakta ve yanitlamaktadir (Jurafsky

ve Martin, 2020).
2.1.2.4 Bilgisayarla Gorme (Computer Vision)

Bilgisayarla gérme, bilgisayarlarin gorsel verileri anlamasina ve yorumlamasina
olanak taniyan bir yapay zeka alanidir. Goriintiilerin ve videolarin analiz edilmesi,
nesnelerin taninmasi ve gorlintiideki kaliplarin belirlenmesi bu teknolojinin temel
hedeflerindendir. Bilgisayarla gorme teknolojisi, otonom araglar, giivenlik kameralari,
tibbi goriintiileme ve yliz tanima sistemleri gibi birgok alanda kullanilmaktadir (Szeliski,
2021). Ozellikle derin 6grenme teknikleri sayesinde, bilgisayarla gérme alaninda nemli
ilerlemeler kaydedilmistir. Ornegin, Tesla’min otonom siiriis teknolojileri, gevresini

analiz etmek i¢in bilgisayarla gorme teknolojilerini kullanmaktadir.
2.1.2.5.Pekistirmeli Ogrenme (Reinforcement Learning)

Pekistirmeli 6grenme, bir yapay zeka sisteminin ¢evresinden aldigi geri bildirimler
dogrultusunda 6grenmesini saglayan bir teknolojidir. Bu teknoloji, 6diil ve ceza sistemine
dayanir; sistem, yaptig1 her eylem sonucunda bir 6diil veya ceza alir ve bu bilgilere
dayanarak gelecekteki kararlarin1 optimize etmektedir (Sutton ve Barto, 2018).
Pekistirmeli 6grenme, 6zellikle otonom robotlar, oyunlar ve kontrol sistemlerinde yaygin
olarak kullamlmaktadir. Ornegin, DeepMind tarafindan gelistirilen AlphaGo, Go

oyununda rakiplerini yenmek i¢in pekistirmeli 6grenme algoritmalarini kullanmistir.

YZ teknolojileri, veri isleme, 6grenme ve karar verme siireclerini gelistirmek
amaciyla bircok farkli teknik ve algoritmay1 bir araya getirmektedir. Makine 6grenimi,

derin 6grenme, dogal dil isleme, bilgisayarla gérme ve pekistirmeli 6grenme, giiniimiizde



yapay zekanin en yaygin kullanilan teknolojileridir ve bu alanlar, gelecekteki yapay zeka

gelismelerinin temelini olusturacaktir.

2.1.3. Yapay Zekanin Calisma Prensipleri

Yapay zeka, insan zekasini taklit eden makinelerin tasarlanmasi ve bu makinelerin
O0grenme, problem ¢ozme, karar alma ve Ongoriide bulunma becerileriyle ¢alismasini
saglayan belirli prensiplere dayanmaktadir. Yapay zekanin c¢alisma prensipleri,
algoritmalarin veri isleme yetenekleri ve bu verilerden anlam ¢ikarma kabiliyetlerine
odaklanmaktadir. Bu prensipler, makine 6grenimi, veri temsili, optimizasyon ve geri

bildirim dongiilerini kapsayan bir yapida ele alinmaktadir (Russell ve Norvig, 2020).
2.1.3.1.Veri ve Veri Temsili

Yapay zekanin ¢alisma prensiplerinin temelinde veri ve veri temsili yer almaktadir.
Veriler, yapay zeka sistemlerinin 6grenmesi i¢in gereken en Kritik unsurdur. Bu veriler,
yapilandirilmis (tablo verileri) ya da yapilandirilmamis (goriintli, ses, metin)
olabilmektedir. YZ algoritmalari, bu verilerden anlamli bilgiler ¢ikarabilmek igin
oncelikle verileri uygun bir formatta temsil etmelidir. Veri temsili, algoritmalarin
verilerdeki Oriintiileri tanimlayabilmesi ve ¢ikarimlar yapabilmesi i¢in gerekli olan
adimlardan biridir. Ornegin, makine &grenimi modelleri genellikle verileri sayisal
Ozelliklere (features) indirger ve bu Ozellikler {izerinden tahminlerde bulunur
(Goodfellow ve ark., 2016). Yapay zeka sistemleri i¢in dogru veri temsili, algoritmalarin

dogrulugunu ve etkinligini dogrudan etkileyen bir faktordiir.
2.1.3.2.08renme Algoritmalar:

Yapay zekanin en dnemli prensiplerinden biri, 6grenme algoritmalar1 aracilifiyla
verilerden bilgi ¢ikarma yetenegidir. Makine Ogrenimi, yapay zeka sistemlerinin
verilerden dgrenebilmesini saglayan ana teknolojidir. Ogrenme algoritmalari, deneyimler
(veri) araciligiyla sistemin performansini iyilestirmeyi amaclar. Denetimli 6grenme
(supervised learning), denetimsiz Ogrenme (unsupervised learning) ve pekistirmeli
ogrenme (reinforcement learning) bu prensip altinda ele alinan temel 6grenme tiirleridir

(Sutton ve Barto, 2018). Denetimli 6grenmede, sisteme verilen verilerle birlikte hedefler



de saglanir ve algoritma, bu hedefleri tahmin etmeyi 6grenmektedir. Denetimsiz grenme
ise, verilerdeki gizli oriintiileri bulmay1 hedefler ve hedef etiketleri icermez. Pekistirmeli
o0grenme ise 0dil ve ceza mekanizmasi araciligiyla sistemin ¢evresiyle etkilesim kurarak

O0grenmesini saglamaktadir.
2.1.3.3.Algoritmik Optimizasyon

Yapay zekanin etkin bir sekilde ¢alisabilmesi i¢in algoritmalarin optimize edilmesi
gerekmektedir. Optimizasyon, algoritmalarin hata oranin1 en aza indirmek ve
dogrulugunu artirmak amaciyla yapilan bir siiregtir. Genellikle makine Ogrenimi
modellerinde, modelin tahmin dogrulugunu artirmak i¢in  parametrelerin
diizenlenmesiyle gerceklestirilir. Yapay zeka sistemleri, optimizasyon teknikleri
sayesinde, biiyiik veri setlerinden 6grenerek karmasik problemleri ¢6zebilmektedir.
Gradient descent gibi optimizasyon yontemleri, parametrelerin dogru sekilde ayarlanmasi
i¢cin kullanilan yaygin tekniklerdir (Ruder, 2017). Optimizasyon siireci, yapay zeka

modellerinin hem daha hizli hem de daha dogru sonuglar tiretmesini saglamaktadir.
2.1.3.4.Geri Bildirim ve Uyarlama

Yapay zeka sistemlerinin bir diger 6nemli prensibi, geri bildirim mekanizmasidir.
Yapay zeka, performansini artirmak i¢in stlirekli olarak geri bildirim alir ve bu geri
bildirim dogrultusunda kendisini uyarlayabilmektedir. Pekistirmeli 6grenmede oldugu
gibi, sistemler ¢evreden aldiklar1 geri bildirimler aracilifiyla eylemlerini
diizenlemektedir. Geri bildirim mekanizmasi, sistemin dogru sonuglar iiretmesini
saglamakla kalmaz, ayni zamanda sistemin dinamik ve degisken ortamlara uyum
saglamasma da yardimci olmaktadir (Sutton ve Barto, 2018). Bu adaptasyon yetenegi,
yapay zeka sistemlerinin cevrelerine ve degisen kosullara goére performanslarini

tyilestirmesini saglamaktadir.
2.1.3.5.Karar Verme ve Ongorii

Yapay zeka sistemlerinin nihai hedeflerinden biri, 6grenilen verilerden karar verme
ve ongoriide bulunma yetenegidir. Yapay zeka algoritmalari, verilerdeki oriintiileri analiz
ederek gelecekteki olaylar1 tahmin edebilir ve bu tahminlere dayali kararlar
alabilmektedir. Ornegin, bir YZ modeli, gecmis finansal verileri inceleyerek gelecekteki

piyasa hareketlerini tahmin edebilir ya da bir otonom arag, g¢evresindeki nesneleri
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algilayarak giivenli siiriis kararlar1 alabilmektedir (LeCun ve ark., 2015). Karar verme
stirecleri, algoritmalarin dogru sonuglara ulasmasi ve bu sonuglara dayali olarak eylemde

bulunmasi prensibine dayanmaktadir.

Yapay zekanin c¢alisma prensipleri, verilerin islenmesi, 0grenme siireglerinin
optimize edilmesi, geri bildirim mekanizmalar1 ve dogru karar verme yeteneklerini
kapsayan ¢ok yonlii bir yapi lizerine insa edilmistir. Bu prensipler, yapay zeka
sistemlerinin dinamik, 6grenebilir ve Ongoriilebilir olmasini saglayarak, insan benzeri

bilissel yetenekler kazanmalarina olanak saglamaktadir.

2.1.4. Yapay Zekada Kullanilan Algoritmalar

Yapay zeka alaninda kullanilan algoritmalar, makinelerin veri 6grenmesi, 6ngoriide
bulunmasi ve karar vermesini saglamak i¢in gelistirilmistir. Bu algoritmalar, yapay zeka
sistemlerinin temeli olarak kabul edilir ve farkli problemlerin ¢6zliimiinde ¢esitli teknikler
ve yontemler sunmaktadir. Yapay zekada kullanilan algoritmalar, makine 6grenimi, derin
O0grenme, arama algoritmalar1 ve dogal dil isleme gibi birgok alt disiplinde kendine yer
bulmaktadir (Russell ve Norvig, 2020). Asagida, yapay zeka alaninda en yaygin olarak

kullanilan algoritmalarin baglica tiirleri agiklanmaktadir.

2.1.4.1 Karar Agaclar1 (Decision Trees)

Karar agacglari, yapay zeka alaninda kullanilan popiiler bir denetimli 6grenme
algoritmasidir. Bu algoritma, veri setlerini siniflandirma ve regresyon analizleri igin
kullanilmaktadir. Karar agaci, verileri dallara ayirarak ve her bir dalda bir karar vererek
calismaktadir. Bu siireg, karar agacinin kokiinden baslayarak her bir diiglimde bir kosul
sorgulamasi yapilmast ve bu kosula bagli olarak yeni dallarin olusturulmasi seklinde
ilerlemektedir. Sonugta, karar agaclari, siniflandirma veya regresyon problemlerinde veri
kiimelerini Ongoriilerde bulunmak amaciyla kullanilmaktadir (Quinlan, 1986). Karar
agaclari, kolay anlagilabilir yapisi nedeniyle yaygin olarak tercih edilmektedir ve

ozellikle kiigiik veri setlerinde oldukga basarili sonuclar verebilmektedir.

10



2.1.4.2.Destek Vektor Makineleri (Support Vector Machines - SVM)

Destek vektor makineleri (SVM), ozellikle smiflandirma problemleri igin
kullanilan giiclii bir denetimli 6grenme algoritmasidir. Bu algoritma, iki sinif arasindaki
en iyi ayrim ¢izgisini veya hiper diizlemi bulmaya ¢alismaktadir. SVM, verilerin en genis
marjla iki simifa ayrilmasini hedefler ve bu marji maksimize ederek siniflandirmay:
gerceklestirir (Cortes ve Vapnik, 1995). SVM’nin en 6énemli avantaji, ¢ok boyutlu veri
kiimelerinde dahi yiiksek performans gosterebilmesidir. Ayrica, ¢ekirdek (kernel)
fonksiyonlar1 sayesinde dogrusal olmayan veri setlerinde de kullanilabilmektedir. Bu
nedenle, yiiz tanima, biyometrik giivenlik ve genetik veri analizi gibi alanlarda sikc¢a

tercih edilmektedir.
2.1.4.3.Yapay Sinir Aglar: (Artificial Neural Networks - ANN)

Yapay sinir aglari, biyolojik sinir sistemini taklit ederek veri 6grenme siireclerini
modelleyen bir algoritma tiiriidiir. Bu algoritma, giris verilerini ¢ok katmanli bir yap1
araciligiyla isler ve her katman, onceki katmandan aldig1 veriyi daha karmasik bir hale
getirmektedir. Sinir aglari, ileri beslemeli aglar (feedforward neural networks) ve geri
yayilim algoritmas1 (backpropagation) gibi teknikler araciligiyla 6grenme siirecini
gerceklestirmektedir. Ozellikle derin 6grenme (deep learning) alaninda, derin sinir aglari
(deep neural networks) kullanilarak biiyiik veri setleri {izerinde olduk¢a basarili sonuglar
elde edilmistir (LeCun ve ark., 2015). Goriintii tanima, ses tanima ve dil isleme gibi

alanlarda yapay sinir aglar1 biiyiik bagsarilar gostermektedir.
2.1.4.4 K-En Yakin Komsu (K-Nearest Neighbors - KNN)

K-En Yakin Komsu algoritmasi (KNN), hem siniflandirma hem de regresyon
problemlerinde kullanilan basit ama etkili bir denetimli 6grenme algoritmasidir. KNN,
bir veri noktasini smiflandirmak i¢in o noktaya en yakin “k” komsuyu inceler ve bu
komsularin siniflarina bakarak yeni veri noktasinin smifini belirlemektedir (Cover ve
Hart, 1967). Bu algoritma, herhangi bir varsayima dayanmadan ¢alisir ve hesaplamalar
i¢in veri noktalarinin mesafesini 6l¢mektedir. KNN, 6zellikle kiiciik veri setlerinde etkili
sonuglar verirken, biiyiik veri setlerinde yavas ¢alisabilmektedir. KNN’nin avantaji, kolay

uygulanabilir olmasi ve parametre sayisinin az olmasidir.
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2.1.4.5.Naive Bayes Algoritmasi

Naive Bayes, olasiliksal bir siniflandirma algoritmasidir ve 6zellikle metin
siniflandirma, spam filtreleme ve duygu analizi gibi uygulamalarda yaygin olarak
kullanilmaktadir. Bu algoritma, her bir 6zelligin bagimsiz oldugunu varsayarak Bayes
teoremini kullanir ve her bir simifin olasiligini hesaplamaktadir (McCallum ve Nigam,
1998). Naive Bayes’in en biiyiik avantaji, veriler arasinda bagimsizlik varsayimina
dayanmasina ragmen oldukc¢a hizli ve etkili olmasidir. Olasiliksal yapisi sayesinde,

yiiksek boyutlu veri setlerinde dahi basarili sonuglar verebilmektedir.
2.1.4.6.Random Forest Algoritmasi

Siniflandirma ve regresyon problemlerinde kullanilan bir topluluk (ensemble)
O0grenme yontemidir. Bu algoritma, birden fazla karar agacinin bir araya getirilmesiyle
caligir ve her agac farkli veri alt kiimeleriyle egitilmektedir. Nihai tahmin, her bir agacin
verdigi tahminlerin ortalamasi veya oylamasi ile belirlenmektedir (Breiman, 2001). Bu
yap1t, modelin asir1 6grenme (overfitting) yapmasini Onler ve genelleme kapasitesini

artirmaktadir.

Random Forest, yiiksek boyutlu ve karmagik veri setlerinde giiglii performans
gostermektedir. Rastgele Ornekleme ve Ozellik se¢imi ile modelin ¢esitliligi
artirilmaktadir. Ayrica, "out-of-bag" (OOB) hata tahmini ile dogrulama seti olmadan hata
orani tahmin edilebilmektedir (Segal, 2004). Ancak, biiyiik veri setlerinde ve ¢ok sayida
agac kullanildiginda hesaplama maliyetleri artabilmektedir (Geurts ve ark., 2006).

Random Forest, makine Ogrenmesinde Ozellikle siniflandirma problemlerinde
tercih edilen gii¢lii ve dayanikli bir algoritmadir. Modelin agir1 6grenmeye kars1 dayanikli
olmast ve dogruluk oranlarinin yiiksek olmasi, ¢esitli uygulama alanlarinda genis bir

kullanim saglamaktadir.
2.1.4.7.Derin Ogrenme (Deep Learning)

Derin 6grenme, yapay sinir aglarinin bir alt dali olarak kabul edilen ve biiyiik veri
setleri iizerinde yiiksek dogrulukla galigabilen bir algoritma tiiriidiir. Derin 6grenme
algoritmalari, ¢ok katmanli sinir aglar1 (deep neural networks) kullanarak verilerin

karmasik yapisim1 6grenmektedir. Her katman, onceki katmandan aldigi bilgiyi daha
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karmagik bir bicimde isler ve bu katmanlarin derinligi arttikca modelin 6grenme
kapasitesi de artarmaktadir. Ozellikle goriintii tanima, ses tanima, dogal dil isleme gibi
alanlarda derin O0grenme biiyiik basarilar gostermistir (LeCun ve ark., 2015). Derin
O0grenme algoritmalariin basarisi, yiikksek boyutlu verilerdeki Oriintiileri 6grenme
kapasitesine ve giiclii GPU’lar kullanarak biiylik veri setlerini isleyebilme yetenegine

dayanmaktadir. En yaygin kullanilan derin 6grenme algoritmalari sunlardir:

Evrisimsel Sinir Aglart (Convolutional Neural Networks - CNNs): Ozellikle
goriintii tanima ve igleme alaninda kullanilan CNN’ler, evrisim katmanlar1 araciligiyla

goriintiilerdeki yerel 6zellikleri 6grenir ve yiiksek dogrulukta tahminler yapmaktadir

(Krizhevsky ve ark., 2012).

Tekrarlayan Sinir Aglart (Recurrent Neural Networks - RNNs): Zaman serisi
verilerini veya ardisik verileri islemek i¢in kullanilan RNN’ler, 6zellikle dogal dil isleme
ve konugma tanima gibi alanlarda etkilidir. RNN’lerin bir alt tiirii olan LSTM (Long
Short-Term Memory) aglari, uzun siireli bagimliliklar1 6grenme kapasitesi sayesinde

basarili sonuglar elde etmektedir (Hochreiter ve Schmidhuber, 1997).
2.1.4.8.Uzun Kisa Siireli Bellek (LSTM)

LSTM, zamana bagli verilerde uzun vadeli bagimliliklar1 6grenmek igin
tasarlanmis bir tlir RNN modelidir. Geleneksel RNN'ler kisa siireli bagimliliklar:
ogrenebilirken, LSTM'ler hiicre durumu ve kap1 mekanizmalar1 sayesinde uzun siireli
bagimliliklar1 da 6grenebilmektedir (Hochreiter ve Schmidhuber, 1997). Formula 1 yaris
verilerinde, gegmis performans verilerine dayanarak siiriicii veya takim performansinin
zaman i¢indeki degisimlerini analiz etmek i¢in kullanilabilmektedir. LSTM'ler, 6zellikle
zaman serisi verilerinde gelecekteki olaylar1 tahmin etmek i¢in gii¢lii bir aractir (Graves,

2012).
2.1.4.9.Meta-Sezgisel Algoritmalar (Metaheuristic Algorithms)

Meta-sezgisel algoritmalar, karmasik ve biiyiik ¢6zliim uzaylarina sahip problemleri
¢ozmek i¢in kullanilan genel amagl optimizasyon yontemleridir. Bu algoritmalar, tam
¢ozlim bulmak yerine iyi bir ¢oziim elde etmek amaciyla sezgisel yaklasimlar
kulmaktadir. Meta-sezgisel algoritmalarin temel amaci, kiiresel en iyi ¢oziime ulagsmak

icin yerel en iy1 coziimlerden kacinarak biiylikk veri setlerinde veya karmasik
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problemlerde optimizasyon saglamaktir (Blum ve Roli, 2003). Yaygin kullanilan meta-

sezgisel algoritmalar sunlardir:

Genetik Algoritmalar (Genetic Algorithms): Biyolojik evrim siirecinden esinlenen
optimizasyon algoritmalaridir. Bu algoritmalar, dogal seleksiyon ve genetik ¢aprazlama
prensiplerine dayanarak en iyi ¢6ziimii bulmay1 hedeflemektedir. Genetik algoritmalar,
¢Oziim uzayinda arama yaparken bir popiilasyon kullanir ve bu popiilasyonu her déngiide
daha iyi bireyler tiretmek i¢in gelistirmektedir (Holland, 1992). Genetik algoritmalar, ¢ok
karmagik ve dogrusal olmayan problemleri ¢6zmek icin uygundur ve miihendislik,

ekonomi, robotik gibi bir¢ok alanda kullanilmaktadir.

Pargacik Siirii Optimizasyonu (Particle Swarm Optimization - PSO): PSO, bir
grup pargacigin ¢oziim uzayinda hareket ederek kiiresel optimuma ulasmaya calistigi bir
algoritmadir. Bu algoritma, her bir parcacigin kendi ve diger pargaciklarin en iyi

¢oziimiinii dikkate alarak siirekli giincellenmektedir (Kennedy ve Eberhart, 1995).

Simulated Annealing: Bu algoritma, metalin sogutulma siirecini taklit eder ve
yiiksek sicaklikta rastgele aramalar yaparak en iyi ¢Oziimii bulmayr amaglamaktadir.
Sogutma islemi ilerledik¢e arama alani daralmakta ve kiiresel optimuma ulasma olasiligi

artmaktadir (Kirkpatrick ve ark., 1983).

Meta-sezgisel algoritmalar, miithendislik, lojistik, finans ve biyoinformatik gibi
birgok alanda genis bir uygulama yelpazesine sahiptir. Karmasik ve ¢ok boyutlu
problemlerin ¢6ziimiinde etkili olduklari i¢in 6zellikle optimizasyon siireclerinde tercih

edilmektedirler.

YZ alaninda kullanilan algoritmalar, veri setlerinin tiiriine ve problemin yapisina
gore farklilik gostermektedir. Karar agaglari, SVM, yapay sinir aglari, KNN, Naive Bayes
ve genetik algoritmalar, glinlimiizde en yaygin kullanilan algoritmalar arasinda yer
almakta ve her biri belirli avantajlara sahip olmaktadir. Yapay zeka sistemlerinin bagarilt

bir sekilde gelistirilmesi, bu algoritmalarin dogru bir sekilde uygulanmasina baghidir.
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2.1.5. Yapay Zekanin Avantajlar1 ve Dezavantajlari

YZ’nin ¢esitli endiistrilerde ve alanlarda biiyiik yenilikler getiren bir teknoloji
olarak kabul edilmekte olup, bir¢ok avantaj1 beraberinde getirmistir. Bununla birlikte, bu
teknolojinin getirdigi bazi riskler ve dezavantajlar da mevcuttur. Asagida, yapay zekanin

sundugu baslica avantajlar ve karsilagilan dezavantajlar detaylandirilmaktadir.
2.1.5.1.Yapay Zekanin Avantajlari

Verimlilik ve Hiz. YZ insan yeteneklerinin ¢ok 6tesinde bir hiz ve dogrulukla veri
isleme kapasitesine sahiptir. Biiyilkk veri kiimelerinin analiz edilmesi, karmasik
hesaplamalarin gergeklestirilmesi ve biiyilk capli gorevlerin tamamlanmasi gibi
stireclerde yapay zeka teknolojileri oldukg¢a verimlidir (Russell ve Norvig, 2020).
Ornegin, derin 6grenme algoritmalari, birkag dakika veya saat iginde biiyiik goriintii veri
kiimelerini isleyebilir ve sonuglar ¢ikarabilmektedir. Bu tiir siireclerin insan tarafindan

yapilmasi uzun zaman alacak ve hata riski barindiracaktir.

Karar Verme Siireclerinde Nesnellik: YZ, belirli algoritmalar ve veri setlerine
dayanarak karar vermektedir. insan hatasindan etkilenmemesi ve duygusal unsurlardan
bagimsiz calismasi nedeniyle YZ, daha nesnel ve tutarli sonuglar sunmaktadir. Bu,
Ozellikle finans, tip ve hukuk gibi alanlarda kritik kararlarda insan hatasinin

azaltilmasinda biiyiik onem tagimaktadir (Goodfellow ve ark., 2016).

Kesintisiz Calisma Yetenegi: Y Z sistemleri, insanlar gibi dinlenmeye veya molaya
ihtiya¢ duymadan siirekli olarak ¢alisabilmektedir. Bu 6zellik, 6zellikle {iretim ve hizmet
sektorlerinde yapay zeka uygulamalarini cazip hale getirmektedir. Uretim hatlarinda
kullanilan robotlar veya miisteri hizmetleri alaninda kullanilan yapay zeka tabanli sohbet

botlari, 7/24 hizmet sunarak operasyonlarin devamliligini saglamaktadir.

Ozellestirilmis Deneyimler: Y Z, kullanicilara kisisellestirilmis deneyimler sunarak
hizmet kalitesini artirabilmektedir. Ornegin, oneri sistemleri, kullanic1 davranislarini
analiz ederek bireysel tercihlere gore iiriin ve hizmetler 6nerebilmektedir. Amazon,
Netflix gibi biiyiikk platformlar, yapay zeka algoritmalarini kullanarak miisteri

davraniglarini analiz etmekte ve kisiye 6zel tavsiyeler sunmaktadir (Ricci ve ark., 2011).
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2.1.5.2.Yapay Zekanin Dezavantajlar:

Issizlik ve Ekonomik Esitsizlik: Yapay zekanm en bilyiik dezavantajlarindan biri,
insan is giicliniin yerini almasiyla ortaya ¢ikan issizlik riskidir. YZ tabanli otomasyon
sistemleri, Ozellikle tekrarlayan ve rutin gorevlerde calisan isg¢ilerin yerini alarak is
kayiplarina yol agmaktadir. Uretim, lojistik ve miisteri hizmetleri gibi sektdrlerde birgok
calisan, yapay zeka sistemleri tarafindan yapilan gorevleri yerine getiremeyecek duruma
gelmistir (Brynjolfsson ve McAfee, 2014). Bu durum, toplumda ekonomik esitsizliklerin

artmasina ve sosyal problemlerin ortaya ¢ikmasina neden olabilmektedir.

Gizlilik ve Giivenlik Riskleri: YZ sistemlerinin biiyilk miktarda veri lizerinde
calismasi, gizlilik ve giivenlik risklerini de beraberinde getirmektedir. Yapay zeka
sistemleri, kullanicilarin kigisel verilerini analiz ederken, bu verilerin kotiiye kullanilmasi
veya sizdirilmasi durumunda biiyiik giivenlik ihlalleri yasanabilmektedir (Bostrom ve
Yudkowsky, 2014). Ayrica, YZ'nin siber saldirilara karsi savunmasiz olmasi, kritik
altyapilarda giivenlik agiklarina yol agabilmektedir.

Ayrimeuik ve Onyargilar: YZ sistemleri, egitildikleri veri setlerinden 6grendigi
icin, veri setlerindeki Onyargilar ve ayrimciliklar da sonuglara yansiyabilmektedir.
Omegin, bir YZ modeli cinsiyet, 1k veya sosyoekonomik durumlara dayali olarak
onyargili kararlar verebilmektedir. Bu durum, o6zellikle ise alim siiregleri, kredi
bagvurulari ve yargi siire¢lerinde ciddi adaletsizliklere yol agabilmektedir (O’Neil, 2016).
Yapay zekanin tarafsiz olmasi beklenirken, yanlis veya Onyargili veri setleriyle

egitildiginde etik sorunlar ortaya ¢ikabilmektedir.

Maliyet ve Uygulama Zorluklarr: YZ sistemlerinin gelistirilmesi, uygulanmasi ve
bakimi genellikle yiiksek maliyetlidir. Gelismis yapay zeka modellerinin egitilmesi,
yiiksek miktarda veri, gii¢lii donanim ve deneyimli uzmanlar gerektirmektedir. Ayrica,
yapay zekanin uygulanacagi alanlarin ihtiyaclarina uygun hale getirilmesi ve adapte
edilmesi uzun zaman ve kaynak gerektirmektedir. Bu nedenle, kiiglik ve orta dlgekli
isletmeler i¢in yapay zeka ¢oziimlerinin benimsenmesi zor olabilmektedir (Russell ve

Norvig, 2020).

Yapay Zekanin Kontrol Edilemezligi Riski: Yapay zekanin gelisimi, bazi

durumlarda kontrol edilemez hale gelebilemektedir. Yapay zekanin belirli etik ve sosyal
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kurallar ¢ergevesinde hareket etmesi gerekmektedir, ancak 6zerklik kazanan yapay zeka
sistemlerinin insan kontroliinden ¢ikma riski vardir. Bu, ozellikle askeri ve savunma

alanlarinda kullanilan otonom yapay zeka sistemleri i¢in ciddi bir risk olusturmaktadir

(Bostrom, 2014).

YZ, biyiik firsatlar ve avantajlar sunarken, beraberinde getirdigi riskler ve
dezavantajlar da goz ardi edilmemelidir. Yapay zekanin dogru bir sekilde gelistirilmesi
ve etik prensipler dogrultusunda kullanilmasi hem toplumsal hem de ekonomik agidan

denge saglamak i¢in dnemlidir.

2.2. Formula 1

Formula 1 (F1), diinyanin en prestijli motor sporlari sampiyonalarindan biri olarak
kabul edilmektedir. 1950 yilinda baslayan bu spor, hiz, teknoloji ve miihendislik
yenilikleri ile taninmaktadir. F1, her yil farkli tilkelerde gergeklestirilen Grand Prix
yariglar1 ile milyonlarca kisiye ulagsmakta ve kiiresel bir izleyici kitlesine hitap etmektedir.
Bu spor, sadece rekabetin yogun oldugu bir yaris serisi degil, ayn1 zamanda ileri
mithendislik uygulamalarinin test edildigi ve gelistirildigi bir platformdur. F1'in ytliksek
hizlara sahip araglari ve iinlii pilotlari, onu kiiresel spor arenasinin en popiiler

etkinliklerinden biri haline getirmistir (Feature, n.d.).

2.2.1. Formula 1’in Tarihg¢esi

Formula 1’in kokenleri, ikinci Diinya Savasi sonrast déneme dayanmaktadir. Ik
diinya sampiyonas1 1950 yilinda Ingiltere'nin Silverstone pistinde diizenlenmis ve bu
tarihten itibaren her yil diizenli olarak gergeklestirilmektedir. Bu yillarda Ferrari,
Maserati ve Mercedes-Benz gibi markalar 6ne ¢ikmig, Juan Manuel Fangio gibi siiriiciiler
ise ilk donemin efsane pilotlar1 arasinda yer almistir (Donaldson, 2012). Fangio,
1950'lerde bes diinya sampiyonlugu kazanarak bu sporun erken donemlerine damgasini

vurmustur.

Zamanla F1, hem teknoloji hem de giivenlik acisindan biiyiik ilerlemeler
kaydetmistir. 1970'1i yillarda risklerin yiiksek oldugu bir donem yasanmis olsa da,

1980'lerden itibaren giivenlik standartlar1 gelistirilmis ve siiriiciiler i¢cin daha giivenli
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kosullar olusturulmustur. 21. ylizyilda ise F1, siirdiiriilebilirlik hedefleri dogrultusunda
biiyiik bir doniistim yagamaktadir. 2014'ten itibaren hibrit motor sistemleri kullanilmas,
2026 yilinda tamamen siirdiiriilebilir yakitlarla yarisilmasi hedeflenmistir (Formula 1,
2023).

2.2.2. Takimlar ve Siiriiciiler

Formula 1°de takimlar ve siiriiciiler, bu sporun kalbini olusturmaktadir. Her sezon,
takimlar ve siiriiciiler arasindaki miicadele, sampiyonluk yarisinin en belirleyici
faktorlerinden biri olarak 6ne ¢ikmaktadir. F1’de yarisan her takim, iki aragla katilir ve
bu araclar1 siirmekle gorevli iki ana siiriiciiye sahiptir. Takimlarin performanslari,
yalnizca siirliciilerin yeteneklerine degil, ayn1 zamanda araglarin teknik donanimina,

miithendislik yeniliklerine ve stratejik planlamaya baglidir (Feature, n.d.).

2.2.2.1.0nde Gelen Takimlar

Tarih boyunca Ferrari, Mercedes, McLaren ve Red Bull Racing gibi takimlar,
Formula 1’in en basarili ve taninan ekipleri arasinda yer almistir. Ferrari, F1'in en kokli
takimi olarak kabul edilmekte olup, 1950°den bu yana yarismaktadir. Ferrari’nin
efsanelesmis pilotlar1 arasinda Michael Schumacher, 2000’li yillarda elde ettigi yedi
diinya sampiyonlugu ile dikkat ¢ekmistir (Red Bull, n.d.).

Mercedes, 2014 yilinda hibrit motor teknolojisinin devreye girmesiyle beraber
Formula 1’de baskin bir gii¢ haline gelmistir. Lewis Hamilton, Mercedes takimiyla
kazandig1 yedi diinya sampiyonlugu ile sporun en basarili pilotlarindan biri olarak tarihe
gecmistir. 2021 sezonunda Red Bull Racing ile Max Verstappen, yeni bir sampiyonluk

donemi baglatarak Mercedes'in iistiinliigiine son vermistir (Red Bull, n.d.).

Red Bull Racing, 6zellikle son yillarda gosterdigi performansla 6ne ¢ikmustir.
Verstappen’in geng yasta kazandig1 basarilar, Red Bull'un aerodinamik miihendisligi ve
yarig stratejilerinin ne denli basarili oldugunu géstermektedir (Red Bull, n.d.). McLaren
ise gecmiste Ayrton Senna ve Alain Prost gibi stiriiciilerle biiyiik basarilara imza atmis

olup, glinlimiizde eski giiciinii geri kazanma hedefiyle yarismaya devam etmektedir.
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2.2.2.2 Siiriiciiler: Yetenek ve Strateji

F1 siiriiciileri, yalnizca hiz degil, ayn1 zamanda dayaniklilik, strateji ve takim
calismasi gerektiren bir spor dalinda yarigmaktadir. Bir Formula 1 siiriiciisiiniin
refleksleri ve karar verme yetenekleri, yarisin gidisatin1 dogrudan etkileyebilir. Ornegin,
Michael Schumacher ve Ayrton Senna gibi pilotlar, yalmizca hizlariyla degil, ayni
zamanda yaris sirasinda gosterdikleri stratejik zekd ve adaptasyon yetenekleriyle de

efsanelesmistir (Donaldson, 2012).

Gilinlimiiziin 6nde gelen siiriiciilerinden biri olan Lewis Hamilton, yalnizca yaris
becerileriyle degil, ayn1 zamanda siiriis disindaki sosyal sorumluluk projeleriyle de dikkat
cekmektedir. Hamilton, sporun ¢esitliligi artirma yoniindeki ¢abalari ile spor tarihinin en

ikonik figiirlerinden biri haline gelmistir.

Max Verstappen ise 2021 ve sonrasinda kazandig1 diinya sampiyonluklari ile yeni
nesil F1 siiriiclileri arasinda lider konumundadir. Siiriis stilindeki agresiflik ve risk

alabilme yetisi, onun yarislardaki basarisinin temel unsurlarindandir (Red Bull, n.d.).

2.2.2.3.Siiriiciiler ve Takim I¢i Rekabet

Takimlar genellikle iki siiriicii ile yarisir ve bu iki siirlicii arasinda takim i¢i rekabet
kagiilmazdir. Gegmiste Ayrton Senna ve Alain Prost’'un McLaren’da yasadigi rekabet,
F1 tarihinde unutulmaz anilardan biri olarak kalmistir (Donaldson, 2012). Benzer sekilde,
Lewis Hamilton ve Nico Rosberg arasinda Mercedes’te yasanan miicadele de ayni
dénemde biiyiik yanki uyandirmistir. Bu tiir rekabetler, takim dinamiklerini etkileyebilir

ve yaris sonuclar iizerinde biiyiik bir etki yaratabilir.

Takim ici rekabet, bazen sampiyonluk miicadelelerinde belirleyici bir faktor
olabilmektedir. Takimlar, siiriicliler arasindaki dengeyi 1yi yonetmek zorundadir. Bir
yandan takim i¢i1 birlik saglanirken, diger yandan iki stiriicii de en iist seviyede performans

gostermek zorundadir (Bell ve ark., 2016).

Formula 1°de takimlar ve siiriiciiler, sporun temel yap1 taglarin1 olusturmaktadir.
Her sezon, teknolojik gelismelerin yani sira siiriiciilerin bireysel yetenekleri ve takim
stratejileri, yarislarin sonucunu belirlemektedir. Ferrari, Mercedes ve Red Bull gibi
takimlarin basarilari, tarihe gegmis siiriicililerin performanslariyla birleserek Formula 1'in

bliyiileyici diinyasini olusturmustur. Aynm1 zamanda, takim i¢i rekabetler ve stratejik
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planlamalar, F1'in dinamik ve heyecan verici yapisinin bir pargasi olmaya devam

etmektedir (Dodgins & Webber, 2023).

2.2.3. Formula 1’in Yapisi ve Kurallari

Formula 1, diinyanin en prestijli motor sporlar1 serilerinden biri olarak kabul
edilmektedir ve her yil belirli bir sampiyona formati dahilinde diizenlenmektedir. Bu
format, sezon boyunca ortalama 20 ila 24 yansin gerceklestirilmesi ile
tamamlanmaktadir. Bu yarislar, diinyanin dort bir yanindaki ikonik pistlerde diizenlenir
ve her bir yaris genellikle 305 kilometrelik bir mesafeyi kapsar. Yaris hafta sonlari,
serbest antrenmanlar, siralama turlari ve ana yaris olmak iizere birka¢ asamadan
olusmaktadir. Sezon sonunda, en yiiksek puanlar1 toplayan siiriicii ve takim, diinya

sampiyonlugu unvanimi elde etmektedir (Feature, n.d.)

Yariglarin diizenlendigi pistler, farklt uzunluklar ve zorluk derecelerine sahip
olabilir. Ornegin, Monako Grand Prix’si dar ve kivrimli sokak pistleri ile {inliiyken,
Italya’nin Monza Pisti uzun diizliikleri ve yiiksek hizlara olanak taniyan yapisiyla dikkat
ceker. Pistler arasindaki bu cesitlilik, her yarisin kendine 6zgii bir strateji gerektirmesine

neden olur, bu da Formula 1'in cazibesini artiran unsurlardan biridir.

2.2.3.1.Puanlama Sistemi ve Stratejik Yenilikler

Formula 1°de siiriiciiler ve takimlar, yarislarda gosterdikleri performans
dogrultusunda puan kazanmaktadir. Yarig sonunda, ilk on sirada bitiren stiriiciiler belirli
puanlar alir ve bu puanlar sezon sonunda genel klasman sampiyonunu belirler. 2022
yilinda yapilan diizenlemelerle, yaris esnasinda en hizli turu atan siirliciiye ek puan
verilmesi kararlastirilmistir. Bu yenilik, takimlar ve siiriicliler i¢in stratejik bir unsura
doniismis, Ozellikle sampiyonluk miicadelesi sirasinda bu puanlar kritik 6nem

kazanmistir (Racecar Engineering, n.d.).

F1, sadece hiz iizerine kurulu bir yaris serisi olmaktan Ote, strateji ve takim
caligmasinin 6n planda oldugu bir spor dalidir. Yaris esnasinda kullanilan lastik
stratejileri, yakit yonetimi ve pit stop siireleri, yarisin sonucunu dogrudan etkileyen

unsurlardir. Takimlar, bu stratejileri optimize edebilmek i¢in yapay zeka ve veri analitigi
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gibi ileri teknolojilerden faydalanmaktadir. Ornegin, her bir takimin pit duvarinda
bulunan strateji ekipleri, yarisin gidisatini siirekli olarak analiz eder ve siiriiciilere anlik

geri bildirimler sunamaktadir (Marr, 2023).

2.2.3.2.Teknik Kurallar ve Ara¢ Tasarim

Formula 1 araglari, Uluslararasi Otomobil Federasyonu (FIA) tarafindan belirlenen
kat1 teknik kurallara gore tasarlanir ve tiretilir. Bu kurallar, aracin giivenligi, performansi
ve gevresel etkileri ile ilgilidir. Ornegin, her sezon basinda yapilan teknik diizenlemelerle
araclarin aerodinamik yapisinda ve motor performansinda énemli degisiklikler yapilir.
2022 sezonunda yapilan biiyiik acrodinamik diizenlemeler, araglarin birbirine daha yakin
yarigabilmesini ve gecislerin artmasini saglamak amaciyla gergeklestirilmistir. Bu
diizenlemeler, daha rekabetci ve seyir zevki yiiksek yarislarin ortaya ¢ikmasina katkida

bulunmustur (FIA, 2023).

Ozellikle hibrit motor teknolojisinin 2014 yilinda tanitilmasi, F1’de devrim
niteliginde bir degisiklik yaratmistir. Hibrit motorlar, hem i¢ten yanmali motoru hem de
elektrikli motorlar1 birlestirerek enerji verimliligini artirmakta ve gevresel etkileri
azaltmaktadir. Bu sistem, enerji geri kazanim sistemleri (ERS) ile entegre edilmistir.
ERS, frenleme sirasinda agiga ¢ikan enerjiyi depolayarak aracin performansini artirmak
icin kullanir. Formula 1 araglarinin bu teknolojilerle donatilmasi, enerji verimliligi ve

stirdiiriilebilirlik konularinda sporun ileriye doniik hedeflerine katki saglamaktadir.

Ayrica, giivenlik onlemleri F1’de biiyiik bir 6neme sahiptir. 1970'li yillarda bir¢ok
Olimli kazanin yasanmasinin ardindan, FIA tarafindan kapsamli giivenlik reformlar
getirilmistir. Bugiin, araglarda kullanilan "Halo" isimli koruma sistemi, siiriiciiniin basini
dis etkilerden koruyarak gilivenlik standartlarini en iist seviyeye ¢ikarmaktadir. Bununla
birlikte, yaris pisti ¢evresindeki giivenlik bariyerleri ve ara¢ tasarimindaki ¢arpisma

bolgeleri de giivenlik 6dnlemleri kapsaminda diizenlenmistir (FIA, 2023).

2.2.3.3.Siirdiiriilebilirlik ve Cevresel Etkiler

Formula 1’in 2020’1i yillardan itibaren siirdiiriilebilirlik hedeflerine yonelik attig1
adimlar, sporun gelecegi agisindan kritik 6neme sahiptir. FIA, F1'in ¢evresel ayak izini
azaltmak amaciyla 2026 yili itibartyla tamamen siirdiiriilebilir yakitlarin kullanimini

zorunlu hale getirecek yeni kurallar getirmistir. Bu yeni diizenlemeler, karbon
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emisyonlarin1 azaltmayi ve ¢evreye olan zarart minimuma indirmeyi hedeflemektedir.
Ayn1 zamanda, hibrit motorlarin verimliligi artirtlacak ve sporun enerji tiikketimi daha

stirdiiriilebilir bir hale getirilecektir (Formula 1, 2023).

Formula 1'in gevresel etkilerini azaltmak i¢in yapilan bu girisimler, sporun sadece
yar1s performansina degil, ayn1 zamanda diinya genelindeki ¢evresel sorumluluklarina da
ne kadar oOnem verdigini gostermektedir. Bu baglamda, takimlar ve iireticiler,
miihendislik ¢6ziimlerinde daha ¢evre dostu teknolojiler gelistirmeye tesvik edilmektedir.
Ornegin, McLaren ve Mercedes gibi takimlar, karbon ayak izlerini azaltma yoniinde

cesitli cevresel inisiyatifler baglatmistir (Formula 1, n.d.).

Formula 1’in yapist ve kurallari, teknolojik gelismelerin hizla uygulanabildigi,
mihendislik inovasyonlariin test edilebildigi ve stratejik kararlarin yarislarin kaderini
belirledigi bir sistem iizerine kuruludur. Aerodinamik diizenlemeler, hibrit motor
teknolojileri ve stirdiirtilebilirlik hedefleri, sporun evriminde 6nemli kilometre taslari
olarak goriilmektedir. Takimlarin miihendislik inovasyonlar1 ve stratejik yaklagimi ile
stiriiclilerin  bireysel yetenekleri, F1'i rekabet¢i ve dinamik bir spor dali haline
getirmektedir. Hem teknik hem de ¢evresel standartlarin siirekli gelistigi Formula 1,

kiiresel motor sporlart sahnesinde her gegen giin daha fazla dnem kazanmaktadir.
2.2.4. Formula 1'in Sosyoekonomik Etkisi

Formula 1, kiiresel capta biiylik bir ekonomik etkiye sahiptir. Yariglarin
diizenlendigi sehirler ve iilkeler, Formula 1 sayesinde turizm gelirlerinde biiytik artiglar
yasamaktadir. Ornegin, 2023 yilinda Suudi Arabistan Grand Prix’si, iilkeye 500 milyon
dolar civarinda ekonomik katki saglamistir (Saudi Motorsport, n.d.). Yariglar ayrica, yerel

ekonomilere ve altyap1 gelisimine de katkida bulunmaktadir.

Sponsorluk anlagsmalar1 ve televizyon haklari, F1’in ticari gelirlerinde biiyiik bir
paya sahiptir. Ornegin, Red Bull Racing, 2023 sezonunda 650 milyon dolarlik bir
biitceyle yarigmis ve bu da takimin en yiiksek harcamalara sahip oldugunu gostermektedir
(F1 Business, 2023). Ayrica, markalar, F1 takimlari ile sponsorluk anlagmalar1 yaparak

kiiresel 6lgekte taninirlik kazanmaktadir (Red Bull, n.d.).
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2.2.5. Teknolojik Gelismeler ve Miihendislik inovasyonlari

Formula 1, miihendislik inovasyonlarmin test edildigi ve gelistirildigi bir alan
olarak kabul edilmektedir. Aerodinamik yapilar, motor giicleri ve elektronik kontrol
sistemleri, araglarin performansini artiran en 6nemli faktorler arasinda yer almaktadir.
2022 yilinda yapilan teknik diizenlemelerle birlikte, araglarin aerodinamik performansi

iyilestirilmis ve siiriiciiler arasindaki miicadeleler daha yakin hale getirilmistir (Formula
1,n.d.).

Hibrit motor teknolojisinin 2014 yilinda devreye girmesi, ¢evre dostu yakit
kullanimini artirmis ve enerji verimliligini yiikseltmistir. 2026 yilinda yiirtirliige girmesi
planlanan yeni kurallar ¢ercevesinde, tamamen siirdiiriilebilir yakitlarin kullanilmasi
hedeflenmektedir (Formula 1, 2023). Ayrica, yapay zeka ve simiilasyon teknolojileri,

takimlarin yaris stratejilerini gelistirmesinde 6nemli bir rol oynamaktadir.

2.2.5.1. Formula 1°de Veri Analizi ve Yapay Zeka

Formula 1, yliksek hizda rekabetin yani sira veri analitigi ve yapay zeka (YZ)
teknolojilerinin yogun bir sekilde kullanildig1 bir spor dalidir. Giiniimiiziin gelismis
teknolojileri, takimlara stratejik kararlar alma, performanslarin1 optimize etme ve siiriis
dinamiklerini gelistirme konularinda yardimci olmaktadir. Veri analizi ve yapay zeka
uygulamalari, F1 araclarindan toplanan biiyiik veri setlerinin islenmesi ve bu verilerin
yarlg stratejileri, arag gelistirme ve siiriici performansini iyilestirmek amaciyla

kullanilmasinda kilit rol oynamaktadir (Autosport, n.d.).

2024 yilinda yapay zeka (YZ) ve veri analitiginin, yarig stratejilerinin ve arag
performansinin optimize edilmesinde devrim niteliginde bir etki yaratmaya devam ettigi
goriilmektedir. Bu dogrultuda, Formula 1 takimlarinin yaris dinamiklerini anlamak ve en
uygun yaris stratejilerini gelistirmek i¢in ileri diizey YZ algoritmalarini entegre ettigi
belirtilmektedir. Bu entegrasyon, yalnizca yaris esnasinda degil, sezon boyunca veri
analitigi ile elde edilen i¢ goriilerin kullanilmasin1 da kapsamaktadir. Boylece takimlar,
stiriiclinlin frenleme noktalarini, hizlanma stratejilerini ve rakip takimlarin hamlelerini

analiz ederek avantaj saglama konusunda biiyiik bir adim atmaktadir (GrandPrix247,
2024).
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Veri Analizinin F1’deki Rolii: Formula 1°de her bir arag, yarig esnasinda ve
antrenmanlar sirasinda sensdrler araciligiyla biiylik miktarda veri toplamaktadir. Arag
tizerindeki ylizlerce sensor, lastik sicakliklarindan yakit tiiketimine, fren sistemlerinden
acrodinamik yiiklere kadar birgok veriyi ger¢cek zamanli olarak kaydetmektedir. Bu
veriler, takim miihendisleri tarafindan analiz edilerek yaris stratejilerinin olusturulmasina
katkida bulunmaktadir. Her bir yaris hafta sonunda yaklasik 1.5 terabayt veri toplandigi
ve bu verilerin anlik analizlerle yaris i¢i kararlarin verilmesine olanak sagladigi

bilinmektedir (Marr, 2023).

Veri analizi, sadece yaris stratejilerini belirlemekle kalmaz, ayn1 zamanda araglarin
performansini optimize etmek ve siiriiciiler i¢in en uygun ayarlar1 belirlemek amaciyla da
kullanilmaktadir. Ornegin, lastik asinmasi veya yakit verimliligi gibi faktorler, veri
analizleri yardimiyla takip edilmekte ve siiriiciilere yaris esnasinda bu verilere dayali
olarak geri bildirimler sunulmaktadir. Bu saye de hem yaris i¢i performans artirilmakta

hem de araglarin giivenligi en iist seviyede tutulmaktadir (Marr, 2023).

Yapay Zeka ve Makine Ogrenimi Uygulamalari: Yapay zeka, Formula 1°de
giderek daha fazla kullanilmaya baslanmis bir teknolojidir. Yapay zeka, biiyiik veri
setlerinin analiz edilmesi, gelecekteki yaris senaryolarinin simiile edilmesi ve potansiyel
sonuclarin tahmin edilmesi i¢in 6nemli bir ara¢ haline gelmistir. Takimlar, makine
O0grenimi algoritmalar1 sayesinde ge¢mis yaris verilerini analiz ederek gelecekteki
performanslarmi iyilestirebilecek stratejiler gelistirmektedir. Ornedin, bir yarisin
baslangi¢ anindan itibaren, hava kosullarinin, pist sicakliginin ve lastik stratejilerinin

etkileri simiile edilmekte ve bu verilerle en iyi yarig senaryolari olusturulmaktadir (Marr,
2023).

Makine 6grenimi, ayn1 zamanda stirlicii performansinin degerlendirilmesinde de
kullanilmaktadir. Siiriiciilerin frenleme noktalari, viraj hizlar1 ve diger siiriis parametreleri
yapay zeka tarafindan analiz edilerek, siiriiciilere en verimli siiriis bigimi
sunulabilmektedir. Bu analizler, siiriiclilerin hangi hatalar1 yaptigini, hangi alanlarda
gelisim gosterebilecegini belirlemekte de yardimer olmaktadir. Ornegin, 2022 sezonunda
Red Bull Racing, makine d6grenimi algoritmalarini kullanarak Max Verstappen’in lastik

asinmasini minimize edecek siiriis stratejileri gelistirmistir (Motorsport.com, n.d.).
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YZ’nin Formula 1'deki entegrasyonu, ayni zamanda aracin kurulumunun her
yoniinii etkileyen kararlart otomatiklestirme siirecini de icermektedir. Siirlis sirasinda
anlik degiskenlere hizlica uyum saglama ve performansi optimize etme kabiliyeti, YZ
uygulamalarinin bu sporun ayrilmaz bir pargasi haline gelmesine neden olmustur. Arag
ayarlarindan yaris igi stratejilere kadar genis bir alanda kullanilan YZ, veri analizleri

sayesinde araclarin en uygun ayarlara sahip olmasini saglamaktadir (Seabiscuit.ai, 2024).

Yapay Zeka ve Yaris Stratejileri: Y apay zeka, yaris stratejilerinin belirlenmesinde
de 6nemli bir rol oynamaktadir. Bir yaris hafta sonunda hava durumu, pist kosullari, rakip
takimlarin stratejileri ve lastik se¢cimleri gibi faktorler siirekli degiskenlik gostermektedir.
Bu noktada, yapay zeka algoritmalari, bu degiskenleri analiz ederek en uygun stratejiyi
belirlemekte yardimci olmaktadir. Ornegin, bir pit stop zamanlamasinin optimize
edilmesi ya da farkli lastik stratejilerinin se¢ilmesi, yapay zeka destekli analizler

sayesinde daha isabetli hale gelmistir (Autosport, n.d.).

Ayrica, simiilasyon yazilimlar1 araciligiyla yapay zeka, farkli yarig senaryolarini
gercek zamanli olarak simiile edebilmektedir. Bu simiilasyonlar, takimlarin olasi yaris
senaryolarina onceden hazirlikli olmasini saglamaktadir. Mercedes ve Ferrari gibi iist
diizey F1 takimlari, bu simiilasyonlarla gelecekteki yarislar i¢in stratejik hazirliklarini
yapmaktadir. Ozellikle degisken hava kosullarinin oldugu pistlerde, yapay zeka destekli
stratejiler, takimlara biiyiik avantajlar saglayabilmektedir (Marr, 2023).

Ayrica, YZ algoritmalarinin matematiksel hesaplamalar ile birleserek yaris
analizlerinde daha hassas sonucglar elde edilmesini sagladigi belirtilmektedir. Bu
sistemler, lastik asinma modelleri, yakit tliketimi, hava kosullarinin etkisi gibi
degiskenleri degerlendirerek optimum yarig stratejilerini belirlemekte yardimeci
olmaktadir. Bu sayede, takimlarin veri odakli ve anlik analizlerle karar almas1 miimkiin

olmaktadir (GrandPrix247, 2024).

YZ uygulamalari, yalmizca yaris stratejileri ve ara¢ performansi ile siirh
kalmamakta, ayn1 zamanda Formula 1’in diinya ¢apindaki hayran kitlesiyle etkilesim
kurma stirecinde de kullanilmaktadir. YZ ve veri analitigi, sosyal medya platformlar1 ve
resmi Formula 1 kanallar1 araciligiyla taraftarlarla etkilesimi artirmak ve kisisellestirilmis
icerik sunmak i¢in kullanilmaktadir. Bu uygulamalar, izleyicilere 6zel analizler ve yarig

i¢i glincellemeler saglama konusunda 6nemli bir rol oynamaktadir (Euronews, 2024).
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Veri Analizi ve Yapay Zeka ile Gelecekteki Inovasyonlar: Formula 1°de veri
analizi ve yapay zeka kullaniminin Oniimiizdeki yillarda daha da yayginlagmasi
beklenmektedir. Araglarin sensor sistemleri ve toplanan veri miktar1 her gecen yil
artarken, bu verilerin analizi de daha sofistike hale gelmektedir. Ozellikle yapay zeka ve
makine 6grenimi algoritmalarinin daha gelismis versiyonlari, yaris performansini tahmin

etmekte ve stratejik kararlar almakta daha etkin sonuglar verecektir.

Gelecekte yapay zeka ve veri analitiginin F1’deki roliinlin daha da artacagi
ongoriilmektedir. Bu teknolojilerin yalnizca yaris performansini artirmakla kalmayip,
ayn1 zamanda siirdiiriilebilirlik hedeflerine ulagmak i¢in de kullanilmasi beklenmektedir.
Ornegin, ¢evre dostu motor teknolojilerinin gelistirilmesinde, yapay zeka destekli

miihendislik ¢oziimleri 6nemli bir rol oynayacaktir.

Formula 1, hiz ve teknolojinin bir araya geldigi bir spor dalidir ve bu baglamda veri
analizi ile yapay zeka kullanimi, performans optimizasyonu ve yaris stratejileri i¢in bityiik
onem tagimaktadir. Glinlimiizde her F1 takimi, topladig: biiyiik veri setlerini analiz ederek
yariglarda avantaj saglamaya calismakta ve yapay zeka algoritmalarini kullanarak
gelecekteki performansini iyilestirecek stratejiler gelistirmektedir. Teknolojinin hizla
gelistigi bu alanda, yapay zeka ve veri analizinin F1’in geleceginde daha da belirleyici

olmasi beklenmektedir.

2.2.5.2. Formula 1°de Makine Ogrenimi Uygulamalari
Formula 1, glinlimiiziin en teknolojik ve veri odakli sporlarindan biri olarak, makine
ogrenimi (MO) uygulamalarini kapsamli bir sekilde kullanmaktadir. MO, biiyiik veri
setlerini analiz etme ve bu verilerden Ogrenme yetenegi sayesinde takimlarin
performanslarini 6nemli 6l¢iide artirmalarina olanak tanimaktadir. Her yarista toplanan
veriler, araclarin sensorleri araciligiyla elde edilir; bu sensorler motor sicakligi, lastik
asinmasi, aerodinamik veriler, yakit tiiketimi ve siiriicliniin frenleme noktalar1 gibi bir¢ok

parametreyi ger¢ek zamanli olarak kaydetmektedirler (Chaudhary, 2023).

MO algoritmalari, bu verileri analiz ederek takimlarin en uygun yaris stratejilerini
gelistirmesine yardime1 olmaktadir. Ornegin, Ferrari, lastik asinmasi tahminleri yapmak
i¢cin MO uygulamalarin1 kullanmakta ve bu sayede pit stop zamanlamalarin1 optimize
etmektedir. Bu tiir uygulamalar, takimlarin yaris sirasinda anlik kararlar alabilmesini ve

rakiplerine kars stratejik avantaj elde etmesini saglamaktadir (Marr, 2023).
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MO teknikleri arasinda regresyon analizi, karar agaclari, yapay sinir aglari ve
destek vektor makineleri gibi yontemler yer almaktadir. Bu yontemler, ge¢mis verilerden
ogrenerek gelecekteki performans tahminlerini gelistirmekte ve siirliciilerin, araclarin ve
pist kosullarimin etkilesimlerini analiz etmektedir. Boylece takimlar, verimliliklerini
artiracak ayarlamalar yapma konusunda daha bilingli kararlar alabilmektedir (Autosport,
n.d.).

2.2.5.3. Yapay Zekanin Performans Tahmini ve Strateji Olusturmada Kullanim

Yapay zeka (YZ), Formula 1°de performans tahmini ve strateji olusturma
stireclerinde merkezi bir rol oynamaktadir. YZ algoritmalari, gegmis yaris verilerinden
ogrenerek siirticiilerin ve araglarin performansini tahmin etme yetenegine sahiptir. Bu
tahminler, takimlarin hangi stratejiyi izlemesi gerektigi konusunda karar vermelerine

yardime1 olmaktadir (Marr, 2023).

Ozellikle hava kosullari, pist yiizeyi ve rakiplerin stratejileri gibi degiskenlerin
etkilerini analiz etmek, YZ’nin en biiyiikk avantajlarindan biridir. Ornegin, takimlar,
gecmis verilere dayali olarak hava durumu tahminlerini inceleyebilir ve bu bilgiler
is1ginda lastik  stratejilerini  belirleyebilmektedir. YZ destekli analizler, pit stop
zamanlamalar1 ve yakit yonetimi gibi stratejik kararlarin alinmasinda kritik oneme
sahiptir. Red Bull Racing, bu tiir YZ uygulamalari ile pit stop zamanlamalarini optimize

ederek, yarig sonuglarini olumlu yonde etkilemistir (Motorsport.com, n.d.).

YZ’nin sagladigi  Ongoriiler, yaris sirasinda gercek zamanli  strateji
giincellemelerine olanak tanimaktadir. Takimlar, YZ algoritmalarin1 kullanarak stirekli
olarak verileri analiz etmekte ve bu veriler dogrultusunda yaris stratejilerini anlik olarak
degistirebilmektedir. Bu, siiriiciilerin en 1yi performansi gostermelerini saglamak ic¢in

kritik bir unsurdur.

2.2.5.4.Yapay Zekanin Siiriicii Performansini Degerlendirmedeki Rolii

Yapay zeka, siiriicti performansini degerlendirmede 6nemli bir etkiye sahiptir. YZ
algoritmalari, siiriiciilerin frenleme noktalari, viraj alma hizlari ve genel siiriis dinamikleri

gibi parametreleri analiz ederek hangi alanlarda gelisim gosterilmesi gerektigini
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belirlemektedir. Bu tiir analizler, siiriiciilerin teknik becerilerini artirmalarina ve yaris

esnasindaki performanslarini iyilestirmelerine yardimci olmaktadir (Autosport, n.d.).

YZ, siirticlilerin psikolojik durumlarini izleme yetenegi ile de dikkat ¢cekmektedir.
Yarig sirasinda siirtliciilerin stres diizeyleri ve konsantrasyonlari, arag¢ i¢i veri toplama
sistemleri ve YZ algoritmalar ile analiz edilmekte, bu veriler 1s1g¢inda siiriiciilerin
performanslar1 hakkinda degerlendirmeler yapilmaktadir. Ornegin, Mercedes takimi,
stirticiilerinin ruh halini ve konsantrasyon diizeyini izleyerek, hangi yarislarda daha fazla

destek gerektigini belirlemektedir (Chaudhary, 2023).

Bu tir degerlendirmeler, siirliciilerin yarig sirasinda en iyi performansi
sergilemelerini saglamak icin kritik 6neme sahiptir. Siiriiciilerin ger¢cek zamanli olarak
alinan verilerle geri bildirim almasi, performanslarini artirmak i¢in gerekli ayarlamalari

yapmalarina olanak tanimaktadir.

2.2.5.5.Yapay Zeka ile Yaris Simiilasyonlari

Yapay zeka, yarig simiilasyonlarinda da énemli bir rol oynamaktadir. YZ algoritmalari,
farkl1 yarig senaryolarini simiile ederek takimlarin hangi stratejilerin daha etkili
olabilecegini analiz etmelerine yardimci olmaktadir. Bu simiilasyonlar, g¢esitli hava
kosullari, pist durumlart ve rakip takimlarin stratejileri dikkate alinarak yapilmaktadir

(Marr, 2023).

Simiilasyonlar, takimlarin gelecekteki yarislara hazirlik yapmalarini saglamakta ve
potansiyel sorunlar1 énceden tespit etmelerine yardimei olmaktadir. Ornegin, Mercedes
takimi, YZ destekli simiilasyonlar kullanarak farkl: pit stop senaryolarini test etmekte ve
bu testler sayesinde daha etkili stratejiler gelistirmektedir. Bu simiilasyonlar, siiriiciilerin
ve miithendislerin yaris kosullarinda nasil hareket etmeleri gerektigine dair i¢ goriiler elde

etmelerine olanak tanimaktadir (ITPro, n.d.).

Ayrica, bu simiilasyonlar, farkli siiriis stillerinin etkilerini analiz etmekte ve
takimlarin stiriiciilerine en uygun ayarlart bulmalarina yardimer olmaktadir. YZ
algoritmalari, simiilasyon verilerini analiz ederek, siiriiciilerin hangi ayarlarla daha iyi

performans gostereceklerini tahmin etmektedir.

28



2.2.5.6.Formula 1’de Yapay Zekanin Gelecegi

Formula 1’de yapay zekanin gelecegi, hizla gelisen teknolojilerle birlikte biiyiik bir
potansiyele sahiptir. YZ ve makine 6grenimi uygulamalarinin daha da yayginlasmasi
beklenmektedir. Ozellikle veri analitigi ve YZ tekniklerinin daha sofistike hale gelmesi,
takimlarin performanslarint artirmalarina ve siirdiiriilebilirlik hedeflerine ulagmalarina

olanak tantyacaktir (Marr, 2023).

Yapay zeka, takimlarin daha gevre dostu motor teknolojileri ve yakit verimliligi
saglamalarina yardimci olacaktir. Formula 1, bu alandaki inovasyonlar1 benimseyerek,
daha stirdiiriilebilir bir spor dali olma yolunda 6nemli adimlar atmaktadir (Autosport,
n.d.). Ornegin, takimlarin, yapay zekay: kullanarak gelisen gevresel standartlara uyum
saglamasi ve rekabet avantajlarini artirmasi, gelecekteki yarislarin sekillenmesinde kritik

bir rol oynayacaktir.

YZ’nin uygulamalari, hayranlarin deneyimlerini de zenginlestirecek sekilde
genisleyecektir. Ger¢ek zamanli veri analizi ve gorsellestirme teknikleri sayesinde,
izleyicilere daha fazla bilgi sunulacak ve yaris deneyimleri daha etkilesimli hale
gelecektir. Boylece, Formula 1, sadece bir yaris degil, ayn1 zamanda teknoloji ve

inovasyonun bir sergisi haline gelecektir.
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3. GEREC VE YONTEM

Bu tezde, mevcut veriler kullanilarak Formula 1 yariglarinin sonuglarinin tahmin
edilmesi amaglanmaktadir. Tahminler, farkli yontemlerle elde edilen sonuglarin
karsilagtirilmasi yoluyla degerlendirilecektir. Bu karsilagtirmalar igin veri setine mafese
yontemiyle Oznitelik se¢imi uygulanmis ve farkli optimizerlar kullanilarak c¢esitli
Oznitelik gruplar1 elde edilmistir. Elde edilen bu 6znitelikler, LSTM, SVM, Karar
Agaglar1 (DT), Random Forest (RF) ve Naive Bayes (NB) algoritmalarina dahil edilerek
tahminleme islemleri gergeklestirilmistir. Ayn1 zamanda, tiim veri seti kullanilarak da
benzer islemler yapilmis ve sonuglar arasinda en iyi performans gosteren model

belirlenmeye calisilmistir.

Veri setinde tutarsizhik sorununun giderilmesi amaciyla SMOTE yontemi
kullanilmistir. Bu projede Formula 1'in hibrit motorlara gectigi yila ait veriler esas
alimmustir. Egitim veri seti 2014-2022 yillarini, test veri seti ise 2023 yilin1 kapsamaktadir.

Bu yontemle veri setindeki tutarsizligin azaltilmasi hedeflenmistir.

Tutarsizliklarin giderilmesinin ardindan, veri setini proje i¢in hazirlamak amaciyla

kullanilan kiitiiphaneler asagida agiklanmaktadir:

Scikit-learn: Scikit-leran (genellikle sklearn olarak kisaltilir), Python programlama
dilinde gelistirilmis ve ac¢ik kaynak kodlu bir makine 6grenimi kiitiiphanesi olarak
tanitilmaktadir. Makine 68renimi, veri madenciligi ve veri analizi alanlarinda genis bir
kullanim yelpazesi sunan scikit-learn, hem gozetimli (supervised) hem de gdzetimsiz
(unsupervised) Ogrenme algoritmalarinin uygulanmasina olanak saglamaktadir.
Kiitiiphanenin, veri 6n isleme, model degerlendirme ve dogrulama gibi makine 6grenimi
is akiginin 6nemli adimlarin1 destekleyen bir dizi 6zellik sundugu belirtilmektedirler

(Pedregosa ve ark., 2011).

Keras: Keras, acik kaynakli bir derin 6grenme kiitiiphanesidir ve 6zellikle hizl
prototipleme ve kullanimi kolay bir arayiiz sunmasiyla 6ne ¢ikmaktadir. TensorFlow ve
Theano gibi arka ug kiitiiphanelerle entegre bir sekilde calisarak, sinir aglar1 ve diger
makine 6grenimi modellerinin hizli bir sekilde olusturulmasini saglar. Bu ¢alismada,
Keras 6zellikle LSTM (Uzun Kisa Siireli Bellek) gibi derin 6grenme modellerinin

olusturulmasi ve egitilmesi amaciyla kullanilmistir (Chollet, 2015).
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TensorFlow: TensorFlow, Google tarafindan gelistirilen ve makine 6grenimi ile
derin 6grenme modellerinin egitilmesi i¢in kullanilan genis kapsamli bir kiitiiphanedir.
TensorFlow, 6zellikle biiyiik veri setleri iizerinde yiiksek performansli hesaplamalar ve
model egitimi i¢in optimize edilmistir. Bu caligmada, derin 6grenme modellerinin
uygulanmasit ve optimize edilmesi siirecinde TensorFlow, Keras ile birlikte

kullanilmaktadir (Abadi ve ark., 2016).

Pandas: Pandas kiitiiphanesi, yapilandirilmis veri manipiilasyonu ve analizi igin
kullanilan gii¢lii bir Python kiitiiphanesidir. Pandas, 6zellikle biiyiik veri setleri tizerinde
kolay veri temizleme, doniistiirme ve analiz islemleri yapabilme kabiliyeti ile 6ne
¢ikmaktadir. Bu tezde, veri setlerinin islenmesi, 6zelliklerin se¢imi ve hazirlanmasi gibi
veri manipiilasyonu iglemleri i¢in kullanilmistir. Pandas, veri gerceveleri ve seriler gibi

veri yapilari ile ¢alisarak veri analizini kolaylastirmaktadir (McKinney, 2010).

NumPy: NumPy kiitiiphanesi, ¢cok boyutlu diziler ve matrisler {izerinde yiiksek
performanslt hesaplamalar gerceklestirmek icin tasarlanmis bir bilimsel hesaplama
kiitiiphanesidir. NumPy, ozellikle sayisal analiz ve vektorel hesaplamalar gerektiren
islemler icin tercih edilmistir. Veri kiimelerinin verimli bir sekilde islenmesi ve
matematiksel islemler gergeklestirilmesi amaciyla bu ¢alismada onemli bir ara¢ olarak

kullanilmistir (Harris ve ark., 2020).

Matplotlib: Python'da iki boyutlu grafikler olusturmak i¢in kullanilan kapsamli bir
gorsellestirme kiitiiphanesidir. Grafiklerin detayli olarak 6zellestirilmesine imkan veren
Matplotlib, sonuclarin gorsellestirilmesi ve analizlerin sunulmasinda etkili bir ara¢ olarak
kullanilmistir. Cizgi grafikleri, histogramlar, dagilim grafikleri gibi gorsellestirmeler
Matplotlib aracilifiyla olusturulmus ve analiz sonuglar1 gorsellestirilmistir (Hunter,

2007).

Seaborn: Istatistiksel verilerin gorsellestirilmesine odaklanan, Matplotlib {izerine
inga edilmis bir yliksek seviyeli Python Kkiitliphanesidir. Seaborn, 6zellikle veri
dagilimlarinin ve iliskilerinin kolayca anlasilmasini saglayan zengin grafik tiirleri ile veri
analizinde siklikla kullanilmaktadir. Tezde, istatistiksel analiz sonuglarinin daha anlasilir

hale getirilmesi i¢in Seaborn grafiklerinden yararlanilmistir (Waskom, 2021).

Smote: Veri setlerinde smif dengesizligi, makine Ogrenmesi modellerinin

dogrulugunu olumsuz yonde etkileyen 6nemli bir sorundur. Dengesiz veri setlerinde,
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cogunluk sinifina ait 6rnekler daha fazla oldugunda model, azinlik siifim1 yeterince
O6grenemez ve bu durum tahmin performansini diisiiriir. Bu ¢alismada, dengesiz veri
setindeki sinif dagilimmi dengelemek amaciyla Synthetic Minority Over-sampling
Technique (SMOTE) yontemi kullanilmistir. SMOTE, azinlik sinifina ait yeni 6rnekler
olusturarak veri setindeki dengesizligi azaltir. Boylece, siniflar arasinda daha dengeli bir
dagilim saglanir ve modelin her iki sinifi da 6grenme yetenegi artar (Chawla ve ark.,

2002).

Bu Kkiitiiphaneler, 06zellikle derin Ogrenme algoritmalarinin uygulanmasi,
performanslarinin analiz edilmesi ve sonuglarinin gorsellestirilmesi agisindan ¢alismanin

onemli bilesenlerini olusturmaktadir.
3.1. Verilerin Toplanmasi

Bu tezde, Formula 1 resmi web sitesinden toplanan bilgileri bir araya getiren Ergast
API'sinden alinan kapsamli verilerden yararlanmaktadir. Ergast API’1, 1950'den
giiniimiize kadar yaris sonuglari, siiriicli ve takim istatistikleri, tur siireleri, pit stoplar ve
puan durumlarini igeren genis bir bilgi yelpazesi sunmaktadir (Ergast, n.d.). Bu veri setini
zenginlestirmek amaciyla, Races DataFrame'ine ek olarak yillik toplam yaris mesafeleri
eklenmistir. Bu islem, BeautifulSoup kullanilarak Wikipedia'dan kazima yontemiyle
gerceklestirilmis ve ek veriler F1-Fansite.com'dan elde edilmistir (F1 Fansite, n.d.). Yaris
ismi degiskeni manipiile edilerek Selenium undetected chromedriver ve BeautifulSoup
kullanilmis ve daha dogru veriler toplanmistir. Bu birlesik veri noktalari, Formula 1
yariglarin1  onlarca yil boyunca kapsamli bir sekilde analiz edebilmek igin
zenginlestirilmis bir veri seti sunmaktadir (Wikipedia, n.d.). Bu elde edilen veri setinin

icinde bulunan 6zniteliklerin isimleri Tablo 1’de gosterilmistir.

Tablo 1: Ergast API ile indirilen 6znitelikler

Races Circuits Drivers Results Qualifying
Season Circuit ID Driver ID Season Season
Round Circuit Name | Name Round Round
Race Name Latitude Nationality | Circuit ID Circuit ID
Circuit ID Longitude Driver Code | Driver ID Driver ID
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Latitude Locality Date of Birth | Finish Qualifying
Position Position
Longitude Country Date of Birth | Constructor
Country Wikipedia Nationality Q1
URL
Date Constructor Q2
Wikipedia Grid Q3
URL
Time
Status
Points

3.2. Verilerin Temizlenmesi ve Islenmesi

Bu projede, hava durumu verilerindeki eksiklikleri tamamlamak amaciyla, scraping
yontemleri kullanilarak f1-fansite.com'dan veri toplanmustir. Selenium ile bulut giivenlik
sistemleri asilmis ve yillara gore farkli URL yapilar1 taranmistir. BeautifulSoup ile hava
durumu bilgileri ¢ikarilmis ve islenmemis veriler bir veri ¢ergevesine doniistiirilmiistiir.
Eksik deger iceren satirlar ¢ikarildiktan sonra, sicaklik araliklari diizenlenmis ve elde
edilen veriler CSV formatinda saklanmistir. Bu yeni hava durumu verileri, daha dnceki

verilerle birlestirilmistir.

Tezde kullanilan veri kaynaklarindan biri Ergast API olmustur. Ergast API,
1950'den gliniimiize kadar olan Formula 1 verilerini igermektedir. Bu API'den elde edilen
veriler json formatinda ¢ikarilmis, liste sozliiklerine kaydedilmis ve daha sonra bir veri
cercevesine yiiklenmistir. Isleme asamasinda, siiriiciilerin genel yaris siireleri milyonlarca
milisaniye olarak hesaplanmustir. ilk dlgeklendirme amaciyla, bu siireler saniyeye
cevrilmek i¢in 1000'e boliinmiistiir. Bu islem, verilerin dogru bir sekilde modellenmesine

zemin hazirlamistir.
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Veri isleme asamasinda, siralama turlarinin siireleri qual time formatter
fonksiyonu ile saniye ve milisaniye cinsine doniistiiriilmiis, her siiriicii i¢in her yarisa ait
ortalama ve en iyl siralama siireleri hesaplanmistir. Siralama turlari, ii¢ asamadan
olusmaktadir: Q1'de tiim siiriiciiler katilir ve en iyi zamanlarini elde etmeye calisirlar,
ardindan 16. ile 20. siradaki siiriiciiler elenir. Q2'de ilk 15 siiriicli miicadele eder ve 11.
ile 15. siradakiler siralanir. Q3'te ise kalan siiriicliler son kez en iyi tur zamanlarini
belirler. Ancak, her siiriicii tiim turlarda yer almadigindan, verilerde Q2 ve Q3 i¢in eksik
degerler olusabilir. Eger veriler orijinal formatiyla kullanilsaydi, veri setindeki siralama
turlarinin yaklasik yarisinda eksik degerler bulunacakti. Bu eksiklikleri gidermek ve tiim
siralama verilerini kullanabilmek i¢cin Q mean, Q best ve Q worst degiskenleri
olusturulmustur. Q mean, siiriiciiniin katildig1 her siralama turundaki en iyi zamanlarin
ortalamasini, Q _best en iyi zamanini, Q worst ise en kotli zamanini temsil eder. Bu
stireler, her siiriiclinlin o hafta sonu ve pistteki genel performansini yansitacak sekilde
hesaplanmis ve Q1, Q2, Q3 siitunlar1 veri setinden ¢ikarilarak, verilerin biitiinligii

saglanmistir.

Ayrica, bu hesaplamalar sonrasinda her bir siiriiciiniin q_best, g worst ve q_mean
degerleri belirli araliklara boliinerek kategorik degiskenlere doniistiiriilmiistiir. Bu islem
icin pd.cut fonksiyonu kullanilmis ve 52 ile 145 arasinda belirlenen araliklara gore veriler
1’den 9’a kadar etiketlenmistir. Bu doniisiim, her siiriicliniin siralama performansini daha
anlamli gruplar halinde incelemeye olanak saglamistir. Son olarak, veri setindeki q_best,
g _worst ve g mean siitunlar1 c¢ikarilarak, islenmis veri setine sadece kategorik
degiskenler eklenmis ve modelleme i¢in hazir hale getirilmistir. Bu islem, siiriiciilerin
siralama turlarindaki tutarliliklarin belirlemede ve tahmin dogrulugunu artirmada 6nemli

bir rol oynamaktadir.

Wikipedia'dan pistlerle ilgili detayli bilgiler toplanmistir. Bu bilgiler arasinda pist
tiirii (sokak veya yaris pisti), dongii yonii (saat yoniinde veya tersine), tur uzunlugu ve
birlestirme anahtarlari i¢in gereken isim ve konum bilgileri bulunmaktadir. Verilerin

islenmesi amaciyla BeautifulSoup kullanilarak 6zel fonksiyonlar gelistirilmistir.

Yillar i¢inde sponsor degisiklikleri ve birlesmeler nedeniyle bir¢cok constructor
isminin degistigi gézlemlenmistir. Bu degisiklikler genellikle takim yapisinda minimal
degisikliklerle gergeklesmistir. Ornegin, Aston Martin adi, Lawrence Stroll tarafindan

Force India'nin satin alinmas1 ve Racing Point olarak yeniden markalagmas siirecinde iki
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kez degistirilmistir. 2020 sezonunun sonuna kadar Racing Point adi kullanilmig ve
sonrasinda Aston Martin adiyla sponsor olarak birlesilmistir. 2023 yil1 test veri seti i¢in

eski veriler glincellenmistir.

Veri setindeki eksik degerlerin giderilmesi amaciyla, main_df veri ¢ergevesinde
bulunan split times ve status siitunlarindan yola ¢ikarak yeni bir filled splits siitunu
olusturulmustur. Bu islemde, oncelikle split_times siitunundaki eksik degerler, bir 6nceki
gecerli degerle doldurulmak amaciyla ffill fonksiyonu kullanilarak islenmistir. Boylece,
eksik degerler, onceki gegerli degerlerle doldurulmustur. Ardindan, split compute adli
bir fonksiyon tanimlanmistir. Bu fonksiyon, split ve status parametrelerini alarak, status
igerisinde ‘Laps’ ifadesi bulundugu ve status tamsayi oldugu durumda split degerini,
status ile carparak geri dondiirmektedir. Aksi takdirde yalnizca split degeri geri
dondiiriilmektedir. Tiim bu islemler, veri cergevesindeki her satir i¢in bir dongii
yardimiyla uygulanmis ve elde edilen yeni split degerleri new_splits listesine eklenmistir.
Son asamada, new_splits listesi filled splits adiyla veri ¢ercevesine yeni bir siitun olarak
eklenmistir. Bu siireg, veri setindeki eksik degerlerin doldurularak, daha tutarli bir analiz

ve modelleme yapilmasina olanak saglamay1 hedeflemistir.

Veri setinde yer alan podium 0&zelligi, tahmin Olgegini artirmak amaciyla
giincellenmistir. Bu degisiklikle, yarista ilk {lige giren siiriiciiler i¢in 1, digerleri i¢in 0
degeri dondiirecek sekilde yeniden diizenlenmis ve bu degerler podium siitununa
eklenmistir. Bu islem, egitim veri setindeki biitiin 6zellikler iizerinden model uygulandig:
zaman, yaris sonuglarini daha iyi analiz etmek ve tahmin dogrulugunu artirmak i¢in

gerceklestirilmistir.

Bu caligmada, veri setinde yer alan kategorik degiskenler, makine Ogrenimi
modellerine uygun hale getirilmek amaciyla pd.get dummies fonksiyonu ile "one-hot
encoding" islemine tabi tutulmustur. Bu islem, country, type, direction, locality,
race_name, circuitld ve constructor gibi kategorik siitunlari ikili formatta kodlayarak, her
benzersiz kategori i¢in yeni siitunlar olusturmustur. Bu dontisiim, her kategori i¢in ilgili

veri noktalarinin 1 (var) ya da 0 (yok) olarak temsil edilmesini saglamistir.

Olusturulan bu yeni siitunlar, belirli bir esik degerine gore filtrelenmistir. Her
siitunun toplam degeri hesaplanarak, 70'ten daha az degere sahip olan siitunlar veri
setinden ¢ikarilmistir. Bu islem, yeterince temsili olmayan kategorilerin modelleme

sirecinde yer almamasim1 saglayarak modelin performansini 1yilestirmeyi
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amagclamaktadir. Filtreleme islemi, country, type, direction, locality, race name, circuitld

ve constructor siitunlari i¢in uygulanmistir.

Ayrica, season siitunu orijinal veri setinden alinip herhangi bir doniisim
uygulanmadan islenmis veri setine eklenmistir. Bu adimlar sonucunda, kategorik
degiskenler modellemeye uygun hale getirilmis ve verilerin temsiliyet gilicii artirilarak

analiz i¢in gerekli hazirliklar tamamlanmistir.

3.3. Oznitelik Secimi

MAFESE, 6zellikle yiiksek boyutlu veri setleri tizerinde 6znitelik se¢imi yaparken
karsilasilan zorluklari agmak icin tasarlanmis bir aragtir. Yiiksek boyutlu veriler, ¢cok
sayida 6zelligin bir arada bulundugu ve bu 6zelliklerin ¢ogunun hedef degiskenle anlaml
bir iliski gostermedigi durumlarda, veri setlerinin asir1 uyuma (overfitting) meyilli
olmasina yol agabilir. Bu noktada, MAFESE'nin sundugu meta-sezgisel algoritmalar
(metaheuristic algorithms) devreye girerek, 6zellik se¢im siirecini optimize etmeyi
hedeflemektedir. Meta-sezgisel algoritmalar, 6zniteliklerin tiim olas1 kombinasyonlarini
degerlendirmek yerine, problem uzayini etkili bir sekilde tarayarak en iyi ozellik alt
kiimelerini segmektedirler. Bu, genetik algoritmalar (Genetic Algorithms), pargacik siirti
optimizasyonu (Particle Swarm Optimization), karmca kolonisi optimizasyonu (Ant
Colony Optimization) gibi yontemleri igerir ve bu algoritmalar, MAFESE'nin zengin

algoritma havuzunda bulunmaktadir.

Bu c¢alismada, MAFESEnin sundugu sarma tabanli yontemler (wrapper-based
methods) ozellikle tercih edilmistir, ¢linkii bu yontemler, Oznitelik alt kiimelerini
degerlendirirken ayni zamanda bir tahmin modeli ile performanslarmi 6l¢mektedirler.
Sarma tabanli yaklagimlar, algoritmanin hem 6znitelik se¢im siirecini hem de model
performansini ayn1 anda optimize etmesine olanak tanimaktadir. MAFESE'nin yerlesik
degerlendirme metrikleri, dogruluk (accuracy), F1 skoru (F1 score), kesinlik (precision)
ve hassasiyet (recall) gibi Olgiitlerle, algoritmalarin performanslarini karsilastirmayi
saglamaktadir. Bu metrikler, 6znitelik se¢iminde hangi algoritmanin en iyi sonucu

verdigini anlamada kritik rol oynamaktadir.

Bunun yani sira, MAFESE'in filtre tabanli 6znitelik secim (filter-based feature
selection) yontemleri, veri kiimesindeki 6zniteliklerin hedef degisken ile bagimsiz olarak

degerlendirildigi bir siire¢ sunmaktadir. Filtre tabanli yaklasimlar, 6zellikle biliyiik veri
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setleri i¢in hizli ve etkili bir yontemdir ¢ilinkii her bir 6zniteligin istatistiksel iligkisi goz
oniinde bulundurularak segme islemi yapilmaktadir. Ancak, sarma tabanli yaklagimlardan
farkl1 olarak, model performansi gdz oniline alinmadigindan, 6zniteliklerin etkisi sadece

veri kiimesi lizerinde yapilan istatistiksel analizlere dayandirilmaktadir.

Gomiilii yontemler (embedded methods) ise, 6znitelik se¢imini modelin 6grenme
siirecine entegre eder ve belirli algoritmalar tarafindan dogal olarak gerceklestirilir.
Ornegin, karar agaclar1 (decision trees) veya Lasso regresyonu (Lasso regression) gibi
modellerde, 06znitelik secimi modelin kendisi tarafindan yapilmaktadir. Gomiili
yontemler, modelin 6zniteliklerin 6nem derecesini 6grenmesine ve ayni anda model
performansin1 optimize etmesine olanak tanimaktadir. MAFESE'nin bu tiir gomiilii
yontemleri desteklemesi, Ozellikle karmasik modelleme siireclerinde veri bilimcilere

esneklik kazandirmaktadir (Thieu, n.d.).

Acik kaynakli yapisi sayesinde MAFESE, topluluk tarafindan stirekli gelistirilmeye
aciktir ve bu da siirekli olarak yeni algoritmalarin ve tekniklerin entegrasyonuna olanak
tanimaktadir. Ayrica, scikit-learn gibi popiiler makine 6grenimi kiitliphaneleri ile
entegrasyon saglamasi, kullanicilarin  tanmidik bir arayliz {izerinden ¢alismasini
kolaylagtirmaktadir. Bu sayede MAFESE, o6zellikle nesne yonelimli Python
programlamasi ile basit ve etkili bir kullanim sunarak hem akademik aragtirmalar hem de

endiistriyel uygulamalarda tercih edilen bir arag haline gelmektedir (Thieu ve ark., 2024).

Bu baglamda, MAFESE Kkiitliphanesi bu c¢alisma kapsaminda, yiliksek boyutlu ve
karmagik veri setleri lzerinde Oznitelik se¢imi yapilarak model performansim
tyilestirmek  amaciyla  kullanilmistir.  Farkli  meta-sezgisel  algoritmalarin
karsilagtirilmasiyla elde edilen sonuglar, hangi algoritmalarin belirli veri setleri tizerinde
daha etkili oldugunu gdostermistir. Ayrica, Oznitelik se¢imi yapildiginda modelin

dogrulugunun artt1g1 ve asir1 uyum riskinin azaldigi gézlemlenmistir.

Oznitelik se¢imi islemi icin, MAFESE Kkiitiiphanesi kullanilarak meta-sezgisel
algoritmalar aracilifiyla gerceklestirilmistir. Bu siliregte, meta-sezgisel algoritmalarin
farkli kategorilerinden optimizasyon yontemleri se¢ilmis ve elde edilen sonuclar
karsilastirilarak, Oznitelik se¢iminin etkileri iizerine bir degerlendirme yapilmasi
amaclanmistir. Formula 1 verisi lizerinde, Oznitelik se¢iminin sonuclart ile tiim
ozniteliklerin kullanildig1 durum karsilastirilarak hangi yaklasimin daha iy1 performans

sagladig1 incelenecektir.
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Asagidaki optimizasyon yontemleri bu tezde kullanilmistir:

Success History Intelligent Optimizer (SHIO): Optimizasyon siireglerinin
iyilestirilmesi amaciyla basar1 ge¢misine dayanan bir yontem olarak tanitilmaktadir.
SHIO, 6nceki optimizasyon denemelerinden elde edilen basarili sonuglar1 analiz ederek
ve bu bilgileri kullanarak arama stratejilerini dinamik olarak ayarlamaktadir. Bu
yaklagim, ozellikle karmasik problemlerde daha etkili ve hizli ¢ézlimler elde edilmesini

saglamaktadir (Fakhouri ve ark., 2022).

3.4. Verilerin Modellenmesi

Bu ¢alismada, 117 6znitelik ve 3837 satirdan olusan bir veri seti kullanilmistir. Test
verisi olarak sadece 2023 sezonu secilmektedir. Bu islem, veri setindeki 'season'
stitununun 2023 yilina esit olan veriler filtrelenerek yapilmaktadir. Egitim ve dogrulama
veri kiimelerini olusturmak i¢in 2023 ve 2024 sezonlar1 haricindeki veriler
'train_val data' olarak se¢ilmektedir. Sonrasinda, bu veri kiimesi egitim ve dogrulama
kiimelerine ayrilmaktadir. Bu ayirma islemi, veri setinin %80'inin egitim, %Z20'sinin
dogrulama verisi olarak kullanilmasini saglayan 'train_test split' fonksiyonu ile

gerceklestirilmektedir.

Egitim verisindeki dengesizligi azaltmak i¢in SMOTE yontemi uygulanmustir.
Ardindan, Oznitelik se¢cimi amaciyla Mafese kiitliphanesi ve cesitli optimizasyon
yontemleri kullamlmustir. Oznitelik secimi sonrasi, DT, RF, SVM, NB ve LSTM
algoritmalariyla modelleme yapilmistir. Ayrica, 6znitelik se¢imi yapilmamis ham veri
setiyle de ayni algoritmalar kullanilarak model performanslari karsilastirilmigtir. LSTM
algoritmasinin smiflandirma etkinligi de incelenmistir. Tahminlerde ara¢ ozellikleri
kullanilmamustir, siiriicii performansi, hava durumu ve pist kosullar1 gibi faktorler

kullanilmistir.
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4. BULGULAR

4.1. Ham Veriye Uygulamam Makine Ogrenmesi Algoritmalari

4.1.1. Long Short-Term Memory

2014-2022 yillarina ait veri seti, LSTM algoritmasinda kullanilmadan 6nce %80°1
egitim verisi olacak sekilde boliinmiistiir. Sekil 1°de verilerin bu sekilde boliinmiis hali
gosterilmektedir. Bu islem sonrasinda, egitim verisine SMOTE yOntemi uygulanmigtir.
Formula 1 verilerinin her yarista yalnizca bir kazanani oldugu igin veri seti dengesizdir.
Bu dengesizlik, SMOTE uygulanarak giderilmeye ¢alisilmistir. Sekil 2’de ise SMOTE
uygulanmadan o6nce ve uygulandiktan sonra O ve 1 smiflarinin diizenlenmis hali
gosterilmektedir. Model uygulamasina kadar, ham verilerin hazirlanmasi ve islenmesi

adimlari tiim algoritmalar i¢in aynidir.
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Sekil 1: LSTM verisinin dagilim

Egitim Verisi:
(2784, 117)

Dogrulama Verisi:
(697, 117)

Test Verisi (2023 Sezonu):
(356, 117)

Sekil 2: SMOTE uygulanan egitim verisinin dagilim

0 2366
1 418
Name: count, dtype: int64
0 2644
1 2644

Name: count, dtype: int64

Diizenlenen veriler, LSTM algoritmasi ile modellenmeye baslanmistir. Modelin
egitimi tamamlandiktan sonra, Sekil 3, 4 ve 5’te sirasiyla egitim, test ve dogrulama
verilerinin degerleri gosterilmektedir.

Modelin egitim verisi Sekil 3’te goriildiigii lizere dogrulugu %=85.95 olarak

belirlenmistir. Siniflandirma raporunda, siif 0 i¢in %91 dogruluk ve %80 hatirlama orani
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ile %85 F1 skoru elde edilmistir. Sinif 1 i¢in ise %82 dogruluk ve %92 hatirlama orani
ile %87 F1 skoru hesaplanmustir.

Hata matrisi incelendiginde, modelin siif 0'da 2122 dogru, 522 yanlis; sinif 1'de
ise 2423 dogru, 221 yanlis smiflandirma yaptig1 goriilmektedir. Bu sonuglar, modelin

genel olarak basarili bir siniflandirma yaptigin1 gostermektedir.

Sekil 3: LSTM egitim verisi performans degerleri

Train Accuracy: ©.8594931921331316

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

@ 0.91 0.80 0.85 2644

1 0.82 0.92 0.87 2644

accuracy 0.86 5288
macro avg 0.86 0.86 0.86 5288
weighted avg 0.86 0.86 0.86 5288

Train Hata Matrisi :
[[2122 522]
[ 221 242311

Modelin test wverisi Sekil 4’te gorildigi {izere dogrulugu %75 olarak
hesaplanmigtir. Siniflandirma raporuna gore, smif 0 icin %100 dogruluk ve %74
hatirlama orani ile %85 F1 skoru elde edilmistir. Sinif 1 igin ise %16 dogruluk ve %94
hatirlama orani ile %28 F1 skoru hesaplanmustir.

Hata matrisi incelendiginde, modelin sinif 0°da 250 dogru, 88 yanlis; sinif 1°de ise

17 dogru, 1 yanlis simiflandirma yaptig1 goriilmektedir. Bu sonuglar, modelin sinif 0'da
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oldukg¢a basarili oldugunu, ancak sinif 1'de diisiik dogruluk oranma sahip oldugunu

gostermektedir.

Sekil 4: LSTM test verisi performans degerleri

*Test Accuracy: 0.75

Siniflandirma Raporu (Test Veri):

precision recall fl-score support

(] 1.00 0.74 0.85 338

1 0.16 0.94 0.28 18

accuracy 0.75 356
macro avg 0.58 0.84 0.56 356
weighted avg @.95 0.75 0.82 356

Test Hata Matrisi:
[[250 88]
[ 1 1711

Modelin dogrulama verisi iizerindeki dogrulugu %84.65 olarak hesaplanmistir.
Sekil 5'te gosterilen siniflandirma raporuna gore, sinif 0 igin %97 dogruluk ve %84
hatirlama orani ile %90 F1 skoru elde edilmistir. Sinif 1 igin ise %47 dogruluk ve %86

hatirlama orani ile %61 F1 skoru hesaplanmistir.

Sekil 5'te yer alan hata matrisi incelendiginde, modelin sinif 0°da 506 dogru, 93
yanlis; sinif 1’de ise 84 dogru, 14 yanlis siniflandirma yaptigi gériilmektedir. Bu sonuglar,
modelin smif 0'da oldukca i1yi performans sergiledigini, ancak smif 1'de dogruluk

oraninin daha diistik oldugunu géstermektedir.
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Sekil 5: LSTM dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: 0.8464849354375896

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 0.97 0.84 0.90 599

1 0.47 0.86 0.61 98

accuracy @0.85 697
macro avg @.72 0.85 0.76 697
weighted avg 0.90 0.85 0.86 697

Validation Hata Matrisi :
[[586 93]
[ 14 84]]

Sekil 6 da, 6rnek bir tahminleme siitunu gosterilmektedir. 2023 yil1 test verisinden
elde edilen sonuglara gore, toplamda diizenlenen 18 yarisin 12’sinin dogru tahmin
edildigi goriilmektedir.

Sekil 6 LSTM o6rnek tahmin siitunu

LR Bl e e e -

name actual predicted

0 Max Verstappen 1 1
1 Sergio Pérez 0 0
2 Lewis Hamilton 0 0
3 George Russell 0 0
4 Logan Sargeant 0 0
5 Alexander Albon 0 0
6 Fernando Alonso 0 0
7 Carlos Sainz 0 0
8 Esteban Ocon 0 0
9 Lando Norris 0 0
10 Oscar Piastri 0 0
11 Nico Hilkenberg 0 0
12 Guanyu Zhou 0 0
13 Valtteri Bottas 0 0
14 Nyck de Vries 0 0
15 Yuki Tsunoda 0 (7]
16 Lance Stroll 0 (7]
17 Pierre Gasly 0 /]
18 Charles Leclerc 0 (7]
19 Kevin Magnussen 0 0

Toplam dogru tahmin sayisi: 12
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4.1.2. Decision Tree

LSTM'de uygulanan adimlar, Decision Tree modeli i¢in de gegerlidir. Sekil 7, 8 ve
9'da bu modelden elde edilen test, dogrulama ve egitim verilerinin sonuglari

gosterilmektedir.

DT modelinin test dogrulugu %99.72 olarak hesaplanmistir. Sekil 7'de yer alan
siiflandirma raporuna gore, sinif 0 icin %100 dogruluk ve %100 hatirlama orani ile
%100 F1 skoru elde edilmistir. Sinif 1 igin ise %95 dogruluk ve %100 hatirlama orani ile
%97 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, modelin 338 sinif 0 6rneginin
337'sini dogru, 1'ini yanlis; 18 sinif 1 Orneginin ise tamamint dogru siniflandirdigi

goriilmektedir.

Sekil 7: DT test verisi performans degerleri

DT Test accuracy degeri : 0.9971910112359551
[[337 1]

[ o 18]]
precision recall fl-score support
0 1.00 1.00 1.00 338
1 0.95 1.00 0.97 18
accuracy 1.00 356
macro avg 0.97 1.00 0.99 356
weighted avg 1.00 1.00 1.00 356

Dogrulama verisi iizerindeki dogruluk degeri %100 olarak hesaplanmistir ve bu
sonuglar Sekil 8'de gosterilmektedir. Model, smif 0 i¢cin %100 dogruluk ve %100
hatirlama oranina sahipken, smif 1 i¢in de ayn1 oranlarla %100 F1 skoru elde edilmistir.
Hata matrisi incelendiginde, 664 simmif 0 ve 33 smif 1 Orneginin tamaminin dogru

siiflandirildigr goriilmektedir.
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Sekil 8: DT dogrulama verisi performans degerleri

DT Validation Accuracy degeri: 1.0

[[664 0]
[ @ 33]1]
precision recall fl-score support
0 1.00 1.00 1.00 664
1 1.00 1.00 1.00 33
accuracy 1.00 697
macro avg 1.00 1.00 1.00 697
weighted avg 1.00 1.00 1.00 697

Egitim verisi i¢in de dogruluk %100 olarak hesaplanmistir ve sonuclar Sekil 9'da
sunulmustur. Siiflandirma raporuna gore, her iki sinif i¢cin de %100 dogruluk ve %100
hatirlama oranlari ile %100 F1 skorlari elde edilmistir. Hata matrisi, 2644 adet sinif 0 ve

2644 adet sinif 1 6rneginin tamaminin dogru siniflandirildigini géstermektedir.

Sekil 9: DT egitim verisi performans degerleri

DT Train Accuracy degeri: 1.0

[[2644 0]
[ 0 2644]]
precision recall fl-score support
0 1.00 1.00 1.00 2644
1 1.00 1.00 1.00 2644
accuracy 1.00 5288
macro avg 1.00 1.00 1.00 5288
weighted avg 1.00 1.00 1.00 5288

Sekil 10 da 6rnek bir tahminleme siitunu sunulmaktadir. 2023 yil1 test verisiyle

yapilan tahminlerde, toplam 18 yarigin tamaminin dogru tahmin edildigi goriilmektedir.
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Sekil 10: DT 6rnek tahmin siitunu

CoOoO~NOOUPAEWNRLS®

16
17
18
19

Toplam dodru tahmin sayisi(18 Tane):

4.1.3. Naive Bayes

NB modeli i¢in elde edilen degerler Sekil 11, 12 ve 13°te gosterilmektedir. Egitim
verisi iizerindeki dogruluk %88.14 olarak hesaplanmistir. Sekil 11°de sunulan
siniflandirma raporuna gore, sinif 0 i¢in %98 dogruluk ve %78 hatirlama orani ile %87
F1 skoru elde edilmigstir. Smnif 1 icin ise %82 dogruluk ve %98 hatirlama orani ile %89
F1 skoru hesaplanmistir. Hata matrisi incelendiginde, modelin 2644 simif 0 6rneginin

2068'in1 dogru, 576'sin1 yanlis; 2644 sinif 1 6rneginin ise 2593'tinii dogru, 51'ini yanlis

name
Max Verstappen
Esteban Ocon
Pierre Gasly
Yuki Tsunoda
Nico Hilkenberg
Guanyu Zhou
Kevin Magnussen
Nyck de Vries
George Russell
Logan Sargeant
Oscar Piastri
Alexander Albon
Valtteri Bottas
Lance Stroll
Fernando Alonso
Lewis Hamilton
Charles Leclerc
Carlos Sainz
Sergio Pérez
Lando Norris

siiflandirdig: goriilmektedir.
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0

1
0
]
0
(4]
]
0
]
0
0
0
]
0
0
0
0
]
0
0
]
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Sekil 11: NB egitim verisi performans degerleri

Train Accuracy: ©.88142965204236

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 0.98 0.78 0.87 2644

1 0.82 0.98 0.89 2644

accuracy 0.88 5288
macro avg 0.90 0.88 0.88 5288
weighted avg 0.90 0.88 0.88 5288

Train Hata Matrisi :
[[2068 576]
[ 51 2593]]

Test verisi tizerindeki dogruluk %69.94 olarak hesaplanmistir ve bu sonuglar Sekil
12’de gosterilmektedir. Siniflandirma raporuna gore, sinif 0 i¢in %100 dogruluk ve %68
hatirlama orani ile %81 F1 skoru elde edilmistir. Sinif 1 i¢in ise %14 dogruluk ve %100
hatirlama orani ile %25 F1 skoru hesaplanmisgtir. Hata matrisi incelendiginde, 338 sinif 0
orneginin 231'inin dogru, 107'sinin yanhs; 18 siif 1 6rneginin ise tamaminin dogru

siiflandirildigr goriilmektedir.
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Sekil 12: NB test verisi performans degerleri

*Test Accuracy: 0.699438202247191

Siniflandirma Raporu (Test Veri):

precision recall fl-score  support

0 1.00 0.68 0.81 338

1 0.14 1.00 0.25 18

accuracy 0.70 356
macro avg 0.57 0.84 0.53 356
weighted avg 0.96 0.70 0.78 356

Test Hata Matrisi:
[[231 107]
[ @ 18]]

Dogrulama verisi lizerindeki dogruluk %81.64 olarak hesaplanmis olup, sonuglar
Sekil 13'te sunulmaktadir. Sinif 0 i¢in %98 dogruluk ve %80 hatirlama orani ile %88 F1
skoru elde edilmistir. Sinif 1 i¢in ise %43 dogruluk ve %92 hatirlama orani ile %58 F1
skoru hesaplanmistir. Hata matrisi incelendiginde, modelin 599 sinif 0 6rneginin 479'unu
dogru, 120'sini yanlig; 98 sinif 1 6rneginin ise 90'in1 dogru, 8'ini yanlis siniflandirdigi

gorilmektedir.
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Sekil 13: NB dogrulama verisi performans degerleri

Dogrulama(Vvalidation) Accuracy: 0.8163558106169297

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 0.98 0.80 0.88 599

1 0.43 0.92 0.58 98

accuracy 0.82 697
macro avg 0.71 0.86 0.73 697
weighted avg 0.91 0.82 0.84 697

Validation Hata Matrisi :
[[479 120]
[ 8 90]]

Sekil 14°te, ornek bir tahminleme siitunu sunulmaktadir. 2023 yil1 test verisiyle

yapilan tahminlerde, toplam 18 yarisin tamaminin dogru tahmin edildigi goriilmektedir.

Sekil 14: NB 6rnek tahmin siitunu

name actual predicted

0 Lewis Hamilton ] 1
1 Max Verstappen 1 0
2 Esteban Ocon ] 0
3 Pierre Gasly (7 0
4 Yuki Tsunoda ] 0
5 Nico Hulkenberg 0 0
6 Guanyu Zhou 0 0
7  Kevin Magnussen 0 0
8 Nyck de Vries 0 0
9 George Russell 0 0
10 Logan Sargeant %) 0
11 Oscar Piastri 0 0
12 Alexander Albon 7] 0
13 Valtteri Bottas 0 0
14 Lance Stroll 0 0
15 Fernando Alonso ] (7]
16 Charles Leclerc 0 0
17 Carlos Sainz ] (7]
18 Sergio Pérez 0 0
19 Lando Norris ] 0

Toplam dogru tahmin sayisi: 16
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4.1.4. Random Forest Classifier

RF modeli i¢in elde edilen degerler Sekil 15, 16 ve 17°te gosterilmektedir. Egitim
verisi tizerindeki dogruluk %100 olarak hesaplanmistir. Sekil 15°te sunulan siniflandirma
raporuna gore, her iki smif i¢in de %100 dogruluk, %100 hatirlama ve %100 F1 skoru
elde edilmistir. Hata matrisi incelendiginde, modelin 2644 smif 0 ve 2644 smif 1

orneginin tamamini dogru siniflandirdig1 goriilmektedir.

Sekil 15: RF egitim verisi performans degerleri

Train Accuracy: 1.0

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 1.00 1.00 1.00 2644

1 1.00 1.00 1.00 2644

accuracy 1.00 5288
macro avg 1.00 1.00 1.00 5288
weighted avg 1.00 1.00 1.00 5288

Train Hata Matrisi :
[[2644 0]
[ 0 264411

Test verisi tizerindeki dogruluk %99.72 olarak hesaplanmistir ve bu sonuglar
Sekil 16°da gosterilmektedir. Siniflandirma raporuna gore, sinif 0 i¢in %100 dogruluk
ve %100 hatirlama orani ile %100 F1 skoru elde edilmistir. Sinif 1 i¢in ise %95
dogruluk ve %100 hatirlama orani ile %97 F1 skoru hesaplanmistir. Hata matrisi
incelendiginde, 338 sinif 0 6rneginin 337'sinin dogru, 1'inin yanlig; 18 sinif 1 6rneginin

ise tamaminin dogru siniflandirildigr goriilmektedir.
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Sekil 16: RF test verisi performans degerleri

*Test Accuracy: 0.9971910112359551

Siniflandirma Raporu (Test Veri):

precision recall fl-score support

a 1.00 1.00 1.00 338

1 @.95 1.00 0.97 18

accuracy 1.00 356
macro avg .97 1.00 @2.99 356
weighted avg 1.00 1.00 1.00 356

Test Hata Matrisi:
[[337 1]
[ @ 18]]

Dogrulama verisi tizerindeki dogruluk %100 olarak hesaplanmis olup, sonuglar
Sekil 17'de sunulmustur. Siniflandirma raporuna gore, her iki smif i¢in de %100
dogruluk, %100 hatirlama ve %100 F1 skorlar1 elde edilmistir. Hata matrisi, 664 sinif 0

ve 33 sinif 1 6rneginin tamaminin dogru siniflandirildigini géstermektedir.

Sekil 17: RF dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: 1.0

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 1.00 1.00 1.00 664

1 1.00 1.00 1.00 33

accuracy 1.00 697
macro avg 1.00 1.00 1.00 697
weighted avg 1.00 1.00 1.00 697

Validation Hata Matrisi :
[[664 0]
[ o 33]]
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Sekil 18°de, 6rnek bir tahminleme stitunu sunulmaktadir. 2023 yili test verisiyle

yapilan tahminlerde, toplam 18 yarisin 17 tanesini dogru tahmin edildigi goriilmektedir.

Sekil 18: RF 6rnek tahmin siitunu

name actual predicted

0 Lewis Hamilton 0 1
1 Max Verstappen 1 0
2 Esteban Ocon 0 0
3 Pierre Gasly 0 %}
4 Yuki Tsunoda 0 0
5 Nico Hilkenberg () %}
6 Guanyu Zhou 0 0
7  Kevin Magnussen 0 0
8 Nyck de Vries 0 0
9 George Russell 0 0
10 Logan Sargeant 0 0
11 Oscar Piastri 0 0
12 Alexander Albon 0 0
13 Valtteri Bottas 0 0
14 Lance Stroll 0 0
15 Fernando Alonso 0 0
16 Charles Leclerc 0 0
17 Carlos Sainz 0 0
18 Sergio Pérez ] 0
19 Lando Norris 0 0

Toplam dogru tahmin sayisi: 17

4.1.5. Support Vector Machines

SVM modeli i¢in elde edilen degerler Sekil 19, 20 ve 21’te gosterilmektedir.
Egitim verisi tizerindeki dogruluk %99.98 olarak hesaplanmistir. Sekil 19°da sunulan
siniflandirma raporuna gore, siif 0 ve simif 1 i¢in %100 dogruluk, %100 hatirlama ve
%100 F1 skoru elde edilmistir. Hata matrisi incelendiginde, 2644 siif 0 Orneginin
2643'liniin dogru, 1'inin yanlis; 2644 sinif 1 6rneginin tamaminin dogru siniflandirildigt

goriilmektedir.
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Sekil 19: SVM egitim verisi performans degerleri

Train Accuracy: 0.9998108925869894

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 1.00 1.00 1.00 2644

1 1.00 1.00 1.00 2644

accuracy 1.00 5288
macro avg 1.00 1.00 1.00 5288
weighted avg 1.00 1.00 1.00 5288

Train Hata Matrisi :
[[2643 1]
[ 0 2644]1

Test verisi tizerindeki dogruluk %87.64 olarak hesaplanmistir ve bu sonuglar Sekil
20'de gosterilmektedir. Siniflandirma raporuna gore, smif 0 i¢in %100 dogruluk ve %87
hatirlama orani ile %93 F1 skoru elde edilmistir. Sinif 1 i¢in ise %29 dogruluk ve %100
hatirlama orani ile %45 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 338 sinif O
orneginin 294'tiniin dogru, 44'iniin yanls; 18 sinif 1 6rneginin ise tamaminin dogru

siiflandirildigr goriilmektedir.
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Sekil 20: SVM test verisi performans degerleri

*Test Accuracy: 0.8764044943820225

Siniflandirma Raporu (Test Veri):

precision recall fl-score support

0 1.00 0.87 0.93 338

1 0.29 1.00 0.45 18

accuracy 0.88 356
macro avg 0.65 0.93 0.69 356
weighted avg 0.96 0.88 0.91 356

Test Hata Matrisi:
[[294 44]
[ @ 1811

Dogrulama verisi iizerindeki dogruluk %100 olarak hesaplanmis olup, sonuglar
Sekil 21'de sunulmustur. Siniflandirma raporuna gore, her iki smif i¢in de %100
dogruluk, %100 hatirlama ve %100 F1 skorlar1 elde edilmistir. Hata matrisi, 664 sinif 0

ve 33 smif 1 6rneginin tamaminin dogru siniflandirildigini gostermektedir.

Sekil 21: SVM dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: 1.0

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 1.00 1.00 1.00 664

1 1.00 1.00 1.00 33

accuracy 1.00 697
macro avg 1.00 1.00 1.00 697
weighted avg 1.00 1.00 1.00 697

Validation Hata Matrisi :
[[664 0]
[ @ 3311
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Sekil 22°de, 6rnek bir tahminleme siitunu sunulmaktadir. 2023 yil1 test verisiyle

yapilan tahminlerde, toplam 18 yarisin 9 tanesini dogru tahmin edildigi goriilmektedir.

Sekil 22: SVM o6rnek tahmin siitunu

name actual predicted

0 Lewis Hamilton 0 1
1 Fernando Alonso 0 0
2 Max Verstappen 1 0
3 Esteban Ocon 0 0
4 Logan Sargeant 0 0
5 Yuki Tsunoda 0 0
6 Nico Hilkenberg 0 0
7 Guanyu Zhou 0 0
8 Kevin Magnussen 0 0
9 Nyck de Vries 0 0
10  George Russell 0 0
11 Oscar Piastri 0 0
12 Pierre Gasly 0 0
13 Alexander Albon 0 0
14 Valtteri Bottas 0 0
15 Lance Stroll 0 0
16 Charles Leclerc 0 0
17 Carlos Sainz 0 0
18 Sergio Pérez 0 0
19 Lando Norris 0 0

Toplam dogru tahmin sayisi: 9

4.2. MASEFE Yoéntemi ile Secgilen Ozniteliklerin Makine Ogrenimi

Algoritmalarina Uygulanmasi

Bu 6znitelik se¢imi kiitiiphanesi ile, verinin 6zniteliklerini sadelestirmek amaciyla
2020 yilindan sonra gelistirilen bazi optimizasyon yontemlerini kullanmistir. Ham veriye
uygulanan islemlerin aynisi burada da uygulanmaktadir. Model egitimine gecilmeden
once, bu kiitliphane kullanilarak 6znitelik sadelestirmesi yapilmistir. Bu yontemlerin

c¢iktilari, belirlenen makine 6grenimi algoritmalarina uygulanmigtir.
4.2.1. OriginalSHIO Optimisazyonu

Bu calismada, Formula 1 yaris sonuglarinin makine 6grenimi algoritmalar ile
tahmin edilmesi amaciyla hem ham veri seti hem de Oznitelik se¢imi uygulanmistir.

Oznitelik se¢iminde optimisazyon olarak Original SHIO kullanilmistir. Ayrica, veri setine
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SMOTE uygulanarak veri dengesizligi giderilmeye calisilmistir. SMOTE kullanimi,
Ozellikle dengesiz siniflarin tahmin edilmesinde algoritmalarin performansini artirmay1
hedeflemektedir. Bu tartigma, elde edilen sonuglar1 detayli bir sekilde degerlendirerek
farkli algoritmalarin performanslarini karsilastirmakta ve 6znitelik se¢iminin etkilerini

ele almaktadir.

4.2.1.1. Long Short- Term Memory

Bu optimizasyon yontemi ile elde edilen yeni veri boyutlari, Sekil 23 ve 24'te
gosterilmektedir. Bu veri setine uygulanan LSTM modelinin ¢iktilart ise Sekil 25, 26 ve

27'de sunulmustur.

Sekil 23: SHIO optimizasyonu ile LSTM modelinde kullanilmak icin secilen 6znitelikler

Distribution of Selected Indices (Treemap Visualization)

Sekil 24 LSTM modelinde kullanilacak yeni veri boyutlari

Egitim seti boyutu: (4732, 52)
Dogrulama seti boyutu: (697, 52)
Test seti boyutu: (356, 52)
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Egitim verisi lizerindeki dogruluk %69.25 olarak hesaplanmistir. Sekil 25'te
sunulan siiflandirma raporuna gore, siif 0 icin %64 dogruluk ve %89 hatirlama orani
ile %74 F1 skoru elde edilmistir. Siif 1 i¢in ise %81 dogruluk ve %50 hatirlama orant
ile %62 F1 skoru hesaplanmigtir. Hata matrisi incelendiginde, 2366 simif 0 6rneginin
2097'sinin dogru, 269'unun yanlis; 2366 sinif 1 6rneginin 1180'inin dogru, 1186'sinin

yanlis siniflandirildigi goriilmektedir.

Sekil 25: LSTM ve yeni veri seti ile egitim verisi performans degerleri

Train Accuracy: 0.6925190194420964

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 0.64 0.89 0.74 2366

1 0.81 0.50 0.62 2366

accuracy 0.69 4732
macro avg 0.73 0.69 0.68 4732
weighted avg 0.73 0.69 0.68 4732

Train Hata Matrisi :
[[2097 269]
[1186 1180]]

Test verisi tizerindeki dogruluk %86.52 olarak hesaplanmistir ve bu sonuglar Sekil
26'da gosterilmektedir. Siniflandirma raporuna gore, sinif 0 i¢in %95 dogruluk ve %91
hatirlama orani ile %93 F1 skoru elde edilmistir. Sinif 1 i¢in ise %6 dogruluk ve %11
hatirlama orani ile %8 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 338 sinif 0
orneginin 306'sinin dogru, 32'sinin yanlig; 18 sinif 1 6rneginin 2'sinin dogru, 16'sinin

yanlis siniflandirildigi goriilmektedir.
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Sekil 26: LSTM ve yeni veri seti ile test verisi performans degerleri

*Test Accuracy: 0.8651685393258427

Siniflandirma Raporu (Test Veri):

precision recall fl-score support

0 0.95 0.91 0.93 338

1 0.06 0.11 0.08 18

accuracy @.87 356
macro avg 0.50 0.51 0.50 356
weighted avg 0.91 0.87 0.88 356

Test Hata Matrisi:
[[306 32]
[ 16 211

Dogrulama verisi lizerindeki dogruluk %76.61 olarak hesaplanmistir ve sonuglar
Sekil 27'de sunulmustur. Sinif 0 i¢in %85 dogruluk ve %88 hatirlama orani ile %87 F1
skoru elde edilmistir. Sinif 1 i¢in ise %8 dogruluk ve %6 hatirlama orani ile %7 F1 skoru
hesaplanmistir. Hata matrisi incelendiginde, 599 smif 0 6rneginin 528'inin dogru, 71'inin

yanlig; 98 sinif 1 6rneginin 6'sinin dogru, 92'sinin yanlis siniflandirildigr goriilmektedir.

Sekil 27: LSTM ve yeni veri seti ile dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: 0.7661406025824964

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

2} 0.85 0.88 0.87 599

1 0.08 0.06 0.07 98

accuracy 0.77 697
macro avg 0.46 0.47 0.47 697
weighted avg 0.74 0.77 0.75 697

Validation Hata Matrisi :
[[528 711
[ 92 611

Ayrica Sekil 28°de, 2023 yili test verisiyle yapilan tahminlerde toplam 18 yarisin

14'iniin dogru tahmin edildigi goriilmektedir.
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Sekil 28: LSTM ve yeni veri seti ile 6rnek tahmin siitunu

1/1 0s 162ms/step
Round 8: Precision = 1.0
name actual predicted

18 George Russell
19 Lewis Hamilton
Toplam dogru tahmin sayisi: 14

0 Max Verstappen 1 1
1 Sergio Pérez 0 0
2 Fernando Alonso 0 0
3 Alexander Albon 0 0
4 Esteban Ocon 0 0
5 Valtteri Bottas 0 0
6 Lance Stroll 0 0
7 Oscar Piastri 0 0
8 Pierre Gasly 0 0
9 Lando Norris 0 0
1@ Logan Sargeant 0 (%)
11 Nyck de Vries 0 0
12 Kevin Magnussen 0 0
13 Guanyu Zhou 0 0
14 Nico Hilkenberg 0 0
15 Yuki Tsunoda 0 0
16 Charles Leclerc 0 0
17 Carlos Sainz 0 0

0 0

0 0

4.2.1.2.Desicion Tree

Bu optimizasyon yontemi ile elde edilen yeni veri boyutlari, Sekil 29 ve 30'da
gosterilmektedir. Bu veri setine uygulanan DT modelinin ¢iktilart ise Sekil 31, 32 ve 33'te

sunulmustur.
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Sekil 29: SHIO optimizasyonu ile DT modelinde kullanilmak i¢in se¢ilen 6znitelikler

Distribution of Selected Indices (Treemap Visualization)

Sekil 30: DT modelinde kullanilacak yeni veri boyutlari

Egitim seti boyutu: (4732, 48)
Dogrulama seti boyutu: (697, 48)
Test seti boyutu: (356, 48)

Test verisi tizerindeki dogruluk %87.36 olarak hesaplanmistir ve bu sonuglar Sekil
31'de gosterilmektedir. Siniflandirma raporuna gore, sinif 0 i¢in %100 dogruluk ve %87
hatirlama orani ile %93 F1 skoru elde edilmistir. Sinif 1 i¢in ise %29 dogruluk ve %100
hatirlama orani ile %44 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 338 sinif 0
orneginin 293'liniin dogru, 45'inin yanlis; 18 simuf 1 Orneginin tamaminin dogru

siiflandirildig goriillmektedir.
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Sekil 31: DT ve yeni veri seti ile test verisi performans degerleri

DT Test accuracy degeri : 0.8735955056179775

[[293 45]
[ o 18]]
precision recall fl-score support
0 1.00 0.87 0.93 338
1 0.29 1.00 0.44 18
accuracy 0.87 356
macro avg 0.64 0.93 0.69 356
weighted avg 0.96 0.87 0.90 356

Dogrulama verisi tizerindeki dogruluk %93.83 olarak hesaplanmistir ve bu sonuglar
Sekil 32'de sunulmustur. Sinif 0 i¢in %95 dogruluk ve %97 hatirlama orani ile %96 F1
skoru elde edilmistir. Smif 1 i¢in ise %82 dogruluk ve %71 hatirlama orani ile %77 F1
skoru hesaplanmistir. Hata matrisi incelendiginde, 599 sinif 0 6rneginin 584'iniin dogru,
15'inin yanhg; 98 siif 1 Orneginin 70'inin dogru, 28'inin yanlis siniflandirildigt

goriilmektedir.

Sekil 32: DT ve yeni veri seti ile dogrulama verisi performans degerleri

DT Validation Accuracy dederi: 0.9383070301291249

[[584 15]
[ 28 70]]
precision recall fl-score support
() 0.95 0.97 0.96 599
1 0.82 0.71 0.77 98
accuracy 0.94 697
macro avg 0.89 0.84 0.86 697
weighted avg 0.94 0.94 0.94 697

Egitim verisi iizerindeki dogruluk %99.94 olarak hesaplanmis olup, sonuglar Sekil

33'te sunulmustur. Smiflandirma raporuna gore, her iki sinif i¢in de %100 dogruluk ve
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%100 hatirlama oranlar ile %100 F1 skorlar1 elde edilmistir. Hata matrisi, 2366 siif 0
Orneginin tamaminin ve 2366 smif 1 6rneginin 2363'iniin dogru smiflandirildigini

gostermektedir.

Sekil 33: DT ve yeni veri seti ile egitim verisi performans degerleri

DT Train Accuracy degeri: ©0.9993660185967879

[[2366 0]
[ 3 2363]]
precision recall fl-score support
0 1.00 1.00 1.00 2366
1 1.00 1.00 1.00 2366
accuracy 1.00 4732
macro avg 1.00 1.00 1.00 4732
weighted avg 1.00 1.00 1.00 4732

Ayrica Sekil 34°te, 2023 yihi test verisiyle yapilan tahminlerde, toplam 18 yarisin

sadece 1'inin dogru tahmin edildigi goriilmektedir.

Sekil 34: DT ve yeni veri seti ile 6rnek tahmin siitunu

name actual predicted

0 Esteban Ocon 0 1
1 Alexander Albon 0 0
2 Sergio Pérez 7] 0
3 Carlos Sainz 0 0
4 Charles Leclerc 0 0
5 Lewis Hamilton (7} 0
6 Fernando Alonso 0 0
7 Max Verstappen 1 (/]
8 Lance Stroll 0 0
9 Valtteri Bottas 0 0
10 Oscar Piastri 0 0
11 Pierre Gasly 0 0
12 Logan Sargeant 0 0
13  George Russell (] (7]
14 Nyck de Vries 0 0
15 Kevin Magnussen @ 7}
16 Guanyu Zhou ] 0
17 Nico Hiilkenberg @ 7}
18 Yuki Tsunoda 0 0
19 Lando Norris 0 0

Toplam dogru tahmin sayisi: 1

62



4.2.1.3. Navie Bayes

Bu optimizasyon yontemi ile elde edilen yeni veri boyutlari, Sekil 35 ve 36'da
gosterilmektedir. Bu veri setine uygulanan NB modelinin ¢iktilar1 ise Sekil 37, 38 ve

39'da sunulmustur.

Sekil 35: SHIO optimizasyonu ile NB modelinde kullanilmak i¢in secilen 6znitelikler

Distribution of Selected Indices (Treemap Visualization)

Sekil 36: NB modelinde kullanilacak yeni veri boyutlari

Egitim seti boyutu: (5288, 48)
Dogrulama seti boyutu: (697, 48)
Test seti boyutu: (356, 48)

Egitim verisi tlizerindeki dogruluk %70.31 olarak hesaplanmistir. Sekil 37'de
sunulan siiflandirma raporuna gore, siif 0 i¢cin %98 dogruluk ve %41 hatirlama orani
ile %58 F1 skoru elde edilmistir. Sinif 1 i¢in ise %63 dogruluk ve %99 hatirlama orani

ile %77 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 2644 smif 0 6rneginin
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1094'tiniin dogru, 1550'sinin yanlig; 2644 smif 1 6rneginin 2624'lniin dogru, 20'sinin

yanlis siniflandirildigi goriilmektedir.

Sekil 37: NB ve yeni veri seti ile egitim verisi performans degerleri

Train Accuracy: 0.7031013615733737

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 0.98 0.41 0.58 2644

1 0.63 0.99 0.77 2644

accuracy 0.70 5288
macro avg 0.81 0.70 0.68 5288
weighted avg 0.81 0.70 0.68 5288

Train Hata Matrisi :
[[1094 1550]
[ 20 2624]1]

Test verisi tizerindeki dogruluk %34.27 olarak hesaplanmistir ve bu sonuglar Sekil
38'de gosterilmektedir. Siniflandirma raporuna gore, sinif 0 i¢in %100 dogruluk ve %31
hatirlama orani ile %47 F1 skoru elde edilmistir. Sinif 1 i¢in ise %7 dogruluk ve %100
hatirlama orani ile %13 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 338 sinif 0
orneginin 104'iniin dogru, 234'liniin yanlhs; 18 smif 1 Orneginin tamaminin dogru

siiflandirildigr goriilmektedir.
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Sekil 38: NB ve yeni veri seti ile test verisi performans degerleri

*Test Accuracy: 0.34269662921348315

Siniflandirma Raporu (Test Veri):

precision recall fl-score

0 1.00 0.31 0.47

1 0.07 1.00 0.13

accuracy 0.34
macro avg 0.54 0.65 0.30
weighted avg 0.95 0.34 0.45

Test Hata Matrisi:
[[104 234]
[ o 1811

Dogrulama verisi tizerindeki dogruluk %48.78 olarak hesaplanmis olup, sonuglar
Sekil 39'da sunulmustur. Sinif 0 i¢in %99 dogruluk ve %41 hatirlama orani ile %58 F1
skoru elde edilmistir. Sinif 1 i¢in ise %21 dogruluk ve %97 hatirlama orani ile %35 F1
skoru hesaplanmigtir. Hata matrisi incelendiginde, 599 sinif 0 6rneginin 245'inin dogru,

354'tiniin yanlis; 98 siif 1 Orneginin 95'inin dogru, 3'liniin yanlis siniflandirildigt

goriilmektedir.

Sekil 39: NB ve yeni veri seti ile dogrulama verisi performans degerleri

support

338
18

356
356
356

Dodrulama(Validation) Accuracy: ©.4878048780487805

Siniflandirma Raporu (Validation Veri):

precision recall fl-scaore

a 0.99 0.41 0.58

1 0.21 0.97 0.35

accuracy 0.49
macro avg 0.60 0.69 0.46
weighted avg 0.88 0.49 0.55

Validation Hata Matrisi :
[[245 354]
[ 3 95]]
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Ayrica Sekil 40°ta, 2023 yil1 test verisiyle yapilan tahminlerde, toplam 18 yarigin

sadece 1'inin dogru tahmin edildigi goriilmektedir.

Sekil 40: NB ve yeni veri seti ile 6rnek tahmin siitunu

name actual predicted

0 Esteban Ocon 0 1
1 Alexander Albon 7] (4]
2 Yuki Tsunoda 0 (4]
3 Nico Hilkenberg 0 0
4 Guanyu Zhou 0 0
5 Kevin Magnussen 0 0
6 Nyck de Vries 0 0
7 George Russell 0 0
8 Logan Sargeant 0 0
9 Pierre Gasly 0 0
10 Oscar Piastri 0 (4]
11 Valtteri Bottas %] (4]
12 Lance Stroll 0 (4]
13 Max Verstappen 1 %)
14 Fernando Alonso 0 (4]
15 Lewis Hamilton 0 0
16 Charles Leclerc 0 0
17 Carlos Sainz 0 0
18 Sergio Pérez 0 0
19 Lando Norris %] (4]

Toplam dogru tahmin sayisi: 1

4.2.1.4. Random Forest

Bu optimizasyon yontemi ile elde edilen yeni veri boyutlari, Sekil 41 ve 42'de
gosterilmektedir. Bu veri setine uygulanan RF modelinin ¢iktilar1 ise Sekil 43, 44 ve 45'te

sunulmustur.
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Sekil 41: SHIO optimizasyonu ile RF modelinde kullanilmak i¢in secilen oznitelikler

Distribution of Selected Indices (Treemap Visualization)

Sekil 42: RF modelinde kullanilacak yeni veri boyutlar:

Egitim seti boyutu: (4732, 50)
Dogrulama seti boyutu: (697, 50)
Test seti boyutu: (356, 50)

Egitim verisi tizerindeki dogruluk %98.96 olarak hesaplanmistir. Sekil 43'te
sunulan smiflandirma raporuna gore, smnif 0 ve smnif 1 i¢in %99 dogruluk ve %99
hatirlama orani ile %99 F1 skoru elde edilmistir. Hata matrisi incelendiginde, 2366 sinif
0 orneginin 2344'inilin dogru, 22'sinin yanlig; 2366 smif 1 6rneginin 2339'unun dogru,

27'sinin yanlis siniflandirildigi goriilmektedir.
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Sekil 43: RF ve yeni veri seti ile egitim verisi performans degerleri

Train Accuracy: ©0.9896449704142012

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 0.99 0.99 0.99 2366

1 0.99 0.99 0.99 2366

accuracy 0.99 4732
macro avg @.99 0.99 0.99 4732
weighted avg 0.99 0.99 0.99 4732

Train Hata Matrisi :
[[2344 22]
[ 27 2339]]

Test verisi tizerindeki dogruluk %90.17 olarak hesaplanmistir ve bu sonuglar Sekil
44'te gosterilmektedir. Siniflandirma raporuna gore, siif 0 i¢in %100 dogruluk ve %90
hatirlama orani ile %95 F1 skoru elde edilmistir. Sinif 1 i¢in ise %34 dogruluk ve %100
hatirlama orani ile %51 F1 skoru hesaplanmigtir. Hata matrisi incelendiginde, 338 sinif O
orneginin 303"lniin dogru, 35'inin yanlis; 18 sif 1 Orneginin tamaminin dogru

siiflandirildig goriilmektedir.
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Sekil 44: RF ve yeni veri seti ile test verisi performans degerleri

*Test Accuracy: 0.901685393258427

Siniflandirma Raporu (Test Veri):

precision
4} 1.00
1 0.34

accuracy
macro avg 0.67
weighted avg 0.97

Test Hata Matrisi:
[[3863 35]
[ o 18]]

Dogrulama verisi ilizerindeki dogruluk %93.69 olarak hesaplanmistir ve sonuglar
Sekil 45'te sunulmustur. Sinif 0 i¢in %95 dogruluk ve %97 hatirlama orani ile %96 F1
skoru elde edilmistir. Sinif 1 igin ise %82 dogruluk ve %70 hatirlama orani ile %76 F1
skoru hesaplanmistir. Hata matrisi incelendiginde, 599 sinif 0 6rneginin 584'iniin dogru,

15'inin yanhs; 98 smnif 1 6rneginin 69'unun dogru, 29'unun yanhs smiflandirildig

goriilmektedir.

recall fl-score

0.90 0.95
1.00 0.51

0.90
0.95 0.73
0.90 0.92

69
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Sekil 45: RF ve yeni veri seti ile dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: ©.9368723098995696

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 0.95 0.97 0.96 599

1 0.82 0.70 0.76 98

accuracy @.94 697
macro avg 0.89 0.84 0.86 697
weighted avg 0.93 0.94 @.93 697

Validation Hata Matrisi :
[[584 15]
[ 29 69]]

Ayrica Sekil 46 da 2023 yili test verisiyle yapilan tahminlerde, toplam 18 yarigin

sadece 2 tanesi dogru tahmin edildigi goriilmektedir.
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Sekil 46: RF ve yeni veri seti ile 6rnek tahmin siitunu

name actual predicted

17 Fernando Alonso
18 Nyck de Vries
19 Yuki Tsunoda
Toplam dogru tahmin sayisi: 2

0 Esteban Ocon 0 1
1 Alexander Albon ) 0
2 Sergio Pérez Q 0
3 Carlos Sainz 0 0
4 Charles Leclerc 0 0
5 Lewis Hamilton 0 0
6 Max Verstappen 1 0
7 Valtteri Bottas 0 0
8 Pierre Gasly 0 0
9 Oscar Piastri () 0
10  George Russell 0 0
11 Logan Sargeant 0 0
12 Lando Norris () 0
13 Nico Hiulkenberg 0 0
14 Kevin Magnussen 0 0
15 Guanyu Zhou 0 0
16 Lance Stroll 0 0

) 0

) 0

) 0

4.2.1.5. Support Vektor Machine

Bu optimizasyon yontemi ile elde edilen yeni veri boyutlari, Sekil 47 ve 48'de
gosterilmektedir. Bu veri setine uygulanan SVM modelinin ¢iktilari ise Sekil 49, 50 ve

51'de sunulmustur.
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Sekil 47: SHIO optimizasyonu ile SVM modelinde kullamlmak igin segilen 6znitelikler

Distribution of Selected Indices (Treemap Visualization)

Sekil 48: SVM modelinde kullanilacak yeni veri boyutlar:

Egitim seti boyutu: (4732, 42)
Dogrulama seti boyutu: (697, 42)
Test seti boyutu: (356, 42)

Egitim verisi tizerindeki dogruluk 9%95.73 olarak hesaplanmistir. Sekil 49'da
sunulan siiflandirma raporuna gore, siif 0 i¢in %97 dogruluk ve %94 hatirlama orani
ile %96 F1 skoru elde edilmistir. Siif 1 igin ise %94 dogruluk ve %98 hatirlama orani
ile %96 F1 skoru hesaplanmigtir. Hata matrisi incelendiginde, 2366 smif 0 6rneginin
2221'inin dogru, 145'inin yanlig; 2366 sinif 1 6rneginin 2309'unun dogru, 57'sinin yanlis

siiflandirildigr goriilmektedir.
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Sekil 49: SVM ve yeni veri seti ile egitim verisi performans degerleri

Train Accuracy: ©.9573119188503804

Siniflandirma Raporu (Train Veri):

precision recall fl-score support

0 0.97 0.94 0.96 2366

1 0.94 @.98 0.96 2366

accuracy 0.96 4732
macro avg 0.96 0.96 0.96 4732
weighted avg 0.96 0.96 0.96 4732

Train Hata Matrisi :
[[2221 145]
[ 57 2309]1]

Test verisi tizerindeki dogruluk %86.24 olarak hesaplanmistir ve bu sonuglar Sekil
50'de gosterilmektedir. Siniflandirma raporuna gore, siif 0 i¢in %100 dogruluk ve %86
hatirlama orani ile %92 F1 skoru elde edilmistir. Sinif 1 i¢in ise %27 dogruluk ve %100
hatirlama orani ile %42 F1 skoru hesaplanmistir. Hata matrisi incelendiginde, 338 sinif 0
orneginin 289'unun dogru, 49'unun yanlig; 18 simf 1 Orneginin tamaminin dogru

siiflandirildigr goriilmektedir.
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Sekil 50: SVM ve yeni veri seti ile test verisi performans degerleri

*Test Accuracy: ©.8623595505617978

Siniflandirma Raporu (Test Veri):

precision recall fl-score  support

Q 1.00 0.86 0.92 338

1 0.27 1.00 0.42 18

accuracy 0.86 356
macro avg 0.63 0.93 .67 356
weighted avg 0.96 0.86 0.90 356

Test Hata Matrisi:
[[289 49]
[ o 18]]

Dogrulama verisi iizerindeki dogruluk %91.97 olarak hesaplanmis olup, sonuglar
Sekil 51'de sunulmustur. Sinif 0 i¢in %97 dogruluk ve %94 hatirlama orani ile %95 F1
skoru elde edilmistir. Smif 1 igin ise %68 dogruluk ve %80 hatirlama orani ile %74 F1
skoru hesaplanmigtir. Hata matrisi incelendiginde, 599 sinif 0 6rneginin 563'liniin dogru,
36'sinin yanlis; 98 smif 1 oOrneginin 78'inin dogru, 20'sinin yanlis siniflandirildig:

gorilmektedir.
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Sekil 51: SVM ve yeni veri seti ile dogrulama verisi performans degerleri

Dogrulama(Validation) Accuracy: ©.9196556671449068

Siniflandirma Raporu (Validation Veri):

precision recall fl-score support

0 0.97 0.94 0.95 599

1 0.68 0.80 0.74 98

accuracy 0.92 697
macro avg 0.82 0.87 0.84 697
weighted avg 0.93 0.92 0.92 697

Validation Hata Matrisi :
[[563 36]
[ 20 78]]

Ayrica Sekil 52°de, 2023 yili test verisiyle yapilan tahminlerde, toplam 18 yarigin

sadece 2 tanesi dogru tahmin edildigi goriilmektedir.

Sekil 52: SVM ve yeni veri seti ile 6rnek tahmin siitunu

name actual predicted

0 Esteban Ocon [} 1
1 Alexander Albon [} 0
2 Sergio Pérez 0 0
3 Carlos Sainz [/} 0
4  Charles Leclerc 0 (4]
5 Lewis Hamilton 0 0
6 Fernando Alonso 0 0
7 Max Verstappen 1 0
8 Lance Stroll 0 0
9 Valtteri Bottas 0 0
10 Oscar Piastri %] 0
11 Pierre Gasly 0 0
12 Logan Sargeant 0 0
13  George Russell 0 0
14 Nyck de Vries 0 (7}
15 Kevin Magnussen 0 0
16 Guanyu Zhou 0 0
17 Nico Hlulkenberg 0 0
18 Yuki Tsunoda [} 0
19 Lando Norris [} 0

Toplam dogru tahmin sayisi: 1
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4.3. Ham Veri Seti Sonu¢larinin Degerlendirilmesi

Ham veri seti kullanilarak yapilan analizlerde Tablo 2’de, DT ve RFC
algoritmalarinin olduk¢a yliksek dogruluk oranlarma ulastigt gozlemlenmistir. Hem
egitim hem de test verileri tizerinde %99.7 ve %100 dogruluk oranlar1 elde edilmistir. Bu,
ham veri seti ile bu iki algoritmanin asir1 6grenme egilimi gosterdigini diisiindiirmektedir.
Egitim ve test dogrulugunun bu denli yliksek olmasi, modelin 6grenme siirecinde tiim
verileri ezberledigini ve yeni veri ile karsilastiginda genelleme yapma kapasitesinin diigiik

olabilecegini gostermektedir.

Tablo 2: Ham veri setinin dogruluk sonuglari

Test Accuracy Egitim Accuracy Dogrulama Accuracy
LSTM 0.75 0.8594931921331316 | 0.8464849354375896
DT 0.9971910112359551 | 1.0 1.0
NB 0.699438202247191 | 0.88142965204236 0.8163558106169297
RFC 0.9971910112359551 | 1.0 1.0
SVM 0.8764044943820225 | 0.9998108925869894 | 1.0

SVM ise %87.6 test dogrulugu ile nispeten iyi bir performans gostermistir. Ancak,
LSTM ve NB algoritmalarinin test dogruluk oranlar1 sirasiyla %75 ve %69.9 olarak
kaydedilmistir; bu, bu algoritmalarin ham veri seti iizerinde diger algoritmalara kiyasla

daha diistik bir performans sergiledigini géstermektedir.

Ham veri seti ile yapilan tahmin sonuclarma bakildiginda Tablo 3’te, DT
algoritmasinin 18 yarisin tamamini dogru tahmin ederek (18/18) en basarili model oldugu
belirlenmistir. RFC algoritmasi ise 18/17 dogru tahmin ile ikinci sirada yer alirken, NB
algoritmas1 18/16 dogru tahmin ile dikkat ¢ekmistir. SVM algoritmasinin 18/9 tahmin
sonucu, Ozellikle ham veri seti iizerindeki performansinin bazi sinirlamalara sahip
oldugunu gostermektedir. Bu sonuglar, ham veri seti lizerinde DT ve RFC'nin etkili
oldugunu ortaya koymaktadir, ancak asir1 O6grenme riskinin de goz Oniinde
bulundurulmasi gerekmektedir.
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Tablo 3: Ham veri setinin tahmin sonuglari

Tahmin Sonuclari
LSTM 18/12
DT 18/18
NB 18/16
RFC 18/17
SVM 18/9

4.4. Oznitelik Secimi (OriginalSHIO) Sonuclarinin Degerlendirilmesi

OriginalSHIO optimizasyonu ile veri setinin Oznitelik sayisinin azaltilmasi,

modellerin performansinda 6nemli degisikliklere yol a¢mistir. Tablo 4’te dogruluk

degerleri karsilastirilmistir.

Tablo 4: OriginalSHIO optimizasyonu ile yeni veri setinin dogruluk sonug¢lar:

Test Accuracy Egitim Accuracy Dogrulama Accuracy
LSTM - | 0.8651685393258427 | 0.6925190194420964 | 0.7661406025824964
OriginalSHIO
DT - OriginalSHIO | 0.8735955056179775 | 0.9993660185967879 | 0.9383070301291249
NB - OriginalSHIO | 0.34269662921348315 | 0.7031013615733737 | 0.4878048780487805
RFC - OriginalSHIO | 0.901685393258427 0.9896449704142012 | 0.901685393258427
SVM - OriginalSHIO | 0.8623595505617978 | 0.9573119188503804 | 0.9196556671449068

Oznitelik secimi uygulanmis veri seti ile yapilan analizlerde, DT ve RFC

algoritmalarin test dogrulugu sirasiyla %87.3 ve %90.1'e diismiistiir. Bu azalma,

Oznitelik sayisinin azalmasiyla birlikte modelin bazi 6nemli ozellikleri kaybetmis
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olabilecegini diisiindiirmektedir. Ancak, bu dogruluk oranlar1 hala yiiksek olup, 6znitelik
secimi sonrasinda modellerin genelleme kapasitesinde kismi bir artis oldugunu

gostermektedir.

Ozellikle LSTM algoritmasimin  dogrulugunda  belirgin  bir  iyilesme
gozlemlenmistir; test dogrulugu %75'ten %86.5'e yiikselmistir. Bu durum, Oznitelik
secimi ile daha az ancak daha nitelikli verinin kullanilmasinin LSTM gibi derin 6grenme
algoritmalarinin performansinmi1 artirabilecegini gostermektedir. Diger yandan, NB
algoritmasinin test dogrulugunda (%34.2) belirgin bir diisiis yasanmistir. Bu, 6znitelik
seciminin Naive Bayes algoritmasinin performansi tizerinde olumsuz bir etki yarattigini
gostermektedir; bu durum, NB'nin 6zniteliklerin olasiliksal bagimsizligi varsayimina

dayali olmasindan kaynaklanabilmektedir.

Oznitelik secimi ile elde edilen tahmin sonuglari incelendiginde Tablo 5°de, DT ve
RFC algoritmalariin tahmin dogrulugunda belirgin bir diisiis yasandig1 gézlemlenmistir.
Bu sonuglar, dznitelik se¢iminin bazi algoritmalarin performansini olumsuz etkiledigini
ve modelin genelleme kapasitesini artirmaya c¢alisirken dogruluk oraninin diisebilecegini
gostermektedir. SVM algoritmasi, 6znitelik se¢imi sonrasi %86.2 test dogrulugu ile ham
veri seti sonuglarma oldukca yakin bir performans sergilese de, tahmin dogrulugu
18/9°dan 18/1’e diismiistiir. Bu durum, SVM'nin Oznitelik se¢imi sonrasi genel
dogrulugunu korumasina ragmen, dogru tahmin yapma kabiliyetinde ciddi bir azalma
yasadigim1 gostermektedir. Bu diisiis, modelin belirli 6zniteliklerin ¢ikarilmasi sonrasi
tahmin yeteneginin olumsuz etkilendigine ve Oznitelik se¢iminin SVM igin bu veri

setinde istenilen iyilesmeyi saglamadigina isaret etmektedir.
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Tablo 5: OriginalSHIO optimizasyonu ile yeni veri setinin tahmin sonuglar:

Tahmin Sonuclari

LSTM - OriginalSHIO | 18/14

DT - OriginalSHIO 18/1

NB - OriginalSHIO 18/1

RFC - OriginalSHIO 18/2

SVM - OriginalSHIO 18/1

4.5. Oznitelik Secimi ve Ham Veri Seti Tahmin Sonuclar1 Karsilastirmasi

Bu tahmin sonuglari, 0znitelik secimi sonrasinda Ozellikle DT, NB ve RFC
algoritmalarinin dogru tahmin sayisinda 6nemli bir azalma oldugunu géstermektedir. Bu
azalma, O6znitelik se¢iminin bazi algoritmalarin performansini olumsuz etkiledigini ve
modelin belirli Oznitelikler olmadan yaris sonuglarini tahmin etmede zorlandiginm
gostermektedir. Ote yandan, LSTM algoritmasmin tahmin dogrulugu bir miktar artis
gostererek, Oznitelik se¢iminin bu modelin genelleme kapasitesini olumlu etkiledigine

isaret etmektedir.

4.6. SMOTE Uygulamasinin Etkisi

SMOTE tekniginin uygulanmasi, veri setindeki dengesizligi gidermeyi ve azinlik
siiflarinin daha iyi temsil edilmesini amaglamistir. Ancak, elde edilen sonuglar SMOTE
uygulamasinin algoritmalarin performanst iizerindeki etkisinin karmasik oldugunu
gostermektedir. Ornegin, ham veri seti ile RFC algoritmas1 %99.7 test dogrulugu elde
ederken, SMOTE ve 6znitelik se¢cimi uygulandiktan sonra bu oran %90.1'e diigmiistiir.
Bu, SMOTE'un o6znitelik se¢imi ile birlikte uygulandiginda asir1 68renmeyi
azaltabilecegini, ancak bu sirada modelin dogrulugunun da etkilenebilecegini

gostermektedir.
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5. TARTISMA

Bu ¢aligmanin ham veri seti iizerine elde edilen sonuglarla, daha 6nce yapilan
Formula 1 yarslan ile ilgili makine Ogrenimi analizlerine dair yayimlanmis bazi

calismalar ile karsilastirilmistir.

Keertish Kumar ve Preethi (2023), tarafindan yapilan ¢aligmada, cesitli
algoritmalarin hem siirliciilerin hem de yapimcilarin performansint belirlemek icin
kullanildig1 ve 6zellikle DT ve RFC algoritmalarinin yiiksek dogruluk oranlarina ulastigi
belirtilmistir. Mevcut calismada da benzer sekilde DT ve RFC algoritmalari i¢in %99.7
gibi yiliksek test dogruluklari elde edilmistir. Bu sonuglar, onceki calismalarin
bulgulariyla uyum gostermekte ve DT ile RFC' nin Formula 1 performans tahminlerinde

giivenilir algoritmalar oldugunu desteklemektedir.

Trowbridge ve Ohlan (2021), tarafindan gergeklestirilen bir bagka ¢aligmada ise,
RFC ve SVM algoritmalarinin yaris sonuglarini tahmin etmede etkili oldugu
belirtilmistir. Mevcut ¢calismada da benzer sekilde RFC ve SVM algoritmalarinin yiiksek
dogruluk oranlarma ulastigr goézlenmistir. RFC i¢in %99.7, SVM i¢in ise %87.6 test
dogrulugu elde edilmistir. Bu sonuglar, Trowbridge ve Ohlan'in bulgulariyla biiyiik
Olclide uyumludur ve bu algoritmalarin yaris tahminlerinde kullanilmasinin dogrulugunu
desteklemektedir. Ancak, SVM dogrulugu dnceki ¢aligmalara kiyasla biraz daha yiiksek
bulunmustur; bu durum, mevcut ¢alismadaki veri kiimesinin yapisi ve 6zelliklerinin etkisi

olarak aciklanabilir.

Carvalho (2022), tarafindan yapilan bir ¢alismada, tarihsel Formula 1 verilerinin
analizinde Ozellikle NB algoritmasinin kullanimi vurgulanmistir. Ancak, mevcut
calismada NB algoritmasinin %69.9 gibi nispeten diisiik bir test dogrulugu sergiledigi
gozlenmistir. Bu farklilik, NB algoritmasinin 6zellikle bu veri kiimesinde diger
algoritmalara kiyasla daha diisiik performans gosterdigini isaret edebilir. Bu sonug,
NB'nin diger algoritmalara gore sinirli bir tahmin giiciine sahip olabilecegini ve 6zellikle

veri setinin karmagikligindan etkilendigini gostermektedir.
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Tejada (2023) tarafindan yapilan bir ¢alismada, pit stop zamanlamasini belirlemek
icin makine 6grenimi algoritmalar1 kullanilmistir. Bu ¢alismada, 2019-2022 sezonlarina
ait yaris verileri analiz edilmis ve Ozellikle lastik asinmasi, ara¢ pozisyonlar1 ve genel
yaris dinamikleri dikkate alinarak bir model gelistirilmistir. SVM, Random Forest ve
Yapay Sinir Aglar algoritmalar1 kullanilmig ve performanslart F1 skoru iizerinden
degerlendirilmistir. Sonuglar, pit stop tahminlerinin karmasikligim1 ve bu alanda
kullanilan modellerin potansiyelini vurgulamaktadir. Bununla birlikte, bu modellerin tek

basina kullanilmak yerine, karar destek araglar1 olarak daha faydali oldugu belirtilmistir.

Sicoie (2022) tarafindan gergeklestirilen calismada, Formula 1 yaris galibi ve
sampiyona siralamalarinin tahmini i¢in ¢esitli makine 6grenimi algoritmalar1 (SVR, RFR,
GBR) kullanilmistir. Veri isleme siirecinde, verilerin zenginlestirilmesi ve ¢apraz
dogrulama tekniklerinin 6nemi vurgulanmistir. Bu tez, 6znitelik se¢imi ve veri setinin
pist uzunlugu, hava durumu gibi cevresel faktorlerle zenginlestirilmesini kapsamaktadir.
Ayrica, modellerin performansini degerlendirmek i¢in Leave-One-Out Cross Validation
(LOOCYV) gibi yontemler kullanilmigtir. Mevcut ¢calismada ise, benzer sekilde, 6znitelik
secimi i¢in mafese algoritmasi ve veri dengesizligini gidermek i¢in SMOTE yontemi
kullanilmistir. Ancak, mevcut ¢calismanin farki, LSTM ve NB gibi farkli algoritmalarin

performansinin incelenmesidir.

Rondelli (2022) tarafindan yapilan g¢alismada ise, Formula 1 lastik stratejisi
tahminleri i¢in derin 6grenme algoritmalar (6zellikle LSTM ve GRU) kullanilmistir. Bu
calismada, "FastF1" API'sinden elde edilen telemetrik veriler kullanilmis ve hangi lastik
degisimlerinin ne zaman yapilmasi gerektigi tahmin edilmistir. Derin 6grenme
algoritmalarinin bu tiir bir yiiksek performans ortaminda uygulanabilirligi ele alinmistir.
Mevcut calismada ise, LSTM algoritmasi yaris sonuclarin1 tahmin etmede kullanilmais,

ancak sadece lastik stratejisi degil, genel yaris tahminleri izerinde odaklanilmaistir.

Sonug olarak, Sicoie (2022) ve Rondelli (2022) calismalarinin veri zenginlestirme,
Oznitelik secimi ve algoritma performans degerlendirmesi agisindan mevcut ¢alismayla
benzer yonleri bulunmaktadir. Ancak mevcut caligmada kullanilan SMOTE, mafese
algoritmast ve LSTM modelleri, bu ¢alismalarla olan farklar1 ve katkilar1 ortaya

koymaktadir.
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Ek olarak, LSTM algoritmasi bu ¢alismada %75 test dogrulugu ile nispeten basaril
bir sonug¢ elde etmistir. Daha once yapilan calismalarla dogrudan bir karsilastirma
olmamakla birlikte, zaman serisi verilerinde kullanilan LSTM'in yaris sonuglarini
tahmin etmede makul bir performans sergiledigi gozlenmistir. Bu bulgu, o6zellikle
gelecekteki ¢aligmalarda derin 6grenme algoritmalarinin kullanimina yonelik énemli bir

katk1 saglamaktadir.

Mevcut calismanin bir sinirlamasi olarak, bazi algoritmalarin yiiksek dogruluk
oranlarina sahip olmasina ragmen, veri setinin belirli 6zelliklerinden dolay1 genellestirile
bilirliklerinin sorgulanabilecegi vurgulanmalidir. Ozellikle, DT ve RFC algoritmalarmin
egitim dogruluklarinin %100 olmasi, bu algoritmalarin asir1 6grenme (overfitting) egilimi
gosterebilecegini  ve yeni veriler {izerinde performanslarinin diisebilecegini
diistindiirmektedir. Dolayisiyla, bu algoritmalarin gercek diinya uygulamalarinda dikkatli

bir sekilde optimize edilmesi gerektigi belirtilmelidir.
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6. SONUC VE ONERILER

Elde edilen bu sonuglar, ham veri setinin kullanimiin ozellikle DT ve RFC
algoritmalar1 i¢in yiiksek dogruluk oranlar1 sagladigini ortaya koymaktadir. Ancak, asiri
ogrenme riski goz dniinde bulundurulmalidir. Oznitelik se¢imi, dzellikle LSTM ve SVM
gibi modellerin genelleme kapasitesini artirmada olumlu etkiler gosterirken, NB

algoritmasinin performansini olumsuz yonde etkilemistir.

Ozellikle DT ve RFC algoritmalar1 i¢in asir1 dgrenmeyi azaltmak amaciyla
hiperparametre optimizasyonu yapilmasi onerilmektedir. Oznitelik secimi siirecinde,
farkli 6znitelik secimi algoritmalar1 ve optimizasyon yontemleri kullanilarak sonuglarin
tyilestirilmesi degerlendirilebilir. Ayrica, SMOTE gibi veri dengeleme tekniklerinin
etkisinin daha iyi anlagilmasi i¢in daha detayli analizler ve farkli kombinasyonlarla testler

yapilmalidir.

Ayrica 0znitelik se¢iminin Formula 1 yaris sonuglarinin tahmininde 6nemli bir rol
oynadigini gostermektedir. Formula 1'in karmasik dogasi geregi, secilecek 6zniteliklerin
stirliciiniin performansini, ara¢ 6zelliklerini, hava kosullarini ve pist tipini yansitacak

sekilde dikkatlice belirlenmesi onerilmektedir.

Bu c¢alismada, 6znitelik secimi sonrasi bazi algoritmalarda tahmin dogrulugunda
ciddi diisiisler gdzlemlenmistir. Ozellikle Formula 1 gibi siirekli degisen ve dinamik bir
sporun verilerini analiz etmek i¢in, genelleme kapasitesi yiiksek olan ve ¢oklu 6znitelik

etkilesimlerini dikkate alabilen daha karmasik modeller iizerinde durulabilir.

Sonug olarak, 6znitelik secimi ve SMOTE gibi veri isleme tekniklerinin makine
O0grenimi modellerinin performansi iizerindeki etkileri, model tiirline ve veri setinin
yapisina bagl olarak degismektedir. Oznitelik se¢imi ve SMOTE gibi veri isleme
tekniklerinin, Formula 1'in karmagik yapisini yansitacak sekilde dikkatle uygulanmasi,
gelecekte daha basarili ve genellenebilir tahmin modelleri gelistirilmesine olanak

saglayacaktir.
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