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Rizgar enerji santralleri, ¢evre dostu ve sirdiiriilebilir enerji kaynaklar1
arasinda yer alarak elektrik Uretimine Onemli katkilar saglamaktadir. Rizgarin
Kinetik enerjisini elektrik enerjisine donlstiiren bu santraller, enerji portfoyiini
cesitlendirirken istihdam yaratmakta ve yerel ekonomilere katkida bulunmaktadir.
Teknolojik gelismelerle birlikte maliyetler diismekte, riizgar enerjisi daha rekabetci
hale gelmektedir.

Hastanelerde riizgar enerjisi kullanimu, siirdiiriilebilirlik, enerji maliyetlerini
azaltma ve kesintisiz hizmet saglama acisindan biiyiik 6nem tagir. Enerji kesintilerine
kars1 yedek kaynak sunarak hastanelerin giivenligini artirr ve karbon ayak izini
diisiirerek ¢evresel sorumluluklarmi yerine getirmelerine yardimei olur.

Savas, pandemi ve dogal afet gibi kriz durumlarinda riizgar enerjisi, bagimsiz
ve yerel bir kaynak olarak enerji giivenligini saglamada kritik rol oynar. Afet
bolgelerinde hizlica kurularak saglik hizmetleri, iletisim ve barmma gibi temel
ihtiyaclarin karsilanmasina yardimci olur. Ayrica, fosil yakitlara bagimliligi azaltarak
uzun vadeli cevresel etkileri minimize eder. Bu nedenle riizgar enerjisi, strdurdlebilir
ve giivenilir bir enerji kaynagi olarak biiyiik avantajlar sunmaktadir.

Yaptigimiz bu ¢alismada tilkemizde kurulu riizgar enerji santrallerine sahip
illerdeki yaklasik son on yilina ait giin giin degisen iklim kosullarmi inceleyerek
santrallerde ki tretilen elektrik enerjisi gii¢leri ve saha ¢alismalarindan elde edilen
veriler Uzerinden yapay zeka algoritmalarmi kullanip 6niimiizdeki yillarda gesitli
degiskenler g6z Oniine alinarak (radyasyon, nem, sicaklik, riizgar) riizgar enerji
santrallerinin {iretebilecegi enerji gii¢ degerlerini tahmin edip gergekte ortaya ¢ikacak



enerji miktarmi optimum fayda saglayacak durumda yonlendirilmesi amaglanmustir.

ANAHTAR KELIMELER: Riizgar tiirbinleri, Yapay zekd, Makine Ogrenmesi,
Verim, Enerji, Yenilebilir Enerji
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Wind power plants play a significant role in electricity generation as
environmentally friendly and sustainable energy sources. These plants convert the
Kinetic energy of the wind into electrical energy, diversifying the energy portfolio
while creating employment and contributing to local economies. With technological
advancements, costs are decreasing, making wind energy more competitive.

The use of wind energy in hospitals is of great importance for sustainability,
reducing energy costs, and ensuring uninterrupted service. It provides a backup
power source against outages, enhances the security of hospitals, and helps them
fulfill their environmental responsibilities by reducing their carbon footprint.

In times of crisis, such as war, pandemics, and natural disasters, wind energy
plays a critical role in ensuring energy security as an independent and local source. It
can be rapidly deployed in disaster areas to support essential needs such as healthcare
services, communication, and shelter. Additionally, by reducing dependence on fossil
fuels, it minimizes long-term environmental impacts. Therefore, wind energy offers
significant advantages as a sustainable and reliable energy source.

In this study, we analyzed the daily changing climate conditions over the past
ten years in provinces with established wind power plants in our country. Using
artificial intelligence algorithms, we aimed to predict the potential energy output of
wind power plants in the coming years by considering various variables (radiation,
humidity, temperature, wind). Our goal is to optimize energy production by directing
the generated electricity toward maximum efficiency based on real-world conditions.



KEYWORDS: Wind turbines, Artificial intelligence, Machine learning, Efficiency,
Energy, Renewable energy
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1. GIRIS

Rizgar enerjisi, siirdiiriilebilir enerji kaynaklar1 arasmda oOne ¢ikan bir
secenek olup, enerji arz giivenligini artirma ve fosil yakitlara bagimliligi azaltma
acisindan stratejik bir dneme sahiptir. Ancak, rizgar enerji santrallerindeki tretim
verimliligi; meteorolojik kosullar, teknolojik sinirlamalar ve bolgesel farkliliklar gibi
cesitli faktorlere bagli olarak degiskenlik gostermektedir. Bu baglamda, ¢alismada ilk
olarak Turkiye genelindeki rizgar enerji santrallerinin cografi dagilimi, {iretim
verileri ve mevcut performans gostergeleri incelenmistir. Ardindan, yapay zeké
tabanli modelleme teknikleri ile iiretim performansini etkileyen faktorler analiz
edilerek gelecekteki Gretim potansiyellerine yonelik tahminlerde bulunulmustur.
Calisma, yalnizca mevcut enerji liretim siireclerini anlamayi degil, ayn1 zamanda
yapay zeka teknolojilerinin yenilenebilir enerji sektoriine nasil entegre
edilebilecegini gostermek agisindan da onemli bir katki saglamay1 hedeflemektedir.
BOylece, enerji politikalarinin  olusturulmasinda ve santrallerin verimliliginin

artirilmasinda yol gésterici bir kaynak olusturulmasi amaglanmaktadir.

Insan hayatinda sanayilesmenin hizlanmasi, teknolojik aletlerin giinliik
yasamda yaygm bir sekilde kullaniminin artmasi ve diinya niifusundaki siirekli
biiyiime, enerjiye olan talebin 6nemli 6l¢iide ylikselmesine yol agmistir. Giintimiizde
enerji, fabrikalar, atdlyeler, evlerdeki elektronik esyalar, sokak aydinlatmalari,
demiryolu tasimacilig1 ve elektrikli araglar gibi bir¢ok alanda hayati bir ihtiyac haline
gelmistir. Bu dinamikler, kiiresel enerji tiiketiminin her yil ortalama olarak %4-5

oraninda artmasina sebep olmaktadir [1].

Komiir ve petrol gibi fosil yakitlarin smirli kaynaklara sahip olmasi ve
cevresel acidan olumsuz etkiler yaratmasi, insanlar siirdiiriilebilir enerji segenekleri
arayisina yonlendirmistir. Bu kapsamda, giines, rizgar, biyokdtle, jeotermal,
hidroelektrik, deniz dalgas1 ve gelgit enerjisi gibi yenilik¢i enerji kaynaklar1 6n plana
¢ikmaktadir. Bu kaynaklar, genellikle "strdirtlebilir”, “"cevre dostu"”, "yenilenebilir"
ve "tlikenmez" 6zellikleriyle dikkat ¢gekmekte ve gelecegin enerji ¢oziimleri arasinda

degerlendirilmektedir [2].

Rizgar enerjisi, ¢evresel etkileri son derece diisilk ve yenilenebilir enerji

1



kaynaklar1 arasinda 6nemli bir yere sahip bir enerji tiiriidiir. Fosil yakitlarin elektrik
tretiminde sebep oldugu cevresel zararlar, ruzgar enerjisiyle karsilastirildiginda
oldukca belirgindir. Rlzgar tiirbinleri, atmosfere zararli gaz salimimi yapmamasi ve
dogal kaynaklar1 tilketmemesi nedeniyle temiz ve siirdiiriilebilir enerji liretimi i¢in
ideal bir ¢ozim sunar. Bu 6zellikleriyle ruzgéar enerjisi, ¢evrenin korunmasina katki
saglarken ayni zamanda uzun vadeli enerji ihtiyaglarinin kargilanmasinda kritik bir

rol almaktadir [3].

RuUzgér enerjisi, tamamen temiz bir enerji kaynagi olup ne radyoaktif atik ne
de bagska bir atik iiretir. Ayn1 zamanda sera gazi emisyonlarina yol agmadig1 gibi, asit
yagmurlarinin olusumunu da onler. Ek olarak, fosil yakit kullanimini azaltmasi
sayesinde dolayli olarak sera gazi salmiminin diisiiriilmesine katki saglar. Bu
yOnleriyle, riizgar enerjisi hem c¢evre dostu hem de strddrulebilir enerji Gretimi igin

kilit bir secenek olarak 6ne ¢ikmaktadir [3].

Ekonomik agidan en uygun ve yenilenebilir enerji kaynaklar1 arasinda en
gelismis segencklerden biri rlzgar enerjisidir. Teknolojideki ilerlemelerle birlikte
kurulum ve isletim maliyetlerinin diismesi, bu enerji tiirinii daha erisilebilir hale

getirmistir [4].

Yapay zeka (YZ), insan zek&sini taklit eden diisiinme, 6grenme ve karar
verme yeteneklerini makineler ile bilgisayar sistemlerine kazandirmayi hedefleyen
bir bilim dahdir. YZ, analiz ettigi verilerden sonug¢ c¢ikararak yeni bilgiler
o0grenebilmekte, problemleri  ¢ozebilmekte ve karar mekanizmalar1
olusturabilmektedir. Yapay zeka, yenilenebilir enerji kaynaklarinin daha verimli hale
getirilmesi ve siirdiiriilebilir bir enerji sistemi olusturulmasi hedefiyle bircok farkl

alanda kullanilmaktadir [5].

Diinya genelinde yenilenebilir enerjiye yonelik yatirimlar ve destek
politikalari, 6zellikle elektrik iiretimi alaninda yogunlagsmaktadir. Bu yatirimlar
sayesinde, yenilenebilir enerjinin elektrik liretimindeki pay1 siirekli artmaktadir. 2013
itibartyla Tirkiye’de elektrik tiretiminde yenilenebilir enerji kaynaklarinin payi,
Ozellikle hidroelektrik santrallerinin etkisiyle % 22.1’¢ ulasmustir. Yenilenebilir
enerji lretim ve yatmrimlarinda ise Cin ve ABD, lider konumlarini giderek

giiclendirmektedir [6]. 2009 Diinya Enerji Raporu'na gore, yiiksek petrol fiyatlar1 ve
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ekonomik krizlerin etkisiyle enerji ithalatina bagiml iilkeler daha biiyiik zorluklarla
karsilagmigtir (IEA, 2010: 60). Bu baglamda, enerji bagimliligi yliksek tilkelerin
yenilenebilir enerjiye yonelmesinin 6nemi vurgulanmaktadir. Yenilenebilir enerjiye
yapilan yatirimlarin 2030 yili itibartyla yillik % 7.6 oraninda bir biiylime gostermesi

ve en hizli biiyliyen enerji kaynagi olmasi beklenmektedir [6].

Tiirkiye, stratejik cografi konumu ve ¢esitli dogal 6zellikleri nedeniyle enerji
iretimi ve tiikketimi bakimmdan 6nemli bir iilke konumundadir [7]. Fosil yakitlarin
smirli Omiirleri ve ¢evreye verdikleri zararlar, alternatif enerji kaynaklarmin
arastirilmasint  zorunlu hale getirmistir. Bu baglamda, c¢evre kirliligi ve
stirdiirtilebilirlik agisindan fosil yakitlara en giiclii alternatifler, yenilenebilir enerji
kaynaklar1 olmustur. Ozellikle son yillarda, riizgar enerjisi, biyokiitle, giines enerjisi
ve jeotermal enerji gibi dogal kaynaklar, elektrik iiretiminde onemli birer secenek
olarak one ¢ikmaktadir. Bu gelismeler, enerji tiretiminin ¢evre dostu ve surdirtlebilir
hale gelmesine katki saglamaktadwr [8]. RuUzgér enerjisi, Turkiye'nin enerji
karisimimda 6nemli bir yer tutmakta ve siirdiiriilebilir enerji hedefleri dogrultusunda
giderek daha fazla on plana ¢ikmaktadir. Enerji ve Tabii Kaynaklar Bakanligi, enerji
bagimliligmi azaltmak i¢in 2023 yilinda hedefledigi yenilenebilir enerji kullanimini
artirmayi, 2017'de ulagsmistir. Bu basari, giines, riizgar ve jeotermal enerjilerindeki
teknolojik ilerlemeler ve yapilan yatirimlar sayesinde elde edilmistir [7]. Sekil 1.1°de
2013 ve 2023 wyillar1 i¢in birincil enerji kaynaklarina gore Tiirkiye Kurulu Giici

gosterilmistir [9].
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Sekil 1.1. 2013 ve 2023 Yillar1 igin birincil enerji kaynaklarina gére Tirkiye Kurulu
Gucu [9].

Tirkiye’de, niifus artis1 ve ekonomik biiylime nedeniyle enerji talebi hizla
ylikselmektedir. Bu artan enerji ihtiyacini karsilamak amaciyla Tirkiye, Ulusal
Enerji Plani'nda belirledigi bazi hedeflere sahiptir [10]. Temmuz 2024 itibariyla
Turkiye'nin toplam elektrik santrali kurulu giicii 100 GW seviyesine ulasmistir ve bu
santrallere yonelik saglanan tesviklerle birlikte gii¢ kapasitesinde artig egilimi devam
etmektedir. Elektrik tiretimindeki kaynak dagilimi, % 10.9 riizgar, % 15.6 giines
enerjisi, % 1.5 jeotermal enerji, % 19.3 komir, % 28.5 hidrolik enerji, %21.9 dogal
gaz, % 19.3 koémir ve % 2.4 diger kaynaklar olarak siralanmaktadir. Yenilenebilir
enerji kaynaklarmin payi, Ozellikle 2005 yilindan sonra siirekli olarak artig
gostermistir. 2021 yilinda, yenilenebilir enerji kaynaklarindan elde edilen net kurulu
gii¢ artis1 3.160 MW seviyesinde gerceklesmis ve bu artigin biiyiik bir kismi riizgar,
giines ve hidroelektrik santrallerinden saglanmistir. 485 MW’lik artis hidroelektrik
santrallerinden, 1.420 MW’lik artis riizgar enerjisi santrallerinden ve 991 MW’lik
artig ise glines enerjisi santrallerinden gelmistir. Ayn1 donemde, dogal gaz ve ¢ok

yakitli santrallerin kurulu giicii 141 MW azalmustir [11-12].

Tiirkiye, 2035 yilina kadar riizgar enerjisinde 29.6 GW kurulu elektrik uretim
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kapasitesine ulagsmay1 hedeflemektedir. Bu kapasitenin 24.6 GW’1 karasal riizgar
enerjisinden, 5 GW’1 ise deniz Ustl rlzgar enerjisinden saglanacaktir. Giines
enerjisinin  kurulu kapasitesinin 2035 yilina kadar 52.9 GW’a ulasmasi
beklenmektedir. Tiirkiye, hidroelektrik enerjisi alaninda da 2035 yilina kadar 35,1
GW kurulu kapasiteye ulasmay1 amaglamaktadir. Ayrica, Tiirkiye’nin Ulusal Enerji
Plan1 ¢ercevesinde, jeotermal ve biokdtle gibi diger yenilenebilir enerji kaynaklarinin
toplam kurulu kapasitesinin 2035 yilina kadar 5.1 GW olmas1 hedeflenmektedir [13].
Sekil 1.2°de elektrik iiretiminin kaynaklara gore dagilimi (Tiirkiye Ocak-2024)
gosterilmistir [14].

Riizgar %11,1

Biyokiitle %2,2
Hidroelektrik %%29.,8
Sekil 1.2. Elektrik tiretiminin kaynaklara gore dagilimi (TUrkiye Ocak-2024) [14].

Diger gelismis lilkelerde oldugu gibi Tiirkiye de yenilenebilir enerjinin uzun

vadeli entegrasyonuna yonelik hedefler belirlemistir.

BP’nin, “Diinya Enerjisinin Istatiksel Goriiniimii 2019 ve 2022 de yaymladig:
raporlarint  inceledigimizde; kaginilmaz bir enerji ihtiyacinin  oldugunu
gbzlemlenmektedir. Bu raporlarin sayisal verilerine gore birincil enerji tikketimi 2018
yilinda son 10 yil ortalamasi olan %1.5 degerinin yaklasik iki kat1 biiyliyerek %2.9
olarak tespit edilmistir. 2018 yilinda diinyada 13864.9 Mtep enerji tiiketilmistir.
Tiirkiye’de ise dinya genelinde toplam tlketilen enerjinin yaklasik %1.2’°sine
tekabiil eden 153.5 Mtep’tir [13].

Bp‘nin 2022 yaymladigi Dunya Enerjisi 2022 istatistiksel incelemesine
(Statistical Review of World Energy 2022) gore de yenilenebilir enerji kaynaklari

paymin niikleer enerjiye oranla daha fazla oldugu goézlemlenmistir. 2021 yilinda
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neredeyse %13’e ulasan enerji liretiminde yenilenebilir enerji kaynaklarinin payi
%9.8 olan niikleer enerjiyi ge¢mistir [10]. Sekil 1.3’de kiiresel enerji talebi: Gergek
ve tahmin edilen % yillik degisim ifade edilmektedir [10].

Kiiresel enerji talebi:Gercek ve ongoriilen

Yilhik degisim %
6

. N \_

2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020

@ Birincil enerji tiiketimi
Tahmini enerji tiiketimi

)
5

Sekil 1.3. Kuresel enerji talebi: Gergek ve tahmin edilen (% yillik degisim) [10].

Incelenen bu raporlara gore birincil enerji talebi 2019°da % 4.5 olan bu deger
2021 de %5.8’e ulagmistir. Ayrica fosil yakitlar, 2019°da %83 ve 2017’de %85 iken,
2021°’de birincil enerji kullannmmin % 82’sini olusturdu. Elektrik iiretiminde
yenilenebilir enerji kaynaklarinin payinm arttigi gozlemlenmistir. Sekil 1.4’te rlizgar

kurulu kapasite artislar1 (2010-2020) ifade edilmektedir [10].

Riizgar Kapasitesi
Yillik Degisim.GW

140
120 — —
100
80
60
40
20
o

2010 2012 2014 2016 2018 2020
@ Cin @ Diinyanin Geri Kalam

Sekil 1.4. Riizgar Kurulu Kapasite Artislar1 (2010-2020) [10].



Yenilenemeyen enerji kaynaklarindan olan petrol ve dogalgaza olan biiyiik
ihtiyactan dolay1 fiilkeler i¢in bu durum sorun haline gelmektedir. Ayrica bu
kaynaklarin tiiketiminden kaynakli ¢evreye verdigi zarar diger bir dezavantajdir.
Guniimuzde birgok llke yenilebilir enerji teknolojilerine gegerek enerji kaynagini
kullaniminda fosil yakit tiiketimini minimum diizeyde tutmaya c¢alismay1
hedeflemektedir. Bu dogrultuda riizgar enerjisinden elektrik tiretmek cografi ve
meteorolojik sartlar1 uygun olan {ilkeler i¢in bir firsattir. Tiirkiye nin gerek cografik
konumu gerekse meteorolojik durumu incelendiginde Tiirkiye Ruzgér Enerjisi
Potansiyeli Atlasima goére (REPA-V1) 50 m yiikseklige askin ve 7.5 m/s tizerindeki
yillik ortalama rizgdr hiz degerlerini saglayan alanlarda 1km2 basmma SMW
biiyiikliigiinde RES (Ruzgar Enerji Santrali) kurulabileceginden riizgér enerji santrali
yapilabilir bir yatirim kaynagir oldugu gozlenmektedir. Bahsedilen standartlari
saglayip llkemizin yiiz 6lciUmunin % 13’iine denk gelen kullanabilecek alanlarda
olusacak kumulatif ruzgar enerjisi kapasitesini 47.85 GW’dir [15]. Tirkiye’nin
rizgar enerjisi santralleri i¢in kiimiilatif kurulumu Sekil 1.5°de ve riizgar enerjisi

santralleri i¢in yillik kurulumu da Sekil 1.6.’da gosterilmistir.
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Sekil 1.5. Tiirkiye’nin riizgar enerjisi santralleri i¢in kiimiilatif kurulum grafigi [16].
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Sekil 1.6. Tiirkiye’deki rlizgar enerjisi santralleri igin yillik kurulum [16].

Yapay sinir aglar1 (YSA), biyolojik sinir sistemlerinden ilham alarak
tasarlanmis, karmasik bilgi isleme gorevlerini gergeklestirmek tizere kullanilan

matematiksel model ve algoritmalar toplulugudur [17].

YSA, ruzgar enerjisi tahmin analizlerinde kullanilan etkili bir aractir. Bu
analizler, rizgar enerjisi santrallerinin planlanmasi, isletilmesi ve enerji {iretiminin
optimize edilmesi gibi alanlarda onemli rol oynar. Iste bu tiir bir analizi

gerceklestirmek icin gereken adimlar:
e Veri Toplama ve Hazirlama
e Veri Analizi ve Gorsellestirme
e Veri On Isleme
e Yapay Sinir Ag1 Modelinin Se¢imi
e Modelin Egitimi
e Modelin Degerlendirilmesi
e Modelin Ayarlanmasi ve Optimizasyonu

e Sonuglarm Incelenmesi ve Uygulanmasi [18-19] .



Enerji talebinin surekli artmasi, dinya genelinde strdirilebilir enerji
kaynaklarma olan ihtiyaci daha da artirmaktadir. R{izgar enerjisi, bu baglamda temiz,
yenilenebilir ve cevre dostu bir enerji kaynagi olarak 6ne ¢ikmaktadir. Hastaneler,
kritik hizmet saglayicilar1 olarak sirekli enerjiye ihtiya¢ duyarlar ve bu nedenle
rlzgar enerjisi, hastanelerin enerji gereksinimlerini karsilamak igin 6nemli bir
alternatif sunmaktadir [20-21].

1.1. Ruzgar Enerji Santrali Kurulumunun Hastanelere Etkileri

Enerji maliyeti: Rizgér enerjisi, uzun vadede hastanelerin enerji maliyetlerini
onemli Olglide azaltabilir. Geleneksel enerji kaynaklarma bagimliligi azaltarak,

hastaneler enerji fiyatlarindaki dalgalanmalara kars1 daha dayanikli hale gelirler.

Yer secimi ve ruzgar potansiyeli: Hastanelerin bulundugu bolgenin riizgar
potansiyelinin degerlendirilmesi kritik bir adimdir. RUzgér hizi ve yonii, enerji
tretim verimliligini etkileyen Onemli faktorlerdir. Bu nedenle, riizgar olgim

istasyonlart ile detayl analizler yapilmalidir.

Altyap1 ve entegrasyon: Rlzgar tiirbinlerinin kurulumu, hastane altyapisinin
bir pargasi olarak diisiiniilmelidir. Mevcut enerji altyapisinin riizgar enerjisi ile

entegre edilmesi, enerji yonetim sistemlerinin giincellenmesini gerektirebilir.

Finansal Destek ve Tesvikler: Bir¢ok iilke, yenilenebilir enerji projelerine
yonelik finansal tesvikler sunmaktadir. Hastaneler, bu desteklerden faydalanarak

rizgar enerjisi sistemlerini daha uygun maliyetle kurabilirler.

Dinya genelinde rizgar enerjisi kullanan hastaneler, bu teknolojinin

faydalarini gostermektedir [21].
1.1.1. Uygulama Ornekleri

Danimarka'daki bazi hastaneler, kendi riizgar enerji santrallerine sahiptir. Bu
hastaneler, enerji maliyetlerini énemli Olctde azaltmis ve ¢evresel surdirtlebilirlik

hedeflerine ulasmislardir.

Almanya'da, rizgar enerjisi kullanarak elektrik (reten hastaneler,
yenilenebilir enerji uygulamalarnm saghk sektoru Gzerindeki olumlu etkilerini

ortaya koymustur. Bu hastaneler, enerji bagimsizliklarmi artirarak, gevresel etkilerini



azaltmay1 bagarmiglardir.

Amerika Birlesik Devletleri'nde bazi hastaneler, ruzgar enerjisi projeleri ile
kendi enerji ihtiyaglarmi karsilamakta ve bu sayede maliyetlerini minimize

etmektedir.

Ulkemizde en yiiksek enerji ihtiyaci olan hastanelerimiz ~ sehir
hastanelerimizdir. Sehir hastanelerimizi enerji ihtiyaci konusunda tam bagimsiz veya
yart bagimsiz bir hale getirmemiz {ilkemizin gelismesinde biiyiikk onem teskil
etmektedir. Sehir hastanelerinin elektrik ihtiyaci, hastanenin biyiikligiine,
kapasitesine, kullanilan tibbi cihazlarin sayisina, altyapi sistemlerine ve hizmetlerin
cesitliligine bagl olarak degisiklik gosterebilir. Ancak, genel bir kilavuz olarak,
biiylik bir sehir hastanesinin ortalama elektrik ihtiyaci su faktorlere gore

belirlenebilir:

1. Hastanenin biiyiikliigli ve yatak kapasitesi: Daha biiylik hastaneler, daha
fazla aydinlatma, tibbi cihazlar, HVAC sistemleri ve diger enerji

gereksinimlerini kargilamak zorundadir.

2. Tibbi cihazlar ve ekipmanlar: MRI makineleri, CT tarayicilari,
ventilatorler, yasam destek cihazlar1 gibi ekipmanlar enerji tliketimini

Onemli 6l¢iide artirir.

3. Isitma, havalandirma ve iklimlendirme (HVAC): Bu sistemler, ozellikle
hastane i¢indeki hava kalitesini ve sicaklik dengesini korumak i¢in kritik

6neme sahiptir ve yiksek enerji tiketir.

4. Hastane hizmetleri: Mutfaklar, sogutma sistemleri, giivenlik, iletisim ve

bilgisayar sistemleri de 6nemli enerji tiketicileridir [22-24].
1.1.2. Ortalama Elektrik Tuketimi

Bir sehir hastanesinin elektrik tiiketimi, yatak kapasitesine gore degisiklik
gosterse de, yillik elektrik tiiketimi yaklagik 20 milyon kWh ile 50 milyon kWh
arasinda olabilir. Bu da gunde ortalama 55000 kWh ile 140000 kWh elektrik
tiiketimine denk gelir. Bu degerler, hastanenin biiyiikliigiine ve kullanilan teknolojiye
gore daha da artabilir. Ornegin, yiiksek teknolojiye sahip tibbi cihazlar ve gelismis

HVAC sistemleri olan bir hastane, bu ortalamalarin {ist smirma yakin elektrik
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tuketebilir [25].

Rizgar enerjisi ile bir sehir hastanesinin elektrik ihtiyacinin ne kadarinin
karsilanabilecegi, hastanenin elektrik tiiketimine ve ruzgar enerjisi santralinin
kapasitesine baglidir. Ancak genel bir hesaplama yaparak, rizgar enerjisinin
potansiyel katkisini belirleyebiliriz.

Yukarida belirttigimiz gibi, biiyiikk bir sehir hastanesinin yillik elektrik
tikketimi yaklagik 20 milyon kWh ile 50 milyon kWh arasinda olabilir. Bu, giinliik
55000 kWh ile 140000 kWh enerji tiiketimine karsilik gelir [26-28].

1.1.3. Ruzgar Enerjisi Santralinin Kapasitesi:

Bir riizgar turbininin Uretim kapasitesi, tlrbinin biiylikligiine ve yerel rlizgar
kosullarma goére degisir. Ortalama bir ruzgar tirbini, yilda 2.5 milyon kWh ile 6
milyon KWh arasinda elektrik Gretebilir. Bu, tirbinin gii¢ kapasitesine (6rnegin 2-3
MW) ve verimliligine baglidir [29-30].

1.1.4. Hastanenin Elektrik Ihtiyacinin Riizgar Enerjisi ile Karsilanmasi:

Rizgar enerjisi santrallerinin bir hastanenin elektrik ihtiyacini1 karsilama
kapasitesini belirlemek icin, tirbinlerin Gretim kapasitesini hastanenin yillik elektrik

tuketimiyle karsilastirabiliriz.

e Diisiik tiiketim (20 milyon kWh/y1l): Ortalama bir rizgar turbini, yilda 2.5
milyon kWh iiretirse, yaklasik 8 tlirbin (20 milyon kWh / 2.5 milyon kWh) bu

ihtiyacin karsilanmasi i¢in yeterlidir.

e Yiiksek tiiketim (50 milyon kWh/yil): Ortalama bir riuzgar tiirbini, yilda 6
milyon kWh firetirse, yaklasik 9 tiirbin (50 milyon kWh / 6 milyon kWh)
gerekli olabilir [26-28].

Bu hesaplamalar, riizgar enerjisi santralinin verimli bir sekilde ¢alistigi ve
yerel riuzgar kosullarinin uygun oldugu varsayilarak yapilmistir. Ancak, riizgar
enerjisinin degisken dogasi nedeniyle, tam olarak siirekli bir enerji Uretimi
saglanamayabilir. Bu durumda, rizgar enerjisi santrallerinden saglanan enerji,
hastanenin elektrik ihtiyacinin 6nemli bir kismini karsilayabilir, ancak tamamin

karsilamak icin ek enerji kaynaklarina (6rnegin, gilines enerjisi, enerji depolama veya
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sebeke baglantisi) ihtiyag duyulabilir.

Ruzgar enerjisi, bir sehir hastanesinin elektrik ihtiyacinin énemli bir kismini
karsilayabilir. Ortalama bir rlizgar enerjisi santrali, hastanenin elektrik ihtiyacinin
%20 ile % 50 arasinda bir kismini karsilayacak kapasiteye sahip olabilir. Ancak, tam
anlamiyla bagimsiz enerji saglamak i¢in, farkli yenilenebilir enerji kaynaklarinin ve
enerji depolama sistemlerinin entegrasyonu gerekebilir. Bu tez ¢aligmamizda
yaptigimiz rizgar enerjisi tiretiminin degerlerini tahmin edip gergekte ortaya ¢ikacak
enerji miktarinit optimum fayda saglayacak durumda yonlendirilmesi, yeni kurulacak
hastanelerin yerlerinin belirlenmesinde rlzgar enerji Uretimine uygun yerler
se¢ilmesinde veya halihazirda olan hastanelerimizin bulundugu bdolgelerde
uretilebilecek ruzgar enerjisi yapay zekd modellerini elde ederek yatirim
maliyetlerinin amortisman suresi, o bolgede rizgar enerjisi mi ya da farkli bir
alternatif bir sirdurulebilir enerji kaynagmimn tercih edilmesi mi faydali olur
konusunda yapay zekd modelinden faydalanilabilecegi ¢calismamiz neticesinde elde

edilen verilerin analizi sonucu gorilmektedir.
1.2. Tiirkiye’de Rizgéar Enerjisinin Durumu

Rizgar enerjisi, yenilenebilir enerji kaynaklar1 arasinda ¢evre dostu olmasinin
yani sira siirdiiriilebilir ve ekonomik bir secenek olarak da dikkat ¢ekmekte olup,
enerji Uretimi ve tiiketimi agisindan 6nemli bir rol oynamaktadir. Tiirkiye, sahip
oldugu cografi konumu ve 6zellikle belirli bolgelerdeki riizgar potansiyeli sayesinde
bu alanda biiyiik bir avantaja sahip olup, bu avantaji enerji sektoriindeki yatirimlarla
daha da etkili bir sekilde kullanma yolunda 6nemli adimlar atmaktadir. Son yillarda
gerceklestirilen biiyiik Olgekli yatirimlar ve devlet tesvikleri, riizgar enerjisi
kullaniminin artmasmi saglamis ve bu enerji tiirliniin enerji sektoriinde 6nemli bir yer
edinmesine katkida bulunmustur. Sekil 1.7°de Tiirkiye’nin riizgar enerjisi potansiyel

atlas1 100 m yiikseklikte y1llik ortalama (REPA) gosterilmistir [31] .
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Sekil 1.7. Tirkiye’nin riizgar enerjisi potansiyel atlast 100 m yiikseklikte yillik
ortalama (REPA) [31].

Tiirkiye, stirdiiriilebilir enerji tiretimi hedefleri dogrultusunda riizgar enerjisi
gibi  yenilenebilir kaynaklardan elde edilen enerji miktarint artirmay1

amaclamaktadir.
1.2.1. RUzgar Enerji Santralleri

Yenilenebilir enerji kaynaklar1 arasinda 6nemli bir konuma sahip olan riizgar
enerjisi, diinya genelinde yaklasik 80 iilkenin elektrik iiretiminde kullanildig1 ve son
zamanlarda iilkemizde de hizla gelisen bir alternatif enerji tiiriidiir. Modern riizgar
tiirbinleri, glniimiizde elektrik enerjisi elde etmek icin tasarlanmaktadir. Diinya
capmda farkli boyut ve kapasitelerde birgok riizgar tirbini bulunmaktadir.
Teknolojinin ilerlemesi ve maliyetlerin diismesiyle birlikte, enerji taleplerini
karsilamak i¢in daha biiyik ve daha yiiksek kapasiteli ruzgar tdrbinleri
gelistirilmektedir. Sekil 1.8’de 6zellikle son on bes yilda hizla gelisen modern riizgar
tiirbinleri ve gilinlimiizde tek bir kanadinin bile Airbus 380 yolcu ug¢agindan daha
uzun (80 m) olan ticari turbinlerin tretildigi gozlemlenebilir. Sekil 1.8’de modern

rlizgér tlirbinlerinin yillara gore gelisimi ifade edilmektedir [32].
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Sekil 1.8. Modern ruzgér turbinlerinin yillara gére gelisimi (rotor ¢aplart metre (m),
kapasiteleri kilovat (kW) ve megavat (MW) olarak) [32].

1.2.2. Tiirkiye’de Ruzgéar Enerjisi Potansiyeli

Tirkiye genelinde genis bir yelpazeye sahip olan yenilenebilir enerji
kaynaklar1 arasinda, ozellikle rlizgar enerjisi 6nemli bir rol oynamaktadir. Rizgar
enerjisi potansiyeli, rizgar hizmin kiipii ve kullanilacak rlzgar turbininin rotor
stipirme alani ile dogru orantilidir. Gii¢ elde etmede kritik bir faktor olan riizgar hizi,
yerden yikseldik¢e logaritmik bir artis géstermektedir. Bir bolgede kurulacak riizgar
santralinden elde edilebilecek gii¢, yalnizca kullanilan tiirbin sayis1 ve tiirbin
biiyiikliigli ile smirhidir, ancak bu potansiyel, dogal karakteri geregi sinirsizdir.
Bolgelerimizin yillik ortalama riizgar hizi ve yogunlugu Cizelgel.1’de gdsterilmistir
[33].

14



Cizelge 1.1. Bolgelerimizin yillik ortalama riizgar hizi ve yogunlugu [32].

Bolge Yillik ortalama riizgar Yilhk ortalama riizgar
hiz1 (m/s) yogunlugu (W/m2)

Marmara Bolgesi 3.29 51.91

Ege Bolgesi 2.65 23.47

Akdeniz Bolgesi 2.45 21.36

I¢ Anadolu Bélgesi 2.46 20.14

Kara Deniz Bolgesi 2.38 21.31

Dogu Anadolu 212 13.19
Bolgesi

Gliney Dogu Anadolu 269 2033
Bolgesi

Ortalama 2.58 25.82

1.2.3. Tiirkiye’de RUzgéar Enerjisinin Kullanin

Turkiye, ruzgér enerjisinin kullanimma uygun olan iilkeler arasinda yer
almaktadir. Hali hazirda, Tirkiye'nin elektrik iireten 36 barajin 10 kat1 kadar riizgar
enerjisine sahip oldugu soylenmektedir. Kiiresel gelismelere paralel olarak, 2020
yilinda Tirkiye'nin tiiketmesi beklenen elektrik enerjisinin % 10'unun riizgardan
saglanmasi hedeflenmektedir. Bu da 54 milyar kWh'lik elektrik enerjisinin riizgardan
iretilmesi gerektigi anlamina gelir. Bu miktar i¢in gerekli olan kurulu riizgar glca,
yaklasik olarak Tiirkiye'nin ekonomik riizgar potansiyeline denk gelmektedir.
Turkiye'de, 50 metre vyikseklikteki rizgarli alanlar, rizgar enerji potansiyeli
acisindan diistik ve yiiksek potansiyelli olmak tizere yedi farkli smifa ayrilmaktadir.
Rizgar giicti ve hiz1 bakimindan diisiik olan birinci ve ikinci sinif riizgar alanlar1 goz
ard1 edildiginde, diger smiflar su tabloda goriilebilir. Bu tablodaki riizgar enerji
siiflart  zengin smiflar olarak kabul edilmekte ve kurulabilecek rizgar
santrallerinden elde edilebilecek riizgér giicti de hesaplanmistir. Bu degerler Cizelge
1.2'de gosterilmektedir [33].
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Cizelge 1.2. 50 metre yikseklikte toplam riizgar enerjisi potansiyeli [33]

Ruzgar Ruzgar Toplam Topla_m

Ruzgar smifi gucu i (mis) alan (km2) potansiyel
(W/m2) (MW)

3 300-400 6.5-7.0 16.781,39 83.906,96

4 400-500 7.0-7.5 5.851,87 29.259,36

5 500-600 7.5-8.0 2.598,86 12.994,32

6 600-800 8.0-9.0 1.079,98 5.399,92

7 >800 >9.0 39,17 195,84

Toplam 26.351,28 131.756,40

Calismamizda modellemesini yapip tahminsel analizlerini aldigimiz Dogu ve

Giiney Dogu Anadolu bolgesinde riizgar enerji santrallerinin kurulu oldugu iller ve

bu santrallerin kurulu giicleri Cizelge 1.3.’te gosterilmistir.

Cizelge 1.3. Tez galismamizda ¢alistigimiz illerin kurulu gii¢ miktarlari

Il Kurulu Gug (MW)
Osmaniye 235
Mersin 238
Canakkale 1042
Balikesir 1404
Sivas 150
Cankir1 50
Kirikkale 40
Kirsehir 168
Tokat 136
Sinop 39
Manisa 712
[zmir 1813
Malatya 10
Bingol 50
Van 50
Gaziantep 86

1.3. Yapay Sinir Aglan ve Siniflandirilmasi

YSA, genellikle insan beyninin veya merkezi sinir sisteminin c¢alisma

prensiplerini taklit eden bir bilgi isleme sistemidir [34]. Bu alandaki arastirmalar,
baslangicta biyolojik birimler olan néronlarin modellemesi ve bilgisayar sistemlerine

uygulanmasiyla baslamistir. Noronlar, baglantilar araciligiyla birbirine baglanir ve
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her baglanti, girdisinin giiclinii veya baska bir deyisle 6nemini belirten sayisal bir
agirhiga sahiptir. Agirliklar, YSA'larin uzun vadeli belleginin temel aracini olusturur.
Bir sinir ag1, bu agirhiklarin tekrar tekrar ayarlanmasi yoluyla 6grenme siirecini

gerceklestirir [35].

YSA’lar, genellikle tek katmanli algilayicilar ve ¢ok katmanli algilayicilar

olmak {iizere iki temel kategoriye ayrilir.
1.3.1. Tek Katmanh Sinir Aglan

Tek katmanli yapay sinir aglari, genellikle dogrusal problemleri ¢6zmek i¢in
kullanilir ve sadece girdi ve ¢ikt1 katmanlarindan olusur. Bu katmanlarda bir veya
daha fazla noron bulunabilir. Sekil 1.9°da, basit bir tek katmanl algilayict modeli
gosterilmektedir [36].

Egik girdisi=1
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Sekil 1.9. Tek katmanli sinir ag1 modeli

Tek katmanli sinir ag1 modellerinin basinda gelen 6nemli iki modelden s6z

edilebilir. Bunlar; Perceptron Modeli ve Adaline/Madaline Modelidir [37].
1.3.2. Cok Katmanh Sinir Aglar

Tek katmanli algilayicilarin dogrusal olmayan problemlerde basarisiz olma
egilimi, ¢cok katmanl algilayicilarin (CKA) gelistirilmesine yol acti. CKA'lar, bilgi
giriginin yapildig1 girdi katmani, bir veya daha fazla gizli (ara) katman ve bir ¢ikt1
katmanindan olusan daha karmasik bir yapiya sahiptir. CKA'lar, katmanlar arasinda
ileri ve geri yayilm olarak adlandirilan gegisleri igerir. ileri yayilim safhasinda, agin
ciktis1 ve hata degeri hesaplanir. Geri yayilim sathasinda ise hesaplanan hata degerini
minimize etmek i¢in katmanlar arasi baglanti agirlik degerleri giincellenir. Sekil

1.10°da ¢ok katmanl sinir ag1 modeli gosterilmistir [36].
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Sekil 1.10. Cok katmanli sinir ag1 modeli [36].

CKA modeli lineer perceptrondaki en kiglik kareler algoritmasinin genele

uyarlanmasiyla olan geri yayilim 6grenme algoritmasindan faydalanir [36].
1.3.3. Geri Yayilim Algoritmasi

Geri Yayillim Algoritmasi, yapay sinir aglarinda kullanilan bir 6grenme
algoritmasidir. Geri yayilim (backpropagation) algoritmasi, yapay sinir aglarinda
agirliklarin giincellendigi bir 6grenme siirecini ifade eder. Bu siireg, agin ¢iktisinin
belirlendigi ileri besleme ve olusan hatanin gradyaninin azaltilmasi amaciyla geriye
dogru yayilan geri besleme sathalarindan olusur. Ileri besleme sathasinda, egitim
setinin girdileri agin giris katmanma sunulur. Giris katmani, bu girdileri alan
noronlar1 igerir, bu nedenle giris katmanindaki noron sayisi, veri setindeki girdi
degeri sayisiyla ayni olmalidir. Giris katmanindaki noronlar, girdi degerlerini
dogrudan gizli katmana iletir. Gizli katmandaki her bir noron, agirhiklandirilmis girdi
degerlerine esik degeri de ekleyerek toplam degeri hesap eder ve bunlar1 bir
aktivasyon fonksiyonu ile isleyerek bir sonraki katmana veya dogrudan g¢ikis
katmanina iletir. Katmanlar arasindaki agirliklar baslangicta genellikle rasgele segilir
[36]. Temel amaci, agin ¢ikisindaki hata miktarin1t minimize ederek Ogrenmeyi

saglamaktir.
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2. LITERATUR ARASTIRMASI

Gelismekte olan diinyada, bilgisayarlar ve bilgisayar sistemleri hayatin
vazgecilmez bir pargasi haline gelmis durumda. Evimizdeki esyalardan cep
telefonlarina kadar birgok cihaz, bilgisayar sistemleri ile entegre bir sekilde ¢aligtyor.
Bu durum, insan beyni ile cihazlar arasindaki etkilesimi kag¢inilmaz kiliyor. Tiim
bunlar1 diislindiigimiizde, bilgisayar sistemleri ve yapay zekaya olan ilgi giin
gectikge artryor ve bu alanla ilgili yapilan galismalar da hizla gogaliyor. Ozellikle
insansi robotlarla birlikte yapay zeka ve yapay sinir aglar1 konusundaki c¢aligmalar
bliyiik bir ivme kazanmis durumda. YSA’lari, biyolojik sinir aglarmin yapisina

benzetilerek gelistirilmistir [38].

YSA, giinliik hayat problemlerinin ¢oziimiinde basariyla kullanilan bir
yontemdir, Ozellikle siniflandirma, modelleme ve tahmin gibi alanlarda etkili
sonuclar saglar. Yapay sinir aglari, noronlar arasindaki baglanti agirliklarini

ayarlayarak 6grenme siirecini gerceklestirir [39].

Tekin ¢alismasinda, Cukurova Bolgesi'nden elde edilen gergek kisa vadeli
rizgar glcu verileri, inceleme konusu olarak se¢ilmis ve MPE-MAPE tasarlanan
tahmin modellerinin performans endekslerini karsilastirmak amaciyla kullanilmistir

[40].

Dirik ve arkadaglarinin ¢alismasinda, yenilenebilir enerji kaynaklar1 i¢in
yapay zeka teknolojilerinin kullanimi1 detayli bir sekilde incelenmistir. Ayrica, bu
teknolojilerin yenilenebilir enerji kaynaklarindaki kullanimmin avantajlar1 ve
dezavantajlar1 titizlikle arastirilmistir. Elde edilen sonuclara gore, giliniimiizde
yenilenebilir enerji kaynaklarina olan talep hizla artmakta ve yapay zeka
teknolojisinin bu kaynaklarin daha verimli bir sekilde kullanimina yardimci oldugu
gozlemlenmektedir. Yapay zeka teknolojisi, enerji Uretim verilerinin analizi ve
tahmini i¢in kullanilarak enerji iiretiminde karsilagilan zorluklara ¢6ziim
sunmaktadir. Bu teknoloji, sadece enerji lretimini artirmakla kalmayip, ayni
zamanda mevcut enerjinin siirdiiriilebilir bir sekilde kullanimma da katkida
bulunmaktadir. Ancak, yapay zekad teknolojilerinin potansiyel dezavantajlar1 goz
Oniline almarak, yenilenebilir enerji kaynaklar1 i¢in bu teknolojilerin dikkatli bir
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sekilde kullanilmas1 6nemlidir [41].

Ozcan ve arkadaslar1 ¢alismalarinda, Isparta iline ait riizgar hizlari, YSA ve
ANFIS yontemleriyle tahmin edilmistir. Bu sayede farkli yillar ve aylardaki riizgar

hizlarinin tahmini miimkiin hale gelmistir [42].

Durgun tez calismasinda, Tiirkiye'nin 2023 elektrik enerjisi talebini regresyon
analizi ve yapay zekad teknikleri kullanarak tahmin etmistir. Bu dogrultuda,
Turkiye'nin enerji tiketimini 6ngérmek igin 1980-2017 yillar1 arasindaki Gayri Safi
Yurti¢i Hasila, niifus ve meteorolojik degisken verileri (nem, sicaklik, rizgar ve
yagis) tahmin modelinin giris verileri olarak calismasi kullanilmistir. Regresyon
analizi ve yapay zeka teknikleri kullanilarak, 6zellikle Tiirkiye'nin 2018-2023 yillar1
arasindaki elektrik enerjisi tiiketimi ile yukarida belirtilen veriler tahmin edilmistir
[43].

Das ve arkadaslar1 ¢alismalarinda, Tiirkiye'nin farkli bolgelerindeki Sinop ve
Adiyaman illerinin riizgar enerjisi potansiyeli, 2008-2017 yillar1 arasinda Devlet
Meteoroloji Istasyon Miidiirliigii tarafindan &lciilen verilere dayanarak istatistiksel
olarak analiz edilmistir. Istatistiksel analiz siirecinde, ortalama riizgar hizi, riizgar
hizinin standart sapmasi, maksimum rizgar hizi ve rizgar gicii yogunlugu
belirlenmistir. RUzgar hizinin dagilimi ve rlizgar giic yogunlugunun belirlenmesinde
Weibull dagilim fonksiyonu kullanilmistir. Calisma sonucunda elde edilen giic
yogunlugu degerleri icin DVM regresyonu ile tahminsel modeller olusturulmustur.
DVM regresyonunda polinom kernel, normalize polinom kernel, radyal tabanli
fonksiyon (RBF) kernel ve Pearson VII (PUK) kernel modelleri kullanilmistir. DVM
regresyonu tahminleri icin ortalama mutlak hata (MAE), kok ortalama karesel hata
(RMSE), bagil mutlak hata (RAE) ve kok bagil karesel hata (RRSE) analizleri
yapilmigti. DVM  regresyonu kullanilarak olusturulan riizgar giic yogunlugu
tahminsel modeller arasinda en iyi tahminin polinom kernel modeline ait oldugu

gosterilmistir [44].

Sibel tez calismasinda, Sanayinin hizli bir sekilde biiyiimesi ve geleneksel
enerji kaynaklarmin smirli olmasi, diinya genelindeki pek ¢ok iilkeyi yenilenebilir
enerjiye yonlendirmektedir. Tiirkiye, hizla gelisen ekonomisi ve artan niifusu ile

enerji talebini karsilamakta zorlanmaktadwr. Bu baglamda, enerji ihtiyacini
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stirdiiriilebilir bir bicimde karsilamak icin yenilenebilir enerji kaynaklarmin daha
etkin kullanilmas1 elzemdir. Bu c¢alisma, Tirkiye'deki yenilenebilir enerji
kaynaklarmin mevcut durumu ve potansiyeli Uzerine derinlemesine bir inceleme
sunmaktadir. Ozellikle riizgar enerjisi ele alinarak, Balikesir, Manisa ve Canakkale
illerindeki potansiyel bolgelerde fizibilite analizleri yapilmistir. Bu analizler, enerji
sektoriinde  siklikla ~ tercih  edilen  RETScreen  yazilimi  kullanilarak
gerceklestirilmistir. Fizibilite ¢alismalar1 sonucunda, Canakkale, Balikesir ve Manisa
illerindeki bolgeler arasinda en uygun riizgar enerjisi santrali kurulumu igin, yillik
76.573 MWh enerji uretimi ile Canakkale bdlgesinin en verimli alan oldugu

belirlenmistir [45].

Cenk tez calismasinda, Osmaniye ilinin Akdeniz Bolgesi'ndeki bir bolgenin
rizgar enerjisi potansiyelini incelemeyi amaglamaktadir. Rizgar hizi dagilimmi
belirlemek icin Weibull ve Rayleigh dagilim modelleri kullanilmistir. 2015 yili
boyunca 80 metrelik bir 6l¢iim direginden alinan verilerle, bolgenin riizgar enerjisi
potansiyeli hesaplanmis ve ortalama riizgar hizi 7.6 m/s, riizgar enerjisi potansiyeli
ise 444.85 W/m? olarak bulunmustur [46].

Ata Mert tez ¢alismasinda, rlizgar enerjisi yatirimlarinda karsilasilan olasi
riskleri incelemek ve ruzgar 6lcim verilerinin enerji Uretimi tahminleri Gzerindeki
etkisini arastrnustir. Calisma, rizgar enerjisi projelerinin  genel sireclerini,
maliyetlerini ve risk faktorlerini ele alirken, dogru Ol¢iim verilerinin, enerji iiretimi
tahminlerini daha giivenilir hale getirdigini vurgulamaktadir. Veri analizi, aktif bir
rizgar santralinden elde edilen 18 aylik riizgar Sl¢iimleri ile yapilmistir. Caligmada,
Olgim siiresi ve kullanilan ortalama rizgdr hizlarmin, enerji iiretimi tahminleri
iizerinde farkli etkiler yarattigi bulunmustur. Uzun siireli 6l¢iim verileri ve kisa
zaman dilimlerine ait ortalamalarin daha dogru sonuclar sagladigi gozlemlenmistir.
Bu sonuglar, rizgar enerjisi projelerinin daha verimli ve giivenli bir sekilde
yonetilebilmesi i¢in dogru verilerin kullanilmasinin 6nemini ortaya koymaktadir

[47].

Cagatay tez calismasinda, teknolojinin ve sanayinin hizla gelismesiyle
birlikte, elektrik talebi de artmaktadir. Elektrigin depolanamamasi nedeniyle, tretim

ile tiikketim arasindaki dengeyi saglamak ¢ok onemli hale gelmistir. Bu dengeyi
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koruyabilmek ve dogru stratejiler gelistirebilmek igin giiclii bir tahmin yetenegi
gerekmektedir. Etkili tahminler yapabilmek i¢in ise dogru ve kapsamli verilere dayali
modeller olusturulmalidir. Bu ¢alisma, TEIAS tarafindan saglanan ve giinliik olarak
rizgar enerjisiyle iretilen elektrik miktarmni igeren veri seti tizerinde yapilmistir. Bu
calismada, Turkiye'de glinliik olarak Uretilen riizgar enerjisiyle elde edilen elektrigi
tahmin edebilen bir derin 6grenme modeli olusturmaktir. Derin 6grenme yontemleri,
pek ¢ok tahmin probleminde basarili sonuglar elde edilmesini saglamakta ve diinya
genelinde giderek daha fazla kullanilmaktadir. Bu arastirmada, etkili bir tahmin
modeli olusturabilmek i¢in bazi algoritmalar kullanilmis ve bu algoritmalarin
performanslar1 karsilastirilmistir. Modellerin basarisint degerlendirmek amacyla,
farkli gecikme siireleri (lag size) ve diiglim sayilar1 (number of nodes) test edilmistir.
Basar1y1 6lgmek i¢in ise, Belirleme Katsayis1 (R2), (MSE), (RMSE) ve (MAE) gibi
metrikler kullanilmistir. Test verileri lizerinden yapilan degerlendirmelere gére, CNN

algoritmasi en yiiksek performansi sergileyen model olarak belirlenmistir [48].

Umit tez ¢alismasinda, cevre dostu ve siirdiiriilebilir bir alternatif olarak hizla
yayilmakta olan rlizgar enerjisinin; potansiyelini, yapay sinir aglar1 kullanilarak
tahmin edilmistir. Modelde rlizgar hiz1 verileri test, tiirbin ¢ikis giigleri ise egitim
asamasinda kullanilmistir. Yapilan analizlerde tahminlerin giivenilir ve tutarli oldugu
belirlenmis, bolgedeki riizgar potansiyelinin yiiksek oldugu ve kaliteli tiirbinlerle
verimli enerji liretiminin miimkiin oldugu goriilmistiir. Ayrica, enerji sektoriindeki
uzmanlar ve karar vericiler igin, riizgar enerjisi projelerinde yapay sinir aglarinin

etkili bir sekilde kullanilabilecegi vurgulanmustir [49].

Nilay tez calismasinda, son yillarda diinya genelinde yenilenebilir enerji
kaynaklar1 arasinda 6nemli bir konum kazanmis riizgar enerjisi hakkinda ¢alismistir.
Rizgar enerjisinin temel o6zellikleri ve Turkiye'deki mevcut durumu (zerinde
durmakta, ayn1 zamanda riizgar tiirbinleri ve jeneratorlerinin rolii de ele alinmaktadir.
Tiirkiye'nin farkli illerinden secilen Sinop, Bursa, Elazig, Iskenderun, Karaman,
Adiyaman ve Mugla illerinde, Meteoroloji Genel Miudiirligii tarafindan 2005-2014
yillar1 arasinda saatlik olarak Olciilen riizgar hizi verileri kullanilarak, bu illerin

rlizgar enerjisi potansiyeli istatistiksel yontemlerle belirlenmistir [50].

[brahim Halil tez galismasinda, Enerji, toplumlarin temel gereksinimlerini
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karsilamak i¢in kritik bir 6neme sahiptir ve bu nedenle enerji politikalari, tilkelerin
tiretim kapasiteleri ile yasam kaliteleri iizerinde dogrudan bir etkiye sahiptir. Ruzgar
enerjisi, son yillarda hizla gelisen ve iklim degisikligiyle miicadelede énemli bir rol
iistlenen yenilenebilir bir enerji kaynagidir. Tirkiye'de, riizgar enerjisinin tesvik
edilmesi amaciyla 6zel alim garantileri ve yerli ekipman kullanimi i¢in ek tesvikler
sunulmaktadir. Ancak, rizgar gibi yenilenebilir enerji kaynaklari, verimlilik
acisindan dalgalanma gosterdiginden, kesintisiz enerji saglanabilmesi igin enerji
karigiminda ¢esitlilik gerekmektedir. APLUS Bilgisayar Programi, Tirkiye elektrik
piyasasinda riizgar enerjisinin tesviklerinin  fiyatlar  Gzerindeki etkilerini
modellemektedir. Bu yazilim, arz ve talep dengesini inceleyerek, spot elektrik
fiyatlarin1 6ngérmeyi miimkiin kilar. Sonug olarak, yenilenebilir enerji kaynaklarmin
artigi, elektrik fiyatlarin1 disiirerek daha uygun maliyetli ve c¢evre dostu enerji
iretimi saglar, ancak siirdiiriilebilir bir enerji tedariki i¢in dikkatli bir planlama ve

tesvik sistemleri gereklidir [51].

Pelletier tez ¢alismasinda, son on yilda, riizgar enerji santrallerinin kapasite
ve gilic ciktis1 onemli Olgiide artmistir, bu da kiigiik giic artiglarii bile ekonomik
olarak cazip kilmaktadir. Bu gelismeyle birlikte, rlizgar tiirbinlerinin gii¢ egrilerinin
daha hassas bir sekilde degerlendirilmesi ihtiyaci da artmstir. YSA, turbinlerin gic
ciktis1 ile parametreleri arasindaki karmasik iliskiyi modellemek i¢in etkili bir
yontem olarak One c¢ikmaktadir. Arastrmalar, ¢ok katmanli algilayict (MLP)
kullanan modelleme tekniklerinin, geleneksel yontemlere gore daha diisiik hata
oranlar1 sagladigin1 gostermektedir. Ayrica, YSA modeli, birden fazla parametreyi
ayni anda isleyebilme yetenegine sahip olup, alt1 parametreyle basaril1 bir sekilde giic
egrisi modellemesi yapilmistir. Bu parametreler, elliden fazla secenek arasindan

se¢ilmistir ve gerekirse yeni parametreler de eklenebilir [52].

Papathanassiou tez calismasinda, riizgar enerjisi Uretiminde Yapay Zeka
tekniklerinin iki énemli uygulamasmni incelemektedir. ilk uygulama, 20 kW'lik bir
rlzgér tiirbini prototipi i¢in kalict miknatis jeneratoriiniin tasarimini ele alirken, bu
calisma Yunanistan'daki bir arastirma projesi kapsaminda dislisiz bir tiirbinin
tasarimi ve insasi iizerine odaklanmaktadir. ikinci uygulama ise riizgar giftliklerinin

yer aldig1 aglarin giivenlik degerlendirmesini konu almakta ve Avrupa Birligi'nin
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JOULE-II arastirma programi g¢ercevesinde gelistirilmistir. Bu ¢alismada, YSA ve
Karar Agaglar1 kullanilarak Lemnos adasinda enerji sisteminin hizli gilivenlik

degerlendirmesi yapilmig ve sonuglar karsilagtirmali olarak sunulmustur [53].

Jursa ve arkadaslar1 tez ¢alismasinda, riizgar enerjisinin kisa vadeli tahminini
yapmak icin evrimsel optimizasyon algoritmalarinin kullanimini Oneriyor. Yapay
sinir aglart ve en yakin komsu arama gibi iki yaygin tahmin modeli, bu
algoritmalarla otomatik olarak belirleniyor. Pargacik siirii optimizasyonu ve
diferansiyel evrim gibi iki farkli algoritma karsilastirilarak, rizgar ¢iftliginin gegmis
verileri ve hava durumu verileri kullanilarak tahmin yapilmaktadir. Bu yontem,
geleneksel manuel degisken segimlerine gére daha dogru sonuglar veriyor ve model

¢iktilarmin ortalamasini kullanarak hata payini daha da azaltabiliyor [54].

Xuenjing ve arkadaslar1 ¢alismasinda, riizgar enerjisi kararlar1 igin bir sistem
gelistiriyor ve iki ana modiil sunuyor: riizgar enerjisi potansiyeli analizi ve riizgar
hizt tahmini. Suri zekasi optimizasyonu kullanilarak, riizgar enerjisi potansiyelini
daha dogru degerlendirmek i¢in Weibull dagilimi parametreleri optimize ediliyor.
Ayrica, veri 6n isleme teknigiyle riizgar hizi verilerindeki giiriiltii azaltilarak tahmin
modelinin dogrulugu artiriliyor. Elde edilen sonuglar, bu karar sisteminin riizgar
enerjisi degerlendirmesini dogru ve etkili sekilde yaparken, rlizgar hizi tahminlerinde
de basarili oldugunu ortaya koyuyor. Bu sistem, ruzgar ciftliklerinin yonetimi ve

karar alma sureglerinde faydali bir ara¢ olabilir [55].

Duer tez caligmasinda, yapay sinir agi kullanan akilli sistemlerde teknik
nesnelerin yenileme sureclerinin Kkalitesini similasyon yoluyla incelemektedir.
Teknik nesneler, kullanim smrasinda hasar goriip onarilmakta, bu da bakim
gereksinimini  dogurmaktadir.  Makalede, bakim siireclerinin  etkinligini
degerlendirmek icin bir simiilasyon arastirma programi sunulmakta, bu programda
nesnelerin isletim siiregleri ve bakim siireleri dikkate alinarak yenileme kalitesini
Olcen kriterler belirlenmektedir. Elde edilen sonuglar, yapay sinir agi tabanli bir

sistemde nesnelerin yenilenmesinin etkilerini ortaya koymaktadir [56].

Jafarian ve arkadaslar1 ¢alismasinda, rlizgar enerjisi Uretimini tahmin etmek
icin Box—Jenkins ve YSA modelleri kullanilmig ve en iyi tahmin yOntemi

belirlenmistir. Aragtirma, YSA ile iyilestirilmis YSA-genetik algoritma (YSA-GA)
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modelinin en iyi performansi gosterdigini, ancak ARIMA modelinin daha diigiik hata
payt ve daha yiiksek dogrulukla ¢cok daha basarili tahminler sundugunu ortaya
koymustur. ARIMA yonteminin, diger YSA tabanli yontemlere gore daha etkili

oldugu sonucuna varilmstir [57].

Bouabdallaoui ve arkadaslari bu caligmasinda, riizgar enerjisi tahmini igin
kullanilan YZ ve meta-heuristik algoritmalarmi incelemektedir. Iki ana kategoriye
ayrilmaktadir: Birincisi, yaygin olarak kullanilan geleneksel yontemler (YSA, SVM,
bulanik mantik gibi), ikincisi ise bu klasik yontemlerle meta-heuristik algoritmalarin
birlesiminden olusan hibrit yaklagimdir. Hibrit yOntemlerin, yalmizca klasik
yontemlerden daha yiiksek performans sagladigi ve daha dogru tahminler
sunabilecegi vurgulanmaktadir. Her iki yaklasimm avantajlar1 ve sinirlamalar

karsilastirilmistir [58].

Yeh ve arkadaslar1 calismasinda, Tayvan'daki Mai Liao Ruzgar Enerji
Santrali'nden elde edilen verilerle riizgar enerjisi iiretimini tahmin etmek amaciyla
bir model gelistirilmistir. Model, MLP kullanilarak olusturulmus ve gelistirilen
Basitlestirilmis Siirii Optimizasyonu (SSO) algoritmasi, agirliklar ve sapmalarin
dizeltilmesiyle iyilestirilmistir. Ayrica, Onerilen algoritma, 6zellik se¢iminde Temel
Bilesen Analizi (PCA), Otokorelasyon Fonksiyonu (AF) ve Kismi Otokorelasyon
Fonksiyonu (PAF) bilesenlerini kullanarak modelin verimliligini artirmustir.
Deneysel sonuclar, 6nerilen iSSO algoritmasinin diger popiiler algoritmalara kiyasla

daha iyi bir performans sergiledigini géstermektedir [59].

Dinh Thanh Vietman bu ¢alismasinda, konvansiyonel enerji kaynaklarinin
hizla tiikkenmesi nedeniyle, yenilenebilir enerji kaynaklarinmn, 6zellikle de ruzgér
enerjisinin, elektrik piyasasinda artan kiiresel enerji talebini karsilamak i¢in daha
fazla kullanilmasinin 6nemi giderek artmaktadir. Ancak, hava kosullarindaki
belirsizlikler rizgar enerjisi tahminlerinde buyuk hatalara yol acabilir, bu da glc
rezervasyon maliyetlerini artirir ve elektrik piyasasindaki yan hizmetlere ciddi
etkilerde bulunabilir. Bu makalede, riizgéar enerjisi tiretimini kisa vadeli tahmin
etmek amaciyla, yapay sinir ag1 ve parcacik siirli optimizasyonu algoritmasi ile
genetik algoritmanin birlestigi iki yeni model kullanarak daha dogru tahminler

yapilmasini saglamak i¢in ¢ift optimizasyon yaklagimi Onerilmektedir. Bu
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modellerde, ilk olarak, dogrulugu artirmak icin sinir ag1 parametrelerini ayarlamak
amacityla parcacik siirii optimizasyonu algoritmasi kullanilir. Sonrasinda ise, tahmin
dogrulugunu daha da artrmak i¢in genetik algoritma veya baska bir pargacik siirii
optimizasyonu, ilk algoritmanin parametrelerini optimize eder. Modeller,
Vietnam’daki Binh Thuan Eyaleti'nde bulunan Tuy Phong rizgar enerjisi
santralinden alinan verilerle test edilmistir. Testler, modelin dogrulugunun arttigini
ve bu yaklasimin diger riizgar santrallerinde de etkili bir sekilde uygulanabilecegini

gostermistir [60].

Farrar ve arkadasi c¢alismalarinda, modern enerji sistemlerinde sebeke
baglantili rlzgar santralleri giderek daha yaygin hale gelirken, rizgar enerjisi
iretimini artirmak ve durus siirelerini azaltmak igin etkili yontemler gelistirmek
arastirmacilar icin 6nemli bir konu olmustur. Rizgar tiirbinlerinin karmasikligi ve
rizgar hizlarmin tahminindeki zorluklar nedeniyle YZ ve MO algoritmalari,
denetleyici sistemlerin gelistirilmesinde temel araclar haline gelmistir. Bu alanda son
yillarda bircok inceleme yapilmis olsa da, hem YZ hem de MO teknolojilerini iceren
kapsamli bir ¢alisma bulunmamaktadir, 6zellikle de en son kontrol teknikleri ile
ilgili. Bu eksiklikleri gidermek amaciyla bu makale, rlizgar turbini sistemlerinde YZ
ve MO kullanimmna dair derinlemesine bir inceleme sunmaktadir. Makalede, rizgar
enerjisi santrallarinda gii¢ iiretiminin optimize edilmesinin énemi, verimli kontrol
sistemleri tasarlarken karsilasilan zorluklar ve kullanilan YZ ve MO algoritmalarmmn
tirleri ele alinmaktadir. Ayrica, rizgar hizi ve giic tahmini, mekanik bilesenlerin
izlenmesi ve ariza tespiti, elektriksel ariza Oncesi tespiti gibi konularda YZ ve
MO'iin nasil uygulandigi da tartisilmaktadir. Bu inceleme, riizgar enerjisi
iretimindeki miihendisler ve arastirmacilar i¢in etkili kontrol semalarinin

gelistirilmesine yardime1 olacaktir [61].

Li ve arkadaslar1 ¢aligmasinda, rlizgér tiirbini gii¢ egrilerinin tahmini igin
kullanilan regresyon ve yapay sinir ag1 modellerini incelemekte ve
karsilastirmaktadir. Ik olarak, riizgar turbini guc Uretiminin  ozellikleri
aragtirilmaktadir. Ardindan, hem regresyon hem de sinir ag1 yontemleri kullanilarak
tiitbin gili¢ egrisi tahmini icin modeller sunulmakta ve karsilastirilmaktadir.

Regresyon modeli i¢in parametre tahminleri ve sinir agmin egitimi, rlizgar enerjisi
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santrali verileriyle tamamlanmakta ve iki modelin performanslari incelenmektedir.
Regresyon modelinin fonksiyon bagimli oldugu gosterilirken, sinir ag1 modeli gii¢
egrisini 0grenme yoluyla tahmin etmektedir. Sinir ag1 modelinin, karmasik etki
faktorleri altinda tiirbin gli¢ egrisi tahmini igin regresyon modelinden daha iyi

performans gosterdigi bulunmustur [62].

Yousuf ve arkadaglari bu calismasinda, geleneksel yontemlerin isletme ve
sevk durumlarmi karsilayamayacagi yerlerde, bu teknolojilerin nasil kullanildig:
aciklanmaktadir. Ayrica, bu yontemler gerilim, stabilite, gii¢ akis1 ve yiik frekansi
gibi faktorleri kontrol ederek gii¢ sisteminin igletimini ve verimliligini artirir. Ayrica,
agn otomasyonu, iyilestirme, ariza teshisi, yonetim ve ag giivenligini destekler. Son

olarak, yapay zekanm gii¢ sistemlerinde siirdiiriilebilir kullanimini ele alir [63].

Porte ve arkadaslar1 bu ¢alismasinda, riizgér enerjisinin, diger yenilenebilir
enerji kaynaklariyla birlikte, 6niimiizdeki on yillarda 6nemli bir biiylime gostermesi
ve iklim degisikligiyle miicadeleye ve enerji siirdiiriilebilirligine katki saglamasi
beklenmektedir. Ancak, rizgar ciftliklerinin tasarimi, isletmesi, kontrolii ve sebeke
entegrasyonunun optimize edilmesi, rizgar ciftlikleri ile atmosferik smnir tabakasi
(ABL) arasindaki karmasik etkilesimler nedeniyle zorlu bir siiregtir. Bu inceleme,
ABL akiginin rizgéar tirbinleriyle etkilesimlerini daha iyi anlamamiza ve tahmin

etme yetenegimizi gelistirmemize katki saglayan arastirmalar1 6zetlemektedir [64].
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3. MATERYAL VE YONTEM

3.1. Makine Ogrenimi ve Regresyon Algoritmalar

Bilgisayar sistemlerinin belirli bir gorevi, deneyim ve veri kullanarak
Ogrenmesini saglayan yapay zeka dallarindan biri MO’dir. MO'nun temel amaci, bir
modelin belirli bir gorevi gergeklestirmesini saglamaktir. Ancak, bu modeller
genellikle ¢ok sayida parametreye sahip oldugu icin, veriye asiri uyum (overfitting)
gibi sorunlarla karsilagabilirler. Bu tiir sorunlar1 ele almak i¢in regresyon

algoritmalar1 kullanilir.

Regresyon, bir modelin karmagikligin1 kontrol etmek ve asir1 uyum gibi

sorunlar1 6nlemek icin kullanilan bir tekniktir. Iki yaygin regresyon tiirii sunlardr:
3.1.1. Dogrusal Regresyon Algoritmalar:
3.1.1.1. Coklu dogrusal regresyon (multiple linear regression - mir)

Ekonomi ve isletmecilik alanlarinda, bir bagimli degiskeni sadece tek bir
bagimsiz degiskenle aciklamak genellikle yeterli degildir. Ekonomik modeller,
genellikle bir sonuca ulagsmak i¢in birden fazla faktoriin etkilesimini igerir. Bir dizi
degisken, bir baska degiskeni etkileyebilir ve bu de§iskenler ayni zamanda
birbirleriyle etkilesime girebilir. Bu nedenle, birden fazla degiskenin bir araya
gelerek bir diger degiskeni etkilemesi durumunda, tek bir bagimsiz degiskenle
yapilan regresyon analizi yeterli olmayabilir. Bu tUr durumlarda, ¢oklu regresyon
analizi kullanilir. Coklu regresyon analizi, birden fazla bagimsiz degiskenin bir
bagimli degisken iizerindeki etkisini degerlendirir. Bu analiz, karmasik iliskileri
tanimlamak, degiskenler arasindaki etkilesimleri anlamak ve daha kapsamli bir
model olusturmak i¢in kullanilir. Coklu regresyon analizi, ekonomik ve isletmecilik
modellerini daha gergek¢i ve kapsamli hale getirerek, cesitli faktorlerin bir araya
geldigi karmasik iligkileri anlamaya yardimci olur. Bu analiz, is kararlar1 almak,
ekonomik tahminlerde bulunmak veya belirli bir sonuca ulagsmak i¢in kullanilan

giiclii bir istatistiksel aractir [65].

Coklu regresyon denklemi genel olarak su sekilde ifade edilir:

Y = aqp + a4 X1 + a, X, +\dots + q; X + e; = ay + \sum + ¢;(3.1)

r=13Fay,
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Y: Bagimli degisken,

e a,: Kesme terimi (intercept),

* a, a,,..,ag Bagimsiz degiskenlerin katsayilari,

o X, X,,.. X3: Bagimsiz degiskenler

e e: Hata terimi (modelin agiklamadig1 varyansi temsil eder).

3.1.1.2. Temel bilesen regresyonu (principal component regression - pcr)

PCR (Principal Component Regression), aslinda bir dogrusal regresyon
yontemidir. Ancak, ¢oklu dogrusallikla basa ¢ikmak i¢in bagimli degisken, bagimsiz
degiskenler yerine temel bilesenlere regresyon uygular. Temel bilesen sayisi, X 'in
varyasyonunun maksimumunu elde edilerek belirlenir. Diyelim ki y;'ler, korelasyon
matrisi olan XTX 'in 6zdegerleri ve XTX 'ler, 'in birim normlu 6zvektorleridir [66-
70].

Vektor y;, X’in PC Z'leriyle ifade edilebilmesi i¢in asagidaki formda kullanir.
X"Xy; = Ayi\quadi = 1,2,..,k

TUm Z; 'ler birbirine diktir ve PCR tahmincisi asagidaki esitlikler yardimiyla

bulunur:
Zi = Yapx, T Yeigx, T -t Yikix,
:B{PCR} = Vnam

Burada am = (Z%, Z,,)"*ZT y , modelde tutulan PC sayisi, 1}, ise ilk m

birim-norm 6zvektorlerinden olusan bir matristir.

3.1.1.3. Kismi en Kkiiciik kareler regresyon (partial least squares

regression - plsr)

PLS (Partial Least Squares), aciklayici degiskenlerin ¢cok sayida ve yiiksek
derecede dogrusal iliskili oldugu durumlarda 6ngorii modelleri olusturmak icin
1960'larda  Herman Wold tarafindan gelistirilen nispeten yeni bir yOntemdir
[69,71,72]. PLS, herhangi bir sayida agiklayici degiskenle kullanilabilir, hatta

gozlem sayisindan daha fazla olabilir. PLS, kimyacilar tarafindan yogun bir sekilde
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tanitilip kullanilmasina ragmen, istatistik¢iler tarafindan genellikle bilinmez. Y
degiskenlerini X 1, . . ., Xp agiklayici degiskenleriyle regresyon yapmak i¢in, PLS, X
'lerin yerine gegecek yeni faktorleri bulmaya calisir. Bu yeni faktorler genellikle gizli
degiskenler veya bilesenler olarak adlandirilir. Her bir bilesen, X1, . .., Xp'nin bir
lineer kombinasyonudur. PCR ile bazi benzerlikler bulunmaktadir. Her iki yontemde
de Y degiskenleri ile regresyon yapilacak bazi faktorleri bulma ¢abalar1 vardir. Ana
fark sudur: PCR, yeni faktorleri olusturmak icin yalnizca X'in varyasyonunu
kullanirken, PLS, agiklayict degiskenlerin roliinii iistlenecek yeni faktorleri
olusturmak i¢in hem X'in hem de Y'in varyasyonunu kullanir. PLS’nin amaci, X
degiskenlerinin ¢ogunu i¢eren bilesenleri olusturmaktir [73]. Bu bilesenler, Y3, . . .,

Y,

¢yl tahmin etmek igin kullanmigh olan bilgiyi ¢ogunlukla yakalamaktadir, ayni

zamanda regresyon probleminin boyutunu azaltarak X degiskenlerinin sayisindan
daha az sayida bilesen kullanmaktir. Simdi PLS'nin  ve B tahmincilerini tiiretmeye

gececegiz. Matris X'in asagidaki gibi bir bikatli ayrisimi vardir;
X =tipy+ tp; + ..t typ, = TP’ [72].
3.1.1.4. Ridge regresyon (RR)

Ridge regresyon (RR) modelinde XX matrisi korelasyon formunda olmak
Uzere XTX matrisinin kdsegen 6gelerine kiigiik k degerlerinin (k > 0) eklenmesiyle
ridge regresyon elde edilir (Hoerl ve Kennard 1970). Bu tahminci, OLS "Ordinary
Least Squares” (Normal En Kuclik Kareler) ile benzerdir. Ancak, diyagonal
elemanlara pozitif bir say1 k eklenmesi, X” X matrisinde tekil olmayan bir sorunu ele
alir. k degerini belirlemek, ridge regresyonunun énemli bir kismini olusturur. Hedef,
OLS tahmincisine gore varyansi azaltacak kadar biiyiik, ancak kabul edilebilir bir

diisiik 6nyargi tiretecek kadar kiiclik olan bir k bulmaktir [74].
3.1.1.5. Lasso regresyonu (LR)

Lasso Regresyon, en kiiclik kareler (EKK) yontemine alternatif bir yanh
tahmin yontemi olarak one ¢ikar. Bu yontem, c¢oklu dogrusal baglanti ve asiri
Ogrenme sorunlarma etkili bir ¢6zlim sunabilir. Lasso Regresyon, degisken se¢imi ve
regularizasyonun es zamanli olarak gergeklestigi bir regresyon teknigi olarak bilinir.

Yiiksek etkinlik ve hiz1 sayesinde, 6zellikle biiyiik veri setlerinde genis bir uygulama
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alanina sahiptir. EKK modelinin uygulanmasinin zor oldugu diisiik gozlem sayisina
sahip durumlarda, biyo istatistikte Lasso Regresyon sik¢a tercih edilir. Capraz
dogrulama ve ceza parametresi kullanimi, modelin bu zorlu kosullarda dahi basarili
bir sekilde kurulabilmesine olanak tanir. Lasso Regresyon, Ridge regresyonda
oldugu gibi bir ceza terimi kullanarak (L1 tipi cezalandirma), regresyon katsayilarmni
sifira dogru zorlar. Bu ceza terimi, regresyon katsayilarina uygulanacak biiziilme

miktarin belirler [74].
3.1.1.6. ElasticNet

Elastic net prosediirii, ridge regresyonu ile lasso arasinda bir koprii saglayan
lineer regresyon i¢in diizenlenmis bir optimizasyon formudur. Urettigi tahmin, elastic
net cezasmin sekli tarafindan ima edilen bir 6nceki dagilim altinda bir Bayesian

posterior modu olarak gorulebilir [75].
3.1.2. Dogrusal Olmayan Reglesyon Algoritmalar
3.1.2.1. K-en yakin komsu (k nearest neighbors - knn)

K-NN algoritmasi, T. M. Cover ve P. E. Hart tarafindan Onerilen bir
smiflandirma yontemidir, bu yontemde ornek veri noktasinin bulundugu sinif ve en
yakin komsularin k degerine gore belirlendigi. Bu algoritma, en bilinen, eski, basit ve
etkili Oriintii siniflandirma yontemlerinden biridir ve makine 6§renme algoritmalari

arasinda genis bir popiilerlik kazanmustir [76].
3.1.2.2. Cok katmanh algilayic1 (multilayer perceptron — mlp)

MLPNN (Cok Katmanh Algilayict Sinir Ag1), birgok tespit ve tahmin
islemini gergeklestiren parametrik olmayan bir yapay sinir agi1 teknigidir.
MLPNN'de, her bir gizli katmandaki j noronu, giris isaretlerinin wji baglant1 agirhgi
ile carpimlarinin toplammi alir ve yj cikisin1 bu toplamim bir fonksiyonu olarak
hesaplar [77-78].

yj = f(Swji xi)

3.1.2.3. Classification & regression tree (cart)

Smiflandirma ve regresyon agaci yontemi, analiz edilen verilerin

ozelliklerine gore farkli isimlerle adlandirilmaktadir. Bagimli
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degisken kategorik oldugunda Smiflandrma Agaci yOntemi
kullanilirken, bagimli degisken siirekli oldugunda ise Regresyon

Agac1 yontemi tercih edilmektedir [79].
3.1.2.4. Rastsal orman (random forest — rf)

Toplu smiflandirma yontemleri, bir smiflandirici  yerine bir dizi
smiflandiricidan olugan ve ardindan yeni veri noktalarini tahminlerini oylariyla
smiflandiran 6grenme algoritmalaridir. En yaygin kullanilan toplu smiflandiricilar

arasinda Bagging, Boosting yanisira RF bulunmaktadir [80].
3.1.2.5. LightGBM

Gradient Boosting Decision Tree (GBDT), popiiler bir makine 6grenme
algoritmasidir. XGBoost ve pGBRT gibi birkag¢ etkili uygulamaya sahiptir. Bu
uygulamalarda bir¢ok miihendislik optimizasyonu benimsenmis olmasma ragmen,
ozellik boyutu yiksek ve wveri boyutu biliyik oldugunda verimlilik ve
Olgceklenebilirlik hala tatmin edici degildir. Temel bir neden, her 6zellik i¢in tiim veri
Orneklerini tarayarak tiim olas1 bolme noktalarinmn bilgi kazanglarini tahmin etmeleri

gerektigidir ki bu ¢ok zaman alicidir [81].
3.1.2.6. Category boosting (catboost)

CatBoost'un Gradient Boosting'e yaptig1 ilk gelistirme, yiiksek kardinaliteye
sahip kategorik degiskenlerle basa ¢ikma yOntemidir. Diisiik kardinaliteye sahip
kategorik degiskenler i¢in, CatBoost one-hot encoding kullanir. Diisiik kardinalitenin
kesin tanimi, hesaplama ortamia ve kullanicinin CatBoost'u 6zel modlarda kullanip

kullanmadigina baghdir [82].
3.1.2.7. Destek vektor regresyonu (support vector regression — svr)

Istatistiksel 6grenme veya Vapnik-Chervonenkis (VC) teorisine dayanan
destek vektdr makineleri (SVM'ler), heniiz goriilmemis verilere genelleme yapma
konusunda iyi bir konumda bulunmaktadir. 3. boliimde sunulan SVM kavramlari,
regresyon problemlerine uygulanabilir hale gelmek iizere genellestirilebilir.
Siniflandirmada oldugu gibi, destek vektor regresyonu (SVR), ¢ekirdeklerin, seyrek
¢ozumun ve VC'nin marj kontroli ve destek vektér sayismm kullanimiyla
karakterizedir [83].
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3.1.2.8. Bagged trees

Bootstrap toplama veya bagging, Breiman (1996a) tarafindan Onerilen bir
tekniktir ve bircok smiflandirma ve regresyon yontemi ile kullanilabilir. Bu teknik,
tahminle ilgili varyansi azaltmak ve boylece tahmin siirecini iyilestirmek amaciyla
kullanilir. Oldukga basit bir fikir tizerine kuruludur: mevcut veriden bir¢cok bootstrap
ornegi ¢ekilir, her bir bootstrap 6rnegine bir tahmin yontemi uygulanir ve ardindan
sonuclar, regresyon icin ortalamaya ve smiflandirma igin basit bir oylamaya dayali
olarak birlestirilir. Bu sekilde, varyansin ortalamaya bagli olarak azaltilmasiyla genel

tahmin elde edilir [84].
3.1.2.9. Xgboost

Bu, R'deki xgboost paketini kullanmaya yonelik bir giris dokiimanidir.
xgboost, eXtreme Gradient Boosting paketinin kisaltmasidir. Bu, (Friedman, 2001)
ve (Friedman et al. 2000) tarafindan gelistirilen gradyan artirma ¢ergevesinin verimli
ve Ol¢eklenebilir bir uygulamasidir. Paket, etkili bir lineer model ¢6ziiciisii ve agag
o0grenme algoritmasi icermektedir. Regresyon, smiflandirma ve siralama dahil olmak
iizere ¢esitli ama¢ fonksiyonlarimi destekler. Paket, genisletilebilir olacak sekilde

tasarlanmistir, bu nedenle kullanicilar kendi amaglarini kolayca tanimlayabilirler

[85].
3.2. Performans Metrikleri

Performans metrikleri, bir modelin veya algoritmanin ne kadar iyi ¢alistigmi
degerlendirmek i¢in kullanilan 6lgiitlerdir. Hangi metriklerin kullanilacagi, belirli bir

probleme ve kullanilan 6grenme gorevine bagl olarak degisebilir.

Son yillarda, riizgar enerjisi sektoriindeki gelismeler, bdlgesel riizgar
rejimlerini daha hassas bir sekilde tahmin etmeyi gerektirmistir. Bu baglamda, riizgar
hiz1 frekans dagilimlarimi belirlemede kullanilan istatistiksel yontemler arasinda
Ozellikle Weibull ve Rayleigh dagilimlari 6ne ¢ikmaktadir. Bu dagilimlarin benzersiz
avantajlari, 6zellikle esnek yapilar1 ve parametrelerinin belirlenmesindeki kolaylik,
rlizgar enerjisi projelerinin planlamasinda ve tasariminda Onemli bir rol

oynamaktadir.

Weibull ve Rayleigh dagilimlarinin kullanimmin yayginlagmasinda etkili olan
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bir diger faktér de, bu dagilimlarin hata analizlerinin saglam bir temele
dayanmasidir. Belirleme katsayis1 (R2), RMSE ve X2 gibi kriterlerle yapilan bu
analizler, modellerin ne kadar dogru ve giivenilir oldugunu degerlendirmek adina
onemli bir referans saglamaktadir. Anderson—Darling ve Kolmogorov—-Smirnov gibi
testlerle dagilimlarin gli¢ yogunluklar1 ve ortalama hizlar1 incelenerek, tahmin
modellerinin gergek diinya kosullarma ne kadar uygun oldugu daha detayli bir
sekilde degerlendirilebilmektedir [44].

RMSE (Root Mean Squared Error), NRMSE (Normalized Root Mean
Squared Error), MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage
Error), ve R2, regresyon modellerinin performansini degerlendirmek i¢in kullanilan

yaygin regresyon Olgtitleridir.
3.2.1. RMSE (Root Mean Squared Error)

Hata karelerinin ortalamasmin karekokii alinarak hesaplanir. Genellikle hata
miktarmin biiylikliglinii 6lgcmek i¢in kullanilir. Diisiik RMSE degeri, modelin daha

1yi performans gosterdigini gosterir [86].
3.2.2. NRMSE (Normalized Root Mean Squared Error)

RMSE degerinin bir olgitiidiir ve genellikle farkli 6lgeklerdeki verileri
karsilastirmak i¢in kullanilir. Veri setinin varyansina oranlanarak normalize edilir. O

ile 1 degerleri arasinda bir deger alir, 0'a yaklasan deger daha iyi bir uyum gosterir
[87].

3.2.3. MAE (Mean Absolute Error)

Hata terimlerinin mutlak degerlerinin ortalamasidir. Aykir1 degerlere duyarh

degildir ve hata miktarinin biiytikliigiinii 6lcer [88].
3.2.4. MAPE (Mean Absolute Percentage Error)

Hata oranlarinin mutlak degerlerinin ortalamasidir ve genellikle yiizde

cinsinden ifade edilir.

Gergek degerlere oranla hatalarin yiizdesel biiylikliglinii Olger. Yiizde
cinsinden ifade edildigi i¢in 6lgek bagimsizdir [88].
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3.2.5. Belirleme Katsayisi (R?)

Bagimli degiskenin varyansmin ne kadarmin bagimsiz degiskenler tarafindan
aciklandigmi gosteren bir istatistik degeridir. 1'e yaklasan deger, modelin veriyi ¢ok

iyi agikladigini gosterir. 0 ise modelin hi¢ ag¢iklama yapmadigini ifade eder.

Bu olgiitler, regresyon modellerinin performansmi degerlendirmek ve
karsilastirmak icin kullanilir. ideal durumda, diisik RMSE, MAE, MAPE ve yiiksek
R? degerleri istenir ve NRMSE'nin 0'a yaklasmasi beklenir [88].
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4. DENEYSEL SONUCLAR VE TARTISMA

Bu bolimde ulkemizde bdlgelere gore ruzgar enerji santrali bulunan illerde
veriler alinarak egitilen modellerle incelenmesi i¢in metrik degerler ve tablo
lizerinden karsilagtirma yapilmistir. Belirlenen tiim iller igin {iretilen elektrik
miktarmin tahmin edilmesi i¢in 12 ¢esit makine O0grenmesi algoritmasi ile test
yapilmistir. 5 adet farkli metrik ile karsilastirma yapilmis olup tablolarda

sunulmustur.
4.1. Akdeniz Bolgesi Tahmin Sonuclan
4.1.1. Osmaniye ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Osmaniye ili
verilerinin dogrusal regrasyon algoritmalari ve dogrusal olmayan regrasyon
algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.1. Osmaniye iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO ELASTIC

NET

Train  Test Train Test Train Test Train  Test Train Test Train  Test

NRMSE 943 1076 9.78 1117 9.35 1068 8.08 9.23 931 103'6 8.05 9.19

RMSE 940 970 9.75 10.07 9.32 9.62 8.06 832 928 958 802 828

MAE 414 426 326 336 4.19 4.32 3.78 389 393 405 459 473

MAPE 17.81 1854 14.04 1461 18.05 18.79 162 169 169 176 197 205

7 4 2 2 7 9
R2 9686 96.86 89.16 89.16 9533  95.33 83'1 82'1 8%'1 8%'1 8%'0 896'0
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBTOOS LIGHTGBM CATBOOST KNN

Train  Test Train Test Train Test Train  Test Train Test Train  Test
NRMSE 943 1078 960 1096 919 1050 9.96 1%'3 9.12 1%'4 9.39 1%7
RMSE 941 971 957 988 917 946 993 1%'2 9.09 938 936 966

MAE 3.74 385 331 340 3.02 3.11 327 336 358 369 314 323
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Cizelge 4.1.in devam

MAPE 16.11 16.77 1424 1483 13.01 1354 1407 1465 1542 16.05 1351 14.06

R2 9482 94.82 88.96 8896 9219 9219 91.08 91.08 88.85 88.85 9524 9524

Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gdsterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1
herhangi bir regresyon yoktur. Bu sonu¢ bahsi ge¢en modellerin dogru ¢alistigim
gostermekle birlikte gergege ¢ok yakin tahmin modelleri oldugunu gostermektedir.
Dogrusal regresyon algoritmalarinda Osmaniye i¢in tiim algoritmalar kullanilabilir
bir egilim gdstermektedir. Dogrusal regresyonlarda yiiksek R? tahmin degerlerinden
olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1 en
iyi tahmini yapan dogrusal regresyon modelleri MLR ve PLSR’dir. Dogrusal
olmayan regresyonlarda ise yiksek R? tahmin degeri, NRMSE, RMSE, MAE,
MAPE hata degerlerinin diisiik olmasindan dolay1 1yi tahmini yapan GBM ve KNN
regresyonlardir. Osmaniye ilimiz icin MLR regresyonu ile %96.8695 degerinde

tahmin analizi yapilabilir.

Sekil 4.1 de Osmaniye dogrusal regresyon grafigi gosterilmistir ve gorildigi
gibi Osmaniye ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve
tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gordiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastigi

gorulmektedir.
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Gergek Ve Tahmini Degerleri (OSMANIYE)
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Sekil 4.1. Osmaniye ¢oklu dogrusal regresyon grafigi

4.1.2. Mersin Ili Tahmin Sonuclar

Calismamizda elde edilen verilerin

islenmesi

sonucunda,

Mersin

ili

verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon

algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmas: asagidaki tabloda

gosterilmektedir.

Cizelge 4.2. Mersin iline ait makine 6grenmesi modellerinin karsilagtirmasi

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO EL@EPC
Train Test Train Test Train Test Train Test Train Test Train  Test
NRMSE 8.55 977 836 955 851 972 9.26 1%5 843 963 9.82 112'2
RMSE 8.53 880 833 860 848 876 9.23 953 8.4 8.67 9.8 12'1
MAE 3.29 339 371 382 338 348 357 367 413 425 369 3.80
14.7 15.9 16.6 14.5 15.1 15.3 15.9 17.7 18.5 15.9 16.5
MAPE 1418 ¢ 8 4 5 4 6 9 8 1 0 5
88.0 933 933 883 883 927 927 899 899 925 925
Re 80 "y 0 o 4 4 9 9 0 0 1 1
DOGRUSAL OLMAYAN REGRASYON ALGORiTMALARI
GBM CART XGBOOST LIGII\{ATGB CATBOOST KNN
Train Test Train Test Train Test Train Test Train Test Train  Test
NRMSE 867 990 847 968 971 1%'0 9.64 111'0 9.64 111'0 9.28 1%6
RMSE 8.64 892 845 872 968 999 961 992 961 992 925 955
MAE 3.13 322 322 332 457 470 356 366 367 378 358 3.69
13.4 14.0 13.8 14.4 19.6 20.4 15.3 15.9 15.7
MAPE 9 4 8 5 5 5 2 5 9 16.4 1543 16.06
88.7 88.7 90.7 90.7 891 891 933 933 966 96.6
R2 0 0 5 5 7 7 1 1 8 g 418 9418
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {iistiine ¢iktigi
herhangi bir regresyon yoktur. Bu sonu¢ bahsi gecen modellerin dogru calistigini
gostermekle birlikte ger¢ege cok yakin tahmin modelleri oldugunu gostermektedir.
Dogrusal regresyon algoritmalarinda Mersin igin tiim algoritmalar kullanilabilir bir
egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin degerlerinden
olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1 en
iyi tahmini yapan dogrusal regresyon modelleri PCR, RIDGE, ELASTIC NET dir.
Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE, RMSE,
MAE, MAPE hata degerlerinin diisiik olmasindan dolayr iyi tahmini yapan
CATBOOST, KNN regresyonlardir. Mersin ilimiz icin CATBOOST regresyonu en

yiiksek tahmin degerini vermistir ve %96.685 degerinde tahmin analizi yapmustur.

Sekil 4.2 de Mersin c¢oklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigii gibi Mersin ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut
ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.

Gergek Ve Tahmini Degerleri (MERSIN)
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Sekil 4.2. Mersin ¢oklu dogrusal regresyon grafigi
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4.2. Marmara Bélgesi Tahmin Sonuclan

4.2.1. Canakkale ili Tahmin Sonuclan

Calismamizda elde edilen verilerin islenmesi sonucunda, Canakkale ili

verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon

algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.3. Canakkale iline ait makine 6grenmesi modellerinin karsilagtirmasi

NRM
SE

RMSE

MAE

MAP

R2

NRMSE

RMSE

MAE

MAPE

R2

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO ELNAS?C
T;ai Test Train  Test  Train  Test Trr1ai Test Trr]ai Test T:‘ai Test
804 918 972 1110 854 975 996 ¢° 950 00 909 O0°
801 827 960 10 851 879 993 %% 947 978 906 9.35
485 499 495 510 355 365 47 484 412 424 474 488
A% w3 219 1528 1591 57 20 T 184 24 212
% o1s0 sses 8e6s 8985 soss  gor0 ool 9% 93 %03 903
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART xgBoosT ~ MGHIGB  CATBOOS KNN
T;ai Test Train  Test Train  Test 'I;;a Test Trrlai Test T;ai Test
954 9% 922 1053 962 1099 °° .7 803 918 862 985
951 981 919 948 95 990 0 101 go1 827 se0 887
374 385 417 420 473 487 0 347 349 36 419 431
1187 1703 1866 2035 2110 pp ot 50 1O 180 g0
M9 N9 9550 9550 8937 g3 oo Y N B2 D g0

Regresyonlarda NRMSE,

RMSE, MAE, MAPE degerlerinin mevcut ve

tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu

fark rlzgér enerji tiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni

degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1

regresyonlar goriilmektedir. Bu regresyonlar MLR, PCR, RIDGE, ELASTIC NET ve

XGBOOST regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20

degerine yakin sinir degerler oldugu goriilmektedir. Bu sonug bahsi gecen modellerin
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yanlis oldugunu gostermemekle birlikte gergege en az yakin tahmin modeller
oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda Canakkale i¢in tim
algoritmalar kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek
R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin
diisiik olmasindan dolayr en iyi tahmini yapan dogrusal regresyon modelleri
LASSO’dur. Dogrusal olmayan regresyonlarda ise yiikksek R2 tahmin degeri,
NRMSE, RMSE, MAE, MAPE hata degerlerinin diisik olmasindan dolay1 iyi
tahmini yapan CART ve CATBOOST regresyonlardir. Canakkale ilimiz icin
ELASTIC NET regresyonu en yiiksek tahmin degerini vermistir ve = %96.3047
degerinde tahmin analizi yapmustir fakat bu regresyonda MAPE degerimizin
%20’nin lizerinde olmas1 nedeniyle %95.5992 tahmin degeriyle CART regresyonu

tercih edilebilir bir tahmin modeli oldugu gézlemlenmistir.

Sekil 4.3 de Canakkale coklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigii gibi Canakkale ili ¢oklu dogrusal regresyon grafigi incelendiginde ise
mevcut ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu
grafikte de gordiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda

yaklastig1 goriilmektedir.

Gergek Ve Tahmini Degerleri (CANAKKAILE)
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Sekil 4.3. Canakkale ¢oklu dogrusal regresyon grafigi
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4.2.2. Balikesir ili Tahmin Sonugclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Balikesir ili
verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon
algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.4. Balikesir iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI
. ELASTIC
MLR PCR PLSR RiDGE LASSO NET

Train  Test Train Test Train Test Train Test Train  Test Train Test
NRMSE 9.32 1064 812 9.27 829 947 9.69 11.07 837 955 8.39 9.58
RMSE 929 959 809 835 827 853 966 997 834 861 8.37 8.63
MAE 3.16 3.25 4.7 483 455 468 441 454 407 4.19 3.28 3.37
MAPE 136 14.16 20.21 21.03 19.57 20.37 1898 19.75 1751 18.23 1412 14.69
R2 96.1 96.1 96.76 96.76 90.19 90.19 9225 9225 9297 9297 8852 88.52
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train  Test Train Test
NRMSE 9.03 1031 9.72 111 9.16 1046 958 1094 939 10.73 8.56 9.78
RMSE 9 9.29 9.69 10 9.13 942 955 986 937 9.67 8.53 8.81
MAE 3.49 359 3.3 3.39 417 429 429 441 478 492 4,22 4.34
MAPE 15.04 1565 142 1478 1793 18.66 1846 19.22 2056 214 18.15 18.9
R2 9159 9159 9505 95.05 9461 9461 93.78 93.78 88.05 88.0 90.01 90.01

Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rlzgar enerji lretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1
regresyonlar gorulmektedir. Bu regresyonlar PCR, PLSR ve CATBOOST
regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20 degerine yakin
smir degerler oldugu goriilmektedir. Bu sonu¢ bahsi gegen modellerin yanlis
oldugunu gostermemekle birlikte gergege daha az yakin tahmin modeller oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Balikesir i¢in tim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin
degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolayr en iyi tahmini yapan dogrusal regresyon modelleri MLR ve
PCR’dir. Dogrusal olmayan regresyonlarda ise yliksek R2 tahmin degeri, NRMSE,
RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1 iyi tahmini yapan
CART ve XGBOOST regresyonlardir. Balikesir ilimiz i¢in PCR regresyonu en
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yiiksek tahmin degerini vermistir ve %96.7653 degerinde tahmin analizi yapmistir
fakat bu regresyonda MAPE degerimizin %?20’nin {izerinde olmasi nedeniyle
%96.1022 tahmin degeriyle MLR regresyonu tercih edilebilir bir tahmin modeli

oldugu gozlemlenmistir.

Sekil 4.4. de Balikesir ¢oklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigi gibi Balikesir ili ¢oklu dogrusal regresyon grafigi incelendiginde ise
mevcut ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu
grafikte de gordiiglimiiz gibi tahmini degerlerin genel olarak gergege %90 civarinda

yaklastig1 goriilmektedir.

Gergek Ve Tahmini Degerleri (BALIKESIR)
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Sekil 4.4. Balikesir ¢oklu dogrusal regresyon grafigi
4.3. Ic Anadolu Bolgesi Tahmin Sonuc¢larn
4.3.1. Sivas ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Sivas ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine dgrenimine gore karsilastirilmas: asagidaki tabloda gosterilmektedir.
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Cizelge 4.5. Sivas iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI
MLR PCR PLSR RIDGE LASSO ELNAEIC

Train  Test Train Test Train Test Train Test Train  Test Train Test
NRMSE 9.79 11.18 841 9.6 835 954 9.06 1035 9.84 1124 8.98 10.25
RMSE 9.76 10.07 838 865 833 859 903 932 981 1012 895 9.24
MAE 412 424 482 496 474 487 491 505 486 5.01 3.03 3.11
MAPE 17.74 18.46 20.76 21.61 20.38 21.21 21.12 2199 2093 21.79 13.03 13.56
R2 95.98 9598 95.73 957 96.10 96.10 89.33 89.33 93.11 9311 96.1 96.1

DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN

Train  Test Train Test Train Test Train Test Train  Test Train Test
NRMSE 9.44 10.78 9.35 10.67 9.06 1035 852 973 976 11.15 8.98 10.26
RMSE 941 971 932 962 9.03 932 849 876 974 10.05 8.95 9.24

MAE 3.03 312 434 447 463 476 446 459 351 361 3.11 3.2
MAPE 13.04 1357 1869 1945 1991 20.73 19.2 19.98 15.11 15.73 13.37 13.92
R2 90.04 90.04 93.87 93.87 93.06 93.06 90.13 90.13 90.84 90.84 9154 9154

Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gdsterdigi saptanmistir. Bu
fark rizgar enerji iretiminin mevcut ve tahmini degerlerin yaklagik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %?20°nin {istiine ¢iktig1
regresyonlar gorilmektedir. Bu regresyonlar PCR, PLSR, RIDGE, LASSO ve
XGBOOST regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20
degerine yakim smir degerler oldugu goriilmektedir. Bu sonug bahsi gegcen modellerin
yanlis oldugunu gostermemekle birlikte gercege daha az yakin tahmin modeller
oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda Sivas ili i¢in tim
algoritmalar kullanilabilir bir egilim géstermektedir. Dogrusal regresyonlarda yiiksek
R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin
diisiik olmasindan dolayi en iyi tahmini yapan dogrusal regresyon modeli ELASTIC
NET’dir. Dogrusal olmayan regresyonlarda ise yiikksek R2 tahmin degeri, NRMSE,
RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1 iyi tahmini yapan
CART regresyonudur. Sivas ilimiz i¢gin ELASTIC NET regresyonu en yiiksek tahmin

degerini vermistir ve %96.1016 degerinde tahmin analizi yapmustir.

Sekil 4.5. de Sivas c¢oklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigii gibi Sivas ili coklu dogrusal regresyon grafigi incelendiginde ise mevcut
ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de

gordiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastigi

44



gorulmektedir.
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Sekil 4.5. Sivas dogrusal regresyon grafigi
4.3.2. Cankin Ili Tahmin Sonuc¢lan
Calismamizda elde edilen verilerin islenmesi

Uretilen Elektrik (MWh)
Y
o
o

Gergek Ve Tahmini Degerleri (SIVAS)

—— Gergek Degerler
—— Tahmini Degerler

sonucunda,

Cankir1 ili

verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon

algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.6. Cankiri iline ait makine 6grenmesi modellerinin karsilagtirmasi

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO ELASTICNET
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 9.23 10.54 8.92 10.19 8.3 9.48 9.14 10.44 9.14 10.44 9.76 11.14
RMSE 920 949 889 918 828 854 912 941 911 9.4 9.73 10.04
MAE 427 439 425 438 412 424 332 342 378 3.89 3.34 3.44
MAPE 18.36 19.11 18.3 19.05 17.72 18.44 1431 14.89 16.26 16.93 14.38 14.97
R2 95.92 9592 9549 9549 916 916 928 928 90.8 90.86 90.82 90.82
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 9.39 1073 854 975 843 963 9.04 1033 865 9.88 9.71 11.09
RMSE 937 966 851 879 841 868 9.02 931 863 890 9.68 9.99
MAE 4.69 4.83 3.48 3.59 3.75 3.86 4.47 4.6 413 4.25 457 4.7
MAPE 20.18 21.01 15.00 1562 16.13 16.79 19.22 20.01 17.79 1852 19.65 20.45
R2 95.35 9535 9271 9271 9272 92.72 88.28 88.28 88.78 88.79 92.82 92.82
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin Ustline ¢iktig
regresyonlar gortlmektedir. Bu regresyonlar GBM, LIGHTGBM regresyonlaridir.
Bu regresyonlarda da mevcut tahmini degerleri %20 degerine yakin sinir degerler
oldugu goriilmektedir. Bu sonu¢ bahsi gegen modellerin yanlis oldugunu
gostermemekle birlikte ger¢ege daha az yakin tahmin modeller oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Cankiri i¢in tiim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin
degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolay1 en i1yi tahmini yapan dogrusal regresyon modelleri MLR ve
PCR’dir. Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE,
RMSE, MAE, MAPE hata degerlerinin diisilk olmasindan dolay1 iyi tahmini yapan
CART ve XGBOOST regresyonlardir. Cankirt ilimiz i¢in MLR regresyonu en
yiiksek tahmin degerini vermistir ve %95.9258 degerinde tahmin analizi yapmuistir.
Yan1 sira PCR regresyonunda MLR tahminine ¢ok yakin bir degerle %95.4916 ile

ikinci tahmin analizini yapmustir.

Sekil 4.6. da Cankir1 ¢oklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigii gibi Cankiri ili coklu dogrusal regresyon grafigi incelendiginde ise mevcut
ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goériilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.

46



480
Gergek Degerler

460 - Tahmini Degerler

440 -
P
= 420 1
=
= 400 A
X
O
M 380 -
=
2
= 360 A

340

320 A

e o A > S Q "e .2 >
& S & N 3 O Qv QY v
g > &> > g > > > o>
N N N N N N S N N
\d S S g e N\ \g S g
Tarihler

Gergek Ve Tahmini Degerleri (CANKIRI)

Sekil 4.6. Cankir1 dogrusal regresyon grafigi

4.3.3. Kirikkale ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Kirikkale 1ili

verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon

algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.7. Kirikkale iline ait makine 6grenmesi modellerinin karsilastirmasi

NRMSE

RMSE
MAE
MAPE

R2

NRMSE(%
)

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO
Train  Test Train Test Train Test Train Test Train  Test
947 108 g6 991 g7 L0 g79 L1 g9 101
2 5 8 9
944 975 866 893 964 995 0976 1%0 89 918
365 376 379 391 444 457 321 33 353 363
157 163 163 ,, 191 199 138 143 151 158
1 6 3 1 0 2 9 9 1
942 942 893 893 900 900 938 938 928 928
9 9 0 0 1 1 3 4 8 8
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART XGBOOST Lég‘:f CATBOOST
Train  Test Train Test Train Test Train Test Train  Test
9.28 1%'6 92 105 958 1?1'9 84 959 836 955

ELASTIC
NET
Train  Test

10.0

8.83 9
8.81 9.09
35 3.6
15.0 15.6

7 9
90.0 90.0

2 2

KNN

Train  Test
11.2

9.86 7
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Cizelge 4.7.’nin devamu

RMSE 925 955 917 946 955 986 837 864 834 861 983 1015
MAE 471 484 469 483 308 317 301 310 465 479 3.07 316
MAPE 20.25 21.08 20.2 21.03 1327 13.81 1297 135 20.02 20.84 1321 13.75

R2 92.74 9274 91.14 91.14 96.83 96.83 9453 94.53 9223 92.23 95.99 95.99

Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {stiine ¢iktig1
regresyonlar gorulmektedir. Bu regresyonlar GBM, CART, CATBOOST
regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20 degerine yakin
smir degerler oldugu goriilmektedir. Bu sonu¢ bahsi gecen modellerin yanlis
oldugunu gostermemekle birlikte ger¢ege daha az yakin tahmin modeller oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Kirikkale ig¢in tim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin
degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolayr en iyi tahmini yapan dogrusal regresyon modeli MLR’dir.
Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE, RMSE,
MAE, MAPE hata degerlerinin diisiik olmasindan dolayr iyi tahmini yapan
XGBOOST regresyonudur. Kirikkale ilimiz i¢in XGBOOST regresyonu en yiiksek

tahmin degerini vermistir ve %96.8369 degerinde tahmin analizi yapmustur.

Sekil 4.7. de Kirikkale c¢oklu dogrusal regresyon grafigi gosterilmistir ve
goriildiigi gibi Kirikkale ili ¢oklu dogrusal regresyon grafigi incelendiginde ise
mevcut ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu
grafikte de gordiigiimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda

yaklastig1 goriilmektedir.

48



Gergek Ve Tahmini Degerleri (KIRIKKALE)
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Sekil 4.7. Kirikkale dogrusal regresyon grafigi
4.3.4. Kirsehir ili Tahmin Sonugclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Kirsehir ili
verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon
algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.8. Kirsehir iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI
. ELASTIC
MLR PCR PLSR RIDGE LASSO NET

Train  Test Train Test Train Test Train Test Train Test  Train Test

NRMSE 9.7 11.07 884 101 851 972 954 1089 9.01 1029 8.92 10.19
RMSE 9.67 9.98 881 9.1 848 875 951 981 898 9.27 8.89 9.18
MAE 4.16 4.29 3.91 4.02 4,99 5.13 491 5.05 3.04 3.13 4.01 4.13

MAPE 1792 18.66 16.81 175 2147 2235 2113 22 13.08 1361 17.26 17.97

R2 90.96 90.96 955 955 88.06 88.06 94.36 9436 955 955 9438 94.38
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 8.89 10.16 991 1132 809 9.23 884 1009 9.32 10.65 8.31 9.49
RMSE 887 915 983 102 806 832 881 909 929 959 8.29 8.55
MAE 3.71 382 427 439 471 485 3.2 3.3 424 437 3.26 3.35
MAPE 1598 16.63 18.37 19.12 20.27 211 13.79 1436 1826 19.01 14.03 14.61
R2 91.09 91.09 9499 9499 91.1 91.1 93.44 93.44 96.92 96.92 9471 94.71
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1
regresyonlar  gorilmektedir. Bu regresyonlar PLSR, RIDGE, XGBOOST
regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20 degerine yakin
smir degerler oldugu goriilmektedir. Bu sonu¢ bahsi gegen modellerin yanlig
oldugunu gdstermemekle birlikte gercege daha az yakin tahmin modeller oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Kirsehir i¢in tiim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin
degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolay1 en iyi tahmini yapan dogrusal regresyon modelleri PCR ve
LASSO dur. Dogrusal olmayan regresyonlarda ise yiikksek R2 tahmin degeri,
NRMSE, RMSE, MAE, MAPE hata degerlerinin diisilk olmasindan dolay1 iyi
tahmini yapan CATBOOST regresyonudur. Kirsehir ilimiz i¢in XGBOOST
regresyonu en yiikksek tahmin degerini vermistir ve %96.8369 degerinde tahmin

analizi yapmuistir.

Sekil 4.8. de Kirsehir dogrusal regresyon grafigi gosterilmistir ve gorildigi
gibi Kirsehir ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve
tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Sekil 4.8. Kirsehir dogrusal regresyon grafigi
4.4. Karadeniz Bolgesi Tahmin Sonuc¢lan
4.4.1. Tokat ili Tahmin Sonuclan

Calismamizda elde edilen verilerin islenmesi sonucunda, Tokat ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.9. Tokat iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO ELASTICNET

Train  Test Train Test Train Test Train Test Train Test  Train Test

NRMSE 8.76 10.01 899 10.27 811 926 9.04 1032 9.73 1112 848 9.69

RMSE 874 9.02 897 925 808 834 9.01 9.3 9.71 10.02 8.46 8.73

MAE 413 4.25 3.44 3.54 4,54 4.67 3.53 3.63 4.61 4,75 3.24 3.33
MAPE 17.79 1852 1479 154 1955 20.35 15.21 1583 19.85 20.66 13.94 1452
R2 95.16 95.16 95.2 952 96.42 96.42 95.01 95.01 9592 95.92 90.61 90.61

DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN

Train  Test Train Test Train Test Train Test Train Test  Train Test

NRMSE 96 1097 891 917 923 1054 921 1052 832 951 9.86 11.26
RMSE 9.58 9.88 8.88 9.17 9.2 9.5 9.18 9.48 8.3 8.56 9.83 10.15

MAE 4.14 4.26 4.28 4.41 4.86 5.01 4,18 4.3 4.47 4.6 3.18 3.27
MAPE 17.81 1854 1844 19.2 20.93 21.79 17.98 18.72 19.25 20.04 13.67 14.23
R2 90.7 90.7 9384 93.84 895 895 9381 9381 9239 9239 88.28 88.28
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin Ustline ¢iktig
regresyonlar gorulmektedir. Bu regresyonlar PLSR, LASSO, XGBOOST,
CASTBOOST regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20
degerine yakin sinir degerler oldugu goriilmektedir. Bu sonug bahsi gecen modellerin
yanlis oldugunu gostermemekle birlikte gercege daha az yakin tahmin modeller
oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda Tokat igin tim
algoritmalar kullanilabilir bir egilim gdstermektedir. Dogrusal regresyonlarda yiiksek
R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin
diisik olmasindan dolayr en 1yi tahmini yapan dogrusal regresyon modeli
RIDGE’dir. Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri,
NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiikk olmasindan dolay1 iyi
tahmini yapan CART regresyonudur. Tokat ilimiz i¢in RIDGE regresyonu en yiiksek

tahmin degerini vermistir ve %95.0137 degerinde tahmin analizi yapmustir.

Sekil 4.9. da Tokat dogrusal regresyon grafigi gosterilmistir ve goriildiigii
gibi Tokat ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve tahmini
degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Gerg¢ek Ve Tahmini Degerleri (TOKAT)
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Sekil 4.9. Tokat dogrusal regresyon grafigi
4.4.2. Sinop ili Tahmin Sonuclar

Calismamizda elde edilen verilerin iglenmesi sonucunda, Sinop ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine 6grenimine gore karsilastirilmasi agagidaki tabloda gosterilmektedir.

Cizelge 4.10. Sinop iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO EL"(?E;I:IC

Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 10.02 11.44 9.57 10.92 8.3 9.74 9.2 1051 8.28 9.46 9.55 10.91
RMSE 9.99 1031 954 9.84 8.5 878 917 946 826 852 9.52 9.83
MAE 483 1031 436 449 403 415 456 469 339 3.49 3.12 3.21
MAPE 20.8 21.65 18.78 19.55 17.36 18.07 19.62 20.42 1459 15.18 13.42 13.97
R2 89.14 89.14 94.03 94.03 9153 9153 9437 9437 885 885 9222 92.22
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 842 9.62 858 9.8 854 975 994 1135 845 9.66 8.63 9.86
RMSE 8.4 867 855 883 851 878 991 1023 8.43 8.7 8.61 8.88
MAE 457 471 4.49 4.62 4.87 5.02 3.43 3.52 4.7 4.83 3.82 3.93
MAPE 19.68 20.49 19.31 20.1 2098 21.84 1474 1535 20.21 21.03 16.46 17.13
R2 95.29 9529 9574 9574 9137 9137 934 934 91.67 91.67 958 95.8
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1
regresyonlar gorulmektedir. Bu regresyonlar MLR, GBM, CART, XGBOOST,
CASTBOOST regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20
degerine yakin sinir degerler oldugu goriilmektedir. Bu sonug bahsi gecen modellerin
yanlis oldugunu gostermemekle birlikte gercege daha az yakin tahmin modeller
oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda Sinop ic¢in tim
algoritmalar kullanilabilir bir egilim gdstermektedir. Dogrusal regresyonlarda yiiksek
R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin
diisiik olmasindan dolay1 en iyi tahmini yapan dogrusal regresyon modeli RIDGE
dir. Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE, RMSE,
MAE, MAPE hata degerlerinin diisilk olmasindan dolay1 iyi tahmini yapan KNN
regresyonudur. Sinop ilimiz i¢cin KNN regresyonu en yiiksek tahmin degerini

vermistir ve %95.8037 degerinde tahmin analizi yapmustir.

Sekil 4.10. Sinop dogrusal regresyon grafigi gosterilmistir ve goriildiigli gibi
Sinop ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve tahmini
degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gOrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Sekil 4.10. Sinop dogrusal regresyon grafigi
4.5. Ege Bolgesi Tahmin Sonug¢lar
4.5.1.Manisa ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Manisa ili
verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon
algoritmalar1 olmak iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.11. Manisa iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI
. ELASTIC
MLR PCR PLSR RIDGE LASSO NET

Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 854 975 992 1133 858 979 937 107 855 9.77 9.04 10.33
RMSE 852 879 989 102 855 882 934 964 853 8.8 9.02 9.31
MAE 325 335 317 326 396 408 361 371 336 3.46 4.92 5.06
MAPE 13.99 1457 1364 142 17.05 17.75 1553 16.17 14.47 15.07 21.18 22.05
R2 91.06 91.06 96.87 96.87 93.35 93.35 89.41 89.41 9142 9142 90.52 90.52
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 9.92 11.33 10.01 1143 802 9.16 818 934 936 10.69 8.86 10.11
RMSE 9.89 1021 998 10.3 8 825 815 842 933 963 8.83 9.11
MAE 383 394 483 502 483 497 302 311 391 4.02 4,90 5.04
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Cizelge 4.11°in devami

MAPE 1647 17.14 2098 2184 20.78 2164 13.01 1354 16.82 1751 21.08 2194
R2 95.99 9599 90.39 90.39 96.95 96.95 88.64 88.64 96.75 96.75 90.08 90.08

Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin {istiine ¢iktig1
regresyonlar goriilmektedir. Bu regresyonlar ELASTIC NET, CART, XGBOOST,
KNN regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20 degerine
yakin smir degerler oldugu goriilmektedir. Bu sonug bahsi gecen modellerin yanlis
oldugunu gdstermemekle birlikte gercege daha az yakin tahmin modeller oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Manisa i¢in tim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda yiiksek R2 tahmin
degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolay1r en iyi tahmini yapan dogrusal regresyon modeli PCR’dir.
Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE, RMSE,
MAE, MAPE hata degerlerinin diisiik olmasindan dolayr iyi tahmini yapan
CATBOOST regresyonudur. Manisa ilimiz igin PCR regresyonu en yiiksek tahmin

degerini vermistir ve %96.8706 degerinde tahmin analizi yapmustir.

Sekil 4.11. de Manisa dogrusal regresyon grafigi gosterilmistir ve gorildigi
gibi Manisa ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve
tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gordiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastigi

gorulmektedir.
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Sekil 4.11. Manisa dogrusal regresyon grafigi
4.5.2. izmir ili Tahmin Sonuclan

Calismamizda elde edilen verilerin islenmesi sonucunda, {zmir ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.12. izmir iline ait makine dgrenmesi modellerinin karsilastirmasi

DOGRUSAL REGRASYON ALGORITMALARI
. ELASTIC
MLR PCR PLSR RIDGE LASSO NET

Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 8.95 10.22 9.46 1081 9.07 1036 842 9.62 878 10.03 8.07 9.21
RMSE 8.92 921 944 974 9.04 9.33 8.4 8.66 8.76 9.04 8.04 8.3
MAE 4.48 4.61 3.98 4.09 3.99 4.1 3.55 3.65 3.17 3.26 457 4.7
MAPE 19.27 20.06 17.12 17.82 17.16 17.87 1527 159 13.66 14.22 19.65 20.45
R2 91.76 91.76 88.24 88.24 91.11 91.11 925 925 93.44 9344 88.63 88.63
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 9.97 1139 97 11.08 9.02 103 859 982 849 9.69 8.77 10.02
RMSE 9.94 1026 9.67 998 899 928 857 884 846 873 8.74 9.02
MAE 488 5.02 3.9 4.02 3.8 391 454 467 314 3.23 3.74 3.84
MAPE 21.01 2187 16.8 17.49 16.36 17.04 1954 20.34 1352 14.08 16.08 16.74
R2 88.66 88.66 91.16 91.16 89.17 89.17 89.55 89.55 95.07 95.07 935 93.5
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin Ustline ¢iktig
regresyonlar gorilmektedir. Bu regresyonlar MLR, ELASTIC NET, GBM,
LIGHTGBM regresyonlaridir. Bu regresyonlarda da mevcut tahmini degerleri %20
degerine yakin sinir degerler oldugu goriilmektedir. Bu sonug bahsi gecen modellerin
yanlis oldugunu gostermemekle birlikte gercege daha az yakin tahmin modeller
oldugunu gdstermektedir. Dogrusal regresyon algoritmalarinda Izmir igin tiim
algoritmalar kullanilabilir bir egilim gdstermektedir. Dogrusal regresyonlarda yiiksek
R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE hata degerlerinin
diisiik olmasindan dolay1 en iyi tahmini yapan dogrusal regresyon modeli LASSO
dur. Dogrusal olmayan regresyonlarda ise yiiksek R2 tahmin degeri, NRMSE,
RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1 iyi tahmini yapan
CATBOOST regresyonudur. Manisa ilimiz i¢in PCR regresyonu en yiksek tahmin

degerini vermistir ve %95.0779degerinde tahmin analizi yapmustir.

Sekil 4.12. de Izmir dogrusal regresyon grafigi gosterilmistir ve goriildiigii
gibi Sinop ili coklu dogrusal regresyon grafigi incelendiginde ise mevcut ve tahmini
degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Gergek Ve Tahmini Degerleri (IZMIR)
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Sekil 4.12. 1zmir dogrusal regresyon grafigi
4.6. Dogu Anadolu Bolgesi Tahmin Sonuclarn
4.6.1. Malatya Ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Malatya ili
verilerinin dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon
algoritmalar1 olmak {izere makine 6grenimine gore karsilastirilmasi asagidaki tabloda

gosterilmektedir.

Cizelge 4.13. Malatya iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRESYON ALGORITMALARI

MLR PCR PLSR RIiDGE LASSO ELK?;.}:IC
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 8.67 9.9 851 972 975 11.13 895 10.23 857 9.78 9.46 10.8
RMSE 865 892 849 876 972 1003 893 921 854 881 9.43 9.73
MAE 382 393 466 479 307 315 387 398 344 354 457 4.7
MAPE 16.46 17.13 20.05 20.87 13.2 13.74 16.65 17.34 148 1541 19.66 20.47
R2 91.61 91.61 89.67 89.67 9357 9357 96.23 96.23 93.76 93.76 94.41 94.41
DOGRUSAL OLMAYAN REGRESYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 856 9,78 9.25 1056 9.44 1079 8.89 10.15 9.83 11.23 9.91 11.31
RMSE 853 881 922 951 942 972 886 915 9.8 10.12 9.88 10.19
MAE 4,39 4,51 4.1 4,22 3.18 3.27 4.02 4,14 4.89 5.04 4.2 4.32
MAPE 18,87 19,65 17.64 18.36 13.69 14.25 17.31 18.02 21.06 21.92 18.07 18381
R2 95,65 9565 96.88 96.88 92.42 9242 91.22 91.22 9395 9395 9515 95.15
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin iistiine ¢iktig1 tek
regresyonlar PCR ve CATBOOST regresyonlaridir. Bu regresyonlarda da mevcut
tahmini degerleri %20 degerine yakimn smir degerler oldugu goriilmektedir. Bu sonug
bahsi gecen modellerin yanlis oldugunu gostermemekle birlikte gercege en az yakin
tahmin modeller oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda
Malatya i¢in tiim algoritmalar kullanilabilir bir egilim gostermektedir. Dogrusal
regresyonlarda yiiksek R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE
hata degerlerinin diisiik olmasindan dolay1 en iyi tahmini yapan dogrusal regresyon
modelleri PLSR, RIDGE’dir. Dogrusal olmayan regresyonlarda ise yiiksek R2
tahmin degeri, NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan
dolay1 iyi tahmini yapan GBM, CART, XGBOOST regresyonlar1 daha tercih

edilebilir regresyonlardir.

Sekil 4.13’de Malatya dogrusal regresyon grafigi gosterilmistir ve gorildigi
gibi Malatya ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve
tahmini degerlerinin birbiri ile uyum ic¢inde oldugu gorilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Gercek Ve Tahmini Degerleri (MALATYA)
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Sekil 4.13. Malatya ¢coklu dogrusal regresyon grafigi

4.6.2. Bingél ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Bingdl ili verilerinin

dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda gdsterilmektedir.

Cizelge 4.14. Bingo6l iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRESYON ALGORITMALARI

MLR PCR PLSR RIiDGE LASSO
Train  Test Train Test Train Test Train Test Train  Test
NRMSE 9.32 10.65 9.05 10.33 895 10.22 891 10.17 828 9.46
RMSE 9.3 959 9.02 933 892 921 888 917 826 852
MAE 386 398 441 454 394 406 325 335 391 402
MAPE 16.63 17.31 18,97 19.74 16.98 17.67 14 1457 16.81 17.50
R2 93.67 93.67 93.85 93.85 95.26 95.26 91.19 91.19 92.89 92.89

DOGRUSAL OLMAYAN REGRESYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST
Train  Test Train Test Train Test Train Test Train  Test
NRMSE 9,12 10,42 9.28 10.6 8.55 9.77 9.78 11.17 9.58 10.94
RMSE 9,09 938 925 955 852 8.8 9.75 10.07 955 9.86
MAE 3,24 3,34 4.62 4.75 4,95 5.09 3.61 3.71 3.04 3.13
MAPE 13,96 14,54 19.88 20.69 21.3 2217 1553 16.17 13.08 13.61
R2 88.86 88,86 94.88 94.88 9486 94.86 91.31 91.31 9527 9527

ELASTICNET
Train Test
8.49 9.70
8.47 8.74
4,99 5.14
21.48 22.36
88.36 88.36

KNN

Train Test
9.17 10.47
9.14 9.43
4.22 4.34
18.17 18.92
89.93 89.93
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkin %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni

degerlerde oldugunu Tablo 4’de ki sonuglar gdstermektedir.

MAPE degerinin %?20’nin istiine ¢iktig1 tek regresyon ElasticNet
regresyonudur. Bu regresyonda ise mevcut degeri 21.4802, tahmini degeri ise
22.3609 oldugu goriilmektedir. Bu sonu¢ ElasticNet modelinin yanlis oldugunu
gostermemekle birlikte gercege en az yakin tahmin modelinin oldugunu
gostermektedir. Dogrusal regresyon algoritmalarinda Bingdl i¢in tiim algoritmalar
kullanilabilir bir egilim gostermektedir. Dogrusal regresyonlarda en yiiksek R2
tahmin degerini verereck NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik
olmasindan dolay1 en iyi tahmini yapan dogrusal 3 regresyon modeli PLSR, RIDGE,
LASSO’dur. Dogrusal olmayan regresyonlarda ise en yiiksek R2 tahmin degerini
vererek NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan dolay1
en iyi tahmini yapan CATBOOST regresyonudur.

Sekil 4.14°de Bingol dogrusal regresyon grafigi gosterilmistir ve gorildigi
gibi Bingol ili coklu dogrusal regresyon grafigi incelendiginde ise mevcut ve tahmini
degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.

62



Gergek Ve Tahmini Degerleri (BINGOL)
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Sekil 4.14. Bingol ¢coklu dogrusal regresyon grafigi
4.6.3. Van ili Tahmin Sonuclan

Calismamizda elde edilen verilerin islenmesi sonucunda, Van ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

iizere makine 6grenimine gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.15. Van iline ait makine 6grenmesi modellerinin karsilastirmasi

DOGRUSAL REGRESYON ALGORITMALARI

MLR PCR PLSR RIDGE LASSO EL,‘\I‘EPC
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 85 9.71 9.7 1107 805 919 857 978 996 11.38 8.8 10.05
RMSE 848 875 967 998 803 828 854 881 993 1025 8.77 9.05
MAE 3.5 3.6 414 426 391 403 312 321 416 4.28 4.72 4.86
MAPE 15.06 15.67 17.82 18,55 16.84 17.53 13.45 14 1791 1864 2031 21.14
R2 94.72 9472 93.77 93.77 94.66 94.66 89.61 89.61 91.06 91.06 94.8 94.8
DOGRUSAL OLMAYAN REGRESYON ALGORITMALARI
GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train  Test Train Test Train Test Train Test Train Test  Train Test
NRMSE 8,98 10,26 8.84 10.09 865 987 912 1042 942 1076 9.87 11.28
RMSE 8,96 924 881 9.09 8.62 8.9 9.1 9.39 9.40 9.7 9.85 10.16
MAE 3,91 4.02 419 431 4.48 4.61 4.41 4,54 3.29 3.38 4,76 49
MAPE 16,82 17,51 18.02 18.76 19.29 20.08 1897 19.75 14.15 14.73 20.5 21.34
R2 91,69 91,69 96.96 96.96 9551 90.55 94.07 94.07 91.39 91.39 89.61 89.61
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farki %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20 nin iistiine ¢iktig1 tek
regresyonlar ElasticNet, XGBOOST, KNN regresyonlaridir. Bu regresyonlarda da
mevcut tahmini degerleri %20 degerine yakin sinir degerler oldugu goriilmektedir.
Bu sonug bahsi gecen modellerin yanlis oldugunu gostermemekle birlikte gergege en
az yakin tahmin modeller oldugunu gostermektedir. Dogrusal regresyon
algoritmalarinda Van i¢in tiim algoritmalar kullanilabilir bir egilim gostermektedir.
Dogrusal regresyonlarda yiiksek R2 tahmin degerlerinden olup NRMSE, RMSE,
MAE, MAPE hata degerlerinin diisik olmasindan dolayr en iyi tahmini yapan
dogrusal regresyon modeli PLSR’dir. Dogrusal olmayan regresyonlarda ise yiiksek
R2 tahmin degeri, NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik

olmasindan dolay1 iyi tahmini yapan CART regresyonudur.

Sekil 4.15°de Van dogrusal regresyon grafigi gosterilmistir ve gorildiigii gibi
Van ili ¢oklu dogrusal regresyon grafigi incelendiginde ise mevcut ve tahmini
degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu grafikte de
gbrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda yaklastig

gorulmektedir.
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Gergek Ve Tahmini Degerleri (VAN)
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Sekil 4.15. Van ¢oklu dogrusal regresyon grafigi
4.7. GUney Dogu Anadolu Bolgesi Tahmin Sonuclar
4.7.1. Gaziantep ili Tahmin Sonuclar

Calismamizda elde edilen verilerin islenmesi sonucunda, Izmir ili verilerinin
dogrusal regrasyon algoritmalar1 ve dogrusal olmayan regrasyon algoritmalar1 olmak

Uzere makine 6grenimine gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.16. Gaziantep iline ait makine 6grenmesi modellerinin karsilagtirmasi

DOGRUSAL REGRASYON ALGORITMALARI
. ELASTIC
MLR PCR PLSR RIDGE LASSO NET

Train Test  Train  Test Train Test Train Test Train Test Train  Test
NRMSE 955 1091 975 11.14 866 9.89 8.9 10.7 9.65 11.02 9.22 10.53
RMSE 9.52 9.83 9.72 1003 864 891 887 916 9.62 9.93 9.2 9.49
MAE 4.69 4.83 3.77 3.88 3.8 392 382 393 376 387 392 4.04
MAPE 20.2 21.02 16.22 16.89 16.38 17.05 16.45 17.13 16.20 16.86 16.88 17.57
R2 95.77 9577 96.63 96.63 9580 95.80 96.66 96.66 88.55 88.55 9554 9554
DOGRUSAL OLMAYAN REGRASYON ALGORITMALARI

GBM CART XGBOOST LIGHTGBM CATBOOST KNN
Train Test  Train  Test Train Test Train Test Train Test Train  Test
NRMSE 8,43 9,63 8.62 985 932 10.64 893 102 8.49 9.7 8.51 9.72
RMSE 8,41 8,68 8.6 887 929 958 891 919 847 874 8.48 8.75
MAE 4,45 4,58 4.04 4,16 4,79 4,93 4.39 451 4.27 4.39 3.91 4.02
MAPE 19,17 19,95 17.41 18.11 20.62 21.46 18.88 19.65 18.37 19.13 16.81 17.50
R2 96,96 96,969 92.75 92.75 9465 94.65 92.82 92.82 89.87 89.87 88.73 88.73
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Regresyonlarda NRMSE, RMSE, MAE, MAPE degerlerinin mevcut ve
tahmini sonucu arasindaki farkm %1-2 arasinda degisim gosterdigi saptanmistir. Bu
fark rizgar enerji iiretiminin mevcut ve tahmini degerlerin yaklasik olarak ayni
degerlerde oldugunu gostermektedir. MAPE degerinin %20’nin iistiine ¢iktig1 tek
regresyonlar MLR ve XGBOOST regresyonlaridir. Bu regresyonlarda da mevcut
tahmini degerleri %20 degerine yakimn smnir degerler oldugu goriilmektedir. Bu sonug
bahsi gecen modellerin yanlis oldugunu gdstermemekle birlikte gercege en az yakin
tahmin modeller oldugunu gostermektedir. Dogrusal regresyon algoritmalarinda
Gaziantep icin tlim algoritmalar kullanilabilir bir egilim gostermektedir. Dogrusal
regresyonlarda yiiksek R2 tahmin degerlerinden olup NRMSE, RMSE, MAE, MAPE
hata degerlerinin diisiik olmasindan dolay: en 1yi tahmini yapan dogrusal regresyon
modelleri PLSR, RIDGE’dir. Dogrusal olmayan regresyonlarda ise yiiksek R2
tahmin degeri, NRMSE, RMSE, MAE, MAPE hata degerlerinin diisiik olmasindan
dolay1 iyi tahmini yapan GBM ve CART regresyonlar1 daha tercih edilebilir

regresyonlardir.

Sekil 4.16 ¢ da Gaziantep dogrusal regresyon grafigi gosterilmistir ve
goriildiigii gibi Gaziantep ili ¢oklu dogrusal regresyon grafigi incelendiginde ise
mevcut ve tahmini degerlerinin birbiri ile uyum i¢inde oldugu goriilmektedir. Bu
grafikte de gdrdiiglimiiz gibi tahmini degerlerin genel olarak gercege %90 civarinda

yaklastig1 goriilmektedir.
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Gergek Ve Tahmini Degerleri (GAZIANTEP)
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Sekil 4.16. Gaziantep ¢oklu dogrusal regresyon grafigi
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5. SONUC

Bu arastrmada, riizgér enerjisinden elektrik tiretiminde iklim kosullarinin
iiretim siirecine olan etkisine odaklanilmistir. Ruzgar enerjisiyle Uretilen elektrik
miktar1 bircok parametreye bagl olarak degiskenlik gdstermektedir. Il bazinda, son
10 yila ait meteorolojik veriler, Meteoroloji Genel Midiirliigii'nden ve birgok
zamanda yapilan saha cahsmalar1 dlciimleri ile elde edilmistir. Uretilen elektrik
miktarlar1 ise iiretime baslama tarihinden itibaren EPIAS tarafindan saglanmustir.
Ulkemizde bulunan 7 cografi bdlgede ayr1 ayr1 ¢alisma yapilmis olup bu bdlgelerde
bulunan kurulu Rizgar Enerji Santralleri (RES) ile iligskilendirilmis illerdeki iklimsel
verilere dayanarak, elektrik iiretim miktarinin tahmini i¢in 12 farkli makine
O0grenmesi algoritmasi test edilmistir. Bu algoritmalar arasinda 6 dogrusal ve 6

dogrusal olmayan algoritma bulunmaktadir.

Deney calismasinda, Akdeniz Bolgesi calismasi icin Osmaniye ve Mersin
illeri, Marmara Bolgesi ¢alismasi igin Canakkale ve Balikesir illeri, I¢ Anadolu
Bolgesi ¢alismasi igin Sivas, Cankiri, Kirikkale, Kirsehir illeri, Karadeniz Bolgesi
icin Tokat ve Sinop, Ege Bélgesi i¢in Manisa ve Izmir illeri Dogu Anadolu Bolgesi
icin Malatya, Bing61 ve Van illeri Giineydogu Anadolu Bolgesi igin Gaziantep ilimiz
icin caligma gergeklestirilmis olup 12 farkl algoritma iizerinden test edilmistir. Bu
calismadaki tiim algoritmalar, egitim seti ve test seti lizerinde degerlendirilmistir ve
bu degerlendirmeler tablolarda ve ¢izelgelerde karsilastrmali bir gsekilde
sunulmustur. Bu yontem, makine 6grenmesinin en temel sorunlarindan biri olan asir1
O0grenme durumunun var olup olmadigmi goézlemlemeye yonelik bir c¢aba

icermektedir.

Bir algoritmanin egitim setinde yani mevcutta ve test setinde yani tahminde
paralel yiliksek performans gostermesi olusturulan modelin genelleme yeteneginin
yiikksek oldugunu ve yeni veriler i¢in basarili sonuglar verecegini gosterir. Tiim
algoritmalarm egitim ve test setleri i¢in benzer bir performans sergiledigi
g0zlemlenmistir. MAPE degerinin %20’nin altinda olmasi, modelin uydurma ve
tahminle ilgili yiiksek bir dogruluk oranina sahip oldugunu gosterir. Bu baglamda,

analiz edilen tiim yontemlerin dogru sonuglar elde etme yetenegi oldugu ve her
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birinin gercek diinya kosullarinda uygulanabilir oldugu gézlemlenmektedir.

MAPE degerinin %20’nin listiine ¢iktig1 modellerde ise degerlerin ¢ok sinir
degerler olmasindan dolayr tiim performans oOlgiitleri a¢isindan digerlerine siirekli
olarak ustin olan tek bir model bulunmamakla birlikte, Osmaniye ili igin MLR
regresyonu, Mersin ili i¢cin CATBOOST regresyonu, Canakkale ili i¢cin CART
regresyonu, Balikesir ili i¢in MLR regresyonu, Sivas ili icin ELASTIC NET
regresyonu, Cankir1 ili i¢cin MLR regresyonu, Kirikkale ve Kirsehir illeri igin
XGBOOST regresyonu, Tokat ili i¢cin RIDGE regresyonu, Sinop ili igin KNN
regresyonu, Manisa ve Izmir illeri icin PCR regresyonu, Malatya ve Van illeri igin
CART regresyonu, Bing06l ili icin CATBOOST regresyonu, Gaziantep ili icin GBM
regresyonu diger regresyonlara gore daha iyi tahmin sonuglarinda bulunmustur. En
yiikksek tahmin %96.969 degerinde Gaziantep ilinde GBM regresyonu ile
gerceklesmistir.

Riizgarm siirekli olmayan bir kaynak olmasi, enerji depolama sorunlari,
gorsel ve cevresel etkiler gibi konular, rizgar enerjisi santrallerinin
uygulanabilirligini etkileyen faktorler arasinda yer alir. Ancak teknolojik gelismeler
ve stirekli iyilestirmelerle, riizgar enerjisi santrallerinin rolii giderek artmaktadir. Bu
calisma kapsaminda elde edilen bulgular dogrultusunda, gelecekte riizgar enerji
santrallerinin elektrik tiretimindeki verimliligi artirmak amaciyla modellerin diizenli
olarak genisletilip gilincellenmesine olanak tanindigi takdirde, gelecekteki iiretim
degerlerini tahmin ederek riizgar enerji santrallerinin bakimimni zamaninda ve diisiik
maliyetle gerceklestirmek icin bir firsat ortaya ¢ikabilir. Ilerleyen yillarda, tahmin
edebilme altyapis1 aylik periyodlara kadar indirgenerek, ge¢mis yillarda ayni aylarda
karsilasilan sorunlarin hizli bir sekilde tespit edilmesinde kullanilabilir. Ayrica, bu
calisma riizgar enerji santrallerinden elde edilen elektrik verilerini temel alarak aylik
iiretimi, elektrik dagitim sirketlerinin hedefledigi aylik liretimle karsilastirarak ortaya
cikabilecek hatalar1 minimize etmeyi amaglayan bir sistem sunabilir. Rizgar enerji
santrallerinin geriye doniik 10 yillik verilerinin, optimum ¢alisma i¢in yeterli oldugu
diistiniildiigiinde, bu tiir ¢alismalarin Yenilenebilir enerji santralleri icin dnemli bir

rol oynadig1 agikca goriilmektedir.
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