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                                                                     ÖZET 

Derin Öğrenme Yöntemi Kullanarak Psikiyatri Kliniğinde Şiddet ve İntihar 
Girişimi Davranışlarının Tespiti  

ÖZTÜRK AKDENİZ, Ceyda 

Doktora Tezi, Psikiyatri Hemşireliği Anabilim Dalı 

Danışman: Prof. Dr. Ayşe OKANLI 

Şubat 2025 

Bu araştırmanın amacı psikiyatri yataklı servisinde intihar ve şiddet davranışlarının 
derin öğrenme yöntemi kullanarak tespitini sağlamaktır. Araştırma Göztepe Prof. Dr. 
Süleyman Yalçın Şehir Hastanesi Erişkin Erkek Psikiyatri Kliniğinde Mayıs-Temmuz 
2024 tarihleri arasında yürütülmüştür. Araştırma https://clinicaltrials.gov/ adresine 
kayıt edilmiştir (ClinicalTrials.gov Identifier: NCT06421480). Araştırma kapsamında 
şiddet, şiddetsizlik ve intihar girişimi olmak üzere üç sınıf tanımlanmıştır. Şiddet ve 
şiddetsizlik sınıflarına ait eğitim verileri için Life Violence Situations Dataset 
kullanılırken, ası yoluyla intihar girişimi verileri özel olarak oluşturulmuştur. Üç sınıfa 
ait test verisi için ise özgün bir veri seti oluşturulmuştur. Görüntüler, dokuz oyuncu 
yardımıyla kamera kaydı yöntemiyle toplanmış; OpenPose algoritması kullanılarak 
açı ve pozisyon değişiklikleri hesaplanmıştır. Bu özellikler, azimutal yer değiştirme 
yönteminin uygulanmasıyla elde edilerek LSTM (Uzun Kısa Dönem Hafızası) ağına 
girdi olarak sunulmuştur. Doğruluk oranı %95 olan modelin gerçek zamanlı uyarı 
mekanizması, Telegram ve bilgisayar ekranı üzerinden “violence detected” veya 
“suicide attempt detected” mesajlarını iletecek şekilde tasarlanmıştır. Gerçek zamanlı 
değerlendirme aşamasında 4 tiyatro/drama oyuncusunun yardımı alınmıştır. 
Oyuncular gece ve gündüz sürelerince üç sınıfa ait tüm eylemleri gerçekleştirmiş ve 
kamera kaydı yapılmıştır. Kaydedilen görüntüler üzerinden üç sağlık çalışanının 
görüşü alınarak meydana gelen her şiddet ve intihar eyleminin başlangıç ve bitiş 
zamanlarını ortak bir değerlendirmeyle yazması istenmiştir. Modelin çalışması 
bittiğinde oluşan log dosyası sağlık çalışanlarının belirttiği başlangıç ve bitiş 
süreleriyle kıyaslanarak hem gerçek zamanlı etkinliği hem de insan gözüyle 
kıyaslandığında ki etkinliği değerlendirilmiştir. Gece çekimlerinde model 51 uyarı 
vermiş; bunların üçü gerçekte şiddet içermemesine rağmen “şiddet” şeklinde 
etiketlenmiştir. Yüze yastık kapama ve tekme atma davranışlarında uyarı vermesi 
gerekirken, vermemiştir. Gündüz çekimlerinde 122 uyarı alınmış, model gerçekleşen 
her şiddet eylemi için uyarı vermiştir. Şiddetsiz eylemlerde 37 yanlış şiddet uyarısı 
gözlenmiştir. Bu değerlendirme sonucunda gece ve gündüz sürelerince hemen hemen 
tüm şiddet ve intihar girişimi eylemlerinin tespit edildiği sonucuna varılmıştır. 

Anahtar Kelimeler: Şiddet, Şiddetsizlik, İntihar Girişimi, Derin Öğrenme, Psikiyatri 
Kliniği  
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 ABSTRACT 

Detection of Violence and Suicide Attempt Behaviors in Psychiatry Clinic Using 
Deep Learning Method 

ÖZTÜRK AKDENİZ, Ceyda 

Doctoral Thesis, Department of Psychiatric Nursing 

Advisor: Prof. Dr. Ayşe OKANLI 

February  2025 

The purpose of this study is to detect suicidal and violent behaviors in an inpatient 
psychiatric setting using a deep learning approach. The research was conducted 
between May and July 2024 at the Adult Male Psychiatry Clinic of Göztepe Prof. Dr. 
Süleyman Yalçın City Hospital and registered at https://clinicaltrials.gov 
(ClinicalTrials.gov Identifier: NCT06421480). Within the scope of the study, three 
classes were defined: violence, non-violence, and attempted suicide. While the Life 
Violence Situations Dataset was employed for training data concerning violence and 
non-violence, an additional dataset for attempted suicide by hanging was specifically 
created. An original dataset was then constructed for testing across all three 
classes.Video data were collected using camera recordings of nine actors, after which 
angle and position changes were computed via the OpenPose algorithm. The resulting 
features, obtained by applying azimuthal displacement, were subsequently fed into an 
LSTM (Long Short-Term Memory) network. The model achieved an accuracy rate of 
95% and was equipped with a real-time alert mechanism that provides “violence 
detected” or “suicide attempt detected” notifications via Telegram and computer 
screens.During the real-time evaluation phase, four theater/drama actors performed 
all three classes of actions (violence, non-violence, and attempted suicide) both day 
and night, while their behaviors were recorded. Three healthcare professionals then 
reviewed these recordings and jointly determined the start and end times of each 
violent and suicidal act. Upon completion, the model’s log file was compared against 
these reference times to evaluate both real-time performance and agreement with 
human observation. During nighttime recordings, the model issued 51 alerts, with 
three falsely labeled as violence, and failed to detect covering the face with a pillow 
and kicking behaviors. In daytime recordings, 122 alerts were generated, capturing all 
actual violent incidents but mistakenly labeling 37 non-violent acts as violent. Based 
on this assessment, it was concluded that nearly all violent and suicidal behaviors were 
successfully detected in both daytime and nighttime sessions. 

Keywords: Violence, Non-violence, Suicide Attempt, Deep Learning, Psychiatry Clinic 
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BÖLÜM 1. GİRİŞ 

1.1. ProblemQn Tanımı ve ÖnemQ 

Ps&k&yatr& kl&n&ğ&nde yatan hastaların güvenl&ğ&n& sağlamak, ş&ddet ve &nt&har g&b& r&skl& 
davranışları tesp&t etmek sağlık çalışanlarının b&r&nc& sorumlulukları arasındadır. Özell&kle 
ps&k&yatr&k hastalığa sah&p b&reyler arasında &nt&har kanıta dayalı en öneml& r&sk etmen&d&r ve 
hasta güvenl&ğ&n& tehd&t eden en öneml& unsurların başında gelmekted&r (Harmancı, 2015). 
İnt&har g&r&ş&m& kl&n&klerde sıklıkla karşılaşılan b&r kr&z durumudur. Yatan hastalarda &nt&har 
g&r&ş&m& oranının 5-10 kat arttığı b&l&nmekted&r.  İnt&har g&r&ş&mler&n&n yanı sıra ş&ddet 
davranışları da yatarak tedav& gören hastaların olduğu kl&n&klerde sıklıkla karşımıza 
çıkmaktadır (Woott&luk et al., 2020). Ülkem&zde Kızılırmak (2014) yaptığı çalışmada ş&zofren& 
ve d&ğer ps&kot&k bozukluğa sah&p b&reylerde ş&ddet potans&yel&n&n yüksek olduğu bel&rlenm&şt&r. 
İnt&har g&r&ş&m& oranlarının majör depresyon, b&polar bozukluk, ş&zofren& ve d&ğer ps&kot&k 
bozuklukların varlığında anlamlı düzeyde arttığı sonucuna varılmıştır. L&teratür tarandığında 
ps&k&yatr& kl&n&kler&nde ş&ddet ve &nt&har davranışının önlenmes&n&n ülkem&zde ve Dünya’da 
öneml& b&r konu olduğu anlaşılmaktadır. 

Bu araştırmada tesp&t ed&lmes& &stenen davranışlar ş&ddet (tokat atma, arkadan boğazını sıkma, 
kafa atma, sert b&r c&s&mle vurma, saç çekme, tekme atma, yumruk atma, &tme, duvara yaslama, 
boğuşma, yüze yastık kapama) ve ası yoluyla &nt&har davranışlarıdır. Ası eylem&n&n yüksek 
oranda ölümle sonuçlanması ve bazı ülkelerde g&derek daha yaygınlaşması neden&yle Dünya 
çapında öncel&kl& b&r sorun hal&ne gelm&şt&r. Ası yoluyla &nt&har g&r&ş&m& sonrası sağ kalan 
b&reylerde m&yokard&yal hasar, felç ve h&poks&k bey&n hasarı g&b& durumlar tesp&t ed&lm&şt&r. Ası 
yoluyla &nt&harlarda bağlama noktalarının ve araçlarının tamamı yok ed&lememes& sebeb&yle 
asılarak &nt&harı azaltmak &ç&n önleme alanında daha az fırsat mevcuttur (Sabr&nskas et al., 2022; 
Naghav&, 2019).  Chr&stl et al. (2022) yaptığı çalışmada ps&k&yatr& kl&n&kler&nde yatarak tedav& 
gören hastalarda ası yoluyla &nt&har en sık karşılaşılan &nt&har yöntem& olduğu ve çoğunun 
ölümle sonuçlandığı tesp&t ed&lm&şt&r.  

Ps&k&yatr& kl&n&kler&nde görev yapan hemş&reler, hasta güvenl&ğ&n& sağlamak ve terapöt&k 
&l&şk&ler& sürdürmek g&b& öneml& sorumlulukları yer&ne get&rmekted&r (Slemon et al., 2017). Bu 
bağlamda, ps&k&yatr& hemş&reler& özell&kle ş&ddet ve &nt&har davranışlarının önlenmes& amacıyla 
r&sk değerlend&rme, ps&ko-eğ&t&m, kr&z müdahales& ve önley&c& güvenl&k stratej&ler& g&b& kapsamlı 
g&r&ş&mler uygulamaktadırlar (Amer&can Psych&atr&c Nurses Assoc&at&on, 2022; Svensson, 
2022). Ayrıca, &nt&har r&sk& yüksek olan hastalarla çalışırken koruyucu önlemler& alma (örneğ&n 
ası g&r&ş&m&nde kullanılab&lecek materyaller&n kontrolü) ve bu hastalara özel bakım planları 
düzenleme sorumluluğu da hemş&reler&n görevler& arasındadır. Ps&k&yatr& kl&n&kler&nde ş&ddet ve 
&nt&har davranışlarının bel&rlenmes& ve hasta/çalışan güvenl&ğ&n&n sağlanması amacıyla Sağlık 
H&zmetler& Genel Müdürlüğü (2023) sağlıkta kal&te standartları kapsamında, ps&k&yatr& 
kl&n&kler&nde yatan hastaların kamerayla gözlemlenmes&ne &l&şk&n önlemler yer almaktadır. 
Ancak bu önlemler tamamıyla sorunu çözmede yeterl& değ&ld&r. Ps&k&yatr& kl&n&kler&nde hastanın 
tak&b& b&r hemş&ren&n sürekl& olarak b&lg&sayar ekranından odalara yerleşt&r&len kamera 
görüntüler&n& tak&p etmes&yle sağlanmaktadır. Özell&kle gece nöbetler&nde daha az sayıda 
hemş&re çalışmaktadır. Bu durum hem gece nöbetler&nde kamera tak&b&n&n yapılmasını 
zorlaştırmakta hem de hasta güvenl&ğ& açısından problem oluşturmaktadır. Ekran tak&b& 
yapılamadığı anlarda meydana geleb&lecek olumsuz davranışlar gözden kaçab&lmekted&r. Bu 
nedenle yapay zeka ve ver& anal&z&nde gün geçt&kçe daha yaygın kullanılmaya başlayan der&n 
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öğrenme yöntem& ş&ddet ve &nt&har g&b& olumsuz durumları önlemek amacıyla kullanılmıştır. 
Der&n öğrenme mevcut ver&lerden anlamlı sonuç/tahm&n çıkarmaya çalışan yapay zeka 
algor&tmalarının özelleşm&ş b&r alt dalıdır. Sağlık alanında der&n öğrenme yöntem& sıkça 
kullanılmaktadır ve ps&k&yatr&de bu alanlardan b&r&s&d&r. L&teratür &ncelend&ğ&nde ps&k&yatr& 
alanında der&n öğrenme genell&kle hastalıkların doğru teşh&s&, hastalığın seyr& ve tedav&ye yanıt 
konusunda kullanılmıştır. Ruhsal hastalığa sah&p b&reylerde beden hareketler&nden duyguları 
tanımak ve sınıflandırmak amacıyla yapılan çalışmada % 90’nın üzer&nde başarı elde ed&lm&şt&r 
(Ahmed et al., 2019). Park ve arkadaşlarının (2016) yaptığı b&r çalışmada genel &nsan 
hareketler&n& tanımaya yönel&k b&r çalışma yapmış ve % 95 üzer& başarı elde etm&şt&r. Başka b&r 
çalışmada &nt&har eylem&n&n tam zamanlı tesp&t&ne yönel&k yüksek başarı elde ed&lm&şt&r 
(Bouach&r et al., 2018). Bu araştırmada der&n öğrenme yöntem& kullanarak ps&k&yatr& kl&n&ğ&nde 
tedav& gören hastaların ş&ddet ve &nt&har g&r&ş&m& davranışlarının tesp&t&n& sağlamak b&r&nc&l 
amacımızdır. Ps&k&yatr& kl&n&kler& bu davranışların sık meydana geld&ğ& kl&n&klerd&r. Araştırma 
kapsamında yer alan davranışların tesp&t& der&n öğrenme yöntem& ve OpenPose uygulaması 
kullanılarak beden hareketler&nden sağlanmıştır. OpenPose &nsan vücudunun &skelet yapısını 
yüksek doğrulukla tesp&t ederek uzamsal b&r temel sunmaktadır. Geleneksel ham görüntü 
ver&ler&ne göre gürültüye ve ortamsal değ&ş&mlere karşı daha dayanıklıdır. OpenPose görsel 
&çer&ğ& &skelet noktalarına &nd&rgeyerek bu sayede daha az boyutlu ancak zeng&n b&r ver& tems&l& 
sağlamaktadır. Ancak, sadece anlık pozları yakalamak, d&nam&k süreçler& tam anlamıyla 
çözümlemek &ç&n yeterl& olmamaktadır. LSTM (Long Short-Term Memory) g&b& zaman ser&s& 
anal&z&ne odaklanan der&n öğrenme yöntemler&, bu &skelet ver&ler&n&n zaman &ç&ndek& ardışık 
değ&ş&mler&n& yakalayıp anlamlandırmaya olanak tanır. OpenPose, LSTM modeller&yle 
b&rleşt&r&ld&ğ&nde, model&n farklı b&reyler&n hareketler&n&, farklı ortam koşullarında dah& tutarlı 
b&r b&ç&mde yorumlayab&lmes&ne &mkân tanıyab&lmekted&r. Bu olumlu özell&kler neden&yle 
OpenPose ve LSTM model& çalışmada terc&h ed&lm&şt&r. 

Ps&k&yatr& kl&n&ğ&nde ş&ddet ve &nt&har davranışlarının erken tesp&t&n&n sağlanması, hemş&reler&n 
hasta bakımı ve güvenl&ğ& konusundak& roller&n& kolaylaştırab&lmekted&r. Kamera &zleme g&b& 
mevcut yöntemler tek başına yeterl& olmadığında, gel&şm&ş yapay zeka ve der&n öğrenme tabanlı 
s&stemler, hemş&reler&n &ş yükünü haf&fleterek daha gen&ş kapsamlı b&r hasta değerlend&rmes&ne 
olanak tanımaktadır. Araştırma sonucunda sağlık çalışanlarının ekran tak&b& yapamadığı 
durumlarda yapay zeka destekl& akıllı uyarı s&stem& sayes&nde araştırma kapsamında yer alan 
davranışların tesp&t&n&n sağlanması ve kl&n&klerde güvenl& ortamın desteklenmes& 
amaçlanmaktadır. Araştırma alanda yapılacak yen& çalışmalar &ç&n b&r kaynak ve destek n&tel&ğ& 
taşımaktadır. 

1.2. Araştırmacının Amacı 

Bu çalışmanın amacı ps&k&yatr& kl&n&kler&nde yatarak tedav& gören hastalarda der&n öğrenme 
yöntem& kullanarak ş&ddet ve &nt&har davranışlarının tesp&t&n& sağlamaktır. 

1.3. Araştırmanın HQpotezlerQ 

H 0-1: Gel&şt&r&len model ş&ddet eylem&n&n tesp&t&ne yönel&k % 80 ve üzer& accuracy(doğruluk) 
oranına sah&pt&r. 

H 0-2: Gel&şt&r&len model &nt&har g&r&ş&m& eylem&n&n tesp&t&ne yönel&k % 80 ve üzer& 
accuracy(doğruluk) oranına sah&pt&r. 
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BÖLÜM 2. GENEL BİLGİLER  

2.1. ŞQddet Davranışı ve TürlerQ 

Ş&ddet kavramı DSÖ (Dünya Sağlık Örgütü) tarafından, “f&z&ksel güç veya &kt&darın kasıtlı b&r 
b&ç&m&nde b&r başkasına, kend&s&ne veya b&r topluluğa uygulanması sonucunda, maruz kalan 
k&ş&de yaralanma, ölüm ve ps&koloj&k zarara yol açan ya da açma olasılığı bulunan eylem” 
olarak tanımlanmaktadır (WHO, 2002). Yaşamın b&rçok alanında karşımıza çıkan ş&ddet gün 
geçt&kçe artmakta, b&reyler&n yaşam kal&tes&n&, huzurunu ve sağlığını olumsuz yönde 
etk&lemekted&r. Uluslararası b&r toplum sağlığı problem& olarak adlandırab&leceğ&m&z ş&ddet 
kavramı b&rçok ölüm ve sakatlığa neden olab&lmekted&r (İnce, 2024). 

Ş&ddet&n b&rçok türü vardır. Ş&ddet&n uygulanış b&ç&m&ne göre beş tür mevcuttur: 

1. F&z&ksel ş&ddet 

2. C&nsel ş&ddet 

3. Duygusal ş&ddet 

4. Ekonom&k ş&ddet 

5. S&ber ş&ddet 

2.1.1. FQzQksel ŞQddet: F&z&ksel ş&ddet, zarar verme veya yaralama amacıyla f&z&ksel güç &çeren 
b&r d&z& saldırgan davranışı kapsamaktadır. Vurmak, tokatlamak, tekmelemek, &tmek, boğmak, 
ısırmak ve c&nsel saldırı g&b& eylemler f&z&ksel ş&ddet&n kapsamı &çer&s&nded&r. Araştırmalar, 
f&z&ksel ş&ddet&n sıklıkla ps&koloj&k ve c&nsel ş&ddet g&b& d&ğer ş&ddet b&ç&mler&yle &ç &çe geçerek 
karmaşık b&r zarar ağı oluşturduğunu gösterm&şt&r. F&z&ksel ş&ddet&n etk&ler& uzun sürel& 
olab&lmekte, depres&f bel&rt&ler, travma sonrası stres bozukluğu, anks&yete ve &nt&har düşünceler& 
g&b& sağlık sorunlarına yol açab&lmekted&r (Sun et al., 2017; P&co-Alfonso et al., 2006).  

2.1.2. CQnsel ŞQddet: C&nsel ş&ddet genell&kle erkek fa&l kadın mağdur şekl&nde alışılagelm&ş 
olsa da her &k& c&ns&yette c&nsel ş&ddet mağduru olab&lmekted&r. Tecavüz g&r&ş&m& veya 
tamamlanmış tecavüz, c&nsel baskı, &stenmeyen temas, tac&z g&b& durumların heps& c&nsel ş&ddet 
kapsamında yer almaktadır. C&nsel ş&ddete maruz kalmış b&reylerde saldırının ardından şok, 
korku, aj&tasyon, kafa karışıklığı ve sosyal ger& çek&lme yaşayab&lmekted&r. Uzun vadede 
depresyon, TSSB, yaygın anks&yete, alkol/madde bağımlılığı, uyku sorunları g&b& c&dd& ruhsal 
problemler yaşanab&lmekted&r (Jordan et al., 2010).  

2.1.3. Duygusal ŞQddet: Duygusal ş&ddet yaşam boyunca en sık karşılaşılan ve farked&lmes& en 
zor ş&ddet türüdür. F&z&ksel ve c&nsel ş&ddet g&b& bedensel kanıtlarla gözlemlenemez. Ancak 
f&z&ksel ve c&nsel ş&ddete maruz kalan b&r k&ş& duygusal ş&ddete de uğramaktadır. Duygusal 
ş&ddet uygulayan k&ş&n&n amacı b&rey& duygusal olarak man&püle etmek özsaygısını düşürmek, 
yıldırmak ve yapılan davranışı uygun olarak göstermekt&r (Polat, 2016; Aytaç vd., 2016). 

2.1.4. EkonomQk ŞQddet: Ekonom&k ş&ddet, mağdurun "kaynakları ed&nme, kullanma ve 
sürdürme yeteneğ&n& kontrol eden, böylece ekonom&k güvenl&ğ&n& ve kend& kend&ne yeterl&l&k 
potans&yel&n& tehd&t eden" davranışları &çer&r. Ekonom&k ş&ddet sonucunda k&ş& f&nansal açıdan 
bağımlı hale gelmekte veya madd& açıdan zor durumda kalmaktadır. B&rey&n kazandığı madd& 
kaynaklara el konulmasını kapsadığı g&b& çalıştırılmaması ve madd& kazanç elde etmes&n&n 
önlenmes& olarak da karşımıza çıkab&lmekted&r (Adams et al., 2008; Styl&anou, 2018). 
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2.1.5. SQber ŞQddet: D&j&tal araçların yaygınlaşmasıyla gün geçt&kçe daha sık karşılaştığımız 
s&ber ş&ddet &nternet aracılığıyla gerçekleşt&r&len b&r saldırganlık ve &st&smar türüdür. K&ş& veya 
grupların, bel&rl& k&ş& veya gruplara zarar vermek amacıyla, &nternet yoluyla saldırıya uğrayan 
b&reyler&n sosyal değer&n& düşürecek, k&ş&l&k, mülk&yet ve b&lg& ed&nme hakkını &hlal edecek 
şek&lde davranışlarda bulunmasını &fade etmekted&r. S&ber ş&ddet&n fa&ller& genell&kle 
anon&mlerd&r ve bu nedenle saldırılarını çek&nmeden yapab&lmekted&rler. Kurbanlara gece 
gündüz, kend& evler&nde veya başka herhang& b&r yerde zarar ver&leb&l&r ve onlar &nternetten 
ayrıldıklarında b&le bu zararı devam ett&reb&l&rler. S&ber ş&ddet mağdurları sıklıkla depresyon, 
anks&yete ve kend&ne zarar verme bel&rt&ler&nden &nt&hara kadar uzanan ruhsal problemler 
yaşayab&lmekted&rler (Sharma et al., 2021; Kres&c Cor&c et al., 2020).  

2.2. PsQkQyatrQ KlQnQklerQnde ŞQddet Davranışı 

Yataklı ps&k&yatr& kl&n&kler&nde ş&ddet sorunu neredeyse ps&k&yatr& alanı kadar esk&d&r. 
Ps&k&yatr&k bozukluklar &le ş&ddet &çeren davranışlar arasındak& &l&şk&ler her zaman b&r tartışma 
konusu olmuştur. Ep&dem&yoloj& Yakalama Alanı (ECA) çalışması, ps&k&yatr&k bozuklukları 
(ş&zofren&, man&, majör depresyon ve b&polar bozukluk) olan hastaların dah&l olduğu ş&ddet 
olaylarının görülme sıklığının, genel popülasyona göre beş kat daha yüksek olduğunu 
bel&rlem&şt&r. Günümüzde ps&k&yatr& kl&n&k ortamlardak& ş&ddet&n kes&n oranlarını bel&rlemek 
zordur (Cornagg&a et al.,2011).  

Ps&k&yatr& kl&n&ğ&nde yatan b&reyler hastane personel&ne, d&ğer hastalara, a&le üyeler&ne veya 
kl&n&ktek& nesnelere zarar vererek ş&ddet davranışı serg&leyeb&lmekted&rler. Ş&ddet önlenmes& ve 
kontrol ed&lmes& zor b&r durum olmakla b&rl&kte kl&n&klerde yaşanan bu g&b& olaylar ş&ddet 
mağduru hastaların tedav&s&n&n etk&nl&ğ&n& engellemekted&r. Ps&k&yatr& kl&n&ğ&nde çalışan 
hemş&reler de ş&ddet konusunda r&sk grubunda yer almaktadır ve kar&yerler& süres&nce hastaların 
en az b&r kere f&z&ksel saldırısına uğramaktadır. Bu da hem çalışma ortamında güvens&zl&k 
yaratmakta hem de meslek& ve k&ş&sel yaşantılarını olumsuz yönde etk&leyeb&lmekted&r. B&n&l ve 
arkadaşlarının (2017) yaptığı çalışmada ps&k&yatr& kl&n&kler&nde hastalar arasında ş&ddet 
yaygınlığının % 16 olduğu, erkek c&ns&yete sah&p olmak ve alkol/madde kullanım öyküsünün 
varlığının da bu sıklığı etk&led&ğ& bulunmuştur. Ayrıca kalabalık kl&n&kler, hemş&re başına düşen 
hasta sayısının fazlalığı, personel&n b&lg& eks&kl&ğ& de ş&ddet davranışlarının sıklığını 
etk&lemekted&r (Anderson & West., 2011; B&n&l et al., 2017). 

Akut ps&k&yatr& serv&sler&nde f&z&ksel ş&ddet hastalar ve personel &ç&n yaralanmaya yol 
açab&lmekte, terapöt&k ortamı bozarak tedav&y& kötü etk&leyeb&lmekted&r. F&z&ksel ş&ddete maruz 
kalmanın d&ğer yatan hastalar üzer&ndek& duygusal etk&ler& öfke, şok, korku, depresyon, kaygı 
ve uyku problemler&n& &çermekted&r (Iozz&no et al., 2015). Dack ve arkadaşları (2013) akut 
ps&k&yatr& serv&sler& de dah&l olmak üzere çok çeş&tl& yatan hasta ortamlarında saldırganlık veya 
ş&ddet &le &l&şk&l& faktörlere &l&şk&n çalışmaların b&r meta-anal&z&n& gerçekleşt&rm&ş ve 
saldırganlığın genç yaş, erkek c&ns&yet, &stems&z başvuru, evl& olmama, ş&zofren& tanısı, daha 
önce başvuru sayısının fazla olması, ş&ddet öyküsü, kend&ne zarar verme öyküsü, madde 
kullanım öyküsü ve uyku bozuklukları &le &l&şk&l& olduğunu bel&rtm&şlerd&r. 

Ps&k&yatr& hastalarının yattığı kl&n&klerde öfke, düşmanlık, saldırganlık ve ş&ddet heps& b&rb&r&yle 
bağlantılıdır ve bu durumlarla sıkça karşılaşılmaktadır. Ps&kot&k bozukluğun akut dönem&, 
parano&d ş&zofren&, alkol ve uyuşturucu bağımlılığı, ant&sosyal k&ş&l&k bozukluğu, yatış sürec&n&n 
uzaması, s&gara &çememe g&b& durumların varlığı neden&yle ps&k&yatr& kl&n&ğ&nde yatan 
hastalarda ş&ddet davranışı artış göstermekted&r. Ps&k&yatr& kl&n&kler&ne hasta yatışının öneml& 
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nedenler&nden b&r& de tedav&ye yardımcı olacak güvenl& b&r ortam yaratmaktır ancak ş&ddet 
eylemler&n&n varlığı bu ortamın oluşmasını engelleyeb&lmekted&r (Sy et al., 2019).  

Kl&n&klerde ş&ddet&n azaltılmasına yönel&k geleneksel yöntemler, hastalara yönel&k f&z&ksel 
kısıtlama, sedasyon ve tecr&d& &çermekted&r. Bu tür önlemler&n modern vers&yonları arasında el 
b&leğ&, ayak b&leğ& ve bel kısıtlamaları, haloper&dol g&b& &laçlarla sedasyon ve tecr&t odaları 
olarak adlandırılan odalarda &zolasyon yer almaktadır. Bununla b&rl&kte, kısıtlama, tecr&t ve 
benzer& önlemler&n hem hastalar hem de personel &ç&n ps&koloj&k olarak travmat&k olab&leceğ& 
ve hatta f&z&ksel olarak tehl&kel& olab&leceğ& bel&rlenm&şt&r (Bach, 2018). 

Ps&k&yatr& kl&n&kler&nde yatan hastalarda en fazla sözel ş&ddet uyguladıkları b&l&nmekted&r. 
B&rey&n kend&ne, d&ğer b&reylere veya nesnelere yönel&k zarar ver&c& davranışların tümü ş&ddet 
kapsamında değerlend&r&leb&l&r. Ş&ddet&n yönet&m&nde hastanın &çgörü kazanması, tedav&ye 
uyumunun &y& olması, kl&n&k bel&rt&lerde düzelmeler&n olması, saldırganlığa neden olan 
faktörler&n b&l&nmes&, uygun müdahaleler&n yapılması öneml&d&r (Umut vd., 2012).  

2.3. PsQkQyatrQ KlQnQklerQnde İntQhar Davranışı 

İnt&har, k&ş&n&n kend& hayatını kasıtlı olarak sona erd&rmeye yönel&k davranışlarda bulunması 
olarak tanımlanmaktadır ve 15-29 yaş arası gençlerde üçüncü ölüm neden& olarak b&l&nmekted&r. 
Yapılan çalışmalar &nt&hara teşebbüs olaylarının tamamlanmış &nt&hara göre 20 kat daha fazla 
olduğunu göstermekted&r. Özell&kle dürtüsell&k ve sınırda k&ş&l&k bel&rt&ler&n&n varlığı &nt&har &ç&n 
öneml& r&sk etmen&d&r. Bu nedenle &nt&harın önlenmes& ve buna yönel&k çalışmaların yapılması 
oldukça öneml&d&r (Bhatt et al., 2018; WHO, 2024). Ps&k&yatr&k ve tıbb& komorb&d&te, hastaneye 
yatış, tekrarlanan &nt&har g&r&ş&mler&, yoksulluk, kron&k stres, damgalanma g&b& olumsuz ve uzun 
vadel& sonuçlar &nt&harla &l&şk&l& olab&lmekted&r. Geçm&ştek& &nt&har öyküsü, mevcut ruh hal&, 
kaygı, madde kullanımı ve travma sonrası stres bozuklukları, gelecektek& &nt&har eylem&ne 
yönel&k r&sk& artırmaktadır. İnt&har dünya çapında sağlık bakımı &ç&n c&dd& b&r sorun teşk&l 
etmekted&r. Her yıl Dünya’da 720.000'den fazla k&ş& &nt&har neden&yle yaşamını y&t&rmekted&r. 
İnt&har her yaş grubunda ve her ülkede görülmekted&r ancak düşük ve orta gel&rl& ülkelerde 
Dünya çapındak& &nt&harların %73’ü gerçekleşmekted&r. DSÖ tarafından yayımlanan 2013-2030 
Ruh Sağlığı Eylem Planında &nt&har oranlarının azaltılması ac&l kabul ed&lm&ş ve 
öncel&klend&r&lm&şt&r. DSÖ’nün &nt&hara yönel&k hedefler& arasında, &nt&harın önde gelen ölüm 
nedenler& arasında yer almasını önlemek ve &nt&har g&r&ş&m& olan veya &nt&harı düşünen b&reyler&n 
gerekl& yardımı rahatça almasını sağlamaktır. DSÖ bu amaçla LİVE LİFE adında ulusal &nt&harı 
önleme stratej&s& olsun ya da olmasın tüm ülkeler &ç&n b&r kılavuz yayımlamıştır. Bu kapsamda 
Türk&ye’de de faal&yetler başlamıştır. İnt&harı önleme &l kom&teler& kurulmuş ve tüm &ller kend& 
&nt&harı önleme programını gel&şt&rm&şt&r (WHO, 2024; WHO, 2021; Goldman-Mellor et al., 
2014). Ps&k&yatr&k hastalığa sah&p b&reylerde &nt&har genel popülasyona oranla sık görülse de 
ps&k&yatr&k hastalığı olanların küçük b&r kısmı &nt&har g&r&ş&m&nde bulunmaktadır. İnt&har r&sk& 
ve &nt&har yönünden en r&skl& ruhsal hastalıklar duygudurum bozuklukları ve ps&kot&k 
bozukluklardır. Ps&kososyal stres etkenler&, çocuklukta &st&smar öyküsü ve akut stres ps&k&yatr& 
hastalarında &nt&har r&sk&n& artırmaktadır (Chung et al., 2017; Olfson et al., 2016). Roaldset 
(2016), ps&k&yatr& kl&n&kler&nde &nt&harın önleme stratej&ler&n& gel&şt&rmek &ç&n personel&n ac&l 
&nt&har r&sk&n& tesp&t etmek amacıyla kl&n&k değ&şkenlere odaklanması gerekt&ğ&n&, özell&kle de 
hastanın &nt&har düşünceler&n&, değers&zl&k duygusunu ve d&ğer kl&n&k bel&rt&ler& d&nlemeye 
odaklanması gerekt&ğ&n& önermekted&r. Oquendo ve arkadaşlarının (2024) yaptığı çalışmada 
kanıtlar, &nt&har davranışının, eşl&k eden ps&k&yatr&k bozuklukları olmayan b&reylerde de ortaya 
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çıkab&leceğ&n& öne sürerek, &nt&har düşünce ve davranışlarını doğrudan ele alan hedefe yönel&k 
müdahaleler&n gerekl&l&ğ&n& vurgulamaktadır. Neuner ve arkadaşlarının (2008) tarafından 
yapılan çalışmada b&r ps&k&yatr& hastanes&nde yatan hasta &nt&harlarının yaygınlığı ve r&sk 
faktörler& 10 yıllık süre boyunca araştırılmıştır ve bu süre &çer&s&nde meydan gelen 41 &nt&har 
anal&z ed&lm&şt&r. Öneml& r&sk faktörler& arasında ps&kofarmakoloj&k tedav&ye d&renç, daha önce 
&nt&har g&r&ş&m&nde bulunulması, ş&ddetl& yan etk&ler olduğu bel&rlenm&şt&r. 

İnt&har g&r&ş&m&n&n genç yet&şk&nlerde ve kadınlarda görülme oranı daha yüksekt&r. Ası yoluyla 
&nt&har ve &nt&har g&r&ş&m& yaygın olarak kullanılan b&r yöntemd&r. Asılma, boyun çevres&nde b&r 
bağ kullanarak kend&n& öldürme eylem&d&r. Ası tam olab&leceğ& g&b& (her &k& ayak yerden 
kes&lm&ş b&r şek&lde serbestçe asılarak) kısm& de olab&lmekted&r (d&z çökerek, oturarak, uzanarak 
veya b&r veya &k& ayak yerde veya başka b&r yüzeyde kalarak). Ası eylem&n&n yüksek oranda 
ölümle sonuçlanması ve bazı ülkelerde g&derek daha yaygınlaşması neden&yle Dünya çapında 
öncel&kl& hale gelm&şt&r. Ası yoluyla &nt&har g&r&ş&m& sonrası sağ kalan b&reylerde m&yokard&yal 
hasar, felç ve h&poks&k bey&n hasarı g&b& durumlar tesp&t ed&lm&şt&r. Özell&kle yaşlı b&reylerde 
kadın ve erkek fark etmeks&z&n en sık karşılaşılan &nt&har türüdür. Bunu kadınlarda 
&ntoks&kasyon ve yüksekten atlama, erkeklerde &se ateşl& s&lah kullanımıyla &nt&har tak&p 
etmekted&r (Naghav&, 2019).  

Ası, zeh&rlenmeye kıyasla b&rey&n kend& beden&ne yönel&k ş&ddet &çeren b&r &nt&har yöntem& olup 
genell&kle ölümle sonuçlanmaktadır. Ası yoluyla &nt&har g&r&ş&m& &ç&n tahm&n& ölüm oranının 
%85 olduğu tahm&n ed&lmekted&r. Hayatta kalan %15'&nde &se c&dd& kompl&kasyonlar 
gel&şeb&lmekte, hastanede ac&l değerlend&rme ve tedav&ye &ht&yacı olab&lmekted&r (Ca& et al., 
2022). B&r b&rey&n güçlü b&r &nt&har n&yet& varsa ve ateşl& s&lahlara er&ş&m hükümet mevzuatı 
tarafından kısıtlanmışsa ası yoluyla &nt&hara yöneleb&lmekted&r. Çoğu asılma vakası ölümcül 
olduğu ve özel mülkte gerçekleşt&ğ& &ç&n ası vakalarının önleneb&lmes& sınırlıdır. Ası yoluyla 
&nt&harda ölüm boyun damar s&stem&n&n tıkanması, trakeanın sıkışması, karot&s s&nüsünün 
baroreseptörler&ne baskı yoluyla kalb&n vagal &nh&b&syonu ve boyun omurlarının kırılmasına 
bağlı gel&şeb&lmekted&r (Sauvageau et al., 2010; Gunnell et al., 2005). 

İnt&har önlemeye yönel&k eylemler düşünüldüğünde genell&kle ölümcül araçların veya bel&rl& b&r 
yönteme er&ş&m&n kaldırılması ve kısıtlanması öneml& b&r &nt&har önleme stratej&s&d&r (WHO, 
2014). Bunlar arasında ev gazı, böcek &laçları, reçetes&z satılan &laçlar ve ateşl& s&lahlar g&b& 
potans&yel &nt&har yöntemler&ne er&ş&m&n kısıtlanması yer almaktadır. Araçlara er&ş&m 
kısıtlandığında, yalnızca bu araçlarla &l&şk&l& &nt&harların azaltmakla kalmadığı, aynı zamanda 
bazı ülkelerde genel &nt&har oranlarını da azaldığı bulunmuştur. İnt&har davranışında bulunan 
çoğu k&ş&, yaşamak veya ölmek konusunda kararsızlık yaşamakta ve b&rçok &nt&har, akut stres 
faktörler&ne b&r yanıt olarak yan& dürtüsel gerçekleşmekted&r (genell&kle 30 dak&kadan kısa süren 
düşünceden sonra). Ölümcül &nt&har araçlarının zor ulaşılab&l&r hale get&r&lmes&, sıkıntı &ç&ndek& 
k&ş&lere, ölümcül eylemde bulunulmadan önce akut kr&zler&n geçmes& &ç&n zaman 
sağlayab&lmekted&r (Lee, 2021; WHO, 2021) 

Ası yoluyla &nt&harlarda bağlama noktalarının ve araçlarının tamamı yok ed&lemeyeceğ& &ç&n 
asılarak &nt&harı azaltmak &ç&n önleme alanında daha az fırsat mevcuttur. Erken müdahale, büyük 
ölçüde ası eylem&n&n en etk&l& önleme çabasıdır ve b&rey&n &nt&har yöntem& olarak asıyı seçme 
kararını neye göre verd&ğ&n& anlama çabasını kapsamaktadır (Sabr&nskas et al., 2022). 

Ruhsal bozukluğu olan b&reylerde &nt&har genell&kle hastane dışında meydan gel&rken 
kl&n&klerde tedav& gören hastalarda da hayatını kaybeden b&reyler olab&lmekted&r. Flynn ve 
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arkadaşları (2017) gözlem altında yatan hastaların &nt&harlarını rapor etm&şler ve sürekl& gözlem 
altında b&le hastalara yönel&k &nt&har önleme tedb&rler&n&n tamamen koruyucu olmadığını 
sonucuna varmışlardır. 

2.4. MakQne ÖğrenmesQ YöntemQ 

Son on yılda, yapay zeka (YZ) hem b&l&msel topluluk &ç&nde hem de dışında popüler b&r konu 
hal&ne gelm&ş, bu alanda teknoloj& ve teknoloj& dışı derg&lerde çok sayıda makale yayınlanmıştır. 
Mak&ne öğrenmes& yöntem&n&n oluşmasına g&den süreç yapay zekanın keşf& &le başlamıştır. B&r 
grup b&lg&sayar b&l&mc&s& tarafından 1956 yılında, b&lg&sayarların düşünmek ve akıl yürütmek 
üzere programlanab&leceğ&n&, "öğrenmen&n her yönünün veya zekanın herhang& b&r başka 
özell&ğ&n&n, prens&pte, b&r mak&nen&n bunu s&müle edeb&leceğ& kadar kes&n b&r şek&lde 
tanımlanab&leceğ&n&" öne sürmüşlerd&r. Bu prens&b& "yapay zeka" olarak tanımlamışlardır. 
Yapay zeka herhang& b&r "öğrenme" b&ç&m&n& &çermeyen yaklaşımlardan oluşur. Yapay zekanın 
b&r alt dalı olan sembol&k YZ, açıkça tanımlanmış mantıksal problemler& çözmede yetenekl& 
olsada, konuşma tanıma veya görüntü sınıflandırması g&b& daha yüksek sev&yel& desen tanıma 
gerekt&ren görevlerde sıklıkla başarısız olmaktadır. Bu karmaşık alanlarda mak&ne öğrenmes& 
(ML) ve der&n öğrenme (DL) daha etk&l& sonuçlar ortaya koymaktadır (Brown et al., 2018; 
Moor, 2006). 

Mak&ne öğrenmes&, b&r ver& kümes&n& en &y& şek&lde tems&l eden algor&tmalar gel&şt&rerek YZ'nın 
öğrenme yönüne odaklanan b&r alandır. ML, &lk prens&plerden türet&leb&lenlerden farklı veya 
yen& özell&k ve ağırlık komb&nasyonları kullanab&len b&r algor&tma oluşturmak &ç&n ver& alt 
kümeler&n& kullanmaktadır (Cho& et al., 2020). 

Mak&ne öğrenmes&nde farklı &şlevler& gerçekleşt&rmek &ç&n kullanılan dört yaygın yöntem vardır. 
Bunlar; 

Superv(sed Learn(ng 

Unsuperv(sed Learn(ng  

Sem(superv(sed Learn(ng 

Re(nforcement Learn(ng 

2.4.1. SupervQsed LearnQng (GözetQmlQ Öğrenme): Gözet&ml& öğrenme, b&l&nen b&r çıktıyı 
veya hedef& tahm&n etme amacı taşımaktadır. Bu öğrenme yöntem& yen& b&r ver& örneğ&n& en &y& 
şek&lde tanımlamak &ç&n alt gruplar arasında seç&m yapmayı &çeren sınıflandırmaya ve 
b&l&nmeyen b&r parametrey& tahm&n etmeye odaklanır. Bunlar arasında el yazısı tanıma (el yazısı 
rakamları tanıma g&b&), nesneler&n görüntüler&n& sınıflandırma (örneğ&n bu b&r ked& m& yoksa b&r 
köpek m&?) ve belge sınıflandırması (örneğ&n bu kalp yetmezl&ğ&yle &lg&l& b&r kl&n&k deney m& 
yoksa b&r f&nansal rapor mu?) bulunmaktadır. Özell&kle, bunların heps& eğ&t&ml& b&r k&ş&n&n &y& 
yapab&leceğ& görevlerd&r ve bu nedenle b&lg&sayar genell&kle &nsan performansını yaklaşık 
olarak tahm&n etmeye çalışır (NVİDİA, 2018). 

2.4.2. UnsupervQsed LearnQng (GözetQmsQz Öğrenme): Gözet&ms&z öğrenme, et&ketl& çıktılar 
kullanılmadan ver&lerdek& kalıpları ve yapıları bel&rlemeye odaklanan b&r mak&ne öğren&m& 
dalıdır. Modeller&n b&l&nen et&ketlere sah&p ver& kümeler& üzer&nde eğ&t&ld&ğ& gözet&ml& 
öğrenmen&n aks&ne, gözet&ms&z öğrenme algor&tmaları ver&ler&n kend&s&ndek& doğal yapıları, 
&l&şk&ler& veya kümeler& keşfetmek &ç&n g&r&ş ver&ler&n& anal&z eder. Bu yaklaşım, et&ketl& ver&ler&n 
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yeters&z veya mevcut olmadığı senaryolarda özell&kle değerl&d&r ve ham ver&lerden &çgörüler 
çıkarılmasına olanak tanır. Gözet&ms&z öğrenmede kullanılan b&r&nc&l tekn&klerden b&r&, ver& 
noktalarını benzerl&kler&ne göre gruplamayı &çeren kümelemed&r. Gözet&ms&z mak&ne öğren&m& 
yaklaşımlarının, önceden tanımlanmış et&ketler olmadan ver& kümeler&n&n soyut tems&ller&n& 
yorumlayab&leceğ&n&, öğreneb&leceğ&n& ve anlamlı kalıplara kümelenmes&n& sağlayab&leceğ& 
b&l&nmekted&r. Bu yöntem, karmaşık ver& kümeler&n&n altında yatan yapının anlaşılmasının 
oldukça öneml& olduğu &laç keşf& ve b&yoenformat&k g&b& alanlarda kullanılab&lmekted&r 
(Scheeder et al., 2018). 

2.4.3. SemQsupervQsed LearnQng (Yarı GözetQmlQ Öğrenme): Yarı-gözet&ml& öğrenme (SSL), 
gözet&ml& ve gözet&ms&z öğrenme parad&gmaları arasındak& boşluğu kapatan mak&ne 
öğren&m&nde temel b&r yaklaşımdır. Öğrenme sürec&n& gel&şt&rmek &ç&n hem et&ketl& hem de 
et&kets&z ver&ler& kullanmaktadır. Bu yöntem özell&kle et&ketl& ver& ed&nmen&n pahalı veya zaman 
alıcı olduğu senaryolarda daha değerl& hale gelmekted&r. SSL'n&n temel öncülü, öğrenmey& daha 
büyük b&r et&kets&z ver& havuzundan yönlend&rmek &ç&n sınırlı et&ketl& örnekler& kullanmak ve 
böylece kapsamlı et&ketleme çabalarına gerek kalmadan model performansını &y&leşt&rmekt&r 
(K&ngma et al., 2014; Sun & X&e, 2016).  

2.4.4. ReQnforcement LearnQng (TakvQyelQ Öğrenme): Takv&yel& öğrenme (RL), mak&ne 
öğren&m& &çer&s&nde, ajanların kümülat&f ödüller& en üst düzeye çıkarmak &ç&n b&r ortamda nasıl 
eylemde bulunmaları gerekt&ğ&ne odaklanan öneml& b&r alandır. Bu parad&gma temelde, b&r 
ajanın çevres&yle etk&leş&me g&rerek, ödüller veya cezalar şekl&nde ger& b&ld&r&m alarak karar 
vermey& öğrend&ğ& deneme-yanılma öğrenmes& kavramına dayanmaktadır (Sweetser & 
A&tch&son, 2020). Öğrenme sürec& genell&kle, her durum-eylem ç&ft& &ç&n beklenen get&r&y& 
tahm&n eden ve böylece etken&n kararlarını yönlend&ren b&r değer fonks&yonunun tahm&n 
ed&lmes&n& &çermekted&r (Charl&er et al., 2020). RL'dek& son gel&şmeler, der&n öğrenme 
tekn&kler&n&n entegrasyonundan öneml& ölçüde etk&lenm&ş ve der&n takv&yel& öğrenmen&n (DRL) 
ortaya çıkmasına yol açmıştır. DRL, der&n s&n&r ağlarının tems&l& gücünü takv&yel& öğrenmen&n 
karar alma yetenekler&yle b&rleşt&rerek etkenler&n yüksek boyutlu g&rd& alanlarını etk&l& b&r 
şek&lde ele almasını sağlamaktadır (Mn&h et al., 2015). 

2.5. DerQn Öğrenme  

Mak&ne öğren&m& teknoloj&s& modern toplumu güçlend&ren b&rçok teknoloj&k ürünün &ç&nde 
mevcuttur. Res&mlerdek& nesneler& tanımlamak, konuşmayı metne dönüştürmek, haber 
öğeler&n&, gönder&ler& veya ürünler& kullanıcıların &lg& alanlarıyla eşleşt&rmek ve aramanın &lg&l& 
sonuçlarını seçmek g&b& uygulamalar mak&ne öğren&m&nden faydalanmaktadır. Ancak 
geleneksel mak&ne öğren&m& tekn&kler&, doğal ver&ler& ham haller&yle &şleme yetenekler& 
bakımından sınırlıdır.  Bu nedenle ham ver&lerden daha n&tel&kl& özell&k çıkarılmasını 
gel&şt&rmek amacıyla onlarca yıl süren mühend&sl&k çalışmaları sonucunda der&n öğrenme 
gel&şt&r&lm&şt&r. Der&n öğrenmen&n gel&şmes&yle oluşan s&stem sayes&nde g&rd&lerdek& desenler 
algılanab&l&r ve sınıflandırılab&l&r hale gelm&şt&r. Der&n öğrenme b&r tems&l öğren&m& yöntem& 
olup, her b&r tems&l& daha soyut ve daha yüksek sev&yedek& b&r tems&le dönüştürme yeteneğ&ne 
sah&pt&r. Bu tür dönüşümler&n yeter&nce b&rleşt&r&lmes&yle çok karmaşık &şlevler& 
öğren&leb&lmekted&r. Bu gel&şmeler sayes&nde YZ’nın uzun zamandır çözümleyemed&ğ& 
problemlerde öneml& yol katetm&şt&r. En başarılı olduğu alanlar arasında görüntü tanıma ve 
konuşma tanıma yer almaktadır (LeCun et al., 2015; Kr&zhevsky et al., 2012).   Der&n öğrenme 
(DL), mak&ne öğren&m& alanında &lk olarak 2006 yılında ortaya çıkan yen& b&r çalışma alanıdır. 
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Anlamlı özell&k çıkarma ve tems&l, mak&ne öğren&m&n&n amaçlanan görevler&n& yer&ne get&rme 
kapas&tes&n&n temeller&d&r. Tekn&k adı "der&n s&n&r ağı öğren&m&" olarak da b&l&nen "der&n 
öğrenme", hızla gel&şen ve oldukça etk&l& sonuçlar veren son teknoloj& b&r çalışma alanıdır. Der&n 
öğrenme yapay s&n&r ağlarının b&rden fazla g&zl& katmanını &çermekted&r. Çalışma metodoloj&s&, 
büyük ver& tabanlarında yüksek düzeyde doğrusal olmayan dönüşümler ve model soyutlamaları 
üzer&ne kurulmuştur. Der&n öğrenme, der&n s&n&r ağları (DNN) olarak b&l&nen çok katmanlı 
yapay s&n&r ağlarını kullanarak ver&lerdek& karmaşık örüntüler& modellemek &ç&n gel&şm&ş b&r  
mak&ne öğrenmes& yöntem&d&r. Bu yaklaşım, ham ver&lerden özell&k göster&mler&n& otomat&k 
olarak öğrenme yeteneğ& &le ayırt edeb&lmekted&r. Bu yönüyle görüntü tanıma, doğal d&l &şleme, 
sağlık h&zmetler& ve robot&ktek& çeş&tl& uygulamalar g&b& görevlerde öneml& &y&leşt&rmeler 
sağlamaktadır (Hu et al., 2021; Boldr&n& et al., 2019). Der&n öğrenme modeller&n&n m&mar&s&, 
büyük ver& kümeler& &ç&ndek& karmaşık &l&şk&ler& yakalamalarını sağlayarak gerçekleşmekted&r. 
Bu yönüyle geleneksel mak&ne öğrenme yöntem&nde ver&ler&n karmaşıklığı ve hacm& neden&yle 
zorlanab&leceğ& alanlarda onları özell&kle etk&l& hale get&rmekted&r (Hu et al., 2021). Der&n 
öğrenmen&n evr&m&, özell&kle kapsamlı ver& kümeler& üzer&nde büyük modeller&n eğ&t&lmes&n& 
kolaylaştıran graf&k &şleme b&r&mler&n&n (GPU) kullanımı yoluyla gel&ş&m gösterm&şt&r (Langer 
et al., 2020). Ayrıca, donanım mal&yetler&ndek& azalma, der&n öğrenmey& daha er&ş&leb&l&r hale 
get&rerek araştırmacıların ve uygulayıcıların çeş&tl& m&mar&ler ve eğ&t&m metodoloj&ler&yle 
denemeler yapmasına olanak tanımıştır (Hu et al., 2021). Sonuç olarak, der&n öğrenme, tıbb& 
görüntüler&n otomat&k olarak segmentasyonu ve hasta sonuçlarının tahm&n& modellemes& g&b& 
görevlerde kullanıldığı tıp da dah&l olmak üzere çok sayıda alanda dönüştürücü b&r güç hal&ne 
gelm&şt&r. Der&n öğrenmen&n daha az mühend&sl&k çabası gerekt&ren mevcut hesaplama yöntem& 
ve ver& artışlarından kolayca faydalanab&lmes& sayes&nde yakın gelecekte çok daha fazla 
başarıya ulaşacağı düşünülmekted&r (LeCun et al., 2015). 

2.6. DerQn Öğrenme ve PsQkQyatrQ Alanında Kullanımı 

Ruhsal bozukluklar, her yaştan m&lyonlarca &nsanı etk&lemeye devam etmekted&r. Bu nedenle 
der&n öğrenme teknoloj&s& de bu hastalıkların teşh&s ve tedav&s& üzer&ne yoğunlaşmıştır. DL esas 
olarak ps&k&yatr&de hasta ve normal gruplar arasında ayrım yapmak, yüksek r&skl& b&r grupta 
bozukluk gel&şt&rme r&sk&n& tahm&n etmek ve tedav&ye yanıtı tahm&n etmek &ç&n b&r model olarak 
kullanılmaktadır.  Ps&k&yatr&k hastalıklarda erken teşh&s ve müdahale sağlamak, hastalığın 
b&reyler&n yaşam kal&tes& üzer&ndek& olumsuz etk&s&n& azaltmak ve daha c&dd& uzun vadel& etk&ler& 
önlemek &ç&n öneml&d&r. Der&n öğrenme, büyük ver& setler&n& anal&z etme yeteneğ& sayes&nde, 
ps&k&yatr&k bozuklukların tanınması ve tedav&s&nde &y& &şlev göreb&lmekted&r. Ps&k&yatr& alanı 
nesnel tanı konulmasını destekleyen herhang& b&r b&yobel&rteçe sah&p değ&ld&r. B&yobel&rteç 
gel&şt&rmek amacıyla son yıllarda nörogörüntüleme ver&ler&n& kullanarak ps&k&yatr&k 
bozuklukların sınıflandırılması üzer&ne yapılan çalışmalar, bu alandak& en umut ver&c& 
gel&şmelerden b&r&d&r (Quaak et al., 2021; V&e&ra & P&naya, 2017). Mehltretter ve arkadaşlarının 
(2019) yaptığı çalışmada depresyon tanısına sah&p b&reylerde k&ş&ye uygun ant&depresan 
seç&m&n&n yapılmasında der&n öğrenme tekn&kler&nden faydalanılmaya çalışılmıştır. Çalışma 
sonucunda der&n öğrenmen&n çeş&tl& tedav& seçenekler& arasından seç&m yaparken ant&depresan 
yanıtının b&reye özgü seç&m&nde etk&l& olduğu kanıtlanmıştır.  

Lew ve arkadaşlarının (2023) yaptığı çalışmada alzhe&mer hastalığında am&lo&d-tau-
nörodejenerasyon sınıflandırması &ç&n PET yer&ne zararsız b&r yöntem olan MRI yöntem&n& daha 
kullanılab&l&r hale get&rmey& hedeflem&şlerd&r. Der&n öğrenme algor&tması, MRI ve d&ğer mevcut 
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tanı ver&ler&n& kullanarak (hastanın demograf&k b&lg&ler&, b&l&şsel puanları, APOE gen durumu, 
h&pokampal hac&m) değerlend&r&ld&ğ&nde, alzhe&mer teşh&s&nde PET’e yakın sonuçlar verm&şt&r.  

Der&n öğrenme tabanlı b&r d&l model& olan GPT’n&n de ps&k&yatr& de kullanımı öneml&d&r. 
Özell&kle doğru b&r ps&koterap& sürec& yürüteb&lmek gelecektek& hedefler arasında yer 
almaktadır. Ancak mevcut durumda empat&, duygu tanıma, k&ş&l&k değerlend&rmes& ve ruh 
sağlığı uyarı &şaretler&n&n tesp&t&n& &çeren gel&şmelere &ht&yaç duymaktadır (Cheng et al., 2023). 

Der&n öğrenme algor&tmaları büyük m&ktarda ver&y& hızla &şleyeb&lmekte ve bunu yaparken de 
yorgunluk, d&kkats&zl&k g&b& &nsan& durumlar yaşamamaktadır. Karar verme mekan&zmaları 
ver&ye dayalı olduğu &ç&n tamamen objekt&f olab&lmekted&r. Bu yönüyle bağımsız b&r şek&lde 
karar verme unsuru olmasından z&yade, &ş yükünü azaltan, tanı/tedav&ye karar vermede hızlı ve 
doğru karar verme sürec&n& destekleyen b&r uygulama olması hedeflenmekted&r (Akalın & 
Veranyurt, 2021). 
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BÖLÜM 3. GEREÇ VE YÖNTEM 

Çalışmada der&n öğrenme yöntem& kullanarak ps&k&yatr& kl&n&kler&nde gerçek zamanlı ş&ddet ve 
ası yoluyla &nt&har tesp&t&n&n sağlanması hedeflenmekted&r. Çalışmada ş&ddet, ş&ddets&zl&k ve 
&nt&har g&r&ş&m& olmak üzere üç sınıf yer almaktadır. Çalışmanın sonunda ş&ddet ve &nt&har 
g&r&ş&m& sınıfı &ç&n uyarı veren b&r model oluşturulması hedeflenmekted&r. Uyarılar &ç&n gerçek 
zamanlı mesajlaşma uygulaması olan Telegramdan faydalanılmıştır. Ayrıca oluşan her uyarı 
b&lg&sayar ekranına yansımaktadır. Ş&ddet ve ş&ddets&zl&k sınıfına a&t eğ&t&m ver& set& &ç&n 
Sol&man ve arkadaşları (2019) tarafından gel&şt&r&len Real L&fe V&olence S&tuat&ons Dataset 
kullanılmıştır. Bu ver& set& ş&ddet tesp&t& modeller&n&n gel&şt&r&lmes& ve değerlend&r&lmes& 
amacıyla oluşturulmuş kapsamlı b&r v&deo koleks&yonudur. İçer&ğ&nde 1.000 gerçek sokak 
kavgası ve 1.000 ş&ddet &çermeyen durumu &çeren toplam 2.000 v&deo kl&pten oluşmaktadır. 
V&deolar, YouTube g&b& platformlardan toplanarak, mak&ne öğren&m& modeller&n&n 
dayanıklılığını artırmak &ç&n çeş&tl& ortam ve koşulları kapsayacak şek&lde seç&lm&şt&r. İnt&har 
eylem&ne yönel&k açık kaynak b&r ver& set& bulunmadığı &ç&n ası yoluyla &nt&hara yönel&k b&r 
eğ&t&m ver& set& oluşturulmuştur.   Kayded&len görüntülerden özell&k çıkarmak amacıyla 
OpenPose uygulaması kullanılmıştır. Özell&kler& çıkarılan görüntüler&n az&mutal yer değ&şt&rme 
kullanılarak açı ve poz&syon değ&ş&kl&kler& hesaplanmıştır. Sonrasında t kares&ndek& anahtar 
noktalar t+1 kares&yle karşılaştırılarak b&r gradyan vektörü elde ed&lm&şt&r.  Gradyan vektörünün 
büyüklüğü ve açısı, yer değ&şt&rme hızını ve hareket&n yönünü sırasıyla göstermekted&r. Model&n 
m&mar&s& &ç&n b&r der&n öğrenme yöntem& olan uzun kısa sürel& bellekten (LSTM) 
faydalanılmıştır. Gel&şt&r&len model& test etmek &ç&n özgün b&r test ver& set& oluşturulmuştur. 
Gel&şt&r&len model bu ver& set& üzer&nden çalıştırılmış ve accuracy, F1 score g&b& metr&klerle 
değerlend&r&lm&şt&r. Model&n gerçek zamanlı değerlend&rmes& &ç&n gece ve gündüz süreler&nce 
ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& sınıfına a&t davranışlar rastgele b&r şek&lde (her davranış 
&ç&n 30 sn-1 dk süres&nce) ve kes&nt&s&z olarak uzun sürel& v&deo hal&nde kayded&lm&şt&r. 
Gel&şt&r&len model&n anlık uyarıları &ç&n s&stem Telegrama entegre ed&lm&şt&r. Ayrıca gel&şen her 
ş&ddet ve &nt&har g&r&ş&m& eylem& &ç&n b&lg&sayar ekranında uyarı oluşturulmuştur. Daha sonra 
görüntüler üzer&nde sağlık çalışanlarının yaptığı değerlend&rmelerle model&n log ve telegram 
çıktıları karşılaştırılarak uyarıların doğruluğu ve n&tel&ğ& uzman görüşüyle model çıktısını 
kıyaslama yöntem&yle bel&rlenm&şt&r. 
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3.1. İş Akış DQagramı:  

ŞekQl 1: İş Akış D(agramı 
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Ver& Ön İşlemes& 

Data Augmentat&on 

Model İşleme  

v LSTM 
v Eğ&t&len model&n AWS Lambda’ya yüklenmes& 

 

v AWS Lambda’ya Ver& Gönder&m& 

v Davranışların Sınıflandırılması 

Gerçek Zamanlı B&ld&r&m 
Gönder&m& 

v Telegram 
Entegrasyonu 

Model&n Performans 
Değerlend&rmes& 

v Accuracy 
v Prec&s&on 
v Recall 
v F1 Score 
v Confus&on Matr&x 
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3.2.VerQ SetQ Oluşturma 

 Ver&ler Göztepe Prof. Dr. Süleyman Yalçın Şeh&r Hastanes& Er&şk&n Erkek Ps&k&yatr& Kl&n&ğ&nde 
sorumlu araştırmacı tarafından v&deo kaydı yöntem&yle toplanmıştır. Çalışmanın et&k kurul 
onayı (EK_1) ve kurum &z&nler& (EK_2) alınmıştır Araştırmanın ver&ler& Mayıs-Temmuz 2024 
tar&hler& arasında toplanmıştır. Araştırmada ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& olmak üzere 
üç sınıf yer almaktadır. Bu sınıflarda yer alan davranışlara yönel&k test ve eğ&t&m v&deo ver& set& 
oluşturulmuş ve ver& set&n&n oluşturulması aşamasında 9, gerçek zamanlı değerlend&rme &ç&n 
v&deoların oluşturulmasında 4 oyuncu olmak üzere toplam 13 oyuncunun yardımı alınmıştır. 
Oyuncular genç er&şk&n (18-30 yaş) arası kadın ve erkeklerden oluşmaktadır.  Araştırmaya 
katılmaya gönüllü olan, t&yatro/drama oyuncusu olan ve &sten&len hareketler& yapmasını 
engelleyecek b&r sağlık problem& olmayan herkes araştırmaya dah&l ed&lm&şt&r. Araştırma 
süres&nce Ezv&z C3X marka 4 adet kamera kullanılmıştır. Kameranın 4 adet olmasının neden& 
dört farklı yönden davranışın görünmes&n& sağlamak, daha çok v&deo ver&s& ve s&stem& doğru 
eğ&teb&lecek özell&kte v&deolar elde etmekt&r. Kameralar odanın her b&r köşes&ne yerleşt&r&lerek 
dört farklı açıdan görüntü kaydı sağlanmıştır. Bu şek&lde davranışların b&rçok perspekt&ften 
görüntü özell&kler& çıkarılab&lm&şt&r. Kullanılan kamera akıllı ç&ft lens, renkl& gece görüş, 
gömülü AI der&n öğrenme algor&tması, &nsan/araç şek&l algılama, sesl& uyarı s&stem& özell&kler&ne 
sah&pt&r (Ezv&z, 2024).  

Ver& toplama sürec&n&n &lk aşamasında int&har eylem&ne yönel&k kullanılab&lecek kamuya açık 
b&r v&deo ver& set& olmadığından &nt&hara yönel&k b&r ver& set& oluşturulmuştur.  İnt&har eylem&ne 
yönel&k bu ver& set& &ç&n kameralar odanın her b&r köşes&ne 35° eğ&m açısına sah&p b&r şek&lde 
yerleşt&r&lm&şt&r. Etk&l& b&r vücut poz&syonu tahm&n& sağlamak &ç&n, oyuncu &le her b&r kamera 
arasındak& mesafen&n yaklaşık olarak 2 m &le 5 m arasında tutulmuştur. Ver& set&n& oluşturmak 
&ç&n oyuncularda şu senaryo gerçekleşt&rmeler& &stenm&şt&r. 

Oyuncular, düğüm yapılmış ve sab&t b&r noktaya yerleşt&r&lm&ş olan &p&n altında sandalyeye 
çıkmaları, &p& başlarından geç&rmek &ç&n tutup açmaları ve başlarından geç&rmeler& &stenm&şt&r. 
Bu eylem &ç&n yaklaşık &k& erkek b&r kadın olmak üzere üç oyuncunun desteğ& alınmıştır. Bu 
şek&lde yaklaşık 250 tekrar &le dört farklı kamera açısından 1000 adet ası yoluyla &nt&har v&deosu 
elde ed&lm&şt&r. Ş&ddet eylemler& ve ş&ddets&zl&k eylemler& &ç&n Sol&man ve arkadaşları (2019) 
tarafından gel&şt&r&len Real L&fe V&olence S&tuat&ons Dataset adlı ver& set& kullanılmıştır. Bu ver& 
set& araştırmamız &ç&n gerekl& olan 1000 adet ş&ddet ve 1000 adet ş&ddets&zl&k eylemler&ne 
yönel&k YouTube üzer&nden toplanan v&deoları &çermekted&r. 

Çalışmanın &k&nc& aşaması olan test aşamasında oyunculardan çalışma kapsamında yer alan 
(ş&ddet, ş&ddets&zl&k, &nt&har g&r&ş&m&) tüm davranışları serg&lemeler& &stenm&şt&r. Çek&mler 
esnasında odada üç yatak, &k& koltuk, b&r sandalye ve çek&lecek eylem& gerçekleşt&recek sayıda 
oyuncu mevcuttur. Hastanedek& herhang& b&r ps&k&yatr& kl&n&k yapısına benzer b&r ortam 
oluşturulmuş ve her b&r eylem serg&lenmeden önce oyunculardan &sten&len davranışın şekl& 
hakkında b&lg& ver&lm&şt&r. Oyunculara eylemler sırasında hareket&n hızının, beden/eklem 
konf&gürasyonun önem& anlatılmış ve &sten&len performansın ne olduğu açıklanmıştır. 
Oyuncular eylemler& serg&lerken b&lg&sayar ekranından performansları tak&p ed&lm&şt&r. Çalışma 
kapsamına gel&şt&r&len model&n çalışma prens&b& eklem hareketler&nden davranış tesp&t&ne 
odaklandığı &ç&n yüz &fadeler& önem arz etmemekted&r. Çek&mler gece ve gündüz süreler&nce 
yapılmış, gündüz saatler&nde yer alan her eylem gece de aynı şek&lde serg&lenm&ş ve v&deo 
kaydına alınmıştır. Test ver& set& tamamlandığında tüm eylemler &sten&len şek&lde serg&lenm&şt&r.  
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Oyuncuların serg&leyeceğ& davranışlar hakkında sorumlu araştırmacı gerekl& yönlend&rmey& 
yapmıştır. (Davranışın kaç kere yapılması gerekt&ğ&, hang& davranışın yapılması gerekt&ğ&, 
süres&, şekl& g&b& konularda). Test aşaması &ç&n ver& toplamada (80/20) yan& 80 eğ&t&m, 20 test 
ver&s& oranına ulaşılması amaçlanmıştır. Bunun &ç&n her davranışın beş dak&ka boyunca odanın 
farklı yerler&nde farklı şek&llerde serg&lenmes& &stenm&şt&r (odanın köşeler&nde, ortasında, 
yatarken, otururken, yürürken vb.). Ver& set&n&n toplanması ve test aşamasında t&yatro 
oyuncularının davranışlarının uygunluğu ve tekrar sayıları &zlenm&şt&r. Bu sayede eks&k ve 
yeters&z b&r çek&m yapılmasının önüne geç&lm&şt&r. Tüm aşamalar henüz hasta yatışı olmayan 
erkek ps&k&yatr& kl&n&ğ&nde tamamlanmıştır. V&deo kaydı OBS stud&o üzer&nden dört farklı 
kamera açısıyla senkron&ze şek&lde gerçekleşm&şt&r.   

Test ver& set&n&n oluşturulması &ç&n üç erkek, üç kadın olmak üzere altı oyuncudan yardım 
alınmıştır. Eylemler gece ve gündüz şekl&nde kayded&lm&şt&r. OBS stud&o &le ver& set& 
oluşturulurken 30 FPS hızında v&deo görüntüler& elde ed&lm&şt&r.  

Ver& set&ndek& sınıflar arasında ş&ddets&zl&k sınıfına a&t örnekler&n sayısı, ş&ddet veya &nt&har 
g&r&ş&m& sınıfına kıyasla daha az örnek &çermekted&r. Ancak çalışmanın ana hedef& &nt&har 
g&r&ş&m& ve ş&ddet& tesp&t etmek olduğu &ç&n, ş&ddet &çermeyen örnekler&n sayısının daha düşük 
olması kabul ed&leb&l&r olarak değerlend&r&lmekted&r. 

3.3. OpenPose Uygulamasıyla Beden ÖzellQklerQnQn Çıkarımı 

Openpose &nsan-b&lg&sayar etk&leş&m& dah&l olmak üzere çeş&tl& alanlarda sıkça kullanılan, 
gerçek zamanlı ve &k& boyutlu (2D) poz tahm&n& üretmeye yarayan b&r uygulamadır. OpenPose, 
vücut, ayak, el ve yüz anahtar noktaları dah&l olmak üzere &nsan vücudundak& anahtar noktaları 
tesp&t etmek &ç&n parça yakınlık alanlarını kullanır ve bu sayede çeş&tl& ortamlarda ve 
uygulamalarda etk&l& b&r şek&lde çalışmasını sağlar (Cao et al., 2021). 

Çalışmada OpenPose algor&tması kullanılarak ası yoluyla &nt&har, ş&ddet ve ş&ddets&zl&k 
eylemler&n&n özell&kler& çıkarılmıştır. Ası yoluyla &nt&har, &nt&har g&r&ş&m& olarak et&ketlenm&şt&r. 
Ş&ddet eylemler& (tokat atma, arkadan boğazını sıkma, kafa atma, sert b&r c&s&mle vurma, saç 
çekme, tekme atma, yumruk atma, &tme, duvara yaslama, boğuşma, yüze yastık kapama) ş&ddet 
eylemler& olarak et&ketlenm&şt&r. Ş&ddets&zl&k sınıfında yer alan davranışlar (su &çme, yemek 
yeme, saç tarama, k&tap okuma, yatma, konuşma, g&y&nme, soyunma, yürüme, dışarıyı &zleme) 
ş&ddets&zl&k olarak et&ketlenm&şt&r. Tüm bu eylemler&n 2D görüntüsü OpenPose uygulamasıyla 
çıkarılmıştır. Aşağıda ş&ddet ve &nt&har g&r&ş&m& ver& grubuna a&t OpenPose uygulamasının b&rkaç 
örnek çıktısı sunulmuştur. 

ŞekQl 2: OpenPose Uygulamasının Ş(ddet ve İnt(hara Yönel(k Eylemlerde Vücut Anahtar 
Noktalarının Çıktı Örnekler(

Kafa Atma 

  

 

B&r C&s&mle Vurma 
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Tekme Atma  

   

Saç Çekme 

  

Yumruk Atma 

  

İtmek 

  

Duvara Dayamak 

      

Tokat Atmak 

  

Yüze Yastık Kapama 

  

Arkadan Boğazını Sıkma  

 

Boğuşma 
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İnt&har 

    

 

3.4. VerQ Ön İşlemesQ 

 Bu aşamada az&mutal yer değ&şt&rme yöntem& kullanılmıştır. Az&mutal yer değ&şt&rme yöntem& 
hareket eden b&r nesnen&n veya vücut parçasının 2D düzlemdek& açısal poz&syonundak& 
değ&ş&mler& (az&mutal açılar) zaman &ç&nde &zleyeb&lmekted&r. Bu yöntem, özell&kle hareket&n 
yönünü ve hızını anal&z etmek &ç&n kullanılmaktadır. V&deo ver&ler&nden çıkarılan anahtar nokta 
koord&natları az&mutal yer değ&şt&rme hesaplamalarında temel g&rd&lerd&r. Bu &şlem, b&r 
hareket&n başlangıç noktasından bel&rl& zaman aralıklarındak& açı ve poz&syon değ&ş&kl&kler&n&n 
hesaplanmasıyla gerçekleşmekted&r. B&r yer değ&şt&rme gradyanı vektörü elde etmek &ç&n t 
kares&ndek& anahtar noktalar t+1 kares&yle karşılaştırılmaktadır. Bu vektör daha sonra az&mutal 
koord&natlara dönüştürülmüştür. Bu dönüşüm, anahtar noktanın konumu yer&ne yer 
değ&şt&rmey& d&kkate almaktadır.  Bu sayede her b&r eylem konum ve ölçek değ&şmez&ne 
dönüştürülmekted&r.  Gradyan vektörünün büyüklüğü ve açısı, yer değ&şt&rme hızını ve 
hareket&n yönünü sırasıyla göstermekted&r. Bu da bu çalışmada eylem tanıma, yan& ş&ddet ve 
&nt&har tesp&t& &ç&n anahtar noktaların ham koord&natlarından daha anlamlı olduğunu 
kanıtlamaktadır. OpenPose &le elde ed&len anahtar noktalar üzer&nden bu tür b&r koord&nat 
dönüşümü yapmak, ham koord&natlardan daha anlamlı b&r ver& sunarak LSTM'n&n eylem tanıma 
ve ş&ddet tesp&t& g&b& görevlerde daha başarılı olmasını sağlayab&lmekted&r. Az&mutal yer 
değ&şt&rme yöntem& hareket&n detaylı ve hassas anal&z&n& sağlamaktadır ve model&n hesaplama 
yükünü azaltmaktadır. Çünkü her b&r anahtar noktanın koord&natlarının d&rekt kullanımı yer&ne 
açısal yer değ&şt&rme ver&ler& &şlenmekted&r. Geleneksel görüntü tabanlı anal&zler&n aks&ne bu 
yöntemde ışık değ&ş&mler&ne daha az duyarlı olan anahtar nokta koord&natları kullanılmaktadır. 
Bu durum özell&kle gece çek&mler& g&b& düşük ışık koşullarında yöntem&n performansını 
artırmaktadır. Az&mutal yer değ&şt&rme &le vücut bölümler&n&n zaman &ç&ndek& açısal ve 
poz&syonel değ&ş&kl&kler&n& doğru b&r şek&lde ölçmek mümkün olmaktadır. Bu durum karmaşık 
ve sürekl& hareketler&n anal&z& &ç&n oldukça avantajlıdır. Az&mutal koord&natlar, konum ve yön 
b&lg&ler&n& daha net b&r şek&lde sunarak, özell&kle uzamsal hareketler&n ve açısal değ&ş&mler&n 
anlamlandırılmasını kolaylaştırmaktadır (Part&ka., 2022; K&m et al., 2020).  

3.5. Data AugmentatQon (VerQ Artırma) 

Model&n performansını ve farklı v&deo koşullarına uyarlanab&l&rl&ğ&n& &y&leşt&rmek &ç&n ver& 
artırma tekn&kler& uygulanmıştır. Bunlara çözünürlük ayarlamaları ve trapezo&dal bozulmaları, 
kamera açısı ve perspekt&f&ndek& değ&ş&kl&kler& s&müle etmek de dah&ld&r. Bu artırma, kamera 
kurulumlarındak& ve ps&k&yatr& hastaneler&nde t&p&k olarak bulunan çevre koşullarındak& 
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değ&ş&kl&kler& hesaba katarak s&stem&n gerçek dünya senaryolarına daha &y& genelleme 
yapmasını sağlamaktadır. 

Der&n öğrenme çerçeves& olarak TensorFlow kullanılmıştır. TensorFlow, açık kaynaklı ve farklı 
sev&yelerde yapay zeka s&stemler& gel&şt&rmeye olanak tanıyan b&r yazılım kütüphanes&d&r. 
Özell&kle TensorFlow, der&n öğrenme modeller&n&n gel&şt&r&lmes&nde ve sağlık g&b& kr&t&k 
alanlarda görüntü &şleme, hastalık teşh&s& g&b& uygulamalarda sıklıkla terc&h ed&lmekted&r 
(Selçuk vd., 2021).  

Overf&tt&ng &le mücadele etmek &ç&n burada ver& artırma (data augmentat&on) yöntem& 
kullanılmıştır. Bu, model&n eğ&t&m sırasında aşırı öğrenmes&n& ve eğ&t&m ver&s&ne aşırı uyum 
sağlamasını (overf&tt&ng) önlemek &ç&n yaygın olarak kullanılan b&r tekn&kt&r. Ver& artırma, 
mevcut eğ&t&m ver&ler&n& çeş&tl& dönüşümlerden (örn. döndürme, ölçekleme, ayna yansıması, 
parlaklık değ&ş&kl&kler& vb.) geç&rerek ver& kümes&ndek& çeş&tl&l&ğ& artırmaktadır. Bu şek&lde 
model, aynı ver& üzer&nde farklı perspekt&flerden eğ&t&lerek daha genel b&r öğrenme elde 
etmekted&r ve bu da overf&tt&ng r&sk&n& azaltmaktadır. Ayrıca, bu tür ver& artırma tekn&kler& 
sayes&nde model&n genel performansı &y&leşt&r&leb&lmekted&r, çünkü model, daha fazla çeş&tl&l&k 
&çeren ver&lere maruz kalarak daha genel b&r hale gelmekted&r. Çalışmada karşılaşılan overf&tt&ng 
sorunu ver& artırma yöntem&yle çözülmüştür.  

3.6. ModelQn MQmarQsQ 

S&stem&n m&mar&s& daha önce Part&ka (2020) tarafından gel&şt&r&len gerçek zamanlı ş&ddet tesp&t 
yöntem&ne dayanmaktadır. Ancak ek olarak &nt&har g&r&ş&m& sınıfını ele alacak şek&lde 
uyarlanmıştır ve gerçek zamanlı değerlend&rmes& sağlanmıştır. OpenPose tarafından özell&k 
çıkarımından sonra, ver&ler b&rkaç anal&z aşaması &çeren b&r &şlem hattından &şlenm&şt&r. 

 LSTM'ler, &nt&har g&r&ş&m& veya ş&ddet &çeren b&r davranışı göstereb&lecek hareket&n kademel& 
olarak artması g&b& zaman &ç&ndek& &nce davranış kalıplarını OpenPose'dan çıkarılan g&rd& 
özell&kler&n& &şleyen b&r d&z& 1D evr&ş&msel katmandan önce tesp&t etmek &ç&n uygundur. Bu 
evr&ş&msel katmanlar özell&k azaltma gerçekleşt&rmekted&r ve çıkarılan poz ver&ler&n&n en 
öneml& yönler&n& vurgulayarak LSTM'ye daha alakalı ve özlü g&rd&ler sağlamaktadır. LSTM 
s&n&r ağı, b&lg&y& uzun süreler boyunca depolamak &ç&n özel modülasyon mekan&zmalarını 
kullanmaktadır. Bu nedenle, mevcut v&deo kares&n&n geçm&ş kareler bağlamında 
değerlend&r&lmes& gereken karmaşık görsel &şleme &ç&n potans&yel olarak uygundur. Son 
araştırmalar LSTM'n&n v&deo ver&ler&ndek& &nsan eylemler&n& (örneğ&n koşma, el sallama) etk&l& 
b&r şek&lde tanıyab&ld&ğ&n& ve sınıflandırab&ld&ğ&n& gösterm&şt&r (Grush&n et al., 2013). 
LSTM'ler&n m&mar&s&, üç kapıyla b&rl&kte b&lg&ler& uzun süreler boyunca koruyab&len bellek 
hücreler&n& &çer&r: g&r&ş kapısı, unutma kapısı ve çıkış kapısı. Bu kapılar, bellek hücres&ne g&ren 
ve çıkan b&lg& akışını düzenleyerek, ağın hang& b&lg&n&n saklanması gerekt&ğ&n& ve hang&s&n&n 
atılab&leceğ&n& öğrenmes&n& sağlamaktadır (Deng et al., 2017). 

Evr&ş&msel ön &şleme ve LSTM tabanlı zamansal modellemen&n bu b&rleş&m&, s&stem&n kr&t&k 
eylemler& gerçek zamanlı olarak yüksek hassas&yetle algılanmasını sağlamaktadır. LSTM'den 
sonra, tamamen bağlı yoğun katmanlar üç olası eylem &ç&n b&r olasılık puanı üretmekted&rler. 
Bunlar ş&ddets&zl&k, ş&ddet ve &nt&har g&r&ş&m& eylemler&n& &çermekted&r.  

Çıkarım &ç&n AWS Lambda'yı kullanmak s&stem&n ölçekleneb&l&rl&ğ&ne daha fazla katkıda 
bulunmaktadır. AWS Lambda, sunucu sağlama ve yönetme &ht&yacı olmadan yazılan kodu 
çalıştırmaya yarayan sunucusuz b&lg& &şlem h&zmet&d&r. Yazılan kodu yüksek kullanılab&l&rl&ğe 
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sah&p b&r altyapıda çalıştırır, s&stem bakımı, kapas&te ve otomat&k ölçeklend&rme, mon&tor&ng, 
loglama g&b& &şlemler&n tümünü kend& gerçekleşt&r&r. AWS, Cloud’da k& hesaplama 
gereks&n&mler&n& yönetmekted&r ve bu da yer&nde pahalı donanım &ht&yacını en aza 
&nd&rmekted&r. Cloud altyapısının esnekl&ğ&, ek &şlem gücü, ş&rket &ç& c&hazları yükseltmeden 
sağlanab&ld&ğ&nden, s&stem& daha büyük ortamlara ölçekleneb&l&r hale get&rmekted&r (Amazon, 
2024). 

Çalışmanın m&mar&s&, OpenPose'dan çıkarılan özell&kler& az&mutal yer değ&şt&rme ve merkez 
mesafeler&ne çev&rmek &ç&n tek boyutlu evr&ş&m, bath normal&zasyonu, maks&mum pool&ng ve 
dropoutun &k& d&z&s&n& kullanmaktadır (Cao et al., 2021). Ayrıca çalışmanın m&mar&s& tek boyutlu 
evr&ş&mler&n &k& katmanını, LSTM'y& ve yoğun katmanları ve ayrıca IJCVIP.304462.f07 uzaysal 
boyutlarını &çeren ağ m&mar&s&n& &çermekted&r. 
 

ŞekQl 3: B(r boyutlu evr(ş(mler(n (k( katmanını, LSTM'y( ve yoğun katmanları ve ayrıca onun 
uzaysal boyutlarını (çeren ağ m(mar(s( 

 
                

 

Tek boyutlu evr&ş&m, evr&ş&m yalnızca zaman boyutu üzer&nde gerçekleşt&ğ&nden düşük b&r 
hesaplama mal&yet&yle çok etk&l& b&r özell&k çıkarma yöntem& sağlamaktadır (K&ranyaz et al., 
2020). 

Evr&ş&m&n karmaşıklık dereces&n&n  O fonks&yonu olduğunu ve KxK çek&rdeğ& olan b&r NxN 
görüntüsüne sah&p olduğunu varsayarsak, b&r ve &k& boyut arasındak& karmaşıklık karşılaştırması 
şu şek&lded&r: 

• Tek Boyut IJCVIP.304462.m02 

• İk& Boyut IJCVIP.304462.m03 
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Bu &k& boyut, normal&zasyon ve maks&mum pool&ng d&z&s&, &k&nc& katmanın daha yüksek b&r 
soyutlama düzey&nde çalışmasına olanak tanır ve en alakalı b&lg&n&n daha kompakt b&r tems&l&n&n 
üret&lmes&ne olanak sağlamaktadır (Kr&zhevsky et al., 2012). 

Daha sonra bu kompakt tems&l, LSTM ağını besler ve kaybolan gradyanlar g&b& d&ğer 
tekrarlayan s&n&r ağlarındak& yaygın sorunlardan etk&lenmeden uzun vadel& zamansal 
bağımlılıkları yakalama yeteneğ&n& araştırır (Mahassen& &Todorov&c, 2016; Yu et al., 2019). 

Bu m&mar&dek& son katman, LSTM çıktısını ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& olmak üzere 
son üç sınıfa yerleşt&rerek son sınıflandırmayı gerçekleşt&ren tam bağlantılı b&r katmandır 
(Caetano, 2020; Pe&xoto et al., 2019). 

Bu çalışmada, ş&ddet ve &nt&har g&r&ş&m& tesp&t& &ç&n gen&şlet&lm&ş LSTM tabanlı model&n ver&ml& 
b&r şek&lde eğ&t&lmes&n& ve opt&mum performansını sağlamak &ç&n öneml& h&perparametreler 
şunlardır: 

- Öğrenme Oranı: Öğrenme oranı, hem yakınsama hızını hem de model doğruluğunu opt&m&ze 
eden deneysel b&r aramanın ardından 0,001 olarak bel&rlenm&şt&r. Çünkü daha yüksek b&r 
öğrenme oranı (örneğ&n 0.01) model&n opt&m&zasyon sürec&nde kararsızlığa neden olmuş, daha 
düşük oranlar (örneğ&n 0.0001) &se yakınsama sürec&n& yavaşlatmıştır. 0.001 öğrenme oranı, 
model&n kayıp fonks&yonunu hızlı ve &st&krarlı b&r şek&lde m&n&m&ze etmes&ne olanak sağlamıştır. 
Bu oran, doğruluk ve eğ&t&m süres& arasında b&r denge oluşturmuştur. 

- Batch Boyut: Hesaplama ver&ml&l&ğ& ve bellek sınırlamaları dengelenerek 64'lük b&r batch 
boyutu seç&lm&şt&r. Bunun neden& 64’lük b&r batch boyutu, model eğ&t&m& sırasında belleğ& etk&l& 
b&r şek&lde kullanmak ve hesaplama yükünü dengelemek &ç&n terc&h ed&lm&şt&r. Daha küçük 
batch boyutları eğ&t&m süres&n& uzatmış, daha büyük boyutlar &se bellek sınırlamalarına neden 
olmuştur. 64’lük boyut, hem eğ&t&m sürec&n&n hızını artırmış hem de model&n genel doğruluğunu 
opt&m&ze etm&şt&r. 

-LSTM B&r&mler&n&n Sayısı: LSTM katmanı 128 b&r&m &çermekted&r. Bu sayı, aşırı uyumu en 
aza &nd&r&rken sıralı ver&lerdek& zamansal bağımlılıkları yeter&nce yakalamak &ç&n seç&lm&şt&r. 
Zamansal bağımlılıkları yakalamak &ç&n yeterl& b&r kapas&te sağlamış, aynı zamanda aşırı 
öğrenme r&sk&n& en aza &nd&rm&şt&r. Daha az b&r&m (örneğ&n 64), model&n uzun vadel& 
bağımlılıkları anlamada yeters&z kalmasına neden olmuş, daha fazla b&r&m (örneğ&n 256) &se 
gereks&z karmaşıklık yaratmıştır. 128 b&r&m dengel& b&r performans sunmuştur. 

-Dropout Oranı: Aşırı uyumu azaltmak ve model&n görülmem&ş ver&lere &y& b&r şek&lde 
genelleşt&r&lmes&n& sağlamak &ç&n 0,5'l&k b&r dropout oranı uygulanmıştır. 0.5’l&k b&r dropout 
oranı, aşırı öğrenmey& önlemek ve model&n genelleme yeteneğ&n& artırmak &ç&n uygulanmıştır. 
Bu oran, model&n doğruluk ve kayıp değerler&n& sab&t tutmuş, daha düşük oranlar aşırı 
öğrenmeye yol açarken, daha yüksek oranlar model&n öğrenme kapas&tes&n& düşürmüştür. 

- Epoch Sayısı: Model 65 epoch &ç&n eğ&t&lm&şt&r çünkü dönem sayısındak& daha fazla artış 
performansta öneml& b&r artış sağlamamış ve aşırı uyum r&sk& doğurmuştur. Model 65 epoch 
boyunca eğ&t&lm&ş, çünkü bu noktadan sonra ek epochlar performansta öneml& b&r &y&leşme 
sağlamamış ve aşırı öğrenme r&sk&n& artırmıştır. Epoch sayısı, erken durdurma yöntem&yle 
b&rl&kte kullanılmış ve model&n gereks&z yere eğ&t&m görmes&n&n önüne geç&lm&şt&r. 

Çalışmanın eğ&t&m sürec&, ver& set&n& 80/20 oranında eğ&t&m/doğrulama setler&ne bölmey& 
&çermekted&r. Bu oran, model&n genelleme yeteneğ&n& ölçmek &ç&n yeterl& ver& bırakmıştır. 
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Model, her parametre &ç&n öğrenme oranını uyarlayan ve ver&ml& yakınsamaya yol açan sağlam 
b&r opt&m&ze ed&c& olan ‘Adam Opt&m&zer’ kullanılarak eğ&t&lm&şt&r.  Adam opt&m&zasyon 
algor&tması, parametre güncellemeler& &ç&n öğrenme oranını adapte ederek kayıp fonks&yonunu 
etk&l& b&r şek&lde m&n&m&ze etm&şt&r. Sorunun çok sınıflı doğası neden&yle kategor&k çapraz 
entrop& kaybı &şlev& kullanılmıştır. Kategor&k çapraz entrop& kayıp fonks&yonu, çok sınıflı b&r 
problem olan bu çalışmada, her sınıf &ç&n doğru b&r sınıflandırma olasılığı hesaplamıştır. 
Doğrulama kaybı 10 epoch boyunca &y&leşmed&ğ&nde eğ&t&m sonlandırılmış, bu da aşırı 
öğrenmen&n önüne geçm&şt&r. Beş katlı çapraz doğrulama yöntem&, model&n farklı ver& alt 
kümeler&nde nasıl performans gösterd&ğ&n& değerlend&rmek &ç&n kullanılmıştır. Bu, sonuçların 
genel olarak sağlam olduğunu gösterm&şt&r. 

Doğrulama &ç&n, doğrulama kaybını &zlemek ve aşırı uyumu önlemek &ç&n erken durdurma 
kullanılmıştır. Doğrulama kaybı 10 ardışık epoch boyunca &y&leşmed&yse, eğ&t&m 
sonlandırılmıştır. Ek olarak, model&n sağlamlığını sağlamak &ç&n beş katlı b&r çapraz doğrulama 
gerçekleşt&r&lm&ş ve performans değerlend&rmes& &ç&n hassas&yet, ger& çağırma ve F1 puanı g&b& 
ölçütler kullanılmıştır. 

3.7. Davranışın Sınıflandırılması  

Davranış sınıflandırılması ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& olmak üzere üç kategor&y& 
&çermekted&r. Ş&ddet sınıfında tokat atma, arkadan boğazını sıkma, kafa atma, sert b&r c&s&mle 
vurma, saç çekme, tekme atma, yumruk atma, &tme, duvara yaslama, boğuşma, yüze yastık 
kapama eylemler&n& &çermekted&r. Ş&ddets&zl&k sınıfı su &çme, yemek yeme, saç tarama, k&tap 
okuma, yatma, konuşma, g&y&nme, soyunma, yürüme, dışarıyı &zleme g&b& davranışları 
&çermekted&r. İnt&har g&r&ş&m& sınıfında &se ası yoluyla &nt&har yer almaktadır. 

Model san&yede 15 FPS hızında çalışmaktadır ve özell&k çıkarmak &ç&n 3 sn’l&k v&deo kl&pler 
kullanılmaktadır. Model (15 FPS X 3 sn= 45 kare) formülüyle 45 kare üzer&nden tek b&r sınıf 
et&ket& çıkarıyorsa bu, 45 karel&k zaman d&l&m& boyunca gözlemlenen davranışın b&r bütün olarak 
b&r sınıf altında et&ketlend&ğ& anlamına gelmekted&r. 

3.8. Karşılaşılan Zorluklar ve Çözümler  

Bu çalışmada, ver& toplama, model gel&şt&rme ve gerçek zamanlı test süreçler&nde çeş&tl& 
zorluklarla karşılaşılmıştır. Aşağıda bu zorluklar ve gel&şt&r&len çözüm yöntemler& 
açıklanmaktadır. 

Ver& Set& Toplama Sürec&: İnt&har g&r&ş&m& ver&ler&n&n açık kaynaklı olarak er&ş&m&n olmaması 
yen& b&r eğ&t&m ver& set& oluşturulmasını gerekt&rm&şt&r. Bu sorunun üstes&nden geleb&lmek &ç&n, 
gönüllü t&yatro/drama oyuncularının katılımıyla &nt&har g&r&ş&m& davranışlarının s&müle ed&lmes& 
sağlanmış ve gerekl& v&deo ver&ler& elde ed&lm&şt&r. Bu sayede, çalışmaya özgün ve güven&l&r b&r 
ver& set& oluşturulmuştur. 

Ver& Artırma (Data Augmentat&on): Model&n performansını artırmak ve aşırı öğrenme 
(overf&tt&ng) problem&n& önlemek amacıyla ver& artırma tekn&kler& uygulanmıştır. S&müle ed&len 
davranışların varyasyonları, model&n eğ&t&m set&ne dah&l ed&lerek, model&n daha genel b&r 
performans göstermes& sağlanmıştır. 

Güven Parametreler&n&n Opt&m&ze Ed&lmes&: Model performansını daha da &y&leşt&rmek 
amacıyla güven parametreler& opt&m&ze ed&lm&şt&r. Bu ayarlamalar, model&n daha yüksek 
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doğruluk oranı elde etmes&ne ve hatalı sınıflandırmaların azaltılmasına yönel&k olarak 
yapılmıştır. 

İnternet Altyapısından Kaynaklı Problemler: Hastanen&n &nternet ağına kurumun güvenl&k 
önlemler& neden&yle er&ş&m sağlanamamıştır. Bu nedenle, ver& aktarımı ve bağlantı &ht&yaçlarını 
karşılamak &ç&n taşınab&l&r &nternet sağlayıcısı tarafımızca tem&n ed&lm&şt&r. Bu çözüm, bağlantı 
sürekl&l&ğ&n& sağlarken araştırmanın kes&nt&s&z olarak sürdürülmes&ne olanak tanımıştır. 
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4. BULGULAR 

4.1. ModelQn Performans DeğerlendQrmesQ 

Oluşturulan s&stem, ps&k&yatr& hastanes&nde oyuncularla çek&len test v&deoları kullanılarak 
değerlend&r&lm&şt&r. Üç davranış (ş&ddets&zl&k/ş&ddet/&nt&har g&r&ş&m&) kategor&s&n& test ed&lm&ş ve 
s&stem tüm kategor&lerde yüksek doğruluk ve güven&l&rl&k gösterm&şt&r. Model&n performansı, 
çeş&tl& kamera perspekt&fler&ne ve çevre koşullarına genellemey& &y&leşt&ren ver& artırma 
tekn&kler&n&n kullanımıyla gel&şt&r&lm&şt&r. 

İnt&har g&r&ş&m& ve ş&ddet tesp&t& &ç&n hassas&yet, ger& çağırma ve F1 puanları g&b& metr&kler 
üzer&nden skorlar elde ed&lm&şt&r. Bu scorelar net&ces&nde s&stem&n gerçek dünya senaryolarında 
etk&l& olduğunu doğrulamıştır. AWS Lambda'nın entegrasyonu, s&stem&n yanıt verme yeteneğ&n& 
öneml& ölçüde &y&leşt&rd&ğ& bel&rlenm&şt&r. Bu, s&stem&n gec&kmeden aynı anda b&rden fazla v&deo 
akışını &şleyeb&lmes&n& sağlayarak gerçek zamanlı &zleme &ç&n &deal hale get&rm&şt&r. 

F1 Score: Sınıflandırmada, F1 puanı, Recall ve Prec&s&on model&n performansını 
değerlend&rmek &ç&n popüler b&r ölçüttür. Recall, model&n tüm poz&t&f örnekler& yakalama 
kapas&tes&n& değerlend&r&rken, prec&s&on model&n poz&t&f tahm&nler&n&n doğruluğunu 
&ncelemekted&r. B&r model&n performansının kapsamlı b&r değerlend&rmes&, recall ve prec&s&on 
harmon&k ortalaması olan F1 puanı tarafından sağlanmaktadır. Bu metr&k 0 &le 1 arasında 
değ&şmekted&r, burada 1 mükemmel prec&s&on ve recall, 0 &se zayıf performansı göstermekted&r. 
F1 Score hesaplaması şu şek&lded&r: 

Formül 1: F1 Score Hesaplama 

Prec&s&on×Recall 
 F1 = 2×              

Prec&s&on + Recall 

 

Accuracy: Sınıflandırma &ç&n en sık kullanılan ölçütlerden b&r&d&r. Accuracy, b&r ölçümün 
gerçek değere yakınlığını tanımlamak &ç&n kullanılır. Aşağıdak& denklemle hesaplanab&l&r: 

Formül 2: Accuracy Hesaplama 

                          True Pos&t&ves + True Negat&ves 
Accuracy =  

True Pos&t&ve + True Negat&ves + False Pos&t&ves + False Negat&ves 
 
 

Recall: Sınıflandırıcının tüm poz&t&f örnekler& bulma yeteneğ&d&r. Formülü şu şek&lde 
göster&leb&l&r: 

Formül 3: Recall Hesaplama 

True Pos&t&ves 
 Recall =   

True Pos&t&ves + False Negat&ves 
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PrecQsQon: Sınıflandırıcının negat&f b&r örneğ& poz&t&f olarak et&ketlememe yeteneğ&d&r. Şu 
formülle göster&lmekted&r: 

Formül 4: Prec(s(on Hesaplama 

                                                
                                                      True Pos&t&ves 

 Prec&s&on =   
                                        True Pos&t&ves + False Pos&t&ves 

 

Tablo 1: Sınıflandırma Raporu (Sınıf 0: Ş(ddets(zl(k, Sınıf 1: Ş(ddet, Sınıf 2: İnt(har G(r(ş(m() 

 

Accuracy   0.95 3279 
Macro Avg     0.94 0.95 0.94 3279 
We&ghted 
Avg   

0.95 0.95 0.95 3279 

 

 

 

 

ClassQfQcatQon Report 
        Prec&s&on     Recall   F1-Score    Support 
0        0.88  0.92   0.90 639 
1        0.96       0.93 0.94 1294 
2        0.98       0.99 0.99 1346 
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Macro Average (macro avg) : 

Her sınıfın prec&s&on, recall ve F1-score değerler&n&n eş&t ağırlıklı ortalamasıdır. Modelde macro 
avg genel olarak &y& b&r performans gösterm&şt&r ve her sınıfta benzer doğruluk sev&yeler& 
yakalanmıştır. 

WeQghted Average (weQghted avg): 

Her sınıf &ç&n ölçülen metr&kler&n (prec&s&on, recall, F1 score) ağırlıklı ortalamasıdır, sınıfın ver& 
set&ndek& örnek sayısına göre ağırlıklandırılır. We&ghted avg hesaplamasında, büyük sınıflar (1 
ve 2) daha fazla ağırlık taşımaktadır. Sınıf 0'ın prec&s&on değer& b&raz daha düşük olmasına 
rağmen, sınıflar arasındak& örnek dağılımı dengel& b&r sonuç verm&şt&r. Bu nedenle model, büyük 
ver& kümeler&nde de &y& b&r performans serg&lemekted&r. 

Support: 

Her sınıf &ç&n ver& set&ndek& gerçek örnek sayısıdır. Yan&, model&n tahm&n etmeye çalıştığı sınıfın 
ver& set&nde ne kadar bulunduğunu göster&r. Sınıflandırma raporlarında, her sınıfın gerçek örnek 
sayısını göster&r ve we&ghted avg hesaplamalarında kullanılır. Ş&ddets&zl&k eylem& &ç&n 639 
sayıyla en az örnek, &nt&har g&r&ş&m& 1346 sayıyla en çok örneğe sah&pt&r.  

ClassQfQcatQon Report Yorumlanması 

Sınıf 0 (ŞQddetsQzlQk): 

Prec&s&on (Kes&nl&k): Ş&ddets&zl&k sınıfında yer alan davranışların %88 &n&n gerçekten ş&ddet 
&çermed&ğ& anlamına gelmekted&r.  

Recall (Duyarlılık): Gerçekten ş&ddet &çermeyen ver&ler&n %92's& doğru şek&lde ş&ddets&zl&k 
olarak sınıflandırılmıtır. Ger& kalan %8 &se ş&ddet ya da &nt&har g&r&ş&m& sınıflarına yanlış 
atanmıştır.   

F1-score: Prec&s&on ve Recall’un dengel& b&r b&rleş&m& olan bu skor, ş&ddets&zl&k sınıfı &ç&n % 
90 olarak bel&rlenm&şt&r. Bu da ş&ddets&zl&k sınıfında model&n performansın dengel& ve &y& 
olduğunu &fade etmekted&r. 

Sınıf 1 (ŞQddet): 

PrecQsQon: Model&n ş&ddet olarak sınıflandırdığı ver&ler&n %96'sının gerçekten ş&ddet &çerd&ğ& 
anlamına gelmekted&r. 

Recall: Gerçekten ş&ddet &çeren ver&ler&n %93'ü doğru şek&lde sınıflandırılmıştır. 

F1-score: Prec&s&on ve Recall’un dengel& b&r b&rleş&m& olan bu skor, ş&ddet sınıfı &ç&n %94 
oranındadır. Bu, model&n ş&ddet sınıfında güçlü b&r performans serg&led&ğ&n& göstermekted&r. 

Sınıf 2 (İntQhar GQrQşQmQ): 

PrecQsQon: Model&n &nt&har g&r&ş&m& olarak sınıflandırdığı ver&ler&n % 98'& gerçekten &nt&har 
g&r&ş&m& davranışı olarak bel&rlenm&şt&r.   

Recall: Gerçekten &nt&har g&r&ş&m& olan ver&ler&n % 99'u doğru sınıflandırılmıştır. Model, &nt&har 
g&r&ş&m& sınıfına a&t örnekler& neredeyse tamamına yakın yakalamıştır ve sadece %1'l&k b&r 
kaçırma oranı vardır. 
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F1-score: Prec&s&on ve Recall'un b&rleş&m& olarak &nt&har g&r&ş&m& sınıfı &ç&n %99 oranındadır. 
Model bu sınıf &ç&n oldukça başarılı sonuç gösterm&şt&r 

Tablo 2: Confus(on Matr(x 

 
     0                     1                       2 

 

 

 

 

 

ConfusQon MatrQx Yorumlanması: 

Ş&ddets&zl&k sınıfı &ç&n doğru sınıflandırılan 589 ver& vardır, 43 ver& yanlışlıkla ş&ddet (1) ve 7 
ver& &nt&har g&r&ş&m& (2) olarak sınıflandırılmıştır. Ş&ddet sınıfında 1201 ver& doğru 
sınıflandırılmıştır, ancak 77 ver& yanlışlıkla ş&ddets&zl&k (0) ve 16 ver& &nt&har g&r&ş&m& (2) olarak 
et&ketlenm&şt&r. İnt&har g&r&ş&m& sınıfında 1332 ver& doğru sınıflandırılmıştır, 12 ver& ş&ddet (1) 
olarak sınıflandırılmış ve 2 ver& ş&ddets&zl&k (0) olarak et&ketlenm&şt&r. 

Yanlış PozQtQfler (False PosQtQves) 

Model 79 kez ş&ddets&zl&k sınıfında olmayan b&r ver&y& yanlışlıkla ş&ddets&zl&k olarak 
sınıflandırmıştır. Ş&ddet &çermeyen ver&lerden 55 tanes& yanlışlıkla ş&ddet olarak 

589 43 7 
77 1201 16 
2 12 1332 
False Pos&t&ves (FP):      [79       55      23] 
False Negat&ves (FN):    [50       93      14] 
True Pos&t&ves (TP):       [ 589   1201  1332] 
True Negat&ves (TN):     [2561 1930  1910] 

0 

1 
2 
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sınıflandırılmıştır. İnt&har g&r&ş&m& olmayan ver&ler 23 kez &nt&har g&r&ş&m& olarak 
sınıflandırılmış. 

Yanlış NegatQfler (False NegatQves):  

Ş&ddets&zl&k sınıfına a&t olan b&r ver& 50 kez ş&ddet veya &nt&har g&r&ş&m& olarak sınıflandırılmıştır. 
Ş&ddet sınıfında olan 93 ver& yanlışlıkla ş&ddets&zl&k veya &nt&har g&r&ş&m& olarak 
sınıflandırılmıştır. İnt&har g&r&ş&m& olan 14 ver& ş&ddet veya ş&ddets&zl&k olarak sınıflandırılmıştır.  

Bu çalışma, or&j&nal ş&ddet tesp&t yöntem&n& &nt&har g&r&ş&mler&n&n tesp&t&n& de &çerecek şek&lde 
gen&şleterek ps&k&yatr& kurumları &ç&n daha kapsamlı b&r çözüm hal&ne get&rmey& 
amaçlamaktadır. AWS Lambda g&b& Cloud tabanlı h&zmetlerden yararlanarak s&stem hem uygun 
f&yatlılık hem de ölçekleneb&l&rl&k elde ed&lerek ve pahalı yer&nde donanıma &ht&yaç duymadan 
gerçek zamanlı &şleme olanak sağlamaktadır. S&stem&n yüksek doğruluğu, Telegram üzer&nden 
gerçek zamanlı b&r uyarı s&stem& entegrasyonuyla b&rleşt&ğ&nde, sağlık çalışanlarına kr&t&k 
olayları gerçek zamanlı olarak &zlemek ve bunlara yanıt vermek &ç&n b&r araç sunmaktadır. Bu 
gen&şlet&lm&ş yaklaşım, hassas ortamlarda ş&ddet ve &nt&har g&r&ş&mler&n&n gerçek zamanlı v&deo 
tabanlı tesp&t&n&n potans&yel&n& göstermekted&r. Ruh sağlığı bakım ortamlarında hasta güvenl&ğ& 
&ç&n ölçekleneb&l&r, uygun f&yatlı ve etk&l& b&r çözüm sağlamaktadır. Model genel anlamda tüm 
sınıflarda &y& performans serg&lemekted&r. İnt&har g&r&ş&m& sınıfında en &y& başarı sağlanırken, 
ş&ddets&zl&k sınıfında model daha fazla yanlış poz&t&f ve yanlış negat&f yapma eğ&l&m&nded&r. 
Ş&ddet sınıfında da model &y& performans serg&lemekted&r, ancak yanlış negat&f oranı ş&ddets&zl&k 
sınıfına göre b&raz daha yüksekt&r. Model&n genel accuracy (doğruluk) oranı %95’d&r. Bu da 
model&n büyük ölçüde doğru sınıflandırmalar yaptığı anlamına gelmekted&r. 

4.2. Gerçek Zamanlı DeğerlendQrme 

Çalışma kapsamında yer alan davranışlar gece ve gündüz ayrı olacak şek&lde her b&r& yaklaşık 
30-60 sn süres&nce kes&nt&s&z b&r şek&lde ardışık olarak kayded&lm&şt&r. Kameralar san&yede 15 
FPS hızında çalışmaktadır ve özell&k çıkarmak &ç&n 3 sn’l&k v&deo kl&pler kullanılmıştır. Model 
(15 FPS X 3 sn= 45 kare) formülüyle 45 kare üzer&nden tek b&r sınıf et&ket& çıkarmaktadır. 
Uyarılar bu 45 karen&n değerlend&r&lmes&yle b&lg&sayar ekranına ve telegrama yansıtılmaktadır.   
Oyuncular bu süreçte her davranışı bel&rt&len san&ye aralığında odanın farklı yerler&nde 
serg&lem&şlerd&r ve bu aşamada dört oyuncunun yardımı alınmıştır. Çek&mler esnasında oda 
&çer&s&nde üç yatak, &k& koltuk, b&r sandalye ve üç oyuncu mevcuttur. Bu şekl&yle hasta yatışı 
olan kl&n&k odasıyla benzer b&r yapı oluşturulmuştur. Çek&mler esnasında &k& k&ş& veya tek k&ş& 
çalışma kapsamında yer alan herhang& b&r davranışı serg&lerken odada k& d&ğer k&ş& veya k&ş&ler&n 
farklı b&r eylem serg&lemes& &stenm&şt&r. Bu sayede b&rden çok farklı hareket&n yer aldığı b&r 
ortamda model&n nasıl çalışacağı test ed&lm&şt&r. Eylemler b&rden çok kez karma b&r şek&lde art 
arda tekrar ed&lm&şt&r.  Davranışları serg&lerken oyunculardan odanın her noktasını kullanmaları 
&stenm&şt&r. Bu sayede gerçek b&r kl&n&k ortamında meydana geleb&lecek olası durumlar 
senaryolaştırılmıştır. Çalışma kapsamında öneml& olan oyuncuların beden hareketler&n&n 
davranışa uygun b&r şek&lde serg&lenmes&d&r. Bunun &ç&n oyunculara test ver&s&nde yer alan örnek 
b&rkaç v&deo &zlet&lm&ş ve benzer şek&lde eylemler& serg&lemeler& &stenm&şt&r. Her b&r eylem&n 
süres& ve uygunluğu b&lg&sayar ekranından tak&p ed&lm&ş oyunculara gerekl& yönlend&rmeler 
sağlanmıştır. OpenPose model& beden hareketler&nden anahtar noktaların çıkarılarak çalışması 
prens&b&ne dayandığı &ç&n k&ş&ler&n jest ve m&m&kler& önem arz etmemekted&r. Çek&mler gece ve 
gündüz süreler&nde yapılmış, gece &ç&n hemen hemen tüm eylemler&n serg&lend&ğ& 21.11 dk’lık 
v&deo kayded&lm&şt&r. Gündüz &ç&n tüm eylemler&n serg&lend&ğ& 17.35 dk’lık v&deo 
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kayded&lm&şt&r. Gel&şt&r&len model&n değerlend&r&lmes& kayded&len bu v&deo görüntüler&nden 
sağlanmıştır. Modelden beklen&len performans her ş&ddet eylem&nde ve &nt&har g&r&ş&m&nde 
b&lg&sayar ekranına ve anlık mesajlaşma uygulaması olan telegrama uyarı vermes&d&r. Bunun 
&ç&n gel&şt&r&len model telegrama da entegre ed&lm&şt&r. Gerçek zamanlı değerlend&rme amacıyla 
en az hemş&rel&k l&sans son sınıf düzey&nde eğ&t&m gören ve en az l&sans mezunu olan üç 
hemş&ren&n yardımı alınmıştır.  Kayded&len görüntüler üzer&nden üç sağlık çalışanının meydana 
gelen her ş&ddet ve &nt&har eylem&n&n başlangıç ve b&t&ş zamanlarını ortak b&r süre bel&rleyerek 
yazmaları &stenm&şt&r. Sonrasında model kayded&len görüntüler üzer&nde b&r b&lg&sayar 
mühend&s&n&n yardımıyla çalıştırılarak sorumlu araştırmacı tarafından eylemler&n ve uyarıların 
değerlend&r&lmes& sağlanmıştır. Model&n çalışması b&tt&ğ&nde oluşan log dosyası sağlık 
çalışanlarının bel&rtt&ğ& başlangıç ve b&t&ş süreler&yle kıyaslanarak hem gerçek zamanlı etk&nl&ğ& 
hem de &nsan gözüyle kıyaslandığında k& etk&nl&ğ& değerlend&r&lm&şt&r ve şu sonuçlara 
varılmıştır.  

Gece çek&mler&nde model tarafından 51 uyarı gelm&şt&r. Bu uyarılardan 4’ü ası yoluyla &nt&har 
eylem&ne yönel&kt&r. Ş&ddet eylem& bulunmamasına rağmen üç tane yanlış ş&ddet uyarısı 
gelm&şt&r. Yüze yastık kapama ve tekme atma davranışlarında ş&ddet uyarısı gelmes& gerek&rken 
uyarı gelmem&şt&r. Gündüz çek&mler&nde model tarafından 122 uyarı gelm&şt&r. Bunlardan 4’ü 
ası yoluyla &nt&hara yönel&kt&r. Model gerçekleşen her ş&ddet eylem& &ç&n uyarı verm&şt&r. 
Konuşma, k&tap okuma ve yemek yeme g&b& ş&ddets&zl&k sınıfında yer alan davranışlarda model 
37 yanlış ş&ddet uyarısı oluşturmuştur. Bu değerlend&rme model&n verd&ğ& uyarılar ve 
süreler&yle, sağlık çalışanlarının her b&r davranış &ç&n bel&rtt&ğ& başlangıç ve b&t&ş süreler& 
karşılaştırılarak sağlanmıştır. Her davranış &ç&n sağlık çalışanlarının bel&rtt&ğ& başlangıç ve b&t&ş 
süres& &çer&s&nde model tarafından uyarı verme durumu ve kaç uyarı verd&ğ& d&kkate alınmıştır. 
Sağlık çalışanının bel&rtt&ğ& süre &çer&s&nde model b&r veya daha fazla uyarı verd&yse bu durum 
uyarının doğru kabul ed&lmes&n& desteklem&şt&r. Model&n uyarılarında sağlık çalışanı tarafından 
ver&len süren&n +10 sn ve -10 sn sapmalar olması kabul ed&leb&l&r olarak değerlend&r&lm&şt&r. 
Bunun neden& gerçek zamanlı değerlend&rmede uzun sürel& ve b&rb&r&nden farklı eylemler&n 
kes&nt&s&z b&r v&deo akışı &çer&s&nde gerçekleşmes&d&r. Model 15 FPS hızında ve her 3 sn’de b&r 
sınıflandırma yapmaktadır. Eğ&t&m ve test sırasında &se eylemler&n olduğu kes&n zaman d&l&mler& 
mevcuttur. Gerçek zamanlı çalıştırıldığında eylemler eğ&t&m ve test sürec&ndek& zaman 
d&l&mler&yle her zaman örtüşememekted&r.  
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ŞekQl 4: S(stem(n Gerçek Zamanlı Akış D(agramı 

 

S&stem test aşamasında önceden kayded&lm&ş v&deolarla çalıştırılmıştır, ancak gerçek zamanlı 
v&deo akışı &le çalışacak şek&lde tasarlanmıştır.  
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V&deo G&r&ş& (Kayded&lm&ş Ver&): S&stem&n değerlend&r&lmes& &ç&n gerçek zamanlı b&r kamera 
akışı yer&ne, önceden kayded&lm&ş b&r v&deo dosyası kullanılmıştır. 

Frame by Frame İşleme: V&deo akışı gerçek zamanlıymış g&b& kare kare okunmuştur ve her kare 
tek&l b&r zaman adımı olarak &şlenm&şt&r. 

Beden Özell&kler&n&n Çıkarılması: OpenPose uygulamasıyla &nsan &skelet noktaları (keypo&nts) 
tesp&t ed&lm&şt&r. 

Ver& Ön İşleme ve Özell&k Hazırlama: Bulunan &skelet noktaları model g&r&ş&ne uygun formata 
get&r&lm&şt&r (ölçeklend&rme, normal&zasyon vb.). 

Model İnferens& (LSTM + AWS Lambda): Hazırlanan ver&ler LSTM tabanlı modele 
gönder&lm&ş ve sınıflandırma sonucu anında ger& alınmıştır. 

Davranış Sınıflandırma: Model&n çıktısına göre her kare &ç&n davranış et&ket& bel&rlenm&şt&r. 
(örnek:v&olence detected, su&c&de attempt detected). 

B&ld&r&m Gönder&m&: Son olarak sınıflandırma sonucunda kr&t&k b&r durum tesp&t ed&ld&ğ&nde, 
s&stem Telegram üzer&nden uyarı mesajı gönderm&şt&r. 
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GECE (Meydana Gelen 
Eylem) 

Başlangıç BQtQş BQlgQsayar Log Çıktıları/51 uyarı 

Yatma  0.0 0.50 Uyarı Yok 
Yüze Yastık Kapama 0.58 1.28 Uyarı Yok 
Oturma 1.50 2.12 Uyarı Yok 
Tokat Atma  2.37 3.15 V&olence detected at 2m 50s 
G&y&nme  3.40 4.19 Uyarı Yok 
Arkadan Boğazını Sıkma  4.26 4.48 V&olence detected at 4m 35s 

V&olence detected at 4m 38s 
Soyunma 5.05 5.35 Uyarı Yok 
Saç Çekme 5.54 6.25 V&olence detected at 5m 59s 

V&olence detected at 6m 2s 
Su İçme 6.51 7.27 Uyarı Yok 
Yürüme  7.39 8.15 VQolence detected at 7m 50s 
Yumruk Atma 8.17 8.49 V&olence detected at 8m 26s 

V&olence detected at 8m 29s 
V&olence detected at 8m 32s 
V&olence detected at 8m 35s 
V&olence detected at 8m 38s 
V&olence detected at 8m 41s 
V&olence detected at 8m 44s 

Duvara Dayama 8.53 9.38 V&olence detected at 8m 56s 
V&olence detected at 8m 59s 
V&olence detected at 9m 2s 
V&olence detected at 9m 5s 
V&olence detected at 9m 8s 
V&olence detected at 9m 11s 
V&olence detected at 9m 14s 
V&olence detected at 9m 17s 
V&olence detected at 9m 20s 
V&olence detected at 9m 23s 
V&olence detected at 9m 26s 
V&olence detected at 9m 29s 

İtme  10.18 11.00 V&olence detected at 10m 29s 
V&olence detected at 10m 32s 
V&olence detected at 10m 35s 
V&olence detected at 10m 38s 
V&olence detected at 10m 47s 

B&r C&s&mle Vurma 11.21 11.50 V&olence detected at 11m 44s 
V&olence detected at 11m 47s 
V&olence detected at 11m 50s 

   VQolence detected at 12m 2s 
İnt&har 13.10 14.37 Su&c&de attempt detected at 14m 5s 

 Su&c&de attempt detected at 14m 8s 
Su&c&de attempt detected at 14m 11s 
Su&c&de attempt detected at 14m 14s 
 

Saç Tarama 15.05 15.58 Uyarı Yok 

Tablo 3: Gerçek Zamanlı Değerlend(rme Tablosu 
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Kafa Atma 16.10 16.50 V&olence detected at 16m 8s 
V&olence detected at 16m 11s 
V&olence detected at 16m 20s 
V&olence detected at 16m 23s 
V&olence detected at 16m 26s 
V&olence detected at 16m 29s 
V&olence detected at 16m 32s 
V&olence detected at 16m 35s 
V&olence detected at 16m 38s 

   VQolence detected at 16m 56s 
Pencereden Bakma 17.03 18.00 Uyarı Yok 
Tekme Atma 18.00 19.15 Uyarı Yok 
Boğuşma 19.54 20.40 V&olence detected at 20m 5s 

V&olence detected at 20m 8s 
V&olence detected at 20m 11s 

GÜNDÜZ (Meydana 
Gelen Eylem) 

Başlangıç BQtQş  BQlgQsayar Log Çıktıları/ 122 uyarı 

Yatma 0.0 0.40 Uyarı Yok 
   VQolence detected at 0m 41s 

VQolence detected at 0m 44s 
B&r C&s&mle Vurma  0.49 1.19 V&olence detected at 0m 47s 

V&olence detected at 1m 17s 
V&olence detected at 1m 20s 
V&olence detected at 1m 23s 

Yürüme  1.36 2.07 Uyarı Yok 
Saç Çekme 2.07 2.38 V&olence detected at 2m 14s 

V&olence detected at 2m 29s 
V&olence detected at 2m 32s 

Saç Tarama 2.47 3.17 Uyarı Yok 
Konuşma 3.30 4.03 VQolence detected at 3m 29s 

VQolence detected at 3m 38s 
VQolence detected at 3m 41s 
VQolence detected at 3m 44s 
VQolence detected at 3m 47s 
VQolence detected at 3m 50s 
VQolence detected at 3m 53s 
VQolence detected at 3m 56s 
VQolence detected at 3m 59s 

Tokat Atma 4.04 4.34 V&olence detected at 4m 8s 
V&olence detected at 4m 17s 
V&olence detected at 4m 20s 
V&olence detected at 4m 23s 
V&olence detected at 4m 26s 
V&olence detected at 4m 29s 

Arkadan Boğazını Sıkma  4.38 5.15 V&olence detected at 4m 41s 
V&olence detected at 4m 44s 
V&olence detected at 4m 53s 
V&olence detected at 5m 8s 
V&olence detected at 5m 11s 
V&olence detected at 5m 14s 
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V&olence detected at 5m 17s 
Su İçme 5.30 6.10 Uyarı Yok 
G&y&nme 6.20 6.50 Uyarı Yok 
Dışarıya Bakma 7.00 7.35 Uyarı Yok 
   VQolence detected at 7m 47s 

VQolence detected at 7m 50s 
VQolence detected at 7m 53s 
VQolence detected at 7m 56s 

Yumruk Atma 8.00 8.37 V&olence detected at 7m 59s 
V&olence detected at 8m 2s 
V&olence detected at 8m 5s 
V&olence detected at 8m 8s 
V&olence detected at 8m 11s 
V&olence detected at 8m 14s 
 V&olence detected at 8m 17s 
V&olence detected at 8m 26s 
V&olence detected at 8m 29s 
V&olence detected at 8m 32s 
V&olence detected at 8m 35s 
V&olence detected at 8m 38s 

   VQolence detected at 8m 41s 
VQolence detected at 8m 44s 
VQolence detected at 8m 47s 

Yüze Yastık Kapama 09.07 09.48 V&olence detected at 9m 8s 
V&olence detected at 9m 11s 
V&olence detected at 9m 14s 
V&olence detected at 9m 17s 
V&olence detected at 9m 20s 
V&olence detected at 9m 29s 
V&olence detected at 9m 41s 
V&olence detected at 9m 44s 
V&olence detected at 9m 47s 

İtme 09.48 10.40 V&olence detected at 9m 59s 
V&olence detected at 10m 2s 
V&olence detected at 10m 38s 

Soyunma  10.54 11.17 Uyarı Yok 
Yemek yeme 11.38 12.20 VQolence detected at 11m 44s 

VQolence detected at 11m 56s 
VQolence detected at 11m 59s 
VQolence detected at 12m 2s 
VQolence detected at 12m 5s 
VQolence detected at 12m 8s 
VQolence detected at 12m 17s 

Duvara Dayama 12.25 13.03 V&olence detected at 12m 29s 
V&olence detected at 12m 32s 
V&olence detected at 12m 35s 
V&olence detected at 12m 38s 
V&olence detected at 12m 41s 
V&olence detected at 12m 44s 
V&olence detected at 12m 47s 
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V&olence detected at 12m 50s 
Tekme Atma 13.03 13.40 V&olence detected at 13m 8s 

V&olence detected at 13m 11s 
V&olence detected at 13m 14s 
V&olence detected at 13m 17s 
V&olence detected at 13m 20s 
V&olence detected at 13m 23s 
V&olence detected at 13m 26s 

   VQolence detected at 14m 23s 
İnt&har 14.30 15.10 VQolence detected at 14m 38s 

Su&c&de attempt detected at 14m 47s 
Su&c&de attempt detected at 14m 50s 
Su&c&de attempt detected at 14m 53s 
Su&c&de attempt detected at 14m 56s 

K&tap Okuma 15.28 16.02 VQolence detected at 15m 38s 
VQolence detected at 15m 41s 
VQolence detected at 15m 50s 
VQolence detected at 15m 53s 
VQolence detected at 15m 56s 
VQolence detected at 15m 59s 
VQolence detected at 16m 2s 

   VQolence detected at 16m 5s 
VQolence detected at 16m 8s 
VQolence detected at 16m 11s 

Kafa Atma  16.16 16.55 V&olence detected at 16m 14s 
V&olence detected at 16m 17s 
V&olence detected at 16m 20s 
V&olence detected at 16m 23s 
V&olence detected at 16m 26s 
V&olence detected at 16m 29s 
V&olence detected at 16m 32s 
V&olence detected at 16m 35s 
V&olence detected at 16m 44s 
V&olence detected at 16m 47s 
V&olence detected at 16m 50s 
V&olence detected at 16m 53s 

Boğuşma 16.57 17.35 V&olence detected at 16m 56s 
V&olence detected at 16m 59s 
V&olence detected at 17m 2s 
V&olence detected at 17m 5s 
V&olence detected at 17m 8s 
V&olence detected at 17m 11s 
V&olence detected at 17m 20s 
V&olence detected at 17m 23s 
V&olence detected at 17m 26s 
V&olence detected at 17m 29s 
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ŞekQl :5 Gündüz Gelen Uyarıların Graf(ğ(  

 

ŞekQl 6: Gece Gelen Uyarıların Graf(ğ( 
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ŞekQl 7: Gündüz Serg(lenen Davranışlara A(t Isı Har(tası 

 

ŞekQl 8: Gece Serg(lenen Davranışlara A(t Isı Har(tası 
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Yukarıda yer alan ısı har&tası, eylem türler&n& (d&key eksende) ve zaman d&l&mler&n& (yatay 
eksende) b&r arada göstererek, s&stem&n hang& eylemler&n hang& zaman aralıklarında daha yoğun 
uyarı verd&ğ&n& göstermekted&r. Renk yoğunluğu artan alanlar, tam olarak hang& zaman 
d&l&mler&nde hang& eylemler &ç&n daha fazla uyarı ver&ld&ğ&n& bel&rtmekted&r.  

 

 

    

   

ŞekQl 10: Gerçek Zamanlı Değerlend(rmede Gündüz Kaydından Telegrama Gelen Uyarıların 
Ekran Görüntüsü 

 

ŞekQl 9: Gerçek Zamanlı Değerlend(rmede Gece Kaydından Telegrama Gelen Uyarıların Ekran 
Görüntüsü 
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5. TARTIŞMA  

Araştırmada der&n öğrenme yöntem& kullanılarak ps&k&yatr& kl&n&kler&nde ş&ddet ve ası yoluyla 
&nt&har davranışlarının tesp&t&n& sağlayab&lecek n&tel&kte b&r yapay zeka model& gel&şt&r&lmeye 
çalışılmıştır. Bu bölümde araştırma sonuçları l&teratürde var olan uygulamalar doğrultusunda 
tartışılmıştır.  

5.1. ŞQddet TespQtQne YönelQk Sonuçların Tartışılması  

Araştırma sonucunda ş&ddet sınıfına yönel&k F1 score (0.94) ve accuracy (0.95) olarak 
bulunmuştur. Bu da model&n, gerçekleşen eylem&n ne olduğunu yüksek oranda doğru tahm&n 
ett&ğ&n& göstermekted&r. Araştırmanın sonuçları değerlend&r&ld&ğ&nde H 0-1 h&potez& doğru 
olarak kabul ed&lmekted&r. L&teratürde yer alan der&n öğrenme kullanılarak gerçekleşt&r&len 
ş&ddet tesp&t&ne yönel&k güncel çalışmalar taranmıştır.  Zhou ve arkadaşlarının (2018) yaptığı 
çalışmada BoW model& kullanılarak ş&ddet davranışlarının tüm ortamlarda tesp&t&ne yönel&k b&r 
çalışma yapmışlardır. Bunun &ç&n hokey oyuncularının oyun sırasındak& görüntüler&nden oluşan 
Hokey Dövüşler& ver& set&, herhang& b&r sokaktak& görüntüden BEHAVE ver& set& ve 
kalabalıkları &çeren görüntülerden oluşan Crowd V&olence ver& setler&nden faydalanmışlardır. 
Bu çalışmanın sonucunda kapalı ortamlar &ç&n tanımlanan Hockey ver& set&yle ş&ddet 
davranışlarının tesp&t&ne yönel&k yapılan çalışmada accuracy %91.90 olarak bel&rt&lm&şt&r. 
BEHAVE &ç&n başarı %87.17 ve Crowd &ç&n %89.78 accuracy bel&rlenm&şt&r.  Pe&xoto ve 
arkadaşlarının (2020) yaptığı çalışmada ş&ddet tesp&t& &ç&n görsel ve &ş&tsel &puçlarından 
yararlanılmıştır. Çalışma sonucunda ş&ddet tesp&t& görsel öğelere dayalı C3D algor&tmasıyla 
yapıldığında accuracy %68.3, LSTM &le yapıldığında %63.6 olarak bulunmuştur. İş&tsel olarak 
ş&ddet tesp&t& sonucunda accuracy %72.8 olarak saptanmıştır. Gao (2023) yaptığı çalışmada 
IoT'da (nesne &nternet&) tabanlı Yolo (der&n öğrenme algor&tması) &le yapılan ş&ddet tesp&t&ne 
yönel&k b&r çalışmada ş&ddet ve ş&ddet &çermeyen görüntüler kullanarak ş&ddet tesp&t& &ç&n b&r 
model oluşturulmuştur. Çalışma sonucunda accuracy değer& % 91 olarak bel&rlenm&şt&r. Mohod 
ve arkadaşlarının (2024) gerçek zamanlı ş&ddet tesp&t&ne yönel&k yaptığı çalışmada 
Mob&leNetV2 model& kullanılmış ve %88 accuracy elde ed&lm&şt&r. L&teratür tarandığında 
yapılan çalışmalar genel olarak ş&ddet ve ş&ddets&zl&k sınıfı olmak üzere &k& sınıf &çermekted&r. 
Yaptığımız çalışma üç sınıf &çermes&ne rağmen sonuçlar l&teratürdek& çalışmalardan daha 
yüksek başarı gösterm&şt&r.    

Halder ve Chatterjee (2020) tarafından akıllı gözet&mde ş&ddet&n tesp&t&ne yönel&k yapılan 
çalışmada CNN (Evr&ş&msel S&nr& Ağı) tabanlı BİLSTM algor&tması kullanılmıştır. Bu model, 
yaygın olarak kullanılan standart Hokey Dövüşler&, F&lmler ve Ş&ddet Akışları v&deo ver& 
kümeler& &ç&n sırasıyla %99,27, %100 ve %98,64 accuracy sağlamıştır. Çalışmamızda &se LSTM 
model& kullanılmıştır.  CNN-BİLSTM model& hem zamansal hem de mekânsal özell&kler& 
d&kkate alarak ver&y& &şlemekted&r. V&deolardak& ardışık kareler&n hem öncek& karelerle hem de 
sonrak& karelerle karşılaştırılması, olayların sırasını daha doğru tahm&n etmeye olanak 
sağlamaktadır. Sadece LSTM kullanımı bu tür ç&ft yönlü b&lg& akışını sağlamadığı &ç&n model&n 
doğruluğunu sınırlamış olab&leceğ& düşünülmekted&r. LSTM olayların sırasını bel&rlemek &ç&n 
yalnızca öncek& karelere dayanırken CNN-BİLSTM model& &k& yönlü anal&z yapmaktadır. 
LSTM modeller& ver&y& sadece &ler& yönlü &şlemekte ve geçm&ş durumları d&kkate almaktadır. 
Örneğ&n b&r olayın zaman &ç&nde &lerlemes& g&b& durumlarda LSTM, geçm&ş durumlardak& 
bağımlılıkları öğren&r. Ancak gelecektek& durumlara da&r b&lg&y& kullanmaz. Ayrıca BİLSTM &k& 
yönlü b&lg& akışı sağladığından LSTM’ye göre daha fazla hesaplama gerekt&r&r. Bu da model&n 
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&şlem süres& açısından b&r yük oluşturmaktadır. Çalışmamızda &nt&har ve ş&ddet tesp&t& &ç&n 
geçm&ş durumları d&kkate alan ve ver&y& &ler& yönlü &şleyen LSTM kullanılmıştır. Çünkü bu 
davranışların sonrasında meydan gelecek davranışlar anlamlı olmayacağı düşünülmüştür ve 
hesaplama yönünden daha az mal&yetl&d&r. Bu da gerçek zamanlı davranış tesp&t& &ç&n daha 
uygun bulunmuştur.   

Elkhashab ve Beha&dy (2023) tarafından daha önce eğ&t&lm&ş b&r model&n ş&ddet tesp&t düzey& 
yükselt&lmeye çalışılmıştır. Bunun &ç&n Hockey ver& set&n&n DenseNet121 kullanılarak 
v&deoların uzay zaman özell&kler& çıkarılmıştır. Daha sonra LSTM ağıyla beslenm&ş ve accuracy 
oranı %94 ten %96 ya çıkarılmıştır. V&je&k&s ve arkadaşlarının (2022) ş&ddet tesp&t& &ç&n yaptığı 
çalışmada ver& set& &ç&n RWF-2000 kodlayıcı olarak Mob&leNetV2, özell&k çıkarma ve 
sınıflandırma &ç&n LSTM’y& kullanmışlardır. Çalışma sonucunda accuracy değer& % 82 olarak 
bel&rlenm&şt&r. More ve arkadaşlarının (2024) yaptığı çalışmada gerçek zamanlı s&lah ve ş&ddet 
tesp&t&ne odaklanılmış, mekânsal özell&kler&n çıkarılmasında CNN, zamansal bağlılıkları ve 
d&nam&k d&z&ler& çıkarmak &ç&n BİLSTM kullanılmıştır, s&lah tesp&t& &ç&n b&r nesne tesp&t 
algor&tması olan YOLO’dan faydalanılmıştır. Çalışmanın sonucunda accuracy oranı % 89.12 
olarak bel&rlenm&şt&r. L&teratür tarandığında test ve eğ&t&m &ç&n hazır ver& setler& kullanılmıştır. 
Bu ver& setler& genell&kle spor müsabakalarındak& ve f&lmlerdek& dövüş sahneler&n& &çermekted&r.  
Ancak b&r ps&k&yatr& kl&n&ğ&nde ş&ddet daha anlık olab&lmekte bu da önceden tahm&n 
ed&leb&lmes&n& zorlaştırab&lmekted&r. Çalışmalarda genell&kle terc&h ed&len Hockey ver& set& ve 
f&lm dövüşler& ver& set& ortak davranışı &çermekted&r. Bu davranışlar genel olarak &k& k&ş& 
b&rb&r&ne yavaşça yaklaştığında başlar ve kameranın tam merkez&nde yer alır. Genell&kle &y& 
aydınlatılmış b&r ortam kullanılarak hazırlanmışlardır. Bu da görüntünün daha net algılanmasına 
olanak tanımaktadır. Ancak kl&n&klerde gece ışıklar kapalı halde olmaktadır. Model&n test 
ed&lmes&nde ışığın az olduğu gece saatler&nden de faydalanılmıştır ve yüksek başarı elde 
ed&lm&şt&r. Çalışmamızda üç sınıf yer almaktadır. Üç sınıflı b&r sınıflandırma sınıflar arasındak& 
ayrımı daha zor hale get&rmekted&r. Özell&kle &nt&har sınıfının d&ğerler&nden ayrılması daha zor 
olmaktadır. Çünkü &nt&har g&r&ş&m& yapısı gereğ& ş&ddet eylem&nden çok farklıdır. B&rey bu 
eylem& tek başına gerçekleşt&rmekte ve herhang& b&r ş&ddet görüntüsü oluşturmamaktadır. Bu 
nedenle tahm&n ed&lmes& ve model&n eğ&t&m& daha farklıdır. Bu da b&rb&r&nden farklı b&rçok 
eylem&n model tarafından tanınması ve sınıflandırılması gerekt&ğ& anlamına gelmekted&r. 
L&teratür tarandığında çalışmamızın accuracy(doğruluk) oranı b&rçok çalışmada elde ed&lm&ş 
başarı oranından daha yüksek olduğu görülmüştür.  

5.2. İntQhar GQrQşQmQ TespQtQne YönelQk Sonuçların Tartışılması  

Çalışma kapsamında ası yoluyla &nt&har g&r&ş&m& tesp&t& yapılmaya çalışılmış ve sonucunda F1 
score (0.99), accuracy (0.95) olarak bel&rlenm&şt&r. Araştırmanın sonuçları değerlend&r&ld&ğ&nde 
H 0-2 h&potez& doğru olarak kabul ed&lmekted&r. Son yıllarda, özell&kle asılarak &nt&har 
g&r&ş&mler&n&n tesp&t& der&n öğrenme metodoloj&ler&n&n ortaya çıkmasıyla daha d&kkat çek&c& hale 
gelm&şt&r. Çeş&tl& çalışmalar, zamanında müdahale ve önleme &ç&n kr&t&k öneme sah&p olan 
&nt&har davranışlarını bel&rlemede mak&ne öğren&m& ve b&lg&sayarlı görme tekn&kler&n&n 
etk&nl&ğ&n& vurgulamaktadır. L&teratür tarandığında &nt&har tesp&t& büyük çoğunlukla &nt&har r&sk& 
taşıyan b&reyler&n tesp&t&ne odaklanmaktadır.  Der&n öğrenmey& kullanarak yapılan bu çalışmalar 
sosyal medya gönder&ler&, kl&n&k kayıtlar ve bey&n görüntüleme g&b& çeş&tl& ver& kaynaklarının 
anal&z&ne dayanmaktadır. Du ve arkadaşlarının (2018) yaptığı çalışmada Tw&tter g&b& gerçek 
zamanlı b&lg& paylaşım akışı olan b&r uygulama kullanılmış ve &nt&hara yönel&k Tweetlerden 
oluşan b&r ver& set& oluşturulmuştur. Bu ver& set& CNN tabanlı b&r algor&tma kullanılarak &şlenm&ş 



40 
 

ve sonucunda %83 F1 score ulaşılmıştır. Boucha&r ve arkadaşlarının (2018) tarafından 
hap&shanelerde ası yoluyla &nt&har eylem&n&n tesp&t&ne yönel&k b&r model oluşturulmaya 
çalışılmıştır. Bunun &ç&n ası yoluyla &nt&hara yönel&k RGB-D kamera kullanarak b&r ver& set& 
oluşturmuşlardır ve bu ver& set&ndek& kareler&n özell&kler&n& Shotton ve arkadaşları (2013) 
tarafından gel&şt&r&len 3D nesne tanıma stratej&ler&nden faydalanarak gel&şt&rm&şlerd&r. Bu 
çalışmada &k&l& sınıflandırıcı (RBF-SVM) model& kullanılmıştır ve ver& set&ndek& denges&zl&kler 
g&der&ld&ğ&nde %100 doğruluk oranı elde ed&lm&şt&r. L& ve arkadaşlarının (2017) yaptığı 
çalışmada RGB-D kamerayla hap&shane hücres&nde ası yoluyla &nt&hara yönel&k ver& set& 
oluşturulmuş ve LDA sınıflandırıcı kullanılarak poz ve hareket ver&ler&n& sınıflandırmıştır. 
Çalışma sonucunda &nt&har g&r&ş&mler&n& %100 doğruluk oranıyla tesp&t& sağlanmış ancak, 
günlük hareketler sırasında (örneğ&n, g&ys& g&y&p çıkarma) yanlış alarmlar (false pos&t&ve) 
meydana gelm&şt&r.   Çalışmamızda LSTM model& kullanılarak gerçek zamanlı &nt&har tesp&t&nde 
yüksek başarı elde ed&lm&şt&r. Bouach&r ve arkadaşları (2018) ve L& ve arkadaşlarının (2017) 
yaptığı çalışmada hap&shane g&b& güneş ışığının olmadığı b&r ortamda RGB-D kamera 
kullanılarak başarısı test ed&lm&şt&r. Bu kamera güneş ışığından etk&leneb&lmekte ve der&nl&k 
algısı bozulab&lmekted&r. Yapılan çalışmada hap&shane hücreler&n&n yapay ışık kullanılarak 
aydınlatılması ve penceres&z oluşu bu faktörü ortadan kaldırmıştır. Ayrıca sınıflandırma sadece 
günlük davranışlar ve ası yoluyla &nt&hara odaklanmaktadır. Çalışmamızdak& model gün ışığının 
yoğun olduğu gündüz ve gece saatler&nde test ed&lm&ş ve eylemler&n daha zor tesp&t ed&leb&ld&ğ& 
gece saatler&nde de &y& b&r başarı sağlamıştır. Model ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& olmak 
üzere üç kategor&ye ayrılmaktadır. Bu da model tarafından daha çok eylem&n tanınması ve 
sınıflandırılması gerekt&ğ& anlamına gelmekted&r. Bu faktörler göz önüne alındığında model 
&nt&har tesp&t& konusunda oldukça &y& b&r başarı yakalamıştır.  

L&teratür tarandığında gerçek zamanlı &nt&har tesp&t&ne yönel&k çalışmalar oldukça sınırlı 
sayıdadır ve bu çalışmaların b&rçoğu beden hareketler&nden gerçek zamanlı &nt&har tesp&t&ne 
dayanmamaktadır. Çalışmamızda beden hareketler&nden gerçek zamanlı &nt&har tesp&t&ne 
yönel&k yüksek b&r başarı elde ed&lm&ş ve sınıflandırma ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& 
olarak üç sınıf üzer&nden gerçekleşm&şt&r.  

5.3. PsQkQyatrQ HemşQrelQğQ ve GüvenlQ Ortam ÜzerQne EtkQlerQnQn Tartışılması 

Ps&k&yatr& kl&n&kler&nde güvenl& ortam oluşturmak oldukça öneml&d&r ve b&r zorunluluktur. 
Ş&ddet davranışları &y& yönet&lmed&ğ&nde hastalar, çalışanlar ve terapöt&k ortam olumsuz 
etk&leneb&lmekted&r. Ps&k&yatr& kl&n&kler&nde ş&ddet ve &nt&har davranışlarının bel&rlenmes& ve 
hasta/çalışan güvenl&ğ&n&n sağlanması amacıyla Sağlık H&zmetler& Genel Müdürlüğü (2023) 
sağlıkta kal&te standartları kapsamında, ps&k&yatr& kl&n&kler&nde yatan hastaların kamerayla 
gözlemlenmes&ne &l&şk&n önlemler yer almaktadır. Ancak bu önlemler tamamıyla sorunu 
çözmede yeterl& değ&ld&r. Ps&k&yatr& kl&n&kler&nde hastanın tak&b& hemş&reler&n kl&n&klere 
yerleşt&r&len kamera görüntüler&n& b&lg&sayar ekranından tak&p etmes&yle sağlanmaktadır. 
Özell&kle gece nöbetler&nde daha az sayıda hemş&re çalışmaktadır. Bu durum hem gece 
nöbetler&nde kamera tak&b&n&n yapılmasını zorlaştırmakta hem de hasta güvenl&ğ& açısından 
problem oluşturmaktadır. Ekran tak&b& yapılamadığı anlarda meydana geleb&lecek olumsuz 
davranışlar gözden kaçab&lmekted&r. Kameralar bazı hastanelerde hasta odalarına 
yerleşt&r&l&rken bazı hastanelerde hasta mahrem&yet& neden&yle sadece ortak alanlar ve gözlem 
odalarında kullanılmaktadır (TİHEK, 2024; TİHEK, 2018). Ancak kameraların ortak alan ve 
gözlem odalarıyla sınırlı kalmasının hasta odalarında gel&şeb&lecek olumsuzlukların tesp&t&n& 
güçleşt&receğ& düşünülmekted&r.   Gel&şt&r&len s&stem ası yoluyla &nt&har ve ş&ddet eylem&n& tesp&t 
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ett&ğ&nde telegram üzer&nden uyarı vermekted&r.  Hasta odasına a&t kamera görüntüler& b&lg&sayar  
ekranından anlık olarak &zlenemed&ğ& durumlarda, s&stem&n meydana geleb&lecek ş&ddet ve 
&nt&har eylemler&ne yönel&k uyarı vermes& hem hasta mahrem&yet&n& hem de güvenl& ortamı 
destekleyecekt&r. Ancak der&n öğrenme s&stemler& mükemmel değ&ld&r. Bu nedenle meydana 
geleb&lecek olan yanlış poz&t&f (gerçekte sorun olmadığı hâlde uyarı verme) ve yanlış 
negat&flerde (gerçek r&sk& atlama) yanlış uyarı verme olasılığı mevcuttur. Yanlış poz&t&f uyarılar, 
sağlık çalışanlarının zaman ve çabasını gereks&z yere harcamasına, yanlış negat&fler &se gerçek 
r&skler&n gözden kaçmasına yol açab&leceğ& göz önünde bulundurulmalıdır.  

Çalışma kapsamında ş&ddet ve &nt&har davranışını &çeren v&deo kaydı gerçek zamanlı olarak 
çalıştırılmış ve sağlık çalışanlarının değerlend&rmeler&yle kıyaslanmıştır. Bu sonuçlara göre 
yavaş &nternet hızı ve sunucuların uzak b&r konumda olmasına rağmen ş&ddet eylem&n&n ve 
&nt&har eylem&n&n erken aşamada tesp&t& sağlanmıştır. Ayrıca der&n öğrenme algor&tmaları büyük 
m&ktarda ver&y& hızla &şleyeb&lmekte ve bunu yaparken de yorgunluk, d&kkats&zl&k g&b& &nsan& 
durumlar yaşamamaktadır. Karar verme mekan&zmaları ver&ye dayalı olduğu &ç&n kanıta dayalı 
b&r yaklaşım sunmaktadır (Akalın & Veranyurt., 2021). Bu yönüyle de ps&k&yatr& hemş&reler&n&n 
&ş yükünü azaltan ve kanıta dayalı bakım vermes&n& destekleyen b&r yapıya sah&pt&r. 

Çalışma kapsamında kullanılan kamera s&stem& yapay zeka destekl&, gece görüş ve uyarı verme 
özell&kler&ne sah&p gel&şm&ş b&r yapıdadır. Ancak hastanelerde kullanılan her kamera s&stem& bu 
özell&kler& karşılayamamaktadır. Bu nedenle hastaneler&n mevcut kamera s&stemler&n&n, gerekl& 
özell&klere sah&p şek&lde yapılandırılması öneml&d&r. Güvenl& ortamı ve s&stem&n başarısını 
etk&leyeb&lecek b&r d&ğer öneml& faktörde kl&n&klerde kamera görüş alanının dışında yer alan 
bölgeler&n azaltılmasıdır. Kl&n&ğ&n tüm alanlarında hem sağlık çalışanlarının hem kamera 
s&stem&n&n hastaları rahatlıkla gözlemleyeb&lecek yapıda b&r m&mar&ye sah&p olması oldukça 
öneml&d&r. Yapılacak yen& hastane tasarımlarının ve ps&k&yatr& kl&n&kler&n&n bu doğrultuda 
tasarlanması güvenl& ortama olumlu yönde katkı sağlayacaktır. 

Ps&k&yatr& kl&n&kler&nde &nt&har eylem& de güvenl& ortamı bozan durumlar arasında yer 
almaktadır.  Ası yoluyla &nt&har yaygın olarak kullanılan b&r yöntemd&r. Ası yoluyla &nt&harlarda 
bağlama noktalarının ve araçlarının tamamı yok ed&lemeyeceğ& &ç&n asılarak &nt&harı azaltmak 
&ç&n önleme alanında daha az fırsat mevcuttur. Erken müdahale, büyük ölçüde ası eylem&n&n en 
etk&l& önleme yöntem&d&r (Sabr&nskas et al., 2022). Der&n öğrenme yöntem& ps&k&yatr& de genel 
olarak hastalıkların tedav&s& ve erken teşh&s&ne odaklanmaktadır. Ancak anlık olarak &nt&har 
g&r&ş&m&n&n tesp&t&nde beden hareketler& oldukça öneml&d&r. Bu çalışma beden hareketler&nden 
&nt&har ve ş&ddet eylemler&n&n tesp&t&ne odaklanarak anlık olarak gel&şeb&len olumsuz 
durumların engellenmes&ne yönel&k çözüm sunmaktadır. Gel&şt&r&len s&stem ş&ddet ve &nt&har 
davranışlarını önlerken, &nt&har g&r&ş&m& veya saldırgan davranış görülme olasılığı yüksek olan 
hastalara daha yakın tak&p uygulanmasını da desteklemekted&r. Bu sayede sağlık çalışanları 
gelen uyarıları değerlend&rerek hastaların tedav& seyr& ve ps&kososyal müdahaleler&ne de katkı 
sağlayab&lecekt&r.  

Bu çalışma kapsamında oluşturulan der&n öğrenme s&stem& hasta gözlem ve tak&b&nde sağlık 
çalışanlarını desteklemek ve hastaların daha güvenl&kl& b&r ortamda tedav& almasını 
hedeflemekted&r. L&teratür tarandığında der&n öğrenmen&n ps&k&yatr& kl&n&kler&nde ve ps&k&yatr& 
hemş&rel&ğ& alanında kullanımına &l&şk&n çalışma oldukça kısıtlıdır.  Yapılan çalışmanın mevcut 
l&teratürü desteklemes&, yapılacak yen& çalışmalar &ç&n kaynak ve destek n&tel&ğ& taşıması 
amaçlanmaktadır. 
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6. SONUÇ ve ÖNERİLER  

6.1. Sonuç 

Çalışmada ş&ddet, ş&ddets&zl&k ve &nt&har g&r&ş&m& sınıfları arasında ayrım yapab&len b&r der&n 
öğrenme model& gel&şt&r&lmeye çalışılmıştır. Çalışma kapsamında tesp&t ed&lmes& ve uyarı 
ver&lmes& hedeflenen davranışlar ası yoluyla &nt&har,  tokat atma, arkadan boğazını sıkma, kafa 
atma, sert b&r c&s&mle vurma, saç çekme, tekme atma, yumruk atma, &tme, duvara yaslama, 
boğuşma, yüze yastık kapama eylemler&n& &çeren ş&ddet davranışlarıdır. Ş&ddets&zl&k sınıfı 
günlük yaşam akt&v&teler&nden oluşmaktadır ve su &çme, yemek yeme, saç tarama, k&tap okuma, 
yatma, konuşma, g&y&nme, soyunma, yürüme, dışarıyı &zleme g&b& davranışları &çermekted&r. Bu 
sınıflara yönel&k beden hareketler&n&n özell&kler&n&n çıkarılmasında OpenPose uygulaması 
kullanılmıştır. Model&n m&mar&s&nde b&r der&n öğrenme algor&tması olan LSTM’den 
faydalanılmıştır.  

Çalışmanın sonucunda model&n accuracy (doğruluk) %95 oranında bulunmuştur. Bu da 
model&n, gerçekleşen eylem&n ne olduğunu yüksek oranda doğru tahm&n ett&ğ&n& göstermekted&r. 
Model&n gerçek zamanlı değerlend&rmes& gece ve gündüz zaman d&l&mler&nde yapılmıştır.  Gece 
çek&mler&nde model tarafından 51 uyarı gelm&şt&r. Bu uyarılardan 4’ü ası yoluyla &nt&har 
eylem&ne yönel&kt&r. Ş&ddet eylem& bulunmamasına rağmen üç tane yanlış ş&ddet uyarısı 
gelm&şt&r. Yüze yastık kapama ve tekme atma davranışlarında ş&ddet uyarısı gelmes& gerek&rken 
uyarı gelmem&şt&r. Gündüz çek&mler&nde model tarafından 122 uyarı gelm&şt&r. Bunlardan 4 ü 
ası yoluyla &nt&hara yönel&kt&r. Model gerçekleşen her ş&ddet eylem& &ç&n uyarı verm&şt&r. 
Konuşma, k&tap okuma ve yemek yeme g&b& ş&ddets&zl&k sınıfında yer alan davranışlarda model 
37 yanlış ş&ddet uyarısı oluşturmuştur. Model&n çalışması b&tt&ğ&nde oluşan log dosyası sağlık 
çalışanlarının bel&rtt&ğ& başlangıç ve b&t&ş süreler&yle kıyaslanarak hem gerçek zamanlı etk&nl&ğ& 
hem de &nsan gözüyle kıyaslandığında k& etk&nl&ğ& değerlend&r&lm&şt&r. Bu değerlend&rme 
sonucunda gece ve gündüz süreler&nce hemen hemen tüm ş&ddet ve &nt&har g&r&ş&m& eylem&n&n 
tesp&t ed&ld&ğ& sonucuna varılmıştır. 

6.2. ÖnerGler 

Ps&k&yatr& kl&n&kler& ş&ddet ve &nt&har g&b& olumsuz olayların meydana geleb&ld&ğ& yerlerd&r. Bu 
g&b& durumların önlenmes&nde sağlık çalışanlarının öneml& roller& vardır. Her hasta yatışında, 
yatan hastalarda &se bel&rl& aralıklarla ş&ddet ve &nt&hara yönel&k değerlend&rmeler&n yapılması 
bu rollerden b&r&d&r.  İlet&ş&m becer&s& yüksek, hastalık ve kr&z durumlarının yönet&m&n& &y& 
yapab&len, hastaların ş&ddet ve &nt&har eğ&l&mler&n&n farkında olan, n&tel&kl& ve donanımlı 
hemş&reler&n ps&k&yatr& kl&n&kler&nde çalışması da oldukça öneml&d&r. Kl&n&klerde hasta başına 
düşen hemş&re sayısının yeterl& olması özell&kle olumsuz olayların sık yaşandığı gece 
nöbetler&nde daha fazla sayıda hemş&ren&n çalışması hasta tak&b&n& kolaylaştıracaktır. Ancak 
ruhsal hastalıkların yaygınlığı g&derek artmakta bu da mevcut kl&n&kler&n daha da 
kalabalıklaşmasına neden olmakta ve yen& kl&n&klere duyulan &ht&yacı artırmaktadır. Mevcut 
kl&n&kler&n ve bu alanda yen& açılacak kl&n&kler&n yapı tasarımlarının ş&ddet ve &nt&har g&b& 
olumsuz durumları önleyeb&lecek n&tel&kte yapılması, kör noktaların azaltılması, lavaboların, 
yemek alanlarının ve sosyal alanların hemş&ren&n rahatça gözlem&ne &mkan tanıyacak şek&lde 
tasarlanması öner&lmekted&r. Hasta gözet&m&nde hastanelerde yaygın  olarak kullanılan kamera 
ve b&lg&sayar s&stem&n&n &y& b&r görüş sağlaması da olumsuz durumları önlemede öneml& olan 
b&r d&ğer faktördür. Tüm bu g&r&ş&mlere rağmen yaşanab&lecek olumsuz olayların sayısı azalsa 



43 
 

da tamamen engellemek mümkün olmamaktadır.  Bunun &ç&n yapay zeka teknoloj&ler&n son 
ürünler&nden olan der&n öğrenme yöntem& görüntü algılama ve &şlemede &y& b&r &şlev 
görmekted&r. Çalışma sonucunda b&rçok ş&ddet ve &nt&har durumunu tesp&t edeb&len b&r model 
gel&şt&r&lm&şt&r. Bu model&n kl&n&klerde kullanıma hazır hale gelmes& &ç&n gel&şt&r&lmes& gereken 
bazı yönler& vardır. Model ş&ddet ve ası yoluyla &nt&har konusunda &y& b&r başarı gösterse de 
kl&n&kte yaşanab&lecek d&ğer olumsuz durumlar konusunda da gel&şt&r&lmes& kl&n&klere 
uygunluğu konusunda katkı sağlayacaktır. Model&n hasta odaları dışarında yer alan alanlarda 
da etk&nl&ğ&n&n değerlend&r&lmes& gerekmekted&r. Kl&n&klerde &nternet hızının artırılması ve 
kullanılan kamera s&stemler&n&n gerçek zamanlı v&deo &şlemeye uygun hale get&r&lmes& de kr&t&k 
önemded&r. Ayrıca v&deo anal&z performansını artırmak amacıyla AWS Lambda sunucularının 
US East bölges&nden Avrupa bölges&ne taşınması öner&lmekted&r. Bu değ&ş&kl&k, v&deo &şleme 
sürec&nde gec&kmeler& m&n&m&ze ederek anal&zler&n daha hızlı yapılmasını sağlayacaktır.   
Kamera ve altyapı &y&leşt&rmeler& sayes&nde ver&ler&n anlık olarak anal&z ed&lmes& daha ver&ml& 
hale gelecekt&r. Bunun yanı sıra, v&deo &şleme ve der&n öğrenme algor&tmalarının sorunsuz 
çalışab&lmes& &ç&n kl&n&klerdek& b&lg&sayarların performanslarının artırılması gerekmekted&r. Bu 
tekn&k düzenlemeler b&r arada uygulandığında, kl&n&klerde daha etk&n b&r &zleme ve anal&z 
s&stem& kurulab&lecekt&r. Araştırma sonucunda elde ed&len model hasta gözet&m&nde sağlık 
çalışanlarına yardım sağlaması ve ekran tak&b& yapılamadığı anlarda yaşanab&lecek olumsuz 
durumların tesp&t ed&lmes&n&n kolaylaştırılmasını hedeflemekted&r. Araştırmamız yen& yapılacak 
çalışmalar &ç&n kaynak ve destek n&tel&ğ& oluşturmakla b&rl&kte özell&kle gerçek zamanlı &nt&har 
tesp&t&ne odaklı yen& çalışmalara ve ver& setler&ne &ht&yaç vardır. 
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EK_3: 

BİLGİLENDİRİLMİŞ GÖNÜLLÜ ONAM FORMU 

Ps&k&yatr& Kl&n&ğ&nde Yatarak Tedav& Gören Hastalarda Mak&ne Öğrenmes& Model& Kullanarak 
R&skl& Davranışlarının Tesp&t& ve Güvenl& Ortamın Sağlanması” adlı çalışma, mak&ne öğrenmes& 
model& kullanarak ps&k&yatr& kl&n&ğ&nde yatan hastaların ş&ddet ve &nt&har davranışlarını tesp&t 
etmek amacıyla planlanmıştır. Çalışmanın 01.12.2023-01.12.2024 tar&hler& arasında yapılması 
planlanmaktadır. Çalışmada ver&ler anket ve v&deo kaydı kullanılarak yapılarak yürütülecekt&r.  
V&deo ver&ler& çalışmaya katılmaya gönüllü t&yatro ve drama oyuncularından toplanacaktır. 
Anket ver&ler& sağlık çalışanlarından toplanacaktır. V&deolardan elde ed&len görüntüler sadece 
araştırma amacıyla kullanılacak olup k&ş&sel görüntüler&n&z ve b&lg&ler&n&z herhang& b&r yerde 
paylaşılmayacaktır.  Çalışmaya katılım tamamen gönüllülük esasına dayanmaktadır. Bu 
çalışmadan elde ed&lecek ver&ler tamamen araştırma amacı &le kullanılacak olup k&ş&sel 
b&lg&ler&n&z g&zl& tutulacaktır. Eğer araştırmanın amacı &le &lg&l& ver&len bu b&lg&ler dışında ş&md& 
veya sonra daha fazla b&lg&ye &ht&yaç duyarsanız araştırmacıya ş&md& sorab&l&r veya 
…………………………. ma&l adres&nden ulaşab&l&rs&n&z.  Çalışmaya katılmama veya 
katıldıktan sonra herhang& b&r anda çalışmadan çıkma hakkına sah&ps&n&z. İstemed&ğ&n&z 
eylemler& yapmama hakkına veya &sted&ğ&n&z an çalışmadan ayrılma hakkına sah&ps&n&z. Bu 
durumda h&çb&r yaptırıma ve hak kaybına maruz kalmayacağınızı b&ld&rmek &ster&z.  Ayrıca 
yapılacak olan çalışmada / araştırmada “K&ş&sel Ver&ler&n Korunması Kanununun” &lg&l& 
maddeler& d&kkate alınacağını bel&rtmek &ster&z.  

                    Araştırma  Sorumlusu 

                                                                                                  Ceyda Öztürk Akden(z 
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EK_4: 

ANKET FORM 

Bu çalışma ps,k,yatr, kl,n,kler,nde der,n öğrenme yöntem, kullanarak ş,ddet ve ,nt,harın gerçek zamanlı 
tesp,t,n, hedeflemekted,r. Bunun ,ç,n s,ze ş,ddet ve ,nt,har davranışı ,çeren yaklaşık 40-45 dk süres,nce 
v,deo kaydı ,zlet,lecekt,r. Bu ankette v,deolar sırasında meydana gelen davranışların sıralı b,r l,stes, yer 
almaktadır. S,zden ,sten,len b,lg,sayar ekranını tak,p etmen,z ve her eylem,n başlangıç/b,t,ş,n, dk/sn 
c,ns,nden yazmanızdır. Katılım sağladığınız ,ç,n teşekkür eder,m. 

 

 

 

GECE (Meydana Gelen Eylem) Başlangıç Bitiş 
Yatma    
Yüze Yastık Kapama   
Oturma   
Tokat Atma    
Giyinme    
Arkadan Boğazını Sıkma    
Soyunma   
Saç Çekme   
Su İçme   
Yürüme    
Yumruk Atma   
Duvara Dayama   
İtme    
Bir Cisimle Vurma   
İntihar   
Saç Tarama   
Kafa Atma   
Tekme Atma   
Pencereden Bakma   
Boğuşma   

 

GÜNDÜZ(Meydana Gelen 
Eylem) 

Başalangıç Bitiş  

Yatma   
Bir Cisimle Vurma    
Yürüme    
Saç Çekme   
Saç Tarama   
Konuşma   
Tokat Atma   
Arkadan Boğazını Sıkma    
Su İçme   
Giyinme   
Dışarıya Bakma   
Yumruk Atma   
Yüze Yastık Kapama   
İtme   
Soyunma    
Yemek yeme   
Duvara Dayama   
Tekme Atma   
İntihar   
Kitap Okuma   
Kafa Atma    
Boğuşma   


