ISTANBUL TEKNIiK UNIiVERSITESI * FEN BIiLIMLERI ENSTITUSU

COK ETMENLI SISTEMLERIN i$ BIRLIGi KONTROLUNDE KALMAN
FILTRESI UYGULAMALARI

YUKSEK LiSANS TEZIi

Orhun Esat SAFAK

Mekatronik Miihendisligi Anabilim Dah

Mekatronik Miihendisligi Program

TEMMUZ 2018






ISTANBUL TEKNIiK UNIiVERSITESI * FEN BIiLIMLERI ENSTITUSU

COK ETMENLI SISTEMLERIN i$ BiRLIGi KONTROLUNDE KALMAN
FILTRESI UYGULAMALARI

YUKSEK LiSANS TEZI

Orhun Esat SAFAK
(518131021)

Mekatronik Miihendisligi Anabilim Dal

Mekatronik Miihendisligi Program

Tez Damismani: Dog. Dr. Giillay OKE GUNEL

TEMMUZ 2018






ITU, Fen Bilimleri Enstitiisii’niin 518131021 numarali Yiiksek Lisans Ogrencisi
Orhun Esat SAFAK, ilgili yonetmeliklerin belirledigi gerekli tiim sartlar1 yerine
getirdikten sonra hazirladigt “COK ETMENLI SISTEMLERIN IS BIRLIGI
KONTROLUNDE KALMAN FILTRESI UYGULAMALARI” baslikli tezini
asagida imzalari olan jiiri 6nilinde basari ile sunmustur.

Tez Damsmanmi:  Doc. Dr. Giilay OKE GUNEL
[stanbul Teknik Universitesi

Jiiri Uyeleri : Prof. Dr. Mehmet Turan SOYLEMEZ
Istanbul Teknik Universitesi

Dr. Ogr. Uyesi Figen OZEN
Hali¢ Universitesi

Teslim Tarihi : 2 Mayis 2018
Savunma Tarihi : 16 Temmuz 2018






Nisanlima ve aileme,






ONSOZ

Tezimi gergeklestirmemde emek harcayip vaktini ayiran damsmanim Dog. Dr. Giilay
OKE GUNEL’e ve motive olmami saglayan biitiin arkadaslarima tesekkiirlerimi
sunuyorum.

Her zaman benim yanimda olan degerli nisanlima ve aileme sonsuz siikranlarimi
sunuyorum.

Mayis 2018 Orhun Esat SAFAK
(Makine Miihendisi)

vii






ICINDEKILER

Sayfa
ONSOZ......oooeoeeeee ettt vii
ICINDEKILER ..ottt iX
CIZELGE LISTESI ........covioiieieeeeeeeeeeeeeeee et Xi
SEKIL LISTEST ...ttt Xiii
OZET ...ttt XV
SUMMARY et b bt bttt sttt ne s XVii
Lo GIRIS. ... oottt sttt 1
1.1 AmAg Ve KAPSAIM ..uviiiiiiiiiiiiiiie ittt e st s e e siae e nsn e e stnes reeeas 2
1.2 Calismanin Ana Hatlarm ..........cccoeiiiiiiiiii e 2
2. COK ETMENLI SISTEMLERDE i$ BIRLIGI .......c..cccccoooviiiiiiicieeen, 5
2.1 Cok Etmenli Sistem Yapisinda Is Birliginin Anlami...........cccc.ocoevvcvrreieuernnnns 5
2.2 GIAf TEOMIST c.uviviiiiii e 7
2.3 Is Birligi Algoritmasinin Temelleri..........ccveviverricrerierereiceereeeiesese e 10
2.4 Cok Etmenli Sistem Uygulamalari..........cccooeviiiiiiiiiiiiie, 19
3. KALMAN FILTRESI.......cooiiiiiiiniiiniiiiiceiesessesissess s 25
3.1 Olasiliga Giris ve Normal Dagilimlar ..., 25
3.2 Lineer Sistemlerde Tahmin Yo6ntemlerinin Temelleri ..........ccoccooevvniviennnenn, 34
3.3 Kalman Filtresi AlZOTItmMasT.......coveeiieeiiieiiieiie e 36
3.4 Genisletilmis Kalman Filtresi.......cccoooeiiiiiiiiiiiiicieeie e 41
4. COK ETMENLI SISTEMLERDE KALMAN FiLTRESI
UYGULAMALARI . .ot 53
4.1 Cift Entegrator SISteMI.......c.ciiviiiiiiiiiiiiie e 54
4.1.1 Sisteme ait parametre ve denklemler ..., 54
4.1.2 Sisteme ait simiilasyon sonuglar1 ve yorumlanmasi......................... 58
4.2 Harmonik OSilator SISTEMI........cceiviiiiiiiiireeenee e 61
4.2.1 Sisteme ait parametre ve denklemler ..........cccccooveiiiviciccecce e 62
4.2.2 Sisteme ait simiilasyon sonuglart...................ooooiiiiii 65
4.3 SINUZOTAAL SISTEM ....viiiiiieiii e 70
4.3.1 Sisteme ait parametre ve denklemler ..., 70
4.3.2 Sisteme ait simiilasyon sonuglar1 ve yorumlanmast......................... 73
5.SONUGCLAR ...ttt e et e e sbe e s nbeesbeeeneee e 77
KAYNAKLAR Lottt ae s 81
OZGECMIS ...ttt n sttt s et enenes 85






CIZELGE LISTESI

Sayfa
Cizelge 2.1 : Cift entegrator sistemi i¢in Ly NOMM ...c..eoveiiiiiiieiie e 79
Cizelge 2.1 : Harmonik osilator sistemi i¢in Lo NOMM .......ccovviiiniiiiiiiie e 79
Cizelge 2.2 : Sinozoidal sistem i¢in Ly NOMM. .....cocueiiiiiiiiiiiiiee e 80

Xi






SEKIL LISTESI

Sayfa
Sekil 2.1 : Bir graf topolOjiSi[10]......ccoveiieiiieiie e 7
Sekil 2.2 : Yonsiiz (undirected) graf.........ccooiiiiiiiiiiii 8
Sekil 2.3 1 Kontrol yONtemMIETT ......ccvviiiiiiiiiie i 11
Sekil 2.4 : Ug farkli graf iin iletisim topolojiler[8].........cccvurevrrirerriereriireiiiererenns 13
Sekil 2.5 : Cok sayida elemandan olusan ag yapist.[16] ......cccccevvererieniiniiniinininnnnnn 15
Sekil 2.6 : Her bir elemanin ihtiya¢ duydugu bilgi aligverisini saglayan iletisim ag1
gOSterilmeKtedir 23], ..voveieii i 21
Sekil 2.7 : Ag yapisindaki her bir eleman kendi ekseninde donerek dogru agiy1
bulmaya galigmaktadir...........ccooiiiiiiiiiiie e 22

Sekil 2.8 : Ag yapisindaki elemanlar, canli varliktan gelen sinyal ile komgularindan
aldig1 pozisyon bilgilerini bir araya getirerek belirli bir siiriis agis1 elde

etmeye ¢alismaktadir[23].. .....cooviiiiiiiiei e 22
Sekil 2.9 : Her bir eleman komsularindan aldig: bilgiyi de kullanarak belirli bir
koordinat dogrultusunda canli varliga dogru gitmektedir[23] ..........cccenenee. 23
Sekil 2.10 : Ag yapisindaki elemanlar verilen gorevi takim halinde ¢alisarak is birligi
icerisinde yerine getirmektedir[23] ... 23
Sekil 3.1 : Hatta beklenilen siire i¢cin PDF (probability density function)[25].......... 28
Sekil 3.2 : Binom dagilimdaki olasiliklarin gosterimi[25]. .......ccoooeveriiiniiiniennnn 30
Sekil 3.3 : Poisson dagilimda olasiliklarin gosterimi[25]..........cccoeovviiiniiiniiinnnnn 30
Sekil 3.4 : Ustel yoZunluklarin gosterimi. .........ccooveueveveireerererersnieescesessseseesesennns 31
Sekil 3.5 : Belirli parametrelere gore normal yogunlugun gosterimi. ...........cccoeenen. 32
Sekil 3.6 : Normal eZri[26].........ccccuiiriiiiiiieieie s 33
Sekil 3.7 : X degiskeninin iki deger aralig1 arasindaki puan veya gézlem oranlarinin
GOSTETIMIL26]. ...ttt 33
Sekil 3.8 : Standart normal egri altinda kalan alanin yiizdesel olarak gosterimi[26].34
Sekil 3.9 : Bir gozlemci i¢in blok diyagramin gosterimi[27]. ........ccccoovvivrivivnnennenn. 35
Sekil 3.10 : Kalman filtresi dOngUsli. .......ocovevviiiviiiiiiiiiiici s 40
Sekil 3.11 : Kalman filtresinin biitiiniinii gosteren diyagram[24]. ..........cc.ccoovvvennne 41
Sekil 3.12 : Genisletilmis Kalman filtresi denklemleri[24].........c.cccovvviiiiiveieiinnnnn. 44
Sekil 3.13 : Lineer olmayan akim/gerilim iligkisi. .......cocoooiiiiiiiiiiiic 47
Sekil 4.1 : Sistemdeki elemanlarin bilgilerinin olusturulmast.............ccccoocieniennene 55
Sekil 4.2 : Sistemdeki elemanlarin komsuluk iliskisinin olusturulmasi.................... 55
Sekil 4.3 : Sistemde bulunan elemanlar i¢in kontrol girdilerinin olusturulmast ....... 56
Sekil 4.4 : Sisteme giirtiltiilerin eKlenmesi. .........coccevviiiiiiiinii e 57
Sekil 4.5 : Kalman filtresi uygulanmast ..........ccccooveeiiiiiiinicneeceee e 57
Sekil 4.6 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :30)............ 58
Sekil 4.7 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :20)............ 59
Sekil 4.8 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :10)............ 59
Sekil 4.9 : Cift entegrator sistemi i¢in giiriiltiilii ortam (eleman sayisi :30).............. 59

Xiii



Sekil 4.10 :
Sekil 4.11 :
Sekil 4.12 :

Sekil 4.15 :
Sekil 4.16 :
Sekil 4.17 :
Sekil 4.18 :
Sekil 4.19 :
Sekil 4.20 :
: Harmonik osilator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi: 20).... 67
Sekil 4.22 :
Sekil 4.23 :
Sekil 4.24 :
Sekil 4.25 :
Sekil 4.26 :
Sekil 4.27 :
Sekil 4.28 :
Sekil 4.29 :
Sekil 4.30 :
Sekil 4.31 :
Sekil 4.32 :
Sekil 4.33 :
Sekil 4.34 :
Sekil 4.35 :
Sekil 4.36 :
Sekil 4.37 :
Sekil 4.38 :
Sekil 4.39 :
Sekil 4.40 :
Sekil 4.41 :
Sekil 4.42 :

Sekil 4.21

Cift entegrator sistemi igin giiriiltiilii ortam (eleman sayisi :20)............ 60
Cift entegrator sistemi igin giiriiltiilii ortam (eleman sayisi :10). ........... 60
Cift entegrator sistemi i¢in Kalman filtresi uygulamasi (eleman sayisi

.................................................................................................................. 60
Cift entegrator sistemi i¢in Kalman filtresi uygulamasi (eleman sayisi

.................................................................................................................. 61
Cift entegrator sistemi i¢in Kalman filtresi uygulamasi (eleman sayisi

.................................................................................................................. 61
Sistemdeki elemanlarin bilgilerinin olusturulmasi..........cccccveviveeiinenne. 63
Sistemdeki elemanlarin komsuluk iligkisinin olusturulmasi.................. 63
Sistemde bulunan elemanlar icin kontrol girdilerinin olusturulmasi ..... 64
Sisteme giiriiltiilerin €KIENMESI. ........cccooiiiiiiiic e, 65
Kalman filtresi uygulanmasi.........ccccovcveeiiiiiiiiie i 66

Harmonik osilator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi: 30).... 66

Harmonik osilator sistemi i¢in giiriiltiisiiz ortam (eleman sayist: 10).... 67
Harmonik osilator sistemi i¢in giiriiltiilii ortam (eleman sayisi: 30)...... 67
Harmonik osilator sistemi i¢in giiriiltiilii ortam (eleman sayist: 20). ..... 68
Harmonik osilator sistemi igin giiriiltiilii ortam (eleman sayisi: 10). ..... 68
Harmonik osilator i¢in Kalman filtresi uygulamasi (eleman sayis1:30). 69
Harmonik osilator i¢in Kalman filtresi uygulamasi (eleman sayis1:20). 69
Harmonik osilator i¢in Kalman filtresi uygulamasi (eleman sayis1:10). 69

Sistemdeki elemanlarin bilgilerinin olugturulmast. ..........cc.ccoovvivrvenenns 70
Sistemdeki elemanlarin komsuluk iligkisinin olusturulmasi.................. 71
Sistemde bulunan elemanlar i¢in kontrol girdilerinin olusturulmast ..... 71
Sisteme giiriiltiilerin eklenmesi. ........c.ccoovveiiiiinieninic e 72
Kalman filtresi uygulanmasi...........cccooiiiiiiiiiieiiee e 72
Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayist: 30)................. 73
Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayisi: 20). ................ 73
Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayist: 10). ................ 74
Sintizoidal sistem igin giirtiltiilii ortam (eleman sayist: 30). .................. 74
Siniizoidal sistem i¢in giiriiltiilii ortam (eleman sayist: 20) ................... 74
Siniizoidal sistem i¢in giiriiltiilii ortam (eleman sayisi: 10). ...........c...... 75
Sintizoidal sistem i¢in Kalman filtresi uygulamasi (eleman sayisi: 30). 75
Siniizoidal sistem i¢in Kalman filtresi uygulamasi (eleman sayisi: 20). 76
Siniizoidal sistem i¢in Kalman filtresi uygulamasi (eleman sayisi: 10). 76

Xiv



COK ETMENLI SISTEMLERIN i$ BIRLIGi KONTROLUNDE KALMAN
FILTRESI UYGULAMALARI

OZET

Son yillarda kendi basina karar veren ve bu karar1 uygulayan sistem veya araglara
olan ilgi giderek artmaya baslamistir. Ozellikle gerceklesen Endiistri 4.0 devrimiyle
birlikte tiretimde verimliligin artirilmasi, fabrika ici organizasyonun iyilestirilmesi ve
isci sagligini riske atan ¢ogu uygulama yerini robotik veya insansiz ¢dzlimlere
birakmistir. Cok sayida eleman veya aragtan olusan bu robotik veya insansiz
sistemlere ¢ok etmenli sistem adi1 verilmektedir.

Otonom sistemlere olan ilginin artmasi, bu sistemleri olusturan elemanlarin sahip
olduklar1 parametrelerin (hiz, konum vb.) bilinmesi ve anlik olarak kontrol edilmesi
ithtiyacini da artirmaktadir. Sistemdeki elemanlarin tek tek bilgilerinin alinmasi ve bu
bilgilere gore bu elemanlarmn kontrolii, 6zellikle ¢ok sayida elemandan olusan
sistemler i¢in olduk¢a zahmetlidir. Bu problemi ¢6zme adina ag topolojisine sahip
cok etmenli sistemler kullanilmaktadir. S6z konusu sistemlerle ilgili detayli bilgi
verilmistir.

Yapilan tez c¢alismasinda ag topolojisine sahip ¢ok etmenli sistemlerin belirli
ozellikleri hakkinda bilgi verilmistir. Cok etmenli sistemlerin bireysel elemanlardan
olusan sistemlere gore olumlu ve olumsuz yonleri aktarilmigtir.

Cok etmenli sistemlerdeki elemanlar arasindaki haberlesme belirli bir ag topolojisine
gore gerceklesmektedir. Bu topolojiyi gorsel olarak da aciklayan graf teorisi
hakkinda detayli bilgi verilmistir. Graf teorisine gore, ¢cok etmenli sistemlerdeki
elemanlarin is birligine varip beraber hareket edebilmeleri i¢in hangi kosullarin
saglanmasi gerektigi hakkinda detayli bilgi verilmistir.

Yapilan tez calismasinda 3 farkli ¢ok etmenli sistem ele alinmistir. Calismanin
amaci, s0z konusu sistemlerdeki elemanlarin sahip olduklar1 bilgilere giiriiltii
eklenmesine ragmen, s6z konusu elemanlarin yine de diizgiin bir sekilde is birligine
varmalarin1 saglamaktir. Bunu saglayabilmek i¢in Kalman filtresi uygulamalari
gerceklestirilmistir. Bu sayede, bozucu girdilere ragmen sistemdeki elemanlar
diizgiin bir sekilde is birligine varmistir.

Yapilan uygulamalarda, ele alinan sistemlerdeki elemanlarin sahip olduklari
bilgilerin baslangic degerleri rastlantisal bir sekilde olusturulmustur. Sistemdeki
elemanlarin komsuluk iliskilerinin olusturulabilmesi i¢in, s6z konusu elemanlar
belirli bir diizlemde rastgele olacak sekilde konumlandirilmigtir. Sistemdeki
elemanlar aralarindaki mesafeye gore komsu olarak degerlendirilmistir.

Sistemlerde bulunan elemanlar igin is birligi protokoliine bagli olarak, adaptif PD ve
gradyant diistimii yontemlerinden de yararlanilarak kontrol girdileri olusturulmustur.

Sistemlere normal dagilima bagl olarak 6l¢iim ve proses giiriiltiileri dahil edilmistir.
Sistemlerdeki elemanlarin arasindaki bilgi transferini etkileyen bu bozucu girdilere
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ragmen, sistemin dinamigine bagli olacak bi¢imde Kalman filtresi uygulamasi
gerceklestirilerek sistemdeki elemanlarin diizgiin bir bigimde is birligine varmalari
saglanmustir. Ilgili sonuglar grafiksel olarak da gosterilmistir.
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CONSENSUS OF MULTIAGENT SYSTEMS WITH KALMAN FILTER
APPLICATIONS

SUMMARY

In recent years, interest in systems or tools that can make their own decisions and
implement these decisions has begun to grow. Especially with the realization of the
Industrial 4.0 revolution, many applications that raise productivity in production,
improve in-plant organization and raise workers' health are left to robotic or
unmanned solutions. These robotic or unmanned systems consisting of a large
number of elements or vehicles are called multi-agent systems in the technical
literature.

It has been shown in this study that these multi-agent systems, which are formed by
bringing more than one vehicle or element according to the neighborhood relation,
are more advantageous than the systems consisting of the elements which are
independent of each other and which decide independently.

Increased interest in autonomous systems has also increased the need to know and
instantly control the parameters (speed, location, etc.) of the elements that make up
these systems.

Taking individual information of the elements in the system and controlling them
according to this information is especially troublesome for systems consisting of a
large number of elements. In order to solve this problem, multi-agent systems with
network topology will be discussed.

In the thesis study, detailed information about specific properties of multi-agent
systems with network topology is provided. According to this, the elements forming
these systems have network topology and share the information they have with the
elements forming the system with the help of various relation rules.

In the thesis study, this neighborhood relation is emphasized and detailed
information about information transfer topology is provided

The members of the multi-agent systems have to work together to accomplish a
certain task or achieve a goal. Detailed information about the meaning and conditions
of consensus and cooperation is provided in this study. In order to be able to
cooperate in such systems, a specific consensus rule or protocol has to be established.

In the thesis study, it has been shown how consensus and cooperation are provided
according to the parameters and equations in systems with different dynamics. These
rules, which allow the elements in the system to agree on a common value and act
accordingly, are all called the consensus algorithm.

The definition of consensus and conditions under which consensus is achieved is
given in detail. Detailed information about graph theory and consensus conditions
under the graph theory is provided.
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Consensus of multi-agent systems is analyzed with respect to graph theoretic
concepts. Sample problems and solutions have been included in order to better show
how and under what conditions a specific system reaches consensus.

In the study conducted, the advantages and disadvantages of the multi-agent system
components according to the individual studies of the collective coordination and
working together are also revealed. It has been observed that the performance of
multi-agent systems based on the consensus algorithm is higher.

In the thesis study, it is explained how the elements of multi-agent system structure
share the information they have with other members. It is analyzed how invidual
agents behave when noise is added to the communication links between them.

Despite the noise in the system, Kalman filter applications have been implemented in
order to ensure that the elements in the system are nevertheless neatly connected to
the system dynamics.

The main work in this thesis is to investigate the effect of noise (process and
measurement noise) in consensus and how to suppress this noise using Kalman filter.
Three different systems are analyzed to ensure the consensus of these multi-agent
systems are obtained under noisy conditions. Detailed information and equations is
given to know the dynamics and consensus conditions for these multi-agent systems.

In order to better explain the theory of the applied Kalman filter, information has
been given about probability and distributions. In particular, detailed information has
been provided about the normal distribution which will be evaluated as a disturbing
input. Therefore, it is shown how the estimates depend on the parameters. At the
same time, parameters of how the linear state estimation methods are derived and
connected are explained. Detailed informations about the parameters used in Kalman
filter equations are given. The operation diagram of the Kalman filter algorithm is
described.

In case the system is nonlinear, standard Kalman filter cannot be used. In this case
extended Kalman filter can be employed to estimate system states.

In the thesis, all these information data are explained in detail with multi-agent
systems with 3 different dynamics and different parameters in various directions.

The equations and parameters of the mentioned systems are explained. The
information transfer topology and applied consensus protocols for these systems are
described in detail. Noise is added to the information exchanged between these
elements and the transfer of this information, and Kalman filter applications are
performed to suppress this noise.

The obtained results are illustrated by graphs. The values of the number of agents are
changed and the results are given comparatively.

The elements in the multi-agent systems will share the information they have by
communicating within a specific neighborhood relationship. The probability of
systems being able to communicate, that is, their neighbors, will be determined
randomly, depending on their proximity.

Each system considered has a specific control protocol. The parameters required for
this control protocol are set iteratively by means of adaptive PD controller which is
tuned by the gradient descent algorithm.
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It is assumed that the information exchange between agent is noisy and therefore, the
systems are simulated by adding noise to these informations. Consequently, signals
to observe the effects of this noise, Kalman filter is applied to suppress this noise, so
that smoother information is transmitted to the elements forming the multi-agent.
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1. GIRIS

Son yillarda otonom ara¢ veya elemanlardan olusan sistemlerde goriilen artig, buna
bagli olarak kontrol algoritmalarinin daha fazla iyilestirilmesi durumunu ve

mecburiyetini giindeme getirmistir.

Belirli bir gorevi tek basina ve kendi karar vererek yerine getiren otonom araglara
gore, birlikte calisan ve birbirleriyle bilgi paylasimi yaparak ayni goérevi yerine

getiren otonom araclarin daha yiiksek verimde ve hizda oldugu goriilmiistiir.

Cok etmenden olusan otonom sistem veya araglarin ekip olarak calisabilmeleri icin,
belirli bir bilgi veya degerde anlasmalar1 gerekmektedir. Bu yapidaki elemanlarin is
birligine ulagip beraberce calisabilmeleri i¢in algoritmik yontemler gelistirilmistir.
Bu algoritma yapilarindaki temel amag, komsuluk ilkesine dayali olarak, ¢ok etmenli
sistemdeki ara¢ veya elemanlarin birbiriyle bilgi paylasiminda bulunup ortak bir

degerde anlagabilmeleri ve beraber hareket edebilmeleridir.

Bir ag yapisindaki veya ¢ok etmenli bir sistemdeki is birligi, sistemi olusturan biitiin
elemanlarin durumlarina bagli olan belirli bir degerde anlasmaya varmalar1 anlamina
gelmektedir. Is birligi algoritmasi ise, bu anlasmay: cerceveleyen iliski kurallarmi
diizenler [1]. Buna gore, ag yapisindaki her bir elemanin komsulariyla veya diger

elemanlarla olan bilgi alis verisi diizenlenir.

Cok etmenli bir sistemdeki elemanlarin birlikte ve koordine bir sekilde ¢alismasi,
otonom c¢alisan sistemlere ilginin artmasina paralel bir sekilde, bir cok aragtirmacinin
ilgisini giderek artan bir yonde bu alana ¢ekmistir. Cok etmenli sistem yapilarina
gosterilen ilgideki bu artis, bu yapiy1 olusturan elemanlarin da bir is birligi icerisinde
olmalarmin énemini gdstermistir. Is birligi igin ilk olarak, ag yapismi olusturan
elemanlarin veya araclarin davranislarindan bagimsiz veya davraniglarina bagh

olarak, ortak bir degere ulagsmalar1 gerekmektedir [2].

Cok etmenli sistem yapisindaki elemanlar belirli bir degisken degerinde veya durum
bilgisinde anlastiklart zaman, bu, is birligine vardiklar1 anlamina gelir. Belirli bir

bilgide is birligine varilmasi, koordinasyon gorevi bakimindan kritik olan bilginin



komsuluk yapisi iizerinden elemanlarca paylasilmasini garanti altina alir. Is birligine
ulagmak igin, sistemdeki elemanlarin durum bilgilerinin uygun is birligi algoritmasi
belirlenerek paylastirilmasi gerekir. S6z konusu durum bilgisi koordinasyon ig¢in
gerekli olan degisken degerinin bir drneklemesi olarak diisiiniilebilir. Is birligi
algoritmalarinda bilgi, ag yapisindaki elemanlarin komsuluk iligkilerine gore
paylastirilir [3]. Cok etmenli sistem yapisini olusturan her bir eleman kendi
komsusuna gore durum bilgisini giinceller. Burada amag, ilgili sistemdeki her bir

elemanin durum bilgilerinin ortak bir degere yakinsadigi bir kural tasarlamaktir.

1.1 Amag ve Kapsam

Cok etmenli bir sistemde, sisteme ait elemanlarin veya araglarin birbirleriyle uyumlu
ve daha da 6nemlisi is birligi halinde c¢alismasi i¢in ana etken haberlesmenin diizgiin

bir bicimde yapilabilmesidir.

Is birligi algoritmalarinda komsuluk ilkesi esastir. Bu komsuluk ilkesine gore,
birbiriyle komsu olan iki eleman veya arag, tasidiklar1 konum, pozisyon, hiz vb.
degiskenler hakkinda bilgi paylasimi yaparlar. Yapilan g¢alisma ile bu bilgi
paylasimlarindaki bozucu girdi etkilerinin Kalman filtresi uygulamalar1 yardimiyla

Oniine gegilmesi amacglanmaktadir.

Ilgili tez ¢alismasi, belirli bir ¢ok etmenli sistemde, birbirleriyle haberlesmeye
calisan arag veya elemanlarin, bozucu girdiye ragmen Kalman filtresinin
uygulanmas1 sayesinde ve is birligi algoritmasi g¢ergevesinde ortak bir degerde

anlasabilmelerini kapsamaktadir.

1.2 Calismanin Ana Hatlarn

Tezde yapilan caligmalar belirli bir siralamaya gore anlatilacaktir. Bu siralamaya
gore tez calismasmin ¢iktisi olan algoritmanin barindirdigi teori ve yontemler
hakkinda bilgilendirme yapilmasi ve bu sayede calismanin daha iyi aktarilmasi

hedeflenmektedir.

Calismanin ikinci bolimiinde genel olarak ag yapist ve ag yapisini olusturan

elemanlarin is birligi hakkinda bilgi verilecektir.



Calismanin {giincii bolimiinde is birligi algoritmasinin maruz kaldigt bozucu
girdilere kars1 kullanilan Kalman filtresi hakkinda temel bilgiler verilip, genisletilmis

Kalman filtresi hakkinda bilgi verilecektir.

Calismanin dordiincii boliimiinde tezin ¢iktis1 olan algoritma ele alinip, algoritmada
kullanilan parametre ve denklemler hakkinda detayli bilgi verilecektir. Ayni

zamanda algoritmanin isleyisi kapsamli bir sekilde anlatilacaktir.

Calismanin son boliimiinde ise sonuglar ve ileride yapilmasi hedeflenen ¢alismalar

aktarilacaktir. Sonuglar bir tablo halinde verilecektir.






2. COK ETMENLI SiISTEMLERDE i$ BIiRLIiGi

2.1 Cok Etmenli Sistem Yapisinda Is Birliginin Anlam

Cok etmenli sistem yapisinda is birligini anlatabilmek igin 6ncelikle bu yapidaki
elemanlar ve bu elemanlarin bir araya gelerek olusturdugu sistemler hakkinda bilgi

verilecektir.

Cok etmenli bir sistem yapisini olusturan elemanlar (agents), c¢evreyi cesitli
algiliyicalar yardimiyla algilayan ve buna gore hareket gelistiren yapilar seklinde

tanimlanabilir [4].

Cok etmenli sistemin igerisinde yer alan herhangi bir eleman, dinamik bir ortamda
yasayip, ozerk bir sekilde hareket eden ve kendisine atanan bir dizi gérev veya hedefi

yerine getiren yapilar olarak tanimlanabilir [5].

Cok etmenli sistem yapisi, biinyesinde bulundurdugu elemanlarin bireysel olarak

cozemedigi zorluklara kars1 bir araya gelerek birlikte ¢alistig1 yapidir [6].

Cok etmenli sistem yapilari i¢in; insansiz tasitlar, birden fazla robottan olusan
sistemler, iletisim aglar1 vb. rnek olarak verilebilir [7]. Is birliginin saglanmasi gok
etmenli bir sistem igin olduk¢a Onemlidir. Cok etmenli sistemdeki elemanlarin

birlikte calismasi i¢in uygun bir is birligi protokolii ve algoritmasi gereklidir.

Cok etmenli sistemdeki elemanlarin veya araglarin birlikte ¢alismasi sivil ve askeri
alanda yaygin olarak kullanilmaktadir. Koordine olarak uyumlu calisan araglar,
biitlin gorevi tek basina getiren bir araca gore miihendislik agisindan daha

fonksiyoneldir.

Cok etmenli bir sistemdeki elemanlar ag yapisina benzer sekilde birbirlerine baglidir.
Bu ag yapist i¢in, agt olusturan elemanlarin koordinasyonu, bu elemanlarin
bazilarinin veya hepsinin bilgiyi paylasarak ortak bir hedef belirlemeleri anlamina

gelmektedir.



Cok etmenli bir sistemdeki elemanlarin, is birligini saglayarak koordine g¢alismasi

icin agagida belirtilen sartlar1 yerine getirmesi gerekir [8]:

Sistemi olusturan elemanlar i¢in ortak bir hedefe yonelik ortak bir davranis

gerekir.
Sistemi olusturan elemanlarin birbirleriyle iletisim kurmasi gerekir.

Sistemi olusturan elemanlarin, olusturduklari sistemin performansini artirmasi
veya sistem i¢in zamandan kazang saglamasi gibi siireci iyilestirici unsurlar igin

bir araya gelmesi gerekmektedir.

Cok etmenli bir yapidaki elemanlarin koordinasyon i¢inde calistigi bir sistemi

tasarlarken, asagida belirtilen zorluklarla karsilasilmaktadir [8]:

Tek bir sistemi tasarlamak yerine biitiin bir sistemi alt sistemlere bolerek

tasarlama geregi duyulur.
Sistemi olusturan elemanlarin birbirleriyle olan iletisimleri genellikle sinirli ve
giirtiltiiludiir.

Biitiin bir sistemin karmasik olmasi ve sisteme yeni elemanlarin eklenmesi
sistemin lineerligini korumasini zorlastirir. Zamanla lineer olmayan bir sisteme

doniisebilir.

Sistem yapisinda bulunan araglarin bireysel hedefleriyle takim hedefleri arasinda

karar verme siireci hemen hemen ayn1 anda gergeklesir.

Is birligi halinde calisan araglarin olusturdugu ¢ok etmenli sistemlerin, her bir aracin

tek basina ve bireysel olarak gorevleri yerine getirdigi sistemlere gore avantajlar

asagida belirtilmistir [8]:

Bireysel araglardan olusan sistemlere gére daha iyi hata tolerans1 mevcuttur.

Bireysel araclardan olusan sistemlere gore daha karmasik veya zor olan gorevler

yerine getirebilir.

Cevresel etkenlere kars1 daha hizli reaksiyon gosterir.



2.2 Graf Teorisi

Bu boliimde ¢ok etmenli sistem yapisindaki elemanlarin durum bilgilerinin belirli bir
ortak degerde anlasmalar1 i¢in kullanilan graf teorisi hakkinda bilgilendirme

yapilacaktir.

Gergek diinyada karsilasilan ¢ok etmenli sistem yapisindaki ¢cogu uygulama, iKi
noktanin birlestigi ¢izgilerden olusan diyagramlarla tanimlanabilir [9]. Bu mantik,

agdaki elemanlarin iletisim dinamiklerini gésteren graf teorisiyle dogrulanabilir.

Belirli bir baglant1 yoluyla birbirleri arasinda bilgi paylasan ¢ok etmenli sistem
yapisindaki elemanlart inceleyelim. Elemanlar arasindaki baglanti, bazilarinda tek
yonlii, bazilarinda ise iki yonlii olabilir. Yani paylasilan bilgi bazilarinda tek bir
yonde iken bazilarinda ise iki yonde de olacak sekildedir. Sekil 2.1°de belirtilen oklar
bilgi transferini temsil eder [10]. Sekil 2.1’deki bazi baglantilar bilgiyi tek bir yonde,
bazilar1 ise iki yonde de gondermektedir. Bilgi aktarim yoniinli gosteren oklar da

dahil olmak iizere, bu baglanti diizeni bilgi aktarim topolojisi olarak bilinir.

S

‘\

Sekil 2.1 : Bir graf topolojisi [10].
Bir graf yapis;, N = {1,2, ...,n} ve E € NxN olan bir G = (N, E) seklinde gosterilir
[10]. Graf teorisine gore, ¢ok etmenli sistem yapisini olusturan her bir eleman bir

diiglim olarak tanimlanir. n adet eleman varsa n adet de diigiim bulunur. V = {v;:i €

N} kiimesi biitiin v; diigiimlerini igerir.



E ise diiglimler arasindaki baglantilar kiimesidir ve G grafinin kenarlarini temsil
eder. Yani E, j digiminiin bilgiyi i diigiimiinden aldigin1 gosteren biitiin (i, ))
kiimeleridir. Diigtimlerin komsu diigtimlerini gosteren N;, N; ={j € N : (j,i) € E}

seklinde tanimlanir.

Belirli bir grafta her (i,j) € E i¢in, (j, i) oluyorsa bu grafa yonsiiz graf (undirected
graph) denir [10]. Bu durum, ¢ok etmenli sistem yapisini olusturan elemanlarin is
birligi konusu diisliniilecek olursa, sistemdeki her iki eleman arasinda bilgi

aligverisinin, her iki yonde de belirli bir baglant1 lizerinden gerceklestigini gosterir.

Yonsiiz graf i¢in iletisim yonii belirtilmez. Asagidaki Sekil 2.2°de belirtildigi gibi e

kenari e = {a, b} = {b, a} seklinde tanimlanabilir.

Sekil 2.2 : Yonsiiz (undirected) graf.

Eger Sekil 2.1°deki biitiin baglant1 oklar1 iki yonlii olsaydi, bu grafi bir yonsiiz graf
olarak tanimlayabilirdik. Eger bir graf yonsiiz degilse, yonlii graf (directed graph)
veya digraph olarak adlandirilir. Sekil 2.1°de gosterilen graf yonlii bir graftir. Eger
yonsiiz bir grafta herhangi iki diiglim noktasini birbirine baglayan bir yol varsa sz
konusu graf bagli graf olarak adlandirilir. Eger yonlii bir grafta, herhangi iki diigiim
noktasini birbirine baglayan bir yol varsa s6z konusu graf giiclii-bagl graf olarak

adlandirilir [10].

Graflarin alt kiimeleri alt graflar1 olusturur. Herhangi bir grafin biitiin diiglim

noktalarini kapsayan alt grafina tarama agaci (spanning tree) ad1 verilir [10].

Graf teorisinde bilginin diiglimler arasinda nasil transfer edildigi agiklanirken iki
onemli matris kullanilir. Bunlardan ilki komsuluk matrisi olarak adlandirilir.
Komsuluk matrisi de agirlikli (weighted) ve agirliksiz (unweighted) olmak iizere

ikiye ayrilir.



“Unweighted” yani agirliksiz komsuluk matrisine gore, komsuluk matrisinin

elemanlar1 asagidaki sartlar1 saglar [10]:

@ = {eger (,0)) €EE ise 1 (2.1)
Y \aksi takdirde 0

“Weighted” yani agirlikli komsuluk matrisine gore, komsuluk matrisinin elemanlari

asagidaki sartlar1 saglar [10]:

{eger (,i) EEised;; >0 (2.2)
ij =

aksi takdirde 0

Bu tanimlardan yola ¢ikarak, eger G grafi yonsiiz ise; A komsuluk matrisi simetriktir
ve A = AT diyebiliriz.

Graf teorisinde bir diger 6nemli matris ise Laplacian matrisidir. L = [I; j]?j:l
Laplacian matrisinin elemanlar1 asagidaki sekilde tanimlanir [3]:

L (2.3)

_ { % j#i Aij i=j
4 —aij i -'/:_]
a;j, komsuluk matrisinin elemanlaridir. Bu tanimdan yola ¢ikarak; eger G grafi
yonsiiz ise, L simetriktir ve L = LT diyebiliriz.

G(V,E,A) derecesi m=>2 olan bir yonsiz (undirected) graf olsun.
V = {v,,v;3,v3 ...v,} diiglimler kiimesi ve E € V x V kenarlarin kiimesi olur. Ayni1
zamanda A = [a;;] € R™" komsuluk matrisini olusturur. Yonsiiz bir grafta, e;; = e;;
olur. Sadece ve sadece a;; > 0 oldugu durumda e;; € E diyebiliriz. Bir yonsiiz graf,

her zaman baglhdir [3].

Bir v; diigiimiiniin dis-derecesi deg,,:(v;) = YiL; a;; seklinde tanimlanir [3]. G graf
matrisinin derecesi D = [d;;] seklinde diyagonal bir matristir. Biitiin i # j degerleri
i¢in d;j =0ve d;; = degoy(v;) olur. Graf ile ilgili olarak Laplacian matrisi
asagidaki sekilde tanimlanir [3]:

n . .
Yic1j=i%p J =1

L=[l;]=D-A= {_a”’ P (2.4)



Herhangi bir i,j € E ve i # j igin, i’den j’ye giden bir yol varsa s6z konusu graf,
bagli-graf (connected graph) olarak adlandirilir [11]. Cok etmenli bir sistem yapisi
icin, G grafindaki her bir eleman bir i diigiimii ile temsil edilir. Her bir (i, j) kenar1

ise j elemanindan i elemanina dogru olan iletisim kanalin1 temsil eder.

Yonsiiz (undirected) bir iletisim grafina sahip ¢ok etmenli sistemler igin is birligine
ulagsma durumu asagida incelenmistir. Cok etmenli sistem yapisindaki her bir eleman
yukarida belirtilen L Laplacian matris degerine sahiptir ve bu Laplacian matrislerin

Ozdegerleri asagidaki gibi siralanabilir [12]:
0=4 <A <<y (2.5)

Eger yonsiiz bir graf bagl ise 1, > 0 elde edilir.

Yonsiiz bir iletisim grafina sahip bir ¢ok etmenli sistem, 2.7 denkleminde verilen
kontrol protokolii uygulandiginda 2.6 denkleminde verilen kosulu sagliyorsa, s6z

konusu ag yapisindaki elemanlar i¢in is birligine ulasilir diyebiliriz [12].

lim [|lx,(k) = ()] =0 Vij €N (2.6)

N
u; (k) = KZ a;j[x;(k) —x;(k)], i€N, KeR™n" (2.7)
j=1

Yonli (directed) bir iletisim grafina sahip ¢ok etmenli sistemler i¢in is birligine
ulasma durumu ise asagidaki gibidir. x = Bx(t) denklemine sahip bir sistemi
diistinelim. B matrisi i¢in 6zdegerleri kiimesi {14, 4, ..., 4, } olsun. Ag yapisindaki

elemanlar asagidaki kosullari saglarsa is birligine ulasilabilir [13]:
e B matrisinin biitiin satirlarinin ayr1 ayr1 toplamu sifira esit olmasi gerekir.

e Re(d;) >0,V A; € {14, ,, ..., A} kosulunun saglanmasi gerekir.

2.3 Is Birligi Algoritmasinin Temelleri

Bu boliimde ¢ok etmenli sistem yapisindaki elemanlarin is birligi i¢in gelistirilen is

birligi algoritmastyla ilgili teorik altyapi anlatilacaktir.

Kontrol sistemlerinde, dinamik bir sisteme sahip c¢ok etmenli sistem yapisi,

biinyesindeki biitiin elemanlar diger biitliin elemanlarin durum bilgilerine bagh belirli
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bir degere yakinsiyorsa bu Sistem yapisinda is birligi saglanabilir denebilir. Cok
sayida elemandan olusan bu ag yapilarin1 olusturan elemanlarin ortak bir degere
yakinsayabilmeleri i¢in bir is birligi protokolii veya algoritmasi olusturulmasi
gerekmektedir. Is birligi algoritmalar1 elemanlarin komsular1 arasindaki bilgi alis
verisine baghdir [14]. Belirli bir dinamige sahip elemanlar, belirli bir iletisim
topolojisi ve komsuluk iligkileri yardimiyla durumlarint giinceller ve is birligi

saglanir.

Cok etmenli sistemler igin ii¢ ¢esit kontrol topolojisi mevcuttur. Bu topolojiler
sisteme ait elemanlart kontrol edebilmek igin; merkezi kontrol (centralized
controller), merkezi olmayan kontrol (decentralized controller) ve dagitimli kontrol

(distributed controller) olmak iizere siralanabilir [15].
Merkezi kontrol

Merkezi olmayan kontrol

J J
P 4 P 4
’.
;z’))
?
P 4

Dagitiml kontrol

PP S

Sekil 2.3 : Kontrol yontemleri.

Bir dinamik sistemi veya ag yapisinda bulunan otonom araglar1 diislindiigiimiizde, is
birligine ulasmanin anlami, sistemdeki veya agdaki biitiin eleman veya araglarin
durum bilgilerine bagli olarak belirli bir degerde anlagmalaridir. Is birligi algoritmasi
ise ag yapisinda bulunan bir elemanin komsulariyla olan haberlesmesini belirleyen

iliski kurallarini olusturur.

Ornek olarak bir yangin durumunu ve bu yangim séndiirmekle yiikiimlii otonom

olarak calisan robot itfaiyeleri diislinelim. Her bir robot, yanginin ¢ap1, ¢evrenin ¢api
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gibi  koordinasyon parametrelerini belirler ve bu degerleri 6rneklendirerek
yakinindaki diger robotlarla bu bilgileri paylasir. Yanginla miicadelenin etkili bir
sekilde yapilabilmesi i¢in, her bir robotun kendisini yangin merkezinden belirli bir
uzaklikta konumlandirarak sondiirme islemini gergeklestirmesi gerekmektedir. Bu
yiizden, yangin sondiirmekle yiikiimlii bu robotlarin yanginin etkin bir sekilde
sondiiriilmesi icin gereken cap lizerinde ve aralarinda belirli bir mesafe olacak
sekilde dizilmeleri igin bir anlagsmaya varmalar1 gerekmektedir. Cok etmenli sistem
yapisinda ¢alisan bu otonom robotlar, bozuk sensorlere, kesilen haberlesmeye,

giiriiltiilii baglantilara ragmen iletigimi siirdiirerek anlagmaya varmak durumundadir.

Cok etmenli sistem yapisindaki elemanlarin durum bilgileri iizerinde is birligine
varmalar1 i¢in belirlenen is birligi algoritmasinda, her bir eleman durum bilgisini,
giiriiltiilii ve zamanla degisen bir ortamda diger elemanlarla paylasarak giinceller.
Yani her bir arag¢ veya eleman durum bilgisini komsularinin durum bilgilerine gore
gincel tutmaya ¢alisir. Bu yiizden is birligi algoritmasi, sistemdeki biitiin
elemanlarin durum bilgilerinin ortak bir degere yakinsadigi ve bu sayede biitiin
elemanlarin neredeyse benzer dinamiklere sahip oldugu bir giincelleme kurallari
biitiiniidiir. Eger haberlesme topolojisi siirekli ise, her bir aracin durum bilgisini
giincellemesi diferansiyel bir denklem ile modellenir. Fakat iletisim topolojisi kesikli

ise, giincelleme kurali fark denklemine gore belirlenir [8].
Yaygin ve temel olarak kullanilan is birligi algoritmasi asagidaki sekildedir [8]:

n

3,(6) = — 2 ay; (1) (i (8) — %, (D)), i=12,..,n 2.8)

Jj=1

Bu denklemdeki a;;(t), ¢ anindaki bir grafta (i,j) komsuluk matrisidir. x;(t) ise

i’ninci aracin durum bilgisini gosterir.

a;j = 0 oldugu durumda, bu j aracinin i aracindan bilgi alamadigin1 gosterir. Ustteki
denklemin bir sonucu olarak, i aracinin x;(t) durum bilgisinin, komsularinin durum
bilgilerine dogru siiriiklendigi anlasilir. ilgili denklem, araglarin bilgi durumlarmin

uzlastigini gosterse de belirli bir ortak degeri dayatmaz.

Asagidaki sekiller ornek olarak 3 farkli aracin 3 farkli iletisim sahip oldugu

durumlari agiklamaktadir [8].
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Sekil 2.4 : Ug farkli graf icin iletisim topolojileri. (a) ve (b) giiclii-bagh degildir, (c)

gliclii-baghdir [8].
Bu kisimda, iletisim topolojisinin zamana bagli oldugu ve a;; degerlerinin sabit
oldugu yani simetrik olmayan Laplacian matrisi L, ’nin sabit oldugu durumda, is

birligi algoritmasindaki elemanlarin yakinsadigi kosullari inceleyecegiz.

Yukarida belirtilen ti¢ farkli iletisim topolojisine sahip graf icin Laplacian matrisleri

sirastyla asagidaki gibi olur.

1 -1 0
L1 = O 1 5 _1.5

0 0 0

1 -1 0
L1 = O 1.5 _1.5

0 —2 2

1 -1 0
L1 = O 1.5 _1.5

-2 0 2

Yakinsamaya ulasmak i¢in, L, ’nin 0zdegerinin sifir olduguna emin olunmasi
gerekmektedir. Yukarida belirtilen biitiin Laplacian matrislerinin sifir 6zdegeri

olmasina ragmen, Sekil 3.1(a) ve Sekil 3.1(b)’dekiler giiclii-bagh degil, Sekil



3.1(c)’deki ise giiglii-baghdir. Yukardaki matrislerin tek ortak 6zelligi, L, L, ve L3
yonlii graflarinin hepsinin de yonlii tarama agaci (spanning tree) kokenli olmasidir.
Daha 6ncede belirtildigi gibi, L,,’nin 6zdegerinin sifir olmasi, sadece ve sadece ilgili
yonlii grafin yonlii bir tarama agacina sahip olmasi durumuna baglidir. Bu sonugtan
yola ¢ikarak, denklem 2.8’in, yonlii graf topolojisi i¢in yonlii bir tarama agacina
sahip olmasi durumunda, yoOnsiiz bir graf topolojisi i¢in de gii¢lii baglh oldugu

durumda, is birligine ulagsacagini sdyleyebiliriz.

Cok etmenli sistem yapisindaki elemanlar, belirli bir degisken iizerinde anlasmaya
vardiklari zaman, ig birligine ulastiklar1 sonucunu ¢ikarabiliriz. Durum bilgilerinde
anlasmaya varilmasi, belirli bir haberlesme topolojisi {lizerinden bilgi paylasan
araglarin, koordinasyon gorevi icin gerekli olan bilgilere tutarli bir sekilde ulastiklar
anlamina gelir. Bu durumda, is birligi elde etmek i¢in, durum bilgileri olarak
adlandirilan ortak bir degisken olmali ve degisken iizerinde anlagsmaya varmak igin
uygun algoritmik yontemler uygulanmalidir. Durum bilgisi, ag yapisindaki araglarin
veya elemanlarin koordine olmasi i¢in gerekli olan degiskene bir 6rnek olarak

verilebilir.

X;, i’ninci elemanmn durum bilgisi olsun. Durum bilgisi, is birligi ig¢indeki ¢ok
etmenli sistem elemanlart arasinda gerekli olan bilgiyi temsil eder. Sistem
yapisindaki elemanlar acisindan durum bilgisi, konum, hiz, ivme gibi degiskenler
olabilir. Yukarida verilen 2.5 denklemi asagidaki sekilde de yazilabilir [16]. Bu

denklem siirekli-zaman (continious-time) igin gegerlidir:

GO == Y ay® (w0 - 5©) 2.9)

JEN;(B)

Denklemdeki N;(t) degeri, cok etmenli sistem yapisindaki i elemani i¢in ¢t aninda
bilgisine ulagabildigi diger elemanlarin kiimesini temsil eder. Bu sistem yapisindaki
her bir elemanin durum bilgisi, her seferinde komsularinin bilgisine dogru
yonlendirilir. Gruptaki bazi elemanlarin, baz1 zaman araliklarinda diger elemanlar ile
herhangi bir bilgi aligverisi yapamayabilecegini ihmal etmememiz gereklidir. [16]’ya
gore; 1s birligi protokulii x = —Lx seklinde matris formda yazilabilir. Buradaki L,

Laplacian matrisini temsil eder. x, x = [xy, ..., x,]7 seklinde gosterilir.

Ayrik-zamanda is birligi protokolii ise asagidaki sekilde 6zetlenebilir [16]:
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xlk+ 1= > pylklxlk] (2.10)
JEN;[k] (i}

Jj € Ni[k] U {i} igin, B;;[k] > 0 Ve ¥ jen, k] i Bijlk] = 1 olur. Bagka bir deyisle, ¢ok
etmenli sistem yapisindaki her bir elemanin bir sonraki durumu, komsularinin
mevcut durumu ve kendisinin mevcut durumunun agirlikli ortalamasina gore
giincellenir. Eger herhangi bir adimda diger elemanlarla bilgi aligverisi yapmayan bir
eleman varsa, bu eleman mevcut durumunu koruyacaktir. Ayrik-zamanda is birligi
protokulii x[k + 1] = D[k]x[k] seklinde matris formunda yazilir. Buradaki D[k],
stokastik bir matristir ve pozitif elemanlara sahiptir. Kisaca is birligi, t — oo, Vi # j

igin ||xl- - Xj || — 0 oldugu durumda saglanir [16].

Eleman 1 Eleman 2 Elemann

I 1 0

Ag Yapisi

Sekil 2.5 : Cok sayida elemandan olusan ag yapisi [16].
Cok sayida elemandan olusan ag yapisi asagidaki 6zelliklere sahiptir [17]:

e Otonomi: Cok etmenli sistem yapisini olusturan olusturan elemanlar en az yari-

otonom yapidadir.

e Yerel Goriis: Sistemi olusturan elemanlarin hi¢ biri sistemin biitiinii hakkinda,

yani sistem yapisindaki biitiin elemanlarin bilgilerine sahip olamaz.

e Sorumlulugun Dagitilmasi veya Yerel Yonetim Sistemleri: Cok etmenli sistem
yapisint olusturan elemanlardan her biri, kendi durum bilgisiyle goreceli olarak

sadece belirli komsu elemanlarla iliskiye geger.

e Zamanla Degisim Gegirme: Cok etmenli sistem yapisin1 olusturan elemanlarin
her birinin durum bilgisi, belirli iletisim protokollerine bagli olarak iletisime
gectigi diger elemanlara gore degisir. Zaman iginde biitiin sistem kollektif bir

sekilde hareket etmeye baglar.
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Cok etmenli sistem yapisindaki elemanlarin belirli bir degerde is birligine varip ortak
hareket etmelerini saglayan denklem ve algoritmalar1 daha 6ncede bahsedilen graf

Laplacian terimine gore asagidaki sekilde siniflandirabiliriz [17]:

e Siradan Laplacian Temelli Protokoller: Siradan Laplacian, pozitif ve reel
degerlere sahip bir graf ile iliskili bir Laplacian matrisini temsil eder. Is birligi,
dizilim kontrolii ve gorev dagilimi gibi problemler siradan Laplacian temelli

protokoller yardimiyla ¢6ziilebilir.

e Isaret Laplacian Temelli Protkoller: Isaret Laplacian, pozitif veya negatif
degerlere sahip bir graf ile iligkili bir Laplacian matrisini temsil eder. Cift tarafli
(bipartite) is birligi, kiime (cluster) is birligi, dizilim kontrolii ve mesafe temelli

konumlandirma problemleri isaret Laplacian temelli protokoller ile ¢oziilebilir.

e Kompleks Laplacian Temelli Protokoller: Kompleks Laplacian, kompleks
degerlere sahip bir graf ile iligkili bir Laplacian matrisini temsil eder. Dizilim
kontrolii, goreceli pozisyon temelli konumlandirma ve kompleks noral aglarin

¢oziimiinde kompleks Laplacian temelli protokoller kullanilabilir.

e Genellestirilmis Laplacian Temelli Protokoller: Genellestirilmis Laplacian,
matris, zamana-bagh degiskenler veya dinamik sistemler gibi degerlere sahip bir
graf ile iliskili bir Laplacian matrisini temsil eder. Bu yaklasim, degisken

topolojiye sahip sistemlerde kullanilabilir.

Bir G = (V,E) grafi iizerinde komsulariyla olan yerel iletisimleri sayesinde is
birligine ulasmaya calisan ve X; = u; dinamigine sahip elemanlardan olusan bir ¢ok
etmenli sistem yapisi diisiinelim. Is birligine varmayi, asagidaki sekilde belirtildigi
gibi, bir boyutlu uzayda belirli bir degere yakinsamayr asagidaki sekilde
aciklayabiliriz [1]:

X1 = Xg = 00 = xn (211)

Bu bir boyutlu uzay x = a1 olarak tanimlanabilir. Bu tammdaki 1 = (1,...,1)7 ve
a € R ise, sistemdeki elemanlarin ortak karari olarak belirtilebilir. Sistem yapisinda
bulunan i eleman1 eger j komsusu ise onunla iletisime gegebilir.

Yonsiiz bir grafta (biitiin i,j degerleri i¢in a;; = a;;), biitiin diitimlerin yani

sistemdeki elemanlarin durum bilgisi degismeyen sabit bir degere esittir, yani
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Y% =0 olur. Ozellikle bu kosulu t =0ve t = c’da uygularsak, [1]’e gore

asagidaki sonuca ulasiriz:

1
a = EZ x;(0) (2.12)

l

Baska bir deyisle, eger is birligine asimptotik olarak varilirsa, agdaki elemanlarin
anlastig1 ortak deger, biitiin elemanlarin baslangictaki durum bilgilerinin ortalamalari

olacaktir. Bu 6zellik ortalama-is birligi algoritmasi olarak adlandirilir [1].

n tane elemandan olusan ¢ok etmenli bir sistemde, digraftaki (yonli graf) her bir
diiglim noktas1 bir eleman olarak kabul edilebilir ve bilgi akisinin, digraftaki
diigiimlerin arasindaki yollarla komsu elemanlar arasinda gergelestigi goriiliir. Bu
yiizden, ag yapisindaki sistemlerdeki iligki topolojisi bir G = (V, E, A) digrafi olarak

tanimlanabilir.

Cok etmenli sistem yapisindaki elemanlarin ikinci dereceden-dinamige (second-order
dynamics) sahip olduklarina disiinelim. Bu durumda her bir eleman asagidaki
sekilde modellenir [18]:

Q.Ci =V; (213)
miﬁi = Fi, ie] = {1,2, ,Tl} (214)

Verilen denklemdeki x; € R ve v; € R degerleri sirasiyla i elemanmin konumu ve
hizidir. m; > 0 degeri i elemanmin kiitlesi iken, F; degeri i elemam {iizerindeki
toplam kuvvettir. Modeldeki F; toplam kuvvet degeri iki pargadan olusur. Buna gore
[18]:

Fi = —Q;V; + Uu; (215)

Bu denklemdeki wu; degeri disaridan gelen kontrol girdisi iken, —a;v; ise
stirtinmeden kaynakli hiz sonlimleme terimidir ve «; > 0 kosulunu saglar. Buna

gore ikinci-dereceden dinamik sistem asagidaki hale gelir [18]:
J'Ci =7; (216)

mii?i = —Qq;V; + u;, iel = {1,2, ,n} (217)

17



Disaridan kontrol girdisi olan sistemler i¢in dnemli olan gecikme (delay) girdisinin

eklenmesiyle birlikte yukarida belirtilen denklemler agagidaki hale gelir:
mv;(t) = —avi(t) +wi(t —=T;), i€l ={1.2,..,n} (2.19)

Denklemde verilen T;, i elemani igin gecikme(delay) girdisini temsil eder. Cok
etmenli bir sistemde bulunan pozisyon durumlari temel alinarak olusturulan is birligi

protokolii asagidaki sekilde gosterilebilir [18]:

u = K; Z aij (% — x;) (2.20)

JEN;
Denklemde; K; > 0, N;, i elemaninin komsularmni gosterir ve a;; ise ¢ = (V, E, A)
digrafindaki komsuluk matrisinin elemanlarin1 olusturur. Iletisim gecikmeleri

(delays) altinda yukaridaki denklem asagidaki hale gelir:

u;(t) = K; Z ayj (xj(t —Ty) — % (t))' (2.21)

JEN;

Denklemdeki 7;; degeri, { elemanindan j elemanina olan iletisim gecikmesidir.
Yukarida verilen esitlikleri kapali-dongii (closed-loop) halinde asagidaki sekilde
gosterebiliriz [18]:

X (8) = vi(t) (2.22)

miﬁi(t) = —aivi(t) + Ki Z aij (Xj(t - Ti - Tij) - xl-(t - Tl)) (223)

JEN;

Lineer elemanlardan olusan ¢ok etmenli bir sistem yapisinda, siirekli-zamandaki is

birligi algoritmasi asagidaki sekilde verilebilir [19]:

i (£) = 2 a;; (£ (x; (£) — x;(8)) (2.25)

JEN; (1)

Denklemdeki N;(t) degeri, i elemani i¢in bilgisine ulasabildigi elemanlarin
olusturdugu kiimedir. Eger Vi #j igin t — oo iken, ||xl-(t)—xj(t)|| kosulu

saglanirsa, sistemdeki elemanlarin is birligine ulasabilecekleri sdylenir.
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Birinci-dereceden modele ek olarak, ikinci dereceden modeli ele alirsak, asagidaki

esitlikleri degerlendirmemiz gerekir [19]:

x;(t) = vi(t)
. 2.26

i) = (o) (220
Verilen esitliklerdeki x;(t), v;(t) € R™ degerleri durum vektorlerini ifade eder.
u;(t) € R™ ise kontrol girdisidir. Bu durumda, lineer elemanlardan olusan ag

yapisindaki is birligi algoritmasi asagidaki sekilde olur [19]:

uw® == ) ayOI(u®-5©)+e® WO -vO) @27

JEN;(D)

2.4 Cok Etmenli Sistem Uygulamalari

Bu boliimde, ¢ok etmenli bir sistemdeki eleman veya araclarin is birligiyle ilgili
yapilan g¢aligmalarin ve bunun sonucunda elde edilen algoritma ve denklemlerin

hangi alanlarda ve nasil kullanilacagindan bahsedilecektir.

Bir sistemin boyutu arttik¢a, bu sistem modelleme agisindan daha karmasik hale
gelir. Bunun sonucunda da merkezden yani tek bir yerden bdyle bir sistemi yonetmek
zahmetli olur. Bunun yerine bir ag yapisina benzeyen ¢ok etmenli sistem yapisi
kullanilir. Bu yapida, yapay zekanin da gelismesiyle birlikte sistemi olusturan
elemanlarin her birisinin veya ¢cogunun kontrol mekanizmasina katildig: bir mantik

izlenir.

Cok sayida elemandan olusan sistemlerin uygulamalarma 6rnek olarak, pazarlama
simiilasyonlar1, goriintiilleme sistemleri, sistemdeki problemleri tanimlayan ve

iyilestiren yapilar verilebilir [20].

Cok etmenli sistem yapisini olusturan elemanlarin kontrolii, mobil robotlar, insansiz
hava araglari, uydular, savas ucaklari, su alt1 otonom araglari gibi dizilim kontroliine
ihtiya¢ duyulan sistemlerde veya gorev paylasimi ve gorev atama gibi dizilim

kontrolii gerektirmeyen sistemlerde kullanilir [16].

Is birligi algoritmalarmin miihendislikteki uygulamalarina [21]’de de deginilmistir.
Buna gore, bir ortamdaki sensor aglarmin kullaniminda, otonom olarak yiik

tasinmasinda ve insansiz-silahli araglarin kullanilmasi i¢in askeri alanlarda kullanilir.
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Cok sayida elemandan olusan sistemlerin is birligi ayn1 zamanda endiistri ortaminda
da ¢ok¢a kullanim alani bulmaktadir. Uriin yasam dongiisii yonetim alanindaki
(product lifecycle management-PLM) bir ¢ok parametrenin analiz edilip daha verimli

ve etkin tiretimin saglanmasi bu sayede miimkiin olmaktadir [22].

Otonom arag¢ veya elemanlardan olusan sistemler ¢cok sayida problem ¢ozmek igin
gelistirilmistir. Bunlardan birkagi; bir ortamin gozetlenmesi, bitkisel ilaglama,
haritalama, hedef belirleme ve izleme, arama ve kurtarma c¢alismalar1 seklinde

siralanabilir.

Birden fazla elemandan olusan sistem yapilarini kullanmanin temel amaci; tek bir
elemanin hatasimin giiclii bir ag sistemi sayesinde telafi edilmesi ve bu sayede daha

zor ve kompleks gorevlerin basariyla yerine getirilmesidir.

Asagidaki kisimda, [23]’de gerceklestirilen, gercek diinyaya ait bir senaryo
anlatilacaktir. Bu ¢alismada degisken (switching) ag topolojisine sahip bir sistemdeki
elemanlara, dagitimli  (distributed) is Dbirligi  algoritmasi  uygulanmasi
hedeflenmektedir. Senaryoda secilen uygulamada, canli bir varlik tespit etme ve
izleme gorevini yerine getirmek i¢in, insansiz ve otonom elemanlardan olusan bir ag
yapisinin kullanilmas1 amaglanmaktadir. Tlgili senaryo, robotlardan olusan bir ekibin,
dogal bir felaketten sonra kayip bir kisiyi bulmak i¢in goérevlendirilmesi olarak

diistiniilebilir.

Gergek zamanli uygulamanin karmasikligini azaltmak i¢in, ¢ok sayida elemandan
olusan ag yapisinin canli bir varlik arama-tespit etme ve takip gorevlerini yerine

getirme gorevi bes pargaya boliinmiistiir. Izlenecek yol bes asamada anlatilacaktir.

Birinci asamada iletisim ele alinir. Buna gore ag yapisindaki elemanlar icin bir
iletisim protokolii gelistirilir. Yani ele alinan ilk gorev, komsu elemanlar arasinda bir
iletisim prokoliinii olusturulmasidir. Sekil 2.6, agdaki her bir elemanin ihtiyag
duydugu bilgilerin iletilmesini ve alinmasini saglamak i¢in uygulanan iletisim
semasin1 gostermektedir [23]. Agdaki kafes yapisinin temel amaci, agdaki elemanlar

arasinda bilgiyi paylasmaktir.

Ikinci asamada tahmin gelistirilip, canli bir varligin hangi ydnde oldugu belirlenir.
Cok etmenli bu ag yapisindaki her bir eleman, canli varligin bulundugu yone bagh
bir yoriinge agis1 (bearing angle) tahmin etmek i¢in kendi tizerindeki sensorlerden

faydalanir. Bu asamada algilayicinin (sensing device), kaynagin geldigi yone karsilik
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gelen bir yoriinge agis1 (bearing angle) belirleyebilmesi igin, sistemdeki elemanin
kendi ekseni (dikey eksen) etrafinda bir kag kez donebilmesini saglayan bir kontrol

stratejisi uygulanir. Sekil 2.7, sistemdeki eclemanlarin bu asamadaki davranislarini

gostermektedir [23].
Sensor 3 - Lidar ’. a=» > ¢ » -
p= NUCi7 ~ o Pixhawk
dv‘
Sensor 2 -
Sensor 4 - Radar &, Muitsoectral
‘\A// Camera
0 A -
Pixhawk v v

_X®Q| > /<>é))>>> \/(((é< )',<>-

NUC i7 NUC 7 Pixhawk
@ NUCI7 Pixhawk

<>’/‘>-
M $

>é
Sensor 1 - Directional Antenna
Xbee DigiMesh

Ground Control Station Pro S1

& = = UART - APl / MAVLink
RF - Xbee DigiMesh / MAVLink @ Communication Network
Radiation Source

Sekil 2.6 : Her bir elemanin ihtiya¢ duydugu bilgi aligverisini saglayan iletisim ag

gosterilmektedir [23].
Ugiincii agamada canli varligin bulundugu koordinatlar tahmin edilir. S6z konusu ¢ok
etmenli sistemde her bir eleman canli varligin bulunabilecegi yone bagli olarak
yoriinge acisint tamimlayan bir tahminde bulundugunda, kendi koordinatlariyla
birlikte bu bilgiyi de komsularina iletir. Bu, tim mevcut Ol¢limleri bir araya
getirerek, diizlemsel koordinatlarda canli varligin konumunun dogru tahmin
edilmesini saglar. Sistemdeki diger komsu elemanlarin ilgili yoriinge agilari
tahminlerini bir araya getiren algoritma, genisletilmis Kalman filtresinin (Extended
Kalman Filter) bir uygulamasi olarak gergeklestirilir. Sekil 2.8, bu durumu
anlatmaktadir [23].

Doérdiincli agsamada canli bir varliga ulasmak i¢in gelistirilen is birligi algoritmasi
uygulanir. Bu boliimde, canli varligmm (X, Y) diizlemindeki koordinatlarindan
faydalanilarak, is birligi algoritmasi yardimiyla her bir elemanin pozisyonunu canl
varhigin etrafinda olacak sekilde stabilize etmesi hedeflenir. Canli varligin

koordinatlari, sistemdeki lider elemanin koordinatlari olarak kullanilir. Uygulanan
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kontrol ile birlikte, ag yapisindaki elemanlarin canli varliga dogru hareket edip ona
ulagmalar1 ve hatta gerekiyorsa ona eslik etmeleri saglanacaktir. Sekil 2.9, agdaki
elemanlarin bir takim halinde organize olarak canli varliga ulasmalarinda

kullandiklar1 6zel yoriingeleri gostermektedir [23].

325

X \_x‘\_./’ Tumble Mode

Sekil 2.7 : Ag yapisindaki her bir eleman kendi ekseninde donerek canli varligin
bulundugu dogru agiy1 bulmaya ¢alismaktadir [23].

) Triangulation points based on the used
topology

Y

4 \ e P Bt |
2 a;(x; ¥4, 23)
/.
X Triangulation Mode
a; (X3 ¥, 23)

Sekil 2.8 : A yapisindaki elemanlar, canli varliktan gelen sinyal ile komsularindan
aldig1 pozisyon bilgilerini bir araya getirerek belirli bir siiriis agis1 elde etmeye
caligmaktadir [23].

Besinci ve son asamada, canli varligin izini siirme, gozlem yapma ve takip etme

stiregleri  gergeklestirilir. Bu boliimdeki islemlerde gergek-zamanli (real-time)
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uygulamalarin gerceklestirilebilmesi i¢in kritik olan degisken (switching) is birligi
algoritmast temel alinir. Canli varhiga eslik etme gorevi yerine getirilirken,
sistemdeki her bir eleman, (X,Y) diizleminde belirli bir koordinat ve a¢1 belirleyerek

canli varlikla arasinda belirli bir mesafe kalacak sekilde hareketini gerceklestirilir.

Consensus in heading
angle and x and y positions

: ¥
;RN
I &K "

A \

| \ , Consensus in x and y positions / \
/ : i )
R /; !; y ;
Run Mode

Sekil 2.9 : Her bir eleman komsularindan aldig: bilgiyi de kullarak belirli bir
koordinat dogrultusunda canli varliga dogru gitmektedir [23].
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Sekil 2.10 : Ag yapisindaki elemanlar verilen gorevi takim halinde ¢alisarak is birligi
cergevesinde yerine getirmektedir [23].

Onerilen yaklasim, olas1 bir iletisim kayb1 senaryosunda, canli varligin tespitinde
kullanilan sensorlerin bozulmasinda veya sistemdeki elemanlarin goriis alaninda bir

engel olmas1 durumunda bile verilen gorevin diizgiin bir bicimde gerceklestirilmesini
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saglayacaktir. Sekil 2.10, canli varliga ulasan elemanlarin ugus dizilimini ve bu

elemanlarin eslik etme gorevlerini nasil yerine getirdiklerini gostermektedir [23].
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3. KALMAN FiLTRESI

3.1 Olasihiga Giris ve Normal Dagilimlar

flerleyen béliimlerde, olasilik ve rastgele degiskenler (random variables) hakkinda

bilgiler verilecektir.

Olasilik genel anlamda, belirli bir olayin gerceklesme ihtimali olarak tanimlanabilir.

Buna gore, belirli bir A olayinin ger¢eklesme olasilig asagidaki gibidir [24]:

A'min lehine olan muhtemel sonuglarin sayist

A) = 3.1
p(4) muhtemel sonuglarin toplam sayist 1)

Bir sonucun A veya B olayinin lehine olma olasilig1 asagida verilmistir [24]:
p(AUB) = p(4) +p(B) 3.2)

Eger iki olaymn olmasi olasilig1 birbirinden bagimsiz ise bu iki olayin gerceklesme

olasilig, tek bagina sahip olduklari olasiliklarin garpimina esittir [24]:

p(ANn B) = p(A)p(B) (3.3)

B olaymin gergeklestigi durumda, A olaymin ger¢eklesme ihtimali ise, kosullu

olasilik olarak adlandirilir [24].

p(ANB)
p(A|B) = ———= (3.4)
p(B)
Rastgele degisken (random variable) genel olarak bir 6rnek uzaydaki biitiin noktalar
reel sayilara doniistiren bir fonksiyondur. Ornegin, siirekli-rastgele degisken

(continious random variable) X(t) zamani pozisyon bilgisine doniistiirebilir.

Zamandaki herhangi bir noktada, X (t) beklenen pozisyon hakkinda bilgi verebilir.

Siirekli-rastgele degiskenler agisindan, herhangi bir A ayrik olayinin olasilig: sifirdir
ve bu durum p(4) = 0 seklinde gosterilir [24]. Bunun yerine olasiliklar1 belirli bir

aralikta degerlendirme yoluna gidilir. Rastgele degiskenlerin olasiligini gosteren
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temel fonksiyon, kiimiilatif dagilim fonksiyonu (cumulative distribution function)

olarak adlandirilir ve asagidaki sekilde gosterilir [24]:

Fx(x) = p(=0,x] (3.5)

Bu fonksiyon x de dahil olmak iizere x’e kadar olan biitiin olaylar igin siirekli-
rastgele degisken X icin kiimiilatif olasilik degerini belirtir. Kiimiilatif dagilim

fonksiyonunun bazi 6nemli 6zellikleri asagida verilmistir [24]:
e x — —ooiken Fx(x) — 0 olur.

e x — +ooiken Fy(x) - 1 olur.

e Fy(x), x’in azalmayan bir fonksiyonudur.

Kiimiilatif dagilim fonksiyonunun daha da fazla yaygin olan hali, bu fonksiyonun
tirevidir ve bu da olasilik dagilim fonksiyonu (probability density function) olarak
bilinir [24].

d
fx(x) = aFX(x) (3.6)

Olasilik dagilim fonksiyonu asagidaki 6zelliklere sahiptir:

e fx(x) negatif olmayan bir fonsiyondur.
* fjooofx(x)dx =1

Sonug olarak, belirli bir [a, b] araliktaki olasilik asagidaki gibi tanimlanir [24]:

b
pyla,b] = f fe(Odx (3.7)

Ayrik olay denklemlerindeki gibi olasiliklarin toplanmasi yerine, siirekli-rastgele
degiskenler i¢in olasilik dagilim fonksiyonu kullanilarak ilgili aralikta integral alinir
[24].

X bir kiime ve F de X’in alt kiimelerinin bir toplam1 olsun. (X, F) lizerindeki bir
olasiligin oOl¢iisii, u: F — [0,1] seklinde bir fonksiyondur [25]. Baska bir deyisle, u,
F’deki her kiime i¢in, O ile 1 arasinda bir olasilik degeri belirler. y’nin etki alan
biitiin kiimelerin bir toplami oldugu icin u’ya kiime fonksiyonu denir. y’nin bir

olasilik belirtebilmesi i¢in ise asagidaki kosullar saglamasi gerekir [25]:
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o u(®) =0 (@, bos kiimedir)
o u(X)=1,ve
e Eger A; ve A, ayrik ise u(A4; U A,) = u(4;) + u(4,)

X, sonlu veya sayilabilir sonsuz bir kiime oldugunda, u’ya kesikli olasilik (discrete
probability) denir. X, bir aralik degeri aldiginda ise, sonlu veya sonsuz olduguna
bakilmaksizin, u’ya siirekli olasilik (continuous probability) denir. Kesikli durumda,
F, X’in olas1 biitiin alt kiimelerini igerir. Fakat siirekli durumda, F’in X in olasi biitiin

alt kiimelerini igermesi durumu gerceklesmez.

Pratikte, X, bir denemenin olas1 biitiin sonuglarinin kiimesidir. u degeri ise deneme
sonucu gerceklesmesi muhtemel bir olaym oOrneklemesidir. Ornegin bir zar
atildiginda, sonuglar kiimesi {1,2,3,4,5,6} oldugundan X = {1,2,3,4,5,6} olarak
belirlenir. Eger standart ve diizgiin bir zar olduguna inaniyorsak, u({1}) = u({2}) =
- = u({6}) seklinde gerceklesir. Diger olasi degerleri uygulayacak olursak,

asagidaki degerleri elde ederiz:
n({1,2}) =1/3
n({24,6}) =1/2

Genelde u terimi yerine P sembolii veya olasilik kelimesi kullanilmaktadir. Olasilik

Olciisii terimi yerine ise dagilim (distribution) tercih edilmektedir.

Su ana kadar kesikli-olasiliklarla, yani sayillamayan sonuglar i¢in olasiliklar1 ele
aldik. Asagida ornekleri verilen durumlarda ise X belirli bir aralikta yer almaktadir
[25].

e Tibbi tedavi: Bir hasta i¢in hastaliginin tekrar ortaya ¢ikmasina kadar gegen siire

Spor: Cirit atma uzunlugu

e Ekoloji: Bir agacin yasam dongiisii

e Imalat: Bir rulmanin ¢ap uzunlugu

e Bilgi islem: Misteri temsilcisiyle goriisen bir miisterinin hatta bekledigi siire
e Fizik: Bir Uranyum atomu i¢in bozulana kadar gegen siire

e Okyanus bilimi: Belirli bir enlem, boylam ve derinlikteki okyanus suyunun

sicaklig
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Yukarida o6rneklerdeki degiskenlerin ¢iktilar: siirekli (continious) olarak adlandirilir.
Ornegin, Y, miisteri temsilcisiyle yapilan goriismede hatta beklenilen siire olsun.
Random degisken (random variable) Y genellikle Sekil 3.1°e benzer bir yogunluk
(density) ile modellenir [25].

Py

¥
Sekil 3.1 : Hatta beklenilen siire i¢in PDF(probability density function) [25].

Sekil 3.1°de gosterilen egri olasilik dagilim fonksiyonunu (probability density
function) gosterir. Bu fonksiyonu gostermek igin genelde, p, w veya f kullanilir. Bir
olasilik dagilim fonksiyonu icin olasilig1 egrinin altinda kalan alan belirtir. Ornegin,
miisteri temsilcisini bekleme siiresi 60 dakikadan az olan miisterilerin olasilig1
asagidaki sekilde gosterilir [25]:

60

P[Y < 60] = f p(t)dt
0

Bir olasilik dagilim fonksiyonu agagidaki iki 6zelligi saglamalidir [25]:
e Biitiin y’lerigin p(y) = 0
o [T pGdy=1

PDF’ler olasiliklarin tiirevleridir. Herhangi bir a sabit sayisi i¢in [25]:

d d b
%P[X € (a,b]] = %L fx(x)dx = fx(b) (3.8)

Benzer sekilde, d/daP[X € (a,b]] = —fx(a) olur.

Olas1 biitiin olasilik 6l¢iimlerinin dagilim (distribution) kiimesi olasilik 6lgiimlerinin
bir parametrik ailesi (parametric family) olarak adlandirilir. Asagidaki paragraflarda
bu olasilik 6l¢limlerinin en ¢ok kullanilan parametrik aileleri (dagilimlar) hakkinda

bilgiler verilecektir.
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Binom dagiliminda (binomial distribution), istatistik¢iler agagidaki tipteki gozlemleri
dikkate almak durumundadir [25]:

e Tekrar edebilen bir olay ya basar1 ya da basarisizlikla sonuglanir.

e (ok sayida tekrar edilerek gézlem yapilir.

e Basari ve basarisizlik sayilari tutulur.

e Basarilarin sayisi, basari olasilig1 hakkinda bilgi edinmemize yardimci olur.

Bu tarz goézlemler, binom (binomial) olarak adlandirilir. Bazi kullanim alanlar

asagida verilmistir:

e Tibbi alandaki tedavi denemeleri: Ayni tedavi g¢esidi veya ayni ilag birden gok

hastaya uygulanir ve bazilar1 bu sayede iyilesirken bazilari iyilesmez.

e Toksisite testleri: Birgok laboratuvar hayvani kanserojen maddeye maruz kalir.

Bazilar1 kanser olurken bazilart olmaz.

Binom dagiliminda olasiliklar asagidaki denkleme goére hesaplanir.
N
P[X = k|0] = (k)eku—e)’v—k (3.9)

flgili denklemde binom katsayist (1;('), deneme sayis1 N, basari olasilig1 p veya 6, k

1’den N’e kadar olan bir degeri belirtir ve basarili olma sayisi ise X ile gosterilir.
Poisson dagiliminda, agsagida belirtilen tipte gézlemler yapilir [25]:

e Genellikle belirli bir ¢alisma alani1 vardir.

e Ilgili alandaki olaylar rastgele olacak sekilde gerceklesir.

e Olaylarin gerceklesmesi temel bir orana gore olur.

Bu tarz gozlemler Poisson olarak adlandirilir. Calisma alanindaki olaylarin sayisi

ilgili oran hakkinda bilgi edinmemize yardimci olur. Bazi 6rnekler asagidaki gibidir:
e Ekoloji: Agag fidelerinin ormanda yetismesi orani

e Bilgisayar programlama: Bilgisayar kodunda hatalar olusmasi orani

e Genetik: Gen diziliminde mutasyonlarin ger¢eklesmesi orani

Poisson dagiliminda olasiliklar agagidaki denkleme gore hesaplanir [25]:
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e
P[X = k|A] = (3.10)
k!

N=3 N=3 N=3

p=0.1 p=05 p=09
2 o P 2 & v v 2 o .
é o 7 é S o é c:
g8 o1 ° g 2 2 o] °
& 3 —— & oo P—T—TF & 3 ——

01 2 3 0 1 2 3 0 1 2 3
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5 o J° i 5 o 4 9|
2 " 1o 3 2 °3 o\
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& 8 T Sy 5 S & 81
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X X X

probability

0.00 006
probability
000 004
probability
000 006
111

Sekil 3.2 : Binom dagilimindaki olasiliklarin gésterimi [25].

flgili denklemde, A bir olaym gerceklesme oranim1 ve X ise olaymn gerceklesme

sayisini gosterir.

P[X = 3|4] olan bir Poisson dagilimi asagidaki sekilde gosterilmistir [25].

P[x=3]
0.00 0.10 0.20
|

lambda

Sekil 3.3 : Poisson dagiliminda olasiliklarin gosterimi [25].
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Ustel (exponential) dagilimda ise, yogunlugu (density) sifirdan giderek uzaklasan bir

stirekli-rastgele (random) X degiskeni i¢in modelleme yapilir [25]. Asagida kullanim

alanlarma 6rnekler verilmistir:

e Misteri hizmetleri: Bir miisterinin, miisteri hizmetlerine baglanmak i¢in hatta

bekledigi siire
e Norobiyoloji: Bir sonraki néronun 6lmesine kadar gegen siire
e Sismoloji: Bir sonraki depreme kadar gegen siire
e Tip: Bir kanser hastasi i¢in kalan omiir

Bu gibi durumlar i¢in kullanilan olasilik dagilim fonksiyonu istel yogunluk olarak

adlandirilir ve tanimi1 asagida verilmistir [25]:

[UnN

X
x>0, p(x) = Ze_I (3.11)

Denklemde, X A parametresine bagli bir iistel dagilima sahiptir. Asagidaki sekilde
cesitli A degerlerine bagli listel yogunluklar gosterilmistir [25].

o | .
' — lambda =2
i - = lambda =1
\ ~+ lambda = 0.2
o — i ~=-- lambda = 0.1
\
1
© — |
- \
R |
(o8 \
<t - 1
'
y
.‘|
o v
.\
-V
S kot N
o_. ""—___...__,________
I T I I I
0.0 0.5 1.0 1.5 2.0

Sekil 3.4 : Ustel yogunluklarm gdsterimi [25].
Normal dagilimda, ¢an egrisi benzeri yapida yogunluga sahip bir siirekli-rastgele

(random) degisken Y icin modelleme yapilir. Kullanim alanlarina 6rnekler asagida

verilmistir [25]:

e Biyolojik antropoloji: insanlarin boy uzunluklar
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e Okyanus bilimi: Belirli bir alandaki okyanus suyu sicakliklari
e Kalite kontrol: Bir rulmanin ¢ap 6l¢tisii
e Egitim: Bir okuldaki 6grencilerin sinav sonuglari

Normal yogunlugun oldugu durumlarda olasilik dagilimi asagidaki gibi olur:

1
2T

_l(u)Z
p(y) = e2 o (3.12)

Q

Verilen denklemde, u ortalama, o ise standart sapma, olarak bilinir. Asagidaki sekil

normal yogunluga 6rnek olarak gosterilebilir [25].

1
A
—— mu=-2;sigma=1 N
o | |-~ mu=0;sigma=2 "
- ~+-+ mu=0;sigma=0.5 N
‘== mu=2;sigma=03 Y
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Sekil 3.5 : Belirli parametrelere gore normal yogunlugun gdsterimi.

Normal dagilimlan ilerleyen paragraflarda biraz daha detayli inceleyecegiz. Normal

egri, Sekil 3.6’daki gibi ¢an seklinde bir egridir. Cok sayida Olgiim alindig
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durumlarda bir ¢ok niteligin yaklasik olarak dagitilmasi nedeniyle, istatistik alaninda

cok kullanislt bir egridir.

/\

Sekil 3.6 : Normal egri [26].

Normal dagilim modeli, 1733’te, kumar oyunlarinin olasiliklariyla ilgilenen
matematik¢i Abraham Deoivre’nin ¢alismasinda ortaya ¢ikmis ve bundan bagimsiz
olarak 1786’da bir astronom ve matematik¢i olan Pierre Laplace tarafindan
tiretilmistir [26]. Fakat, normal egri, daha ¢ok bilimsel teorilerdeki hata dagilimi
acisindan, normal egri i¢in yeni bir formul elde eden astronom ve matematik¢i olan
Karl Friedrich Gauss ile iliskilidir. Bu nedenle, normal egri bazen Gaussian egrisi
olarak da bilir. 1835’te bir baska matematik¢i ve astronom olan Lambert Qutelet,

insan fizyolojisi ve sosyal dzelliklerini tanimlamak i¢in bu modeli kullanmistir.

Bir degisken i¢in normal dagilim ¢izdigimizde, degiskenin degerleri X ekseni denilen
yatay eksende temsil edilir. Egri altinda kalan herhangi bir araliktaki alan, o
araliktaki orani temsil eder. Bir a ile b aralig1 arasindaki egrinin yiikseligi, o araligin
yogunlugu veya kalabalikligi olarak adlandirilir ve bir araliktaki egri ne kadar
yiiksekse o araliktaki yogunluk o kadar fazla olur [26]. Ilgili durum Sekil 3.7°de

gosterilmistir.

Y
density

proportion of scores between a and b

m
X

b

s a
scores or observations

Sekil 3.7 : X degiskeninin iki deger aralig1 arasindaki puan veya gézlem oranlarinin
gosterimi [26].

Normal dagilim 6zelliklere sahiptir [26]:
e Egrinin altinda kalan alan 1’dir.

e Egri simetriktir. Bu yiizden mod, medyan ve ortalama (mean) birbiri {izerindedir.
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e Egri can seklindedir.
e En biiyiik oran, ortalama (mean) degerine ¢ok yakindir.
e Mean degerinden her iki yone gidildik¢e oran azalir.

e Hemen hemen biitlin gézlenen degerler (0.997 tanesi) mean degerinden 3 standart

sapma degeri kadar uzakliktaki alanda bulunur.

Normal dagilim gosterimlerine gore, X degiskeni, x ise degiskenin degerini ifade
etmektedir. X degiskenine gore normal dagilimda, uy ortalama degerini, oy ise
standart sapma degerini ifade eder. En genel haliyle, ~N(uy, ox? ) ile ifade edilir.

oy ? ifadesi varyans olarak adlandirilir ve standart sapmanin karesine esittir.

Standart normal dagilim i¢in, ortalama degeri 0, standart sapma ve varyans degeri ise

1°dir. Eger Z bir standart normal degisken ise iz = 0, g; = 1 ve a;2=1 olur.

Asagidaki sekilde standart sapma degerine gore (yatay eksen) standart normal

dagilimin altinda kalan alan yaklasik olarak yiizde bigiminde verilmistir [26].

34% 34%
68% ——|

2.5% 25%

13,56 13.5% |

2% 2%
0.5% 05% 0.5%
f 90% ] Z

-3 -25 -2 -1 0 1 2 25 3

Sekil 3.8 : Standart normal egri altinda kalan alanin yiizdesel olarak gosterimi [26].
3.2 Lineer Sistemlerde Tahmin Yoéntemlerinin Temelleri

Bir sistemdeki elemanlarin durum bilgisinin tahmini, bir model ve O6lgiimlerden
olusan s6z konusu sistem hakkinda 6nceden bilinen bilgilerle, tiim durum vektoriiniin

gelisimini tahmin etmek icin birlestirildigi bir prosesten olusur. Tahmin algoritmasini

34



gelistirmek i¢in kullanilan matematiksel alt yap1 gézlemci olarak bilinir ve bazen de

bir filtre olarak adlandirilir.

Bir sistemdeki kazang olarak adlandirilan terimin dogru olmasi, 6l¢iilemeyen bozucu
girdilerin ve modelleme hatalarinin tahmin siirecine dahil edilmesiyle saglanir. Bu
durum literatiirde proses giiriiltiisii olarak adlandirilir. Kalman filtresi ve Luenberger
gozlemcileri gibi klasik tahmin yontemlerinde, sadece olgiilemeyen dis bozucular

g0z Oniine alinir ve dolayisiyla sistemin modellemesinin diizgiin yapildig1 varsayilir

[27].

Sekil 3.9’da bir gozlemci igin blok diyagram gosterilmistir [27]. Buna gore bu
sekildeki sistem diisiinelecek olursa; u belirli sistem girdisi (deterministic input), w
ise bilinmeyen bir girdidir (unknown input). Cikis sinyallerinin z ile gosterildigini
varsayalim. Olgiim cihazlarinin kusurlu olmasindan ve bilginin toplanmasinda
olusabilecek potansiyel problemlerden dolayr gozlenen degerlerden olusan z
vektoriinlin 6l¢lim giirtiltiisii tarafindan bozuldugu goriiliir. Yani y = Cx + v degeri
elde edilir. Diyagramdaki CX ongoriilen ¢ikis sinyalini ifade eder ve goézlenen
degerden ¢ikarilarak (y — CX) kazang olarak nominal modele girer. Bu sayede %,

tahmin degeri, iteratif olarak kendini yeniler.

Durum bilgisi tahmini yapabilmek i¢in ana amag, bozulmus 6l¢imleri ve nominal

modeli en 1yi sekilde kullanmaktir.

1 —"
SYSTEM
W —m
Observations
| (¥
G Y
=
predicted
putput
S —» X
NOMINAL MODEL
N

Sekil 3.9 : Bir gozlemci i¢in blok diyagramin gosterimi [27].
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Durum bilgisini tahminini yapabilmek i¢in, her k adimi i¢in bir x(k) durumunun bir
% (k) tahmini olusturulur. Bu tahminin olusturulmasi igin y(k) ¢ikis degeri ve x (k)

girdi degeri kullanilir.

Cok cesitli tahmin veya filtre yontemleri arasinda, Kalman filtresi bir dinamige sahip
sistemlerde en ¢ok kullanilan algoritmalardan birisidir. Kalman filtresinin igerisine is
birligi algoritmasinin kolaylikla eklenerek, sistemdeki elemanlarin bozucu girdilere

ragmen is birligine varmalarinin saglanmasi miimkiindiir [28].

llerleyen boliimlerde Kalman filtresi ve genisletilmis Kalman filtresi hakkinda

detayl bilgiler verilecektir.

3.3 Kalman Filtresi Algoritmasi

Bir sistemi analiz ederken veya bir kontrolor tasarlarken, bir miihendisin elinde
kontrol teorilerinden ve deterministik (rastlantisal olmayan) sistemlerden tiiretilen
genis bir bilgi birikimi vardir. Bu durumda dogal olarak, “neden bunlarin yerine
stokastik (rastlantisal) sistem modelleri ve bunlarin {izerine kurulu tahmine dayali
kontrol yontemlerine ihtiyag duyariz?” sorusu sorulabilir. Bu soruyu cevaplamak
icin, deterministik yontemlerin neyi yapabildigi ve neyi yapamadigi konulari

tizerinde durulmasi gerekir [29].

Verilen bir fiziksel sistemde, bu fiziksel sistem, bir ucak, bir kimyasal proses veya
bir ekonomi sistemi olabilir, bir miihendis ilk olarak bir matematiksel model
olusturarak, bu sistemin davranisiyla ilgili her yonden bilgi sahibi olmak ister.
Kontrol teorileri ve sistemleri tarafindan saglanabilen bu matematiksel model ve

araglar, sistemin yapist ve davranis modlar1 hakkinda bilgi sahibi olabilmemizi saglar

[29].

Gergek sistem cevabin1 gdzlemleyebilmek icin, 6l¢clim cihazlari, belirli degiskenlerle
orantili olan ¢ikis sinyalleri alabilmemizi saglar. Bu c¢ikis sinyalleri ve sisteme
uygulanan girdiler (inputs) sistem davranisi hakkinda direkt olarak farkedilebilen tek
bilgilerdir. Ustelik, eger bir geri bildirim mekanizmasi tasarlandiysa, élgiim cihazinin
cikislari, kontrolore giren ve direkt olarak ulasilabilir olan tek sinyallerdir.
Determistik sistemlerin ve kontrol teorilerinin, bir sistem modelinin tasariminda ve
sistemin bu modelle analiz edilmesinde tamamen yeterli olmamasimin ii¢ nedeni

asagida siralanmaktadir [29].
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Ik olarak, hi¢ bir matematiksel model miikemmel veya kusuruz degildir.
Matematiksel model yalnizca miihendislerin ihtiyacina yonelik olacak bigimde
karakteristik Ozellikleri tasvir etmeye yarar. Matematiksel model, sistem i¢in kritik
olan belirli kosullar icin sistemin gosterdigi cevaplara yoneliktir. Fakat kritik
olmayan diger kosullar modellemenin disinda kalir ve sistemin bu noktalarda

davranisi bilinemez.

Determistik modelin ikinci eksik kaldig1 nokta ise, dinamik sistemlerin sadece kendi
kontrol girdileri tarafindan degil de, ayni zamanda kontrol edilemeyen veya
modellenemeyen bozucu girdiler tarafindan da etkilenmesidir. Ornegin, bir pilot
kullandig1 ugagi belirli bir agisal yoriingede kumanda etmeye calissa da, riizgar yonii,
motorlarin hassasiyeti gibi bozucular yiiziinden elde edilecek konum daha farkl

olacaktir.

Determistik yontemlerin ve matematiksel modellemenin eksik kaldigi noktalarin
liclinciisii ise, sensor gibi algilayicilarin herhangi bir sistem hakkinda tam ve eksiksiz
veriye ulasamamasidir. Sensorler, bilmek istedigimiz bilgilere tam olarak ulagsmamizi
saglayamamaktadir. Ciinkii kendi sistemleri de ayn1 zamanda belirli bir giiriiltiiye

maruz kalmaktadir.

1960 yilinda, R.E Kalman kendi makalesinde, lineer filtreleme ve tahmin problemi
icin, kendini iteratif bir sekilde giincelleyen bir ¢6ziim bulmustur. Bu andan itibaren,
dijital hesaplama yontemlerinin gelismesiyle beraber, bir ¢ok uygulama ve aragtirma

alaninda Kalman filtresi yaygin bir bigimde kullanilmaya baslanmistir.

Kalman filtresi, bir modelin 6nceki durum bilgisinden yola ¢ikarak giris ve ¢ikis
degerleriyle birlikte sistemin durum bilgisini tahmin edebilen bir filtredir. Kalman
filtresi algoritmasi ise giiriiltiili olan veriler lizerinde iteratif bir sekilde gercek
zamanli calisarak hatalar1 minimize eder ve sistemin fiziksel ve matematiksel

modeline gore gelecek durumu hakkinda tahminler iiretir.

Kalman filtresi algoritmasinda, gozlenen deger ile tahmin karsilastirilir ve aradaki
fark, Kalman kazanci (Kalman gain) olarak adlandirilir ve bir c¢arpan ile
olgeklendirilir. Daha sonra bu, siradaki tahminleri iteratif bir sekilde giincellemek
icin modele bir geri besleme seklinde uygulanir. Kalman kazanci ayarlanabilirdir ve
eger katsayis1 ylksek tutulursa, gozlenen duruma daha yakin sonuglar elde edilir ve

eger katsayisi diisiikkse de tahmin degerlerine daha yakin sonuglar elde edilir [30].
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Kalman filtresi, durum bilgisi x € R™ olan ayrik-zamanli (discrete-time) bir sekilde
kontrol edilen bir prosesin tahmin edilmesini amaglayan genel bir problemin
¢Oziimiinde kullanilir. Ayrik-zamanli lineer bir sistemin durum ve ¢ikis denklemleri

asagidaki gibidir [24]:
Xk = Axk_l + BUk_l + Wi_1 (313)
Zy = ka + Vi (314)

Denklemde belirtilen ve rastgele degiskenler olan wyve v, degerleri sirasiyla proses
ve Ol¢lim giirtiltiileri olarak adlandirilir. Bu parametreler birbirinden bagimsizdir ve

asagida belirtilen normal olasilik dagilimlarina sahiptir:

p(w)~N(0,Q) (3.14)
p(v)~N(0,R) (3.15)

Denklemdeki nxn boyutlu olan A matrisi, bir dnceki zaman adimindaki durum
(k — 1) ile simdiki zaman adimindaki durumu (k) iliskilendirir. Pratikte A matrisi
her bir zaman adiminda degisebilir ancak genelde sabit kabul edilir. nx1 boyutlu
olan B matrisi ise x’e uygulanan kontrol girdisi u € R ile ilgilidir. mxn boyutlu olan
H matrisi ise, sistemin x durumuyla z;, 6l¢iimiinii iliskilendirir. Pratikte H degeri her

bir zaman adiminda degigse de genelde sabit kabul edilir.

X, €R™ degeri, k adimindan Onceki proses hakkinda bilgilerin verildigi k
adimindan 6nceki durum tahminini olusturur. X, € R™ ise, verilen z, 6l¢iimii ile
birlikte k adimindan sonraki durum tahmini olusturur. Onceki ve sonraki durum

tahminlerindeki hatalar agsagidaki sekilde olur [24]:
ex = Xxp — X (3.16)
ex = Xp — X (3.17)
Bu durumda 6nceki hata kovaryansi tahmini asagidaki gibidir [24]:
P, =E[ey e, 7] (3.18)

Sonraki hata kovaryansi tahmini ise asagidaki gibidir [24]:
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P, = E[ege;”] (3.19)

Kalman filtresi i¢in denklemleri tiiretirken, ilk olarak, asagidaki denklem ele alinir
[24]. Buna gore sonraki durum tahmini X, degerinin, énceki durum tahmini olan X,
degeriyle 6l¢lim degeri olan z; degeri arasinda lineer bir iligki kurulur. Denklemdeki

HX; degeri ise 0l¢iim tahmini olarak bilinir.
fk = fk_ + K(Zk - ka_) (320)

Denklemdeki z, — HX;,~ degeri Ol¢iim kalani (measurement residual) olarak da

bilinir. Gergek Ol¢tim degeri ile tahmin edilen 6l¢iim degeri arasindaki farki yansitir.

Kalman kazanci olarak da bilinen nxm boyutlu K matrisi, asagidaki denklemde ifade
edilmistir [24]:

Ky =P, H'(HP, HT + R)™!

A (3.21)
“HP, HT+R

Kalman kazancini ifade eden denkleme bakildiginda, R Slglim hatasi kovaryansi

degerinin sifira yaklagtigt durumda, z, Ol¢lim degerinin daha gilivenilir, HX)

degerinin ise daha az giivenilir oldugu goriiliir. Diger taraftan, 6nceki hatanin tahmin

kovaryansi degeri Pj,~ sifira yaklastik¢a, z;, 6l¢lim degerinin daha az giivenilir, HX),

6l¢tim tahmini degerinin daha fazla giivenilir oldugu goriiliir.

Kalman filtresi, geri bildirim (feedback) kontrol mekanizmasimi kullanarak durum
tahmini yapar. Filtre belirli bir zamandaki durum hakkinda tahminde bulunur ve
ardindan buna gore dlgiimler (giirtiltiilii) seklinde geri bildirimler elde eder. Kalman
filtresi denklemleri iki gruba ayrilir: zamani giincelleyen denklemler (time update
equations) ve Olclimii gilincelleyen denklemler (measurement update equations).
Zamani giincelleyen denklemler, bir sonraki zaman adiminda Onsel (priori)
tahminleri elde etmek i¢in, mevcut durum ve hata kovaryansii ileriye dogru
yansitmaktan sorumludur. Olgiimii giincelleyen denklemler ise geri bildirimden
sorumludur. Onceki tahmin degerlerini kullanarak sonraki tahmin degerlerinin
giincellenmesini saglar. Zamani giincelleyen denklemler tahminler tiretirken, 6l¢iimii
giincelleyen denklemler bu tahminlerin geri bildirim mekanizmas1 sayesinde

tyilestirilmesinden sorumludur.

39



N\

Zaman: Olgiimit
giincelleyen giincelleyen
denklemler denklemier

"talmin" "ivilestirme"

N

Sekil 3.10 : Kalman filtresi dongiisii.

Ayrik-Kalman filtresi (discrete Kalman filter) i¢in zamani giincelleyen denklemler,
asagidaki gibidir [24]:

Qk_ = Aﬁk—l + Buk_1 (322)
P,” = AP,_ AT +Q (3.23)

Bu denklemler durum ve kovaryans tahminlerini (k — 1) adimindan k adimina

tasimakla sorumludur.

Ayrik-Kalman filtresi i¢in dl¢timii glincelleyen denklemler asagida verilmistir: [24]

K, = P, HT(HP,"H” + R)~1 (3.24)
fk = fk_ + Kk(zk - ka_) (325)
Pk = (I - KkH)Pk_ (326)

Olgiimii giincelleyen denklemleri ilk gorevi K; Kalman kazancim hesaplamaktir.
Sonraki adim ise prosesin ger¢cek Sl¢iimiinii alarak z;, degerini elde edip, buna gore
sonsal durum tahmini (posteriori state estimate) olan X degerini olusturmaktir.
Sonraki adimda ise sonsal hata kovaryansi (posteriori error covariance) P, degeri

elde edilir.

Filtre, gercekte uygulamaya alinirken, olgiim giiriiltiisii kovaryanst (measurement
noise covariance) R’nin degeri genelde onceden oOlgiiliir. Zaten filtre cgalisirken,
prosesin 6l¢iimiinii almaya ihtiya¢ duydugumuz i¢in, 6lgim hatasi kovaryansi olan R
degerinin Ol¢ililmesi miimkiindiir. Bu ylizden, 6l¢iim gliriiltiisii varyansini belirlemek

i¢in filtre ¢alistirilmadan ve prosesin disinda da olsa bazi 6l¢iim 6rneklerini aliriz.
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Proses giiriiltlisii kovaryansi (process noise covariance) @ degerinin belirlenmesi,
tahmin etmeye calistigimiz prosesi direkt olarak gozlemleyemeyecegimiz i¢in daha
zordur. Bazen, goreceli olarak daha basit olan bir proses modeli, uygun Q segimiyle
prosese yeteri miktarda belirsizlik verilmesi durumunda, kabul edilebilir sonuglar

dogurabilir. Bu durumda da, proses 6l¢timlerinin giivenilir oldugu varsayimi yapilir.

Iki durumda da, bu parametreleri segerken mantikli ve kabul edilebilir bir temele
sahip olunmalidir. Cogu zaman, filtrenin diizgiin bir bi¢imde calismasi, Q ve R

degerlerinin diizgiin bir sekilde ayarlanmasiyla ilgilidir [24].

Ol¢iimiin giincellenmesi "iyilestirme''

Zamanin giincellenmesi ''tahmin" 1) Kalman kazanct hesaplanr
K]\’ = Pk_HT(HPR_HT + R)_l

1) Durum giincellenir L .
2) zy, olciimiiyle birlikte tahmin

giincellenir.

‘i;k' = f;‘-_ +Kf\'(2k - H’?.’-C_)

’?R_ = A’i"f\'—l + Bu;‘-_l

2) Hata kovaryans giincellenir

P~ = AP, AT +
K k-l Q 3) Hata kovaryanst giincellenir

%p_q ve Py, degerleri icin Pr = —K.H)P;
baslani¢ tahminleri

Sekil 3.11 : Kalman filtresinin biitiiniinii gosteren diyagram [24].

3.4 Genisletilmis Kalman Filtresi

Onceki boliimlerde bahsedildigi gibi, Kalman filtresi, lineer stokastik fark denklemi
tarafindan tanimlanan ayrik-zaman kontrollii bir prosesin x € R™ durumunu tahmin
etmeye calisan genel bir problemin ¢oziimiinde kullanilir. Fakat tahmin edilecek
proses veya prosesin Ol¢iimle olan iligkisinin lineer olmadig1 (nonlinear) durumlarda
ne olacagi bilinmemektedir. Boyle durumlar i¢in Kalman filtresinin son derece
yararli bir uygulamasi bulunmaktadir. Lineerlestirme islemini uygulayan bu Kalman

filtresi, genisletilmis Kalman filtresi (extended Kalman filter) olarak bilinmektedir.

Bu kapsamda, proses ve dl¢iim fonksiyonlarinin kismi tiirevleri kullanilarak, mevcut
tahmin degeri etrafinda lineerlestirme islemini gergeklestirebiliriz. Prosesin, lineer
olmayan fark denklemiyle tanimlanan bir x € R™ durum vektorii ile temsil edildigini

diistinelim. z € R™, 6l¢tim degerini gosterir ve denklemler asagidaki gibi olur [24]:
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X = f(Xg—1, Uk—1, Wi—1) (3.27)
zx = h(xk, vx) (3.28)

Denklemdeki w, ve v, degerleri sirasiyla proses ve oOlglim giiriiltiilerini temsil
etmektedir. Lineer olmayan f fonksiyonu, (k—1) adimindaki durum ile k
adimindaki durumu iliskilendiren bir fark denklemidir. Aym1 zamanda parametre
olarak, uy_, girdi (input) fonksiyonunu ve w;, proses giiriiltiisiinii de (process noise)

igerir. Lineer olmayan h fonksiyonu ise, x; durumuyla z; 6l¢timiinii iliskilendirir.
Pratikte, her bir zaman adimi igin wy, ve v, degerleri bilinmemektedir. Fakat bu
degerler olmadan asagidaki sekilde durum ve 6l¢iim vektorleri i¢in yaklasik degerler
hesaplanabilir [24]:

X = f(Xk-1,Uk-1,0) (3.29)

% = h(%, 0) (3.30)

Denklemlerdeki x), degeri, sonraki durum tahmin degerini gosterir.

Genisletilmis Kalman filtresinin temel eksikligi, sistemdeki rastgele degiskenlerin
lineer olmayan doniisiimler gecirdikten dagilimlarinin artik normal dagilim olarak

kalmamasidir.

Lineer olmayan durum ve Olglim iliskilerine sahip bir proses i¢in tahminde
bulunurken, ilk olarak tahmini lineerize eden (dogrusallastiran) asagidaki yeni

denkliklerin yazilmasiyla baglanir [24]:
X = fk + A(xk—l - ik—l) + WWk_1 (331)
Zy =~ ZNk + H(xk - fk) + Vvk (332)

Mgili denklemler i¢in parametreler asagidaki sekilde agiklanmustir [24]:

® Xx; Ve z; sirastyla gercek durum (actual state) ve dl¢iim vektorleridir.

® X, Ve Z sirastyla yaklagik durum (approximate state) ve dl¢tim vektorleridir.
® Xy, k adimindaki durumun sonsal tahmininidir. (posteriori estimate)

* w, Ve v, rastgele degiskenleri, sirasiyla proses ve 6l¢iim giiriiltiilerini olusturur.
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e A Jacobian matrisi, f fonksiyonunun x’e gére alinan kismi tiirevlerinden olusur
[24].

9

A =
[Lj] —
: ax(j)

(xk 1 Ug-1,0) (3.33)

e W matrisi, f fonksiyonunun w’e gore alinan kismi tiirevlerinden olusur [24].

9l

W
(i1 = aw 0l

(xk 1 Uk - 1’0) (334)
e H matrisi, h fonksiyonunun x’e gore alinan kismi tiirevlerinden olusur [24].

Hy; j) = ( K 0) (3.35)

e I/ matrisi, h fonksiyonunun v’e gore alinan kismi tiirevlerinden olusur [24].

lij] = av] ( X, 0) (3.36)

A, W, H ve V Jacobian matrisleri her bir zaman adiminda degismesine ragmen,
gosterim kolayligi agisindan hangi zaman adiminda olundugunu gosteren k alt indisi

kullanilmamustir.

Genisletilmis Kalman filtresi i¢in denklem takimlar1 asagidaki gibidir. Buna gore
onciil (priori) kavramini gosterebilmek igin, X yerine, X~ kullanilir. Ayn1 zamanda
A, W, H ve V Jacobian matrisleri her bir zaman adiminda degistigi i¢in k altindisi de
bunlara eklenir. Genisletilmis Kalman filtresi i¢in zamani giincelleyen denklemler

(time update equations) asagidaki gibidir [24]:
X = f(Xk-1,Uk-1,0) (3.37)
P.” = APeo1 Al + Wi Qe WY (3.38)

Ayrik zaman (discrete time) Kalman filtresinde oldugu gibi durum ve kovaryans
tahminleri 6nceki yani (k — 1) zaman adimindan, simdiki zaman adimi olan k’ya
tasinir. Denklemdeki A, ve W, k adimindaki proses Jacobian matrisleridir. Q, ise, k

adimindaki proses giiriiltii kovaryansidir. (process noise covariance)
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Genisletilmis Kalman filtresi icin Ol¢iimii giincelleyen denklemler (measurement

update equations) gibidir [24]:

Ky = P Hi (H Py Hj, + ViR V) ™! (3.39)
fk = fk_ + Kk(zk - h(fk_, 0)) (340)
P = (1 - Kka)Pk_ (3-41)

Ayrik zaman (discrete time) Kalman filtresinde oldugu gibi, 6l¢limii gilincelleyen
denklemler, z, Olgtimiinii de kullanilarak, durum ve kovaryans tahminlerini
iyilestirir. Denklemdeki Hj, ve Vj, k adimindaki 6l¢iim Jacobian matrisleridir. Ry, ise,
k adimindaki Ol¢iim girilti kovaryansidir (measurement noise covariance).

Genigletilmis Kalman filtresinde kullanilan denklemler asagidaki sekilde

Olciimiin giincellenmesi "ivilestirme"

Zamanm giincellenmesi "tahmin" 1) Kalman kazanct hesaplantr

Kj‘- = Pk_Hg(H;\-PR_HE:+VkRkM‘?-)_l

gosterilmistir [24].

1) Durum giincellenir

2 = f(Rrey, Uk—-1,0) 2)"zk t'ilqii{niiyle birlikte tahmin
giincellenir.
2) Hata kovaryansi giincellenir R = X + Ky (2 — h(%7,0))

Py~ = AgPi—y A} + Wi Qe Wy

3) Hata kovaryanst gitncellenir

P.=(—-K.H)P,
Xp_q ve Py_; degerleriicin k ( i i) Py
baslanic tahminleri

Sekil 3.12 : Genisletilmis Kalman filtresi denklemleri [24].

Kalman filtresi, ¢esitli proseslerin degiskenlerini veya durum bilgilerini tahmin
edebilen bir aragtir. Matematiksel acidan, Kalman filtresinin bir sistemin durumlarini

tahmin ettigi sdylenebilir. Bir sistemin durumlarini bilmeye ¢alismamizin iki nedeni

vardir [31]:

e Ik olarak, sistemi kontrol edebilmek igin durumlarini tahmin etmeye ihtiyag
duyariz. Ornegin, elektrik miihendisleri, motorun pozisyonunu kontrol edebilmek

icin motor sarimlarindaki akimlari tahmin etmek durumundadir. Uzay
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miihendisleri ise, bir uydunun yoriingesini kontrol edebilmek i¢in, uydunun hizini

tahmin etmeye ¢alisir.

e Ikinci olarak, sistem durumlari, sistemi olusturan parametreler hakkinda bilgi
sahibi olmaya calistigimiz icin tahmin edilmeye c¢alisilir. Ornegin, elektrik
miihendisleri, potansiyel hatalar1 6ngérebilmek ic¢in gii¢ sistem parametrelerini
tahmin etmeye c¢alisir. Uzay miihendisi, bir uydunun gelecekteki etkinliklerini

planlayabilmek i¢in uydu konumunu tahmin etmelidir.

Standart Kalman filtresi tahmin yapabilmek i¢in etkili bir ara¢ olsa da lineer
sistemlerle sinirlidir. Gergek diinyadaki ¢ogu uygulama lineer olmadigindan, Kalman
filtresi direkt olarak uygulanamaz. Gergek diinyada daha ¢ok lineer olmayan filtreler

kullanilir.

Eger bir sinyali standart Kalman filtresi ile tahmin etmeye ¢alisiyorsak, 6l¢tiigiimiiz
sistem lineer sistem denklemleriyle tanimlanabilmelidir. Bir lineer sistem prosesi

asagidaki iki denklemle agiklanabilir [31]:

e Durum denklemi:
Xps1 = Axy + Buy + wy, (3.42)
e Cikis denklemi:
Vi = Cxp + vy (3.43)

Ustteki denklemlere ait bazi parametreler asagidaki gibidir:

e A, B ve C matristir.

k, zaman indeksidir.

e X, sistemin durum vektorii olarak adlandirilir.

u, degeri bilinen bir kontrol girdisidir. (kontrol sinyali olarak da adlandirilir.)

y, Olgiilen ¢ikis degeridir.
e w, proses glirliltiisii ve v, ise 6l¢iim giiriiltlisii olarak adlandirilir.

Durum tahmini problemlerinde, sistem hakkinda biitiin bilgiyi igerdigi i¢in x durumu

tahmin edilmeye ¢alisilir. x degeri direkt olarak Glgiilebilen bir parametre degildir.
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Bunun yerine, x’in bir fonksiyonu olan ve v giiriiltiisii tarafindan bozulan, y 6l¢iiliir.

x ile ilgili bir tahmin degeri elde edebilmek i¢in y degeri kullanilir.

Ornegin, bizim sistemimiz, diizgiin bir ¢izgide hareket eden herhangi bir arag olsun.
Bu durumda, arag¢ icin durum bilgilerinin pozisyon ve hiz bilgisinden olustugunu
sOyleyebiliriz. u girdisi ivme ve y cikisi ise Olglilen pozisyon degeridir. Her T
saniyesinde pozisyon bilgisinin ol¢iildiiglinii varsayalim. Bu sistem, asagidaki gibi
modellenir [31]:

1 T 2
X1 = [0 1 Xk + I:Y;_' ] Uy + Wp (344)
Yie = [1 0]xi + vy (3.45)

Bu denklemlerde, x;, aracin k anindaki hiz ve pozisyon bilgilerini bir vektordiir. uy,
ivmeyi gosteren skaler bir degerdir. y, Olclilen pozisyon degerini gosteren bir

skalerdir. wy, ve v, degerleri ise sirasiyla proses ve 6l¢iim giiriltiileridir.

Aracin pozisyonunu belirli bir yol izlemesini istedigimiz i¢in kontrol etmek
istedigimizi varsayalim. Pozisyon tahmini i¢in sadece y, degerini kullanabiliriz fakat
Vi degeri de giirtiltiilidiir. Bu durumda Kalman filtresini kullanmamiz iyi bir yontem
olabilir. Clinkii Kalman filtresi sadece pozisyon 6l¢iimii olan y; degerini degil, ayni
zamanda durum denklemlerindeki diger parametrelere ait bilgileri de kullanir.

Kalman filtresi denklemleri asagidaki sekilde yazilabilir [31]:

K, = P,CT(CP,CT + R)™? (3.46)
Rk+1 = (A%, + Buy) + K (v, — CXy) (3.47)
Peyry = AU — KuC)PAT + Q (3.48)

Kalman filtresi lineer sistemlere uygulanabilen lineer bir filtredir. Fakat lineer
sistemler gercek diinyada bulunmazlar. Biitiin sistemler eninde sonunda lineer
degildir. Hatta Ohm kanununu (I = V/R) diisiindiigiimiizde bile, bu iliskinin sadece
belirli bir aralikta gegerli oldugunu goriiriiz. Eger bir dirence uygulanan gerilim
degeri belirli bir degeri asarsa, Ohm kanunu uygulanamaz. Sekil 3.13’te bu iliski

agiklanmustir.
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Akim

> Gerilim

Sekil 3.13 : Lineer olmayan akim/gerilim iligkisi.

Cogu sistem lineer sistemlere benzerlik gosterebilir ve bu sayede lineer yaklagimlar
iyi sonuglar verebilir. Bu sonuglar sistem durumlarini tahmin etmemiz i¢in belirli bir
noktaya kadar yardimci olabilir. Bu yiizden lineer olmayan filtre ydntemlerine

basvurmak zorunda kaliriz.

Lineer olmayan filtreleme zor ve karmasik olabilir. Lineer olmayan filtreleme lineer
filtreleme kadar iyi anlasilamamistir. Fakat, bazi lineer olmayan filtreleme
yontemlerinin gittikce yayginlagsmaya basladiklar1 goriilmiistiir. Bu yontemlerin
icinde, Kalman filtresinin lineer olmayan uzantilari, kokusuz (unscented) filtre ve

parcacik (particle) filtresi bulunmaktadir [31].

Lineer olmayan Kalman filtresinde dnemli olan nokta, sistemdeki lineer olmayan
terimleri nominal bir X noktasi etrafinda olmak iizere Taylor agilimi seklinde

yazmaktir. Lineer olmayan bir fonksiyonun Taylor serisindeki yazilisi, [31]’e gore,

asagidaki sekildedir [31]:
o ™ (2)Ax™
flx) = z — (3.49)
n=0 '

Yukaridaki denklemlerde yer alan bazi parametreler asagida verilmistir:
o Ax=x-—X%

o fM(X), f(x)’in n’ninci tirevidir. (x = %)

Bir fonksiyonun lineerize edilmesi, belirli bir nokta etrafinda birinci derecede Taylor
serisi agiliminin uygulanmasi anlamina gelmektedir. Bir f(x) fonksiyonu i¢in birinci

dereceden Taylor agiliminin uygulanmasi asagidaki gibidir:
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fG) = f(X) + f1(X)Ax (3.50)

Taylor serisi agilimindan anladigimiz kadariyla dogrusallastirilmis Kalman filtresi
(linearized Kalman filter) i¢in ilgili denklikleri tiiretebiliriz. Dogrusallas edilmis
Kalman filtresinin temel mantigi, lineer olmayan bir sistemle baslayarak, daha
sonrasinda lineer olmayan sistemin nominal yoriingesinden (nominal trajectory)
sapmalar1 temsil eden lineer bir sistem bulmaktir. Bu asamadan sonra, nominal
yorliingeden sapmalar1 tahmin edebilmek i¢in Kalman filtresini kullanabiliriz. Bu

bize dolayli olarak da olsa lineer olmayan sistem igin durum tahminlerini verir.
Dogrusal olmayan bir sistemin genel modeli asagidaki gibidir:

e Durum denklemi (state equation):
X+ = f O ug) + Wi (3.51)

e (Cikis denklemi (output equation):
Vi = h(xi) + vy (3.52)

f(.) durum denklemi ve h(.) 6l¢iim denklemi lineer olmayan fonsiyonlardir.

Eger durum veya ¢ikis denklemi lineer olmayan terimlere sahipse sistem lineer
degildir.

Lineerize edilmis Kalman filtresinde, durum ve c¢ikis denklemi i¢in nominal bir
durum etrafinda birinci dereceden Taylor serisi acilimi uygulanir. Nominal durum,
zamanin bir fonksiyonu oldugundan bazen yoriinge (trajectory) olarak da
isimlendirilir. Nominal yoriinge, sistem davraniginin nasil olacagina dair bir tahmine
dayanir. Ornegin sistem denklemleri bir u¢agin dinamiklerini temsil ederse, nominal
durum planlanmis bir ucus yoriingesi olabilir. Gergekte olan ucus yoriingesi,
modeldeki hatalar, bozucu girdiler veya goriilmeyen bazi etkenlerden dolayr nominal
yoriingeden farkli olacaktir. Fakat gercek yoriinge nominal yoriingeye yeteri kadar
yakin  oldugundan Taylor serisi lineerlestirmesi diizgiin  bir  bigimde
uygulanabilecektir. Lineer olmayan bir sistem i¢in Taylor serisi lineerlestirmesinde

kullanilan denklemler asagidaki gibidir [31]:

Xpr1 = [ u) +wy = f(, ug) + f (e, up ) Axye + wy (3.53)
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Vi = h(xg) + v = h(x) + h' (%) Axy + vy (3.54)

Nominal yoriingedeki sapmalar agsagidaki sekilde yazilabilir [31]:
AXpp1 = Xpp1 — X1 = X1 — f (X, Us) (3.55)
Ayk = Yk = ¥k = Yi — h(X) (3.56)

Daha once verielen denklemlerle bu denklemleri bir araya getirdigimizde asagidaki

sonuglart elde ederiz [31]:
Axpi1 = f(Fr w) Axye + wye (3.57)
AYk = h'(fk)Axk + vy (358)

Ax ve Ay fonksiyonlari ile lineer olan durum (state) ve c¢ikis (output) denklemleri
elde edilir. Bu durumda Ax degerini tahmin edebilmek i¢in standart Kalman filtresini

kullanabiliriz.

Lineerize edilmis Kalman filtresini kullanirken dikkat etmemiz gereken iki nokta

bulunmaktadir:

e Ax degerini tahmin edebilmek i¢in standart Kalman filtresini kullandiktan sonra,
x durum tahminini elde edebilmek i¢in, Ax tahmin degerine nominal durum

(state) x degerini de eklememiz gerekir. (Ax = x — X)

e Eger x gergek durum bilgisi, nominal durum X degerinden ¢ok uzak ise, lineerize

edilmis Kalman filtresi diizgiin sonuclar vermeyecektir.
Lineerize edilmis Kalman filtresi algoritmasinin 6zeti asagidaki gibidir [31]:
e Sistem denklemleri agsagidaki gibidir:

Durum denklemi:

X1 = f (X, u) + wy (3.59)

Cikis denklemi:
Yk = h(xk) + Vi (360)

e Nominal yoriinge denklemleri asagidaki gibidir [31]:
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Xie+1 = [ (X, U) (3.61)
Vi = h(x) (3.62)
e Her bir adimda asagidaki kismi tiirev matrisleri hesaplanir [31]:
A = ' (X uie) (3.63)
Cr = h' (%) (3.64)

Buradaki tiirevler x;, parametresine gore alinir.

e . gercek Olglim degeri ile ¥, nominal 6l¢iim degeri arasindaki farki gosteren

Ayy deger tanimlanir [31]:

Ayk =Yk — Yk = Yk — h(Xy) (3.65)

e Asagidaki Kalman filtresi denklemleri uygulanir [31]:

Ky = P.CI(C PCT + R)™! (3.66)
Afisr = ApbRy + K (Ayy — CobRy) (3.67)
Pis1 = Ax(I = K CO P AR + Q (3.68)
Rert = Bept + D (3.69)

Lineerize edilmis Kalman filtresine iliskin denklemler yukaridaki gibidir. Bu
denklemlerde de goriildiigii gibi bu filtre yontemini uygularken karsilagilan problem
X nominal yoriinge (nominal trajectory) bilgisinin dnceden bilinmesi durumudur.
Bazi sistemlerde bu bilgi dnceden bilinse de c¢ogu sistemde bu bilgiyi dnceden

edinmenin bir yolu yoktur.

Genisletilmis Kalman filtresinin temel mantig1, x tahmin degerini, lineerize edilmis
Kalman filtresindeki nominal yoriinge degeri olarak kullanmaktir. Bagka bir deyisle,
lineerlestirilmis Kalman filtresindeki x degeri, X olarak ayarlanir. x degerini tahmin
etmek icin nominal yoriingeyi kullanip, tahmin edilen degeri de nominal ydriinge

olarak  kullaniriz. Bu  degisikliklerin  lineerlestirilmis Kalman filtresine
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yerlestirilmesinin ardindan, genisletilmis Kalman filtresi algoritmasini asagidaki

sekilde elde ederiz:
e Sistem denklemleri agsagidaki gibidir [31]:

Durum denklemi:
X1 = f O, ug) + Wy (3.70)
Cikis denklemi:
Vi = h(xx) + vy (3.71)
e Her bir adimda asagidaki kismi tiirev matrisleri hesaplanir [31]:
Ay = [ By, ux) (3.72)
Cr = h'(Ry) (3.73)

Buradaki tiirevler x;, parametresine gore alinir. Sonrasinda ise xj, = X olarak alinir.

e Asagidaki Kalman filtresi denklemleri uygulanir [31]:

Ky = P.CI(C PCT + R)™! (3.74)
Rpr1 = [ Eroug) + K[y — h(Zx))] (3.75)
Pey1 = Ar(I = K C) P AR + Q (3.76)
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4. COK ETMENLI SISTEMLERDE KALMAN FiLTRESI
UYGULAMALARI

Bu boliimde, her biri birbirinden farkli dinamiklere sahip olmak iizere, ¢ok etmenli
sistemler ele alinacaktir. S6z konusu sistemler belirli sayida elemanlara veya tiyelere
sahiptir. Sistemdeki her bir eleman belirli parametrelere sahiptir. Bu parametreleri
elemanlarin Sahip olduklar1 bilgiler olarak diistinebiliriz. Her bir eleman sahip oldugu
bu bilgiyi sistemdeki diger komsu elemanlarla paylasarak belirli bir degerde veya
durum bilgisinde anlagmaya diger bir deyisle is birligine (consensus) varmaya

calisacaktir.

Cok etmenli sistemlerdeki elemanlar, belirli komsuluk iliskisine ve belirli rastlantisal
oran kapsaminda iletisime gegerek, sahip olduklar1 bilgileri paylasacaktir.
Sistemlerin iletisime gecebilme ihtimalleri yani komsu olabilmeleri, yakinliklarina

bagli olarak rastlantisal bir bigimde belirlenecektir.

Ele alinan her bir sistem belirli bir kontrol protokoliine sahiptir. Bu kontrol protokolii
icin gerekli parametreler gradyant diisimii yoluyla gilincellenen adaptif PD

yardimiyla iteratif bir sekilde ayarlanacaktir.

Sistemlerdeki elemanlar belirli bir deger veya durum bilgisinde is birligine
varmaktadir. Fakat yapilan ¢aligma kapsaminda s6z konusu sistemlerde bulunan
elemanlarin sahip olduklar: bilgilere giiriiltii eklenerek, haberlesmelerinin diizgiin bir
bi¢imde olmast yerine giriiltili olmasi saglanmistir. Bu giiriiltii nedeniyle
elemanlarin diger komsu elemanlardan aldiklar1 ve diger komsu elemanlara
verdikleri bilgi giiriiltiilic hale getirilmistir. Sistemi olusturulan elemanlarin bilgi
transferleri giiriiltiilii hale getirildikten sonra Kalman filtresinin ¢esitli uygulamalari
gerceklestirilerek, sistemi olusturan elemanlara daha dogru ve giliriiltiisli bastirilmig
bilgilerin iletilmesi saglanmistir. Bu sayede is birliginin bozucu girdilere ragmen
diizgiin bir bicimde gerceklestirilmesi saglanmistir. S6z konusu sistemlerin

davraniglarini gézlemlemek adina MATLAB ortaminda kodlama gergeklestirilmistir.

53



4.1 Cift Entegrator Sistemi

Bu boliimde ¢ok etmenli bir sistem olan ¢ift entegrator PD sistemi ele alinacaktir.
S6z konusu sistem belirli bir sayida elemandan olusmaktadir. Bu elemanlar arasinda
bilgi aligverisi Ozellikleri daha 6nce de belirtilen bir ag topolojisi {izerinden
saglanmakta ve anlasilan bir deger veya durum bilgisi {izerinde is birligi

saglanmaktadir.

Mevcut sisteme ve sistemdeki elemanlarin bilgilerine giiriiltii eklenip, bozucu
girdiler sisteme dahil edilmistir. S6z konusu sistem lineer oldugu i¢in temel Kalman
filtresi denklemleri kullanilarak sistemin bu giiriiltiilii ortamda bile saglikli bir

sekilde is birligine varmasi saglanmaistir.

4.1.1 Sisteme ait parametre ve denklemler

Cok etmenli sisteme bir Ornek olarak verilen ¢ift integrator sistemi belirli
parametrelerden olusmaktadir. Ilerleyen kisimlarda bu parametreler ve birbirleriyle

olan iligkileri belirten denklemlerden bahsedilecektir.

Cift entegrator sistemi icin temel kontrol ve is birligi protokolii asagidaki denklem

cergevesinde saglanacaktir:

n

50 = = ) ay (u(® - 50) - B ) ayt® - %@)  (@1)

J=1 J=

Denkleme gore, x ve x olmak iizere elemanlarin sahip olduklar bilgiler belirli a;;

komsuluk iligkisine gore belirlenmektedir.

Cift entegratdr sistemini olusturan belirli sayida eleman vardir. Bu elemanlan
tanimlamak icin etmen (agents) ifadesi de kullanilmaktadir. Sistemi olusturan
elemanlar belirli bilgilere sahiptir ve bu bilgiler biitiin iterasyonlar i¢in baslangicta

rastlantisal bir sekilde atanmistir.

Sekil 4.1°de gosterildigi gibi her bir elemanin "x" ve "xdot" degiskenleri
olusturulmustur. Sekil 4.1°de gosterilen “agents” degiskeni eleman sayisini,
“Niterations degiskeni ise iterasyon sayisin1 gostermektedir. Sekil 4.1°e gore

belirlenen "x" ve "xdot" degiskenleri 6l¢iim degiskenlerinlerine atanmak iizere

sirastyla "xmeasured" ve "xdotmeasured" degerlerine atanmistir.
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for t=1:Niterations
for i=l:agents
a=rand (1) ;
if a >= 0.5
b=1;
else a < 0.5
b=-1;
end
%(t,1)=1*b*rand (1) ;
a=rand (1) ;
if a >= 0.5
b=1;
else a < 0.5
b=-1;
end
xdot (t,1i)=1*b*rand(1);
end
xmeasured(t,:)=x(t,:);
xdotmeasured(t, :)=xdot (t, :);
end

Sekil 4.1 : Sistemdeki elemanlarin bilgilerinin olusturulmasi

Daha onceki boliimlerde anlatildigi gibi ¢ok etmenli sistemlerde bulunan elemanlar
birbirlerine belirli bir ag topolojisine gore baglidir. Bu ag topolojisinde bilgi transferi

graf teorisinde de belirtildigi gibi komsuluk iliskisine dayanir.

for i=l:agents
xlocation (1)=100*rand (1) ;
vliocation (1)=100%rand (1) ;
end

for i=1l:agents
for j=l:agents
E(i,7)=0;
end
end

for i=l:agents
for j=l:agents
distance (i, J)=sqrt((xlocation{i)-xlocation(j))"2+(ylocation (i) -
yvlocation(j))"2);
if distance(i,j) <= r_threshold
El(j_;j) =1;
end
end
end

Sekil 4.2 : Sistemdeki elemanlarin komsuluk iliskilerinin olusturulmasi

Sekil 4.2°de sistemi olusturan elemanlar icin belirli konum bilgileri rastlantisal
olacak sekilde olusturulmaktadir. Buna gore her bir eleman i¢cin x ve y
koordinatlarindaki pozisyonlarini belirlemek iizere sirasiyla "xlocation" ve

"ylocation" degiskenleri olusturulur.

Sekil 4.2°de belirtildigi gibi elemanlar arasindaki komsuluk aralarindaki mesafeye

gore belirlenmektedir. Buna gore aralarindaki mesafeler hesaplanan elemanlar, bu
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mesafenin belirli bir degerin altinda kalmasi durumunda komsudurlar ve ilgili "A

matrisinin ilgili hiicresine 1 degeri atanir.

S6z konusu ¢ok etmenli sistemde is birligi protokolii katsayilar1 gradyant diisiimii
yontemi ile ayarlanan bir adatif PD sayesinde saglanir ve bu biitiin elemanlar i¢in bir

kurallar biitiinii olarak disaridan alinan bir girdi olarak kabul edilir.

Gradyant diisiimii denklemlerine goére adaptif PD’de kullamlan "K," ve "K;"

parametreleri ayarlanir. Gradyant disiimii yonteminde bedel fonksiyonu (cost

function) asagidaki gibidir:
1 m
J00,00) = 3= > (hg(x©) = y©)? (42)
i=1

Denklem 4.1°deki "hgy (x(i)) — y@O" terimi Sekil 4.3°de verilen "term1" ve "term2"

terimlerini temsil eder. Buna goére PD Kkatsayilar1 asagidaki denkleme gore

giincellenir:

d
6) =6 — a3 (60, 6) 4.3)

for i=l:agents
sum (t,1)=0;
for j=l:agents
if £t == 1
error(t,i,])=xmeasured(t, i) —xmeasured(t,J);
errordot (t,1,])=xdotmeasured(t, 1) —xdotmeasured(t, J);

end

if t© = 1
error(t,i,j)=xmeasured(t-1,1i)-—xmeasured(t-1,]);
errordot (t, 1, J)=xdotmeasured(t-1, 1) xdotmeasured(t-1,73);

end
terml=({error(t,i,j) ) *error(t,1i,3);

term2=errordot (t,1i,])*serrordot (t,1,]);

if t=1
Fp(t,1,])=Fp(t-1,1,]j)-etal*terml;
Fd(t,i,])=FEd(t-1,1,j)-etaZ2*tem2;

end
sum(t,1)=sum(t,i1)+Ep(t,1,J) *A(1,]) *error{t,1,])+

Ed{t,i,j)*R(i,]) *errordot(t,1,3);
end

end
Sekil 4.3 : Sistemde bulunan elemanlar i¢in kontrol girdilerinin olusturulmasi.

Denklem 4.3’deki "6;" terimi baz almarak asagida verilen adaptif PD denkleminde

kullanilmak iizere "K,," ve "K;" degerleri giincellenir. Denklem 4.3’deki "a" terimi

ise (6grenme hiz1 katsayisi) Sekil 4.3’de verilen "etal" ve "eta2” ile temsil edilir ve
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bu degerlere programin basinda sabit bir deger atanir. Asagida programda uygulanan

temel adaptif PD denklemi verimistir.
u = Ky(x — %) + Ka (i — %)) (4.4)

S6z konusu sistemdeki kontrol girdisi her bir eleman i¢in her bir iterasyonda
giincellenecek sekilde olusturulur ve Sekil 4.3°de gosterilen "sum" degiskeni ile
belirtilir ve denklem 4.3’de belirtilen kontrol girdisi veya is birligi protokolii elde
edilir.

Sisteme proses ve Ol¢tim giirtiltiisii eklenerek sistemin davranisit gozlenir. Buna gore
daha Onceki bolimlerde de bahsedilen proses ve Olglim giiriilti kovaryansi
parametrelerine gore (Q ve R) sisteme normal dagilima sahip "w" ve "v" bozucu

girdileri eklenir.

xdotdot (t, :)=sum(t,:)+wi{t,:);
xdot (t+1, :)=xdot (t,:) +xdotdot (t, :) *dT;
x(t+2, :)=x(t+1,:)+=xdot(t+1l, :) *dT;

Xvectorl(t,:)=x(t+2,:);
Xvector2(t,:)=xdot (t+1,:);
Xvector (t, :)=[Xvectorl(t,:) Xvector2(t,:)]:

z(t,:)=Xvector(t,:)+[v(t,:) vit,:)1;
Sekil 4.4 : Sisteme giiriiltiilerin eklenmesi.

$xmeasured estimate
if t==1
xpri(t,:)=b.*xpost(t,:);
ppri(:, :,t)=RAR*ppost(:,:,t) *AA'+0* (eye (agents) );
end
if t>1
xpri(t,:)=b.*zpost(t-1,:);
ppri(:, :,t)=RAR*ppost (:,:,t-1)*AA"+0*% (eye(agents));
kk(:,:,t)=ppri(:,:,t)/(ppri(:,:,t)+R*eye(agents));
xpost(t,:)=xpri({t,:)+{kk(:,:,t)*
((xmeasured (t,:)-xpri(t,:)))")";
ppost(:,:,t)=(eye (agents) -kk(:,:,t) ) *ppri(:,:,t);

$xdotmeasured estimate

if t==:
¥XpriZ (t,:)=b.*xpost2 (t, :);
ppriZ(:,:,t)=AR*ppost2(:,:,t) *AA"+0* (eye(agents) ) ;

end

if t>1
xpriZ(t,:)=b.*xpost2 (t-1,:);
ppriZ2{:,:,t)=AR*ppost2(:, :,t-1) *AA'"+0* (eye (agents) ) ;
kk2(:,:,t)=ppri2 (:,:,t)/ (ppriZ2(:,:,t)+R*eye(agents)) ;
xpost2(t, :)=xpri2 (t,:)+(kk2(:,:,t)*
((xdotmeasured (t,:)-xpriZ (t,:))) ") ';
ppost2(:,:,t)=(evelagents)-kkZ(:,:,t) ) *ppri2 (:,:,t);

zmeasured(t,:)=xpost(t,:);

xdotmeasured(t,:)=xpost2(t,:);

Sekil 4.5 : Kalman filtresi uygulanmasi
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Sekil 4.5’e gore sisteme bozucu girdilerin eklenmesiyle birlikte, sistemi olustuan
bilgilerin is birligine diizgiin bir sekilde varabilmeleri i¢cin Kalman filtresi uygulanir
ve buna bagli tahminler gelistirilerek sistemi olusturan elemanlarin bilgilerine geri

besleme yapilir.

Sonug olarak bir sonraki boliimde detayl bir sekilde gosterilecek olan grafikler elde

edilir.

4.1.2 Sisteme ait simiilasyon sonuclari ve sonuclarin yorumlanmasi

Cok etmenli sistemlere Ornek olarak ¢ift entegrator sistemi incelenmis ve ag
topolojisine sahip elemanlarin is birligine nasil vardiklari iizerinde durulmustur. Ayni
zamanda sisteme ait parametrelere giirliltii eklenerek bozucu girdilerin sistem

davranisina nasil etki ettigi gosterilmistir.

Bu boéliimde sistemin davranisinin g¢esitli parametre degerlerinin degistirilmesiyle

nasil degistigi grafiksel olarak gosterilerek, s6z konusu grafikler yorumlanacaktir.

Ik olarak giiriiltiisiiz ortamda eleman (agents) sayisi degistirilerek sonuclar

karsilastirilacaktir.

Sekil 4.6, Sekil 4.7 ve Sekil 4.8’e gore, eleman sayis1 degistirilerek giiriiltiisiiz bir
ortamda is birligine nasil ulasildig gosterilmistir. Buna gore, sistemdeki elemanlara
ait x bilgisi, denklem 4.1°de belirtilen is birligi protokoliine gore ortak bir degere

yakinsamigtir ve yesil ile gosterilmistir.

Sekil 4.6 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :30)
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Sekil 4.7 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :20)

Sekil 4.8 : Cift entegrator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi :10)

Sekil 4.9, Sekil 4.10 ve Sekil 4.11°de sisteme giliriiltii eklenmistir. Sistemlerde
bulunan eleman sayist degistirilerek giiriiltiiye gore elemanlarin davranisi

gozlenmistir.

Sekil 4.9 : Cift entegrator sistemi i¢in giiriiltiilii ortam (eleman sayisi :30)
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Sekil 4.11 : Cift entegrator sistemi igin giiriiltiilii ortam (eleman sayisi :10)

Buna gore yesil ile gosterilen sistemdeki elemanlarin x bilgisi iken, kirmizi ile
gosterilen ise sistemdeki ag topolojisine gore her bir eleman i¢in 6l¢iilen degerleri

ifade etmektedir.

Sekil 4.12 : Cift entegrator sistemi igin Kalman filtresi uygulamasi (eleman sayisi
:30)
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Sekil 4.13 : Cift entegrator sistemi i¢cin Kalman filtresi uygulamasi (eleman sayisi
:20)

Sekil 4.14 : Cift entegrator sistemi i¢cin Kalman filtresi uygulamasi (eleman sayisi
:10)
Sisteme Ol¢iim ve proses giiriiltiileri bozucu girdi olarak eklenmistir. Buna gore
elemanlar arasindaki bilgi aligverisi kirmiziyla gosterildigi gibi giirtiltiilii hale
getirilmigtir. Bu glriltili ortamda sistemdeki elemanlarin yine de kontrol
protokoliine ve dinamigine bagli olarak is birligine diizgiin bir sekilde varabilmeleri
icin Kalman filtresi uygulanmistir. Buna gore mavi ile gosterilen kirmiziyla alinan

bilginin tahmin (estimate) edilmis halidir.

4.2 Harmonik Osilator Sistemi

Bu bdéliimde ¢ok etmenli bir sistem olan harmonik osilator sistemi ele alinacaktir.

S6z konusu sistem belirli bir sayida elemandan olusmaktadir. Bu elemanlar arasinda
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bilgi aligverisi daha once belirtilen ag topolojisi iizerinden saglanmakta ve anlasilan

bir deger tizerinde is birligi saglanmaktadir.

Mevcut sisteme ve sistemdeki elemanlarin bilgilerine giiriiltii eklenip, bozucu
girdiler sisteme dahil edilmistir. S6z konusu sistem lineer oldugu i¢in temel Kalman
filtresi denklemleri kullanilarak sistemin bu giiriiltiilii ortamda bile saglikli bir

sekilde is birligine varmasi saglanmaistir.

Harmonik osilator sistemi, fiziksel olarak, herhangi bir kiitleye sahip bir cismin
belirli bir kuvvetle hareket ettirilmesi sonrasi, s6z konusu cismin yer degistirmesine
bagl bir kuvvetle geri ¢agrilmas: seklinde diisiiniilebilir. ilerleyen béliimde soz
konusu sisteme ait denklemler verilecektir. S6z konusu sistem harmonik osilator
dinamigine sahiptir ve elemanlarin bilgileri s6z konusu dinamik c¢ercevesinde

degismektedir.

4.2.1 Sisteme ait parametre ve denklemler

Cok etmenli sisteme bir 6rnek olarak verilen harmonik osilator sistemi belirli
parametrelerden olusmaktadir. Ilerleyen kisimlarda bu parametreler ve birbirleriyle

olan iliskileri belirten denklemlerden bahsedilecektir.

Harmonik osilator dinamigine sahip bir sistem anlatilacaktir. Buna gore ¢cok etmenli
olan bu sistemde bulunan elemanlar harmonik osilator dinamigine gore hareket

edecek, yani sahip olduklari bilgiler bu s6z konusu dinamige gore belirlenecektir.
Asagidaki denklemde harmonik osilator sistemine ait temel denklemler verilmistir.
Sistemdeki her bir elemanin davranist bu denkleme gore sekillenecektir:

Ch = Di i = 1,2, ., n (45)

pi = —w2q +w i=12,..,n (4.6)

q; € R, sistemdeki 1’inci elemanin konumu, p; € R, ise sistemdeki 1’inci elemanin
hizi, u; € R, ise sistemdeki 1’inci elemana ait kontrol girdisi olarak diistiniilebilir. w

ise osilatorun frekansidir.

Harmonik osilator sistemini olusturan belirli sayida eleman vardir. Bu elemanlart

tanimlamak i¢in etmen (agent) ifadesi de kullanilmaktadir.

62



Sistemi olusturan elemanlar belirli bilgilere sahiptir ve bu bilgiler biitiin iterasyonlar
icin baslangicta rastlantisal bir sekilde atanmistir. Sekil 4.15°e de gosterildigi gibi
baslangigta her bir iterasyon i¢in her bir elemanmn "x" ve "xdot" bilgileri
olusturulmustur. Sekil 4.15°de gosterilen “agents” eleman sayisini, “Niterations”
ise iterasyon sayisini gostermektedir. Sekil 4.15°e gore belirlenen "x" ve "xdot"
degiskenleri Olglim parametrelerine atanmak {izere sirasiyla "xmeasured" ve

"xdotmeasured" parametrelerine atanmistir.

for t=1:Niterations
for i=l:agents
a=rand(l) ;
if a »>= 0.5
b=1;
else a < 0.5
b=-1;
end
x(t,1)=1*b*rand (1) ;
a=rand (1) ;
if a »>= 0.5
b=1;
else a < 0.5
b=-1;
end
®xdot (t,1)=1l*b*rand (1) ;
end
¥measured (t,:)=x(t,:):
xdotmeasured(t, :)=xdot (t, 1) ;
end

Sekil 4.15 : Sistemdeki elemanlarin bilgilerinin olusturulmasi

for i=l:agents
xlocaticon (1)=100%*rand (1) ;
ylocation (i)=100*rand (1) ;
end

for i=l:agents
for j=l:agents
B(i,3)=0;
end
end

for i=l:agents
for j=1l:agents
distance (i, Jj)=sqrt((®location(i)-xlocation(j))"2+(ylocation (i) -
vliocation(j))"~2);
if distance(i,j) <= r_threshold
A(i,j)=1;
end
end
end

Sekil 4.16 : Sistemdeki elemanlarin komsuluk iliskilerinin olusturulmasi
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Daha o6nceki boliimlerde anlatildigi gibi ¢ok etmenli sistemlerde bulunan elemanlar
birbirlerine belirli bir ag topolojisine gore baglidir. Bu ag topolojisinde bilgi transferi

graf teorisinde de belirtildigi gibi komsuluk iliskisine dayanir.

Sekil 4.16’da sistemi olusturan elemanlar i¢in belirli konum bilgileri rastlantisal
olacak sekilde olusturulmaktadir. Buna gore her bir eleman igin x ve y
koordinatlarindaki pozisyonlarin1 belirlemek iizere sirasiyla "xlocation" ve

"ylocation" parametreleri olusturulur.

Sekil 4.16°de belirtildigi gibi elemanlar arasindaki komsuluk aralarindaki mesafeye
gore belirlenmektedir. Buna gore aralarindaki mesafeler hesaplanan elemanlar, bu
mesafenin belirli bir degerin altinda kalmasi durumunda komsudurlar ve ilgili "A"

matrisinin ilgili hiicresine 1 degeri atanir.

S6z konusu ¢ok etmenli sistemde is birligi protokolii katsayilari gradyant diistimii
yontemiyle ayarlanan bir adaptif PD ile saglanir ve bu biitiin elemanlar i¢in bir

kurallar biitiinii olarak digaridan alinan bir girdi olarak kabul edilir.

S6z konusu sistemdeki kontrol girdisi her bir eleman i¢in her bir iterasyonda

giincellenecek sekilde olusturulur ve Sekil 4.17°de gosterilen sum ile belirtilir.

S6z konusu c¢ok etmenli sistem daha once de belirtlildigi gibi harmonik osilator
dinamigine sahiptir. Yani sistemi olusturan elemanlar davraniglarini bu dinamige

gore glinceller.

for i=l:agents
sum(t,1)=0;
for j=l:agents

if £t ==
error(t, i, ])=xmeasured(t,i) —xmsasured(t,]);
errordot (t,1, i) =xdotmeasured(t, 1) —xdotmeasured(t, j):
end
if t = 1
error(t, i, j)=xmeasured(t-1, 1) —xmeasured({t-1,7);
errordot (t,1,j)=xdotmeasured (t-1,1i) xdotmeasured(t-1,3);
end

terml=(error(t,i,j)) *erroxr(t,i,73);
temZ=errordot (t,1, ) *errordot(t,1,7):

if t»l
FEpi(t,i,j)=Fp(t-1,1i,])-=stal*teml;
Ed({t,1i,J)=Ed({t-1,1,]j)-estaZ*term2;
end
sum(t,1)=sum(t,1)+Ep(t,1,]) *A(i,J) *error(t,1,J)+
Ed{t,i,j)*R(i,]) *errordot (t,1,]);
end

end

Sekil 4.17 : Sistemde bulunan elemanlar i¢in kontrol girdilerinin olugturulmasi
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for i=l:agents
fx(t,i)=—(({omegan(i))"2)*x(t,1);
end

xdotdot (t, = )=fx(t,:)+sum(t, : ) +wi{t,:);
xdot (t+1, :)=xdot(t,:) +xdotdot (t, :) *dT;

®(t+2, 1 )==x(t+1, ) +xdot (t+1, ) *dT;
¥vectorl(t,:)==x(t+2,:);
XvectorZ (t, :)=xdot (t+1l,:):
Xvector (t, :)=[Xvectorl (t,:) XvectorZ2(t,:)]1:
z(t,:)=¥vector(t,:)+[v{t,z) vit,z2}]1;:
for k=1l:agents
xmeasured(t, k)l==z(t, k)

xdotmeasured (t, k) ==z (t, k+tagents) ;
end

Sekil 4.18 : Sisteme giiriitiilerin eklenmesi

Daha 6nceki boliimlerde verilen denklem 4.2, 4.3 ve 4.4’den yararlanarak adaptif PD
ve gradyant disimii yardimiyla "sum" degiskeni ile belirtilen kontrol girdisi

belirlenir.

Harmonik osilator dinamigi her bir eleman i¢in "fx(t,i)" yardimiyla olusturulur.
Daha sonra her bir elemanin matematiksel modelini belirleyen denklik, denklem 4.5

referans alinarak olusturulur ve "xdotdot" degiskeni ile temsil edilir.

Sisteme proses ve Ol¢iim giirtiltiisii eklenerek sistemin davranisi gozlenir. Buna gore
daha Onceki bolimlerde de bahsedilen proses ve Olglim giiriiltli kovaryansi
parametrelerine gore (Q Ve R) sisteme normal dagilima sahip "w" ve "v" bozucu

girdileri eklenir.

Sisteme bozucu girdilerin eklenmesiyle birlikte, sistemi olustuan bilgilerin 1is
birligine diizglin bir sekilde varabilmeleri i¢in Kalman filtresi uygulanir ve buna
bagl tahminler gelistirilerek sistemi olusturan elemanlarin bilgilerine geri besleme

yapilir.

Sonug olarak bir sonraki boliimde detayl1 bir sekilde gosterilecek olan grafikler elde
edilir.

4.2.2 Sisteme ait simiilasyon sonugclari ve sonu¢larin yorumlanmasi

Cok etmenli sistemlere 6rnek olarak harmonik osilator sistemi incelenmis ve ag

topolojisine sahip elemanlarin is birligine nasil vardiklari tizerinde durulmustur.
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txmeasured estimate
if t==1
¥pri(t,:)=b.*xpost(t,:):
ppri(:,:,t)=AR*ppost(:,:,t) *BA'+0* (eye (agents) ) ;
end
if t>1
¥pri(t,:)=b.*zpost(t-1,:):
ppri(:,:,t)=AR*ppost(:, :,t-1)*AA"+0* (eye(agents));
kk(:,:,t)=ppri(:,:,t)/(ppri(:,:,t)+R*eye(agents));
xpost (t,:)=xpri(t,:)+(kk(:,:,t)*
((zmeasured (t,:)-xpri(t,:)))")"';
ppost(:,:,t)=(eve (agents) -kk(:,:,t) ) *ppri(:,:,t) 7

txdotmeasured _estimate
if t==1
®xpriZ (t,:)=b.*=xzpost2(t,:);
ppri2(:,:,t)=RRh*ppost2(:, :,t)*RA"+0* (eye(agents) ) ;
end
if t>1
xpri2 (t,:)=b.*xzpost2(t-1,:);
ppri2 (:,:,t)=ARk*ppost2(:,:,t-1) *BAR'+Q* (eye (agents) ) ;
kkZ2(:,:,t)=ppri2(:,:,t)/ (ppri2(:,:,t) +R*eye(agents)) ;
®¥post2(t, :)=xpriZ (t, :)+(kk2(:,:,t)*
({xdotmeasured (t,:)—xpri2(t,:))) ") ";
ppost2(:,:,t)=(eye(agents)-kk2 (:,:,t)) *ppriZ(:,:,t);

xmeasured (t,:)=xpost(t,:);
xdotmeasured(t,:)=xpost2(t,:);

Sekil 4.19 : Kalman filtresi uygulanmast

Ayn1 zamanda sisteme ait parametrelere giiriiltii eklenerek bozucu girdilerin sistem

davranigina nasil etki ettigi gosterilmistir.

Kalman filtresi uygulanarak sistemin gosterdigi giincel davranis ilerleyen kisimlarda

anlatilacaktir.

Sekil 4.20, Sekil 4.21 ve Sekil 4.22°de sistemde bulunan elemanlarin sayisi
degistirilerek elde edilen grafikler goriilmektedir. Buna gore hem sistem dinamigi

hem de kontrol girdisine gore sistemdeki elemanlarin sahip olduklarn "x

degiskeninin degisimi yesil ile gosterilmektedir.

Sekil 4.20 : Harmonik osilator sistemi i¢in giirliltlisiz ortam (eleman sayisi: 30)
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Sekil 4.21 : Harmonik osilator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi: 20)

Sekil 4.22 : Harmonik osilator sistemi i¢in giiriiltiisiiz ortam (eleman sayisi: 10)

Sekil 4.23, Sekil 4.24 ve Sekil 4.25’de harmonik osilator dinamigine sahip c¢ok

etmenli sisteme proses ve 6l¢iim giiriiltiisii eklenmistir.

Sekil 4.23 : Harmonik osilator sistemi i¢in gliriiltiilii ortam (eleman sayisi: 30)
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Sekil 4.25 : Harmonik osilator sistemi i¢in giiriiltiilii ortam (eleman sayisi: 10)

Her bir grafikte eleman sayisi degistirilmistir. Buna gore sistemdeki elemanlar,
birbirlerinden bilgileri kirmizi ile gosterilen giiriilti ile birlikte almaktadir.

Elemanlardaki gergek "x" bilgisi ise yesil ile gosterilmektedir.

Sekil 4.26, Sekil 4.27 ve Sekil 4.28’¢ gore ¢ok etmenli harmonik osilator sistemine
hem 6l¢iim hem de proses giiriiltiisii eklenmistir. Sistemdeki elemanlar birbirlerinden
aldiklar giiriiltiilii bilgilere ragmen uygulanan Kalman filtresi sayesinde daha diizgiin
bir bigimde is birligine ulasmistir. Buna gére elemanlarin aldiklar1 giirtiltiilii bilgiler
kirmiziyla, bu giiriiltiilii ortamda Kalman filtresi sayesinde gelistirdikleri tahmin
(esitmate) degerleri ise mavi ile gosterilmistir. Sistemdeki elemanlar bulundurduklari
bilgileri {trettikleri tahmin degerleriyle birlikte gilincellemistir. Grafikte yesil ile

gosterilen "x" bilgileri sistemdeki elemanlarin giincel bilgileridir.
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Sekil 4.28 : Harmonik osilator i¢in Kalman filtresi uygulamasi (eleman sayisi:10)
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4.3 Siniizoidal Sistem

Bu boliimde ¢ok etmenli bir sistem olan sintizoidal sistem ele alinacaktir. S6z konusu
sistem belirli sayida elemandan olusmaktadir. Bu elemanlar arasinda bilgi aligverisi
daha once belirtilen bir ag topolojisi lizerinden saglanmakta ve anlasilan bir deger

tizerinde is birligi saglanmaktadir.

Siniizoidal sistem, harmonik sistem ile benzer karakteristiktedir. Yani siniizoidal
sistemi, hareketli bir cismin belirli bir denge konumundan, diger denge konumuna
dogru olan uzakligiyla ters orantili ama ters yonlii bir ivmeyle yaptig1 diizenli
titresimler olarak diislinebiliriz. Bu hareket zamana bagli bir siniis egrisiyle

gosterilebilir ve diizenli olarak tekrarlanir.

Yapilan c¢aligmada siniizodal sistem dinamigine sahip c¢ok etmenli sisteme ait
elemanlarin birbirleriyle haberlesmelerine ve mevcut sisteme giiriiltii eklenecektir.
Incelenen s6z konusu sistem lineer olmadig1 igin bu gibi durumlarda kullanilan
Kalman filtresinin bir uygulamasi1 olan, genisletilmis Kalman filtresi (extended

kalman filter) kullanilacaktir.

4.3.1 Sisteme ait parametre ve denklemler

Cok etmenli bir sisteme Ornek olaran verilen sinilizoidal sistem incelenecektir.

Sisteme ait denklem asagidaki gibidir:

3.14
phase

f(x) = b *amp * (sin(x) — ) 4.7)

S6z konusu cok etmenli siniizoidal sisteme ait elemanlar denklem 4.4’e gore
bilgilerini giincellemektedir.  Verilen denklemdeki "amp" parametresi siddeti,

"phase" ise faz farkini1 gdstermektedir.

for t=1:Niterations
for i=l:agents
®(t,1)=(3.14/180) *100*rand (1) ;
xdot(t,i)=xdot_coeff*rand(l):;
end
end
for t=1:Niterations
xmeasured(t,:)=x(t,:):
¥xdotmeasured (t,:)=xdot(t, :):
end

Sekil 4.29 : Sistemdeki elemanlarin bilgilerinin olusturulmasi
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Sekil 4.29°da gosterildigi gibi s6z konusu ¢ok etmenli sistemde bulunan elemanlar
icin rastlantisal olacak sekilde "x" ve "xdot" degerleri tanmistir. Bu degerler,
sistemdeki elemanlarin sahip olduklar1 bilgilerdir. S6z konusu "x" ve "xdot"
degerleri sirasiyla "xmeasured" ve "xdotmeasured" parametrelerine atanarak

Olctim degerleri olusturulmustur.

for i=l:agents
xlocation (1)=100*rand (1) ;
vlocation (i)=100*rand (1) ;
end
for i=l:agents
for j=1:agents
A{i,3)=0;:
end
end
for i=l:agents
for j=l:agents;
distance(i,j)=sqgrt((xlocation(i)-xlocation(j)) "2+
(vlocation(i)-vlocation(j))"2);
if distance(i,j) <= r_threshold;
R(l!]):l;
end
end
end
for i=l:agents;
A {i,agents)=1;
end

Sekil 4.30 : Sistemdeki elemanlarin komsuluk iliskilerinin olusturulmasi
Degerler baslangicta her bir iterasyonu kapsayacak sekilde olusturulsa da sistem

dinamigi ve kontrol girdilerine bagli olarak giincellencektir.

for i=l:agents
sum (&, 1)=0;
for j=l:agents
if £ == 1
error(t,i,j)=xmeasured(t,]j) xmeasured(t,1i);
errordot (t,1i,])=xdotmeasured(t, j) —xdotmeasured(t, 1) ;
end
if £ > 1
error(t,i,j)=xmeasured(t-1,]j) xmeasured(t-1,1);
errordot (t,1i,])=xdotmeasuresd(t—1, j) —xdotmeasured(t-1,1);
end
teml=error(t,i,]) *error(t,1,]);
termZ=errordot (t,1i,j) *errordot(t,i,]J);
if t=1
Fp(t,1,])=Fp(t-1,1i,])-(etal(i)/M(i)) *terml;
Ed(t,1,7)=Ed({t-1,1,])-(eta2(1)/N(1)) *term2;
end
if (t*dT) <= delay
sum(t,i1)=sum(t,1i)+0;
end
if (t*dT) > delay
sum(t,i)=sum(t, i) +Ep(t,1,3)*A(i,]) *erroxr(t,i,])+
Ed(t,1,j)*A(1,J)*srrordot(t,1,]);
end
end

4.31 : Sistemde bulunan elemanlar i¢in kontrol girdisinin olusturulmasi
Sekild 4.30’a gore sistemde bulunan elemanlar icin x ve y koordinatlarinda olmak

tizere konum bilgileri rastlantisal olarak olusturulmaktadir. Daha sonrasinda ise,

71



birbirlerine olan mesafesi belirli bir degerin altinda olan elemanlar komsu olarak

belirlenmektedir ve A matrisi buna gore olusturulmaktadir.

Daha 6nceki boliimlerde verilen denklem 4.2, 4.3 ve 4.4’den yararlanarak adaptif PD
ve gradyant diisiimii yontemi yardimiyla "sum" degiskeni ile gosterilen kontrol
girdisi belirlenir. Buna gore her bir elemana her bir iterasyon sirasinda belirlenen

kontrol girdisi etki edecektir ve bu sayede is birligi elde edilecektir.

for i=l:agents
fx({t,:)=b (i) *amplitude (i) *sin(x(t,1)-3.14/phase (i) )+wit,:);
end
xdotdot (t, = )=f=x(t,:)—sumit,:);
xdot (t+1, : )=xdot(t,:)+xdotdot (t, : ) *dT;
®(t+2, :)=x(t+l, :) +xdot (t+1, : ) *dT;
Xvectorl(t, :)=x(t+2,:);
XvectorZ(t, :)=xdot (t+1l,:);:
Xwvector (t, : )=[Xvectorl (t,:) XwvectorZ(t,:)1;:
Zz(t,:)=¥Xvector (t,:)+[vi(t,z) v(t,:)]1:
for k=l:agents
xmeasured (t,k)=z(t,k);:
xdotmeasured(t, k)=z(t, ktagents) ;
end

Sekil 4.32 : Sisteme giiriiltelerin eklenmesi
Sekil 4.32°de de gosterildigi gibi s6z konusu siniizoidal sistemin dinamigi "fx (¢, )"
ile belirlenmistir. "xdotdot" parametresi ise sistemin dinamigi ile kontrol girdisinin
biraraya getirildigi matematiksel modelini temsil etmektedir. Daha sonrasinda
sisteme proses ve Ol¢im giriltilleri eklenmistir. Eklenen bu degerler her bir

iterasyon da kullamilmak iizere "xmeasured" ve "xdotmeasured" degerlerine

atanmigtir.
if t==1
xpri(t,:)=bb.*xpost (t,:);
ppri(:,:,t)=RR*ppost(:,:,t) *RA'+Q0* (eye (agents) )’
end
if t>1
xpri(t,:)=kb.*xpost (t-1,:);
ppri(:,:,t)=RR*ppost(:,:, t—1) *BAA"+0* (eye (agents) ) ;
kk(:,:,t)=ppri(:,:,t)/ (ppri(:, :,t)+R*eye (agents));
¥postit, :)=xpri(t,:)+(kk(:,:,t)*((xmeasured (t, :) —xpri(t,:))) ") ";
ppost(:,:,t)=(eye (agents) -kk(:,:,t) ) *ppri(:,:,t);
end
if t==1
¥priZ(t, :)=bb. *xpostZ(t,:);
ppriZ(:,:,t)=RA*ppost2 (:, :, t) *BAA"+0* (eye (agents) ) ;
end
if t>1
¥priZ(t, :)=bb. *xpostZ(t-1,:);
ppriZ(:,:,t)=RA*ppost2 (:, :, t-1) *AA'4+0* (eye (agents) ) ;
kk2(:, :,t)=ppri2(:, :,t)/(ppri2 (:, :, t)+R*eye (agents) ) ;
¥post2 (t, :)=xpriZ (t,:)+(kk2 (:, :,t) * ( (xdotmeasured (t,:) —xpriZ(t,:)}) ") "';
ppost2 (:,:,t)=(eve(agents)-kk2 (:, :,t)) *ppriZ2(:,:,t) ;
end

Sekil 4.33 : Genisletilmis Kalman filtresinin uygulanmasi
Sekil 4.33’e gore sO6z konusu siniizoidal sisteme proses ve Olgiim giiriiltiisii

eklendikten sonra bu giiriiltiilii ortamda sistem elemanlar1 sahip olduklar1 bilgilerle
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ilgili genisletilmis Kalman filtresi sayesinde tahminde bulunarak mevcut bilgilerini
giinceller. Genisletilmis Kalman filtresi 6nceki boliimlerde verilen denklemlere gore

uygulanmustir.

4.3.2 Sisteme ait simiilasyon sonuclari ve sonuclarin yorumlanmasi

Cok etmenli sistemlere 6rnek olarak siniizoidal bir sistem ele alinmistir. S6z konusu

sisteme giiriiltii eklenerek sistemin cevabi incelenmistir.

Ayn1 zamanda birbirleriyle giirtiltiili bilgi aligverisi yapan elemanlarin sahip
olduklar bilgilerdeki degisim gozlenmistir. Daha sonrasinda ise sisteme genisletilmis

Kalman filtresi uygulanarak sistemdeki elemanlarin davranigi gozlenmistir.
Sekil 4.34, Sekil 4.35 ve Sekil 4.36’da s6z konusu sisteme ait elemanlarin x
bilgilerinin siniizoidal sistem dinamigi ve ig birligi kontrol protokolii girdileriyle

birlikte nasil is birligine vardiklar1 goézlenmektedir.

Sekil 4.34 : Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayis1: 30)

Sekil 4.35 : Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayisi: 30)
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Sekil 4.36 : Siniizoidal sistem i¢in giiriiltiisiiz ortam (eleman sayisi: 10)

Sekil 4.37 : Siniizoidal sistem i¢in giiriiltiilii ortam (eleman sayisi: 30)

s

Sekil 4.38 : Siniizoidal sistem igin giiriiltiilii ortam (eleman sayisi: 20)
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Sekil 4.39 : Siniizoidal sistem i¢in giiriiltiilii ortam (eleman sayisi: 10)

Sekil 4.37, Sekil 4.38 ve Sekil 4.39°da sisteme giiriiltii eklenerek farkli eleman
sayilarina sahip sistemin her bir durumda nasil davrandigi gézlenmistir. Buna gore
kirmiz1 ile gosterilenler sistemdeki elemanlarin giiriiltiilii bilgilerdir. Yesil ile ise

giirtiltiistiz "x" bilgilerinin davranislar1 gosterilmektedir.

Sekil 4.40, Sekil 4.41 ve Sekil 4.42°da ise sisteme giiriiltii eklendikten sonra Kalman
filtresi uygulanmistir ve sonuglar ayn1 sistem ve dinamikte farkli sayida eleman igin
incelenmistir. Buna gore, mavi ile gosterilen sistemdeki her bir elemanin lrettigi

tahmin (estimate) degeridir.

Sekil 4.40 : Siniizoidal sistem i¢in Kalman filtresi uygulamasi (eleman sayisi :30)

75



Sekil 4.42 : Siniizoidal sistem i¢in Kalman filtresi uygulamasi (eleman sayis1 :10)
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5. SONUCLAR

Bu boliimde, yapilan c¢alisma ozetlenerek ileride yapilabilecek olan caligmalar

hakkinda bilgiler verilecektir.

Yapilan tez ¢alismasinda ¢ok etmenli sistemler incelenmistir. Buna gore ¢ok etmenli
sistemler birden fazla elemanin biraraya gelerek belirli amag ve gorev dogrultusunda
is birligi igerisinde davrandigi sistemlerdir. Bu gibi sistemler giiniimiizde otonom ve

robotik sistemlerin artmasiyla birlikte daha yaygin bir bicimde kullanilmaktadir.

Incelenen ¢ok etmenli sistemlerdeki elemanlar igin is birligi kosullar1 arastirilmstir.
Bir ar1 siiriisti gibi sisteme yayilan bu elemanlar gériinmeyen bir ag iizerinden belirli

bir ag topolojisi yardimiyla birbirleriyle haberlesebilmektedir.

Calismada goriildiigii gibi bu ag yapisindaki elemanlar belirli komsuluk iliskileri ve
is birligi protokolleri iizerinden durumlarii diger elemanlara gore giincellemekte ve
bir siire sonra tek bir eleman gibi hareket etmeye baslamakta veya bu duruma

yakinsamaktadir.

Gergek diinyadaki tekil veya c¢ok etmenli sistemler matematiksel modele uygun
olarak hareket etmeye ¢aligsada s6z konusu sistemlerin dinamigine veya davranigina

etki edebilen bozucu girdiler (giiriiltiiler) s6z konusudur.

Yapilan ¢alismada ayni1 zamanda sisteme etki edebilecek bozucu girdiler igin teorik
altyap1 olusturulmustur. Buna gore yapilacak ¢aligsmalara 6n ayak olmasi i¢in olasilik
ve normal dagilimlar hakkinda bilgi verilerek hem bu bozucu girdiler hem de
sistemin ve sistemdeki elemanlarin bu bozucu girdilere karsi tepkisi hakkinda fikir

vermeye c¢alisilmistir.

Cok etmenli sistemlere ve sistemde birbirleriyle haberlesen elemanlar arasindaki
bilgi aligverigine yapay olarak eklenen bu giiriiltii girdileri, giirtiltii genligi dlciisiinde
sistemin is birligine varabilmesini de olumsuz olarak etkiledigi yapilan ¢alismalarda

gorilmiistiir.
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Gercek diinyada karsilasilan bu giiriiltiilii ortamlara ragmen ¢ok etmenli
sistemlerdeki elemanlarin diizgiin bir sekilde iletisime ge¢ip is birligine ulagsmalarini
saglayabilmek adma etkili bir tahmin algoritmasi olan Kalman filtresinden
yararlanilmistir. Yapilan tez calismasinda teorisi anlatilan s6z konusu tahmin
algoritmasinin ¢esitli sistemlerde dogrulamasi yapilip, iletisim topolojileri iizerindeki

olumlu etkileri gdzlemlenmistir.

Yapilan ¢alisma sayesinde, birbirleriyle haberlesen elemanlardan olusan ¢ok etmenli
sistemlerin ¢esitli bozucu girdi veya olaylara ragmen Kalman filtresi sayesinde

tahmin gelistirip is birligine saglikli bir sekilde ulasabilecegi goriilmiistiir.

Her bir sistem i¢in gerceklestirilen Kalman filtresi uygulamalar1 sonucu belirlenen
tahmin degerlerinin iterasyon boyunca gergek degerlere olan yakinsamasini
gozlemlemek adina L; normundan yararlanilmistir. L, normu icin ilgili denklem

asagidaki gibidir [32]:

(5.1)

Denklem 5.1’de verilen x, x =[x x5 .. x,] seklinde olmak {izere vektor

formundadir.

Xnatar degeri Kalman filtresi uygulanmayan giiriiltiilii bir ortamda denklem 5.2’ye

gore hesaplanir.

Xnhatal = Xigim — Xgercek (5-2)

Xnataz degeri Kalman filtresi uygulanan giiriiltiilii bir ortamda denklem 5.3 gore

hesaplanir.

Xnata2z = Xtahmin — Xgercek (53)

4. bolimde bahsedilen; "x" degiskeni, denklem 5.2 ve denklem 5.3’de gosterilen
Xgercek degerini temsil eder. 4. bolimde bahsedilen "xpost” degiskeni ise denklem
5.3’deki Xtqnmin degerini temsil ederken, yine 4. boliimde bahsedilen "xmeasured"

degiskeni ise denklem 5.2°de gosterilen Xy, ile temsil edilir.
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Yapilan c¢aligmada gorildigi gibi Kalman filtresi uygulanarak elde edilen
tahminlerdeki hatalar, her bir sistem igin iterasyon sayisi arttikca azalmaktadir.
Sistem zamanla gegtikge belirli bir degere kadar Xgercer degerine yakinsamaya

baslamaktadir.

Cizelge 5.1, Cizelge 5.2 ve Cizelge 5.3’de elde edilen degerler goriilmektedir. S6z
konusu ¢izelgelerde belirtilen L, (a) giiriiltiilii ortamda Kalman filtresi uygulanmadan
elde edilmistir. L, (b) ise giiriiltiilii ortamda Kalman filtresi uygulanarak elde edilen

tahmin degerlerine gore belirlenmistir.

Cizelge 5.1 : Cift entegrator sistemi i¢in L, norm.

Iterasyon
Arahgl Xgercek X'dl(;iim Xtahmin I—2 (a) I—2 (b)
0-50 886,8 1059,9 821,2 602,4 302,4
51-100 1093,9 1215,8 962,5 613,5 437,3
101-150 579,2 829,1 780,0 618,5 590,8
151-200 518,6 795,8 543,7 606,0 470,8
201-250 381,2 727,8 401,9 600,8 271,8
251-300 289,9 668,2 299,1 595,3 281,4
301-350 273,5 661,4 245,6 602,1 193,8
351-400 219,0 636,1 207,8 608,7 151,8
401-450 204,6 639,5 193,3 600,5 123,1
451-500 203,6 632,3 190,8 604,1 118,2
Toplam 4650,3 7865,9 4645,8 6051,9 2941,3

Cizelge 5.2 : Harmonik Osilator sistemi i¢in L, horm.

Iterasyon
Arahgl Xgercek Xélcﬁm Xtahmin |—2 (a) I—2 (b)
0-50 4945 585,5 4727 398,3 140,0
51-100 319,7 4947 4248 392,6 211,2
101-150 286,1 506,2 252,9 417,5 2747
151-200 275,9 4974 209,2 388,2 2215
201-250 173,7 436,2 153,4 396,9 179,0
251-300 187,0 428,2 132,4 387,9 142,3
301-350 120,7 417,8 113,6 395,5 122,3
351-400 108,0 413,7 97,9 394,9 87,3
401-450 95,2 402,0 72,9 387,1 114,7
451-500 99,5 4114 53,2 403,2 84,8
Toplam 2160,3 4606,3 1983,1 3962,2 1577,8

lleride yapilacak calismalarda, sistemlerde yasanan gesitli haberlesme kesintileri,
dogal afetler vb. yasanan olumsuzluklarda bile sistemlerdeki elemanlarin 6grenme
kabiliyetlerinin artirilmasi sayesinde kolayca tahmin gelistirip, sistemi s6z konusu

olumsuzluklar yasanmamis gibi bozmadan ¢alistirabilmesi hedeflenmektedir.
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Cizelge 5.3 : Sinozaidal sistem i¢in L, norm.

Iterasyon
Arahgl Xgercek Xiilciim Xtahmin I—2 (a) I—2 (b)
0-50 4145 562,3 545,1 397,8 107,7
51-100 282,9 501,7 235,9 418,0 240,1
101-150 1024,5 1070,2 743,8 399,2 280,9
151-200 1282,2 1259,1 1204,6 407,3 1114
201-250 800,1 833,2 975,3 405,5 193,2
251-300 437,0 628,6 407,4 4155 340,5
301-350 947,8 983,6 729,0 395,2 234.,6
351-400 1246,4 1268,1 1133,3 387,7 162,7
401-450 1975,9 1990,7 1670,3 380,5 306,7
451-500 3164,0 3193,0 3212,2 379,3 365,3
Toplam 11575,3 12290,5 10765,9 3986,0 2343,0
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