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OZET

Bulut bilisim, insanlarin bulundugu yerden uzakta bulunan donanim, isletim sistemi,
yazilim gibi kaynaklar1 istedikleri zaman internet {izerinden kullanmalalarini
saglamaktadir. Bulut bilisimin vazgecilmez bir pargasi olan sanallastirma teknolojisi
islemci, bellek, bant genisligi gibi donanimlarin birden fazla sanal makine arasinda
paylastirilarak  kullanilmasmma imkan sunmaktadir. Sanallastirma teknolojisi sanal
makinelerin fiziksel makineler iizerinde eszamanli yiiriitiilmesi esasina dayanmaktadir. M
adet sanal makinenin N, M’den kii¢iik olmak iizere N adet fiziksel makineye belirlenen
amaca uygun olarak nasil yerlestirilecegi, sanal makinelerin yerlestirilmesinde enerji
tilketimi, maliyet yonetimi, kaynak paylasimi gibi bir veya birka¢ amag esas alinarak
fiziksel makineler iizerindeki yiikiin dengelenmesi hedeflenmektedir. Bu amaglardan
birden fazlasin1 ayni anda geceklestirmek icin ¢ok amacli optimizasyon algoritmalari
kullanilabilir. Bu tezde literatiirde yaygin kullanimi olan ¢ok amagli optimizasyon
algoritmalarinin sanal makine yerlestirme problemindeki basarimlari ele alinmistir.
Hazirlanan benzetim ortaminda elde edilen sonuglar karsilastirmali  olarak
degerlendirilmistir.
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ABSTRACT

Cloud computing ensures people to use sources such as hardware, operating system,
software wherever they want over internet.Virtualization technology which is an
indispensable part of cloud computing gives opportunity to employ resources such as
memory, bandwidth, processor among multiple virtual machines. Virtualization technology
is based on simultaneous execution of virtual machines on physical machines.
Virtualization technology allows placement of M virtual machines to N physical machines,
where M>N, by balancing the load on physical machines with respect to one or more goals
like energy consumption, cost management, or resource sharing. In order to satisfy more
than one goal simultaneously, multiobjective optimization algorithms are shown to be
effective solutions in the literature. In this thesis, four well-known multiobjective
optimization algorithms are realized to solve virtual machine placement problem under
CPU maximization and energy consumption minimization constraints. Extensive
simulation results for different performance metrics are comparatively discussed.
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1. GIRIS

Bulut bilisim ag, sunucular, depolama, uygulamalar ve hizmetler gibi bilgi islem
kaynaklariin ortak havuzuna talep lizerine ag erisimi saglayan bir modeldir. Bulut bilisim
mimari olarak hizmet olarak alt yapi (Infrastructure as a service - laaS), hizmet olarak
platform (Platform as a Service - PaaS), hizmet olarak yazilim (Software as a Service -
SaaS) isimleri altinda {i¢ kategoriye ayrilmaktadir. [aaS diger “as a Service” modellerinin
iizerine insa edildigi bulut servislerinin temelidir. Bu 6zel uygulama miisterilere depolama,
sunucu, ag ve isletim sistemleri gibi temel bilgi islem kaynaklar1 saglamaktadir. Bu
uygulamada miisteriler donanim gibi altta yatan alt yapiy1 kontrol edemezler fakat isletim
sistemi, uygulamalar ve belki baz1 ag elemanlar1 iizerinde yonetim hakkina sahiptirler.
PaaS modeli ise [aaS’nin {izerine kurulum yapilmis halidir. laaS’de miisteriye taninan
esneklikler PaaS’de &nemli dlciide ortadan kalkmaktadir. Ornek olarak Google App
Engine [1], Microsoft Azure [2] gosterilebilir. SaaS’de ise PaaS’de azalan esneklikler bir
miktar daha diismektedir ve miisterilerin yetkileri ¢ok kisitli olmaktadir. Ornegin,
Google’1n elektronik posta hizmeti bir SaaS’dir. Burada miisterilerin sunucunun donanimi,
isletim sistemi hakkinda bir s6z haklar1 veya servisin iglevselligini genisletme yetenekleri

bulunmamaktadir [3].

Sanallagtirma teknolojisi bulut bilisimin temelini olusturmaktadir [4]. Genellikle donanim,
sanal makine (Virtual Machine - VM) ve isletim sisteminden olusmaktadir. Sanal makine,
fiziksel kaynaklarla beslenen bilgisayar yazilimidir. Uygulamalar ve isletim sistemleri tipki
fiziksel bilgisayarlarda (Physical Machine - PM) oldugu gibi sanal makineler iizerine de
kurulabilmektedir. Kaynak korumasi ve verimli donanim kullanimiyla kullanicilarin
kaynaklar1 daha verimli kullanmalarin1 saglamaktadir [5]. Is yiikiiniin bir sunucudan baska
bir sunucuya aktarilmasina imkan tanimaktadir. Bu imkan fiziksel makinenin kapasitesi
yetmediginde veya bir ariza durumunda kullanilabilmektedir. Bu durum sistemlerin

erigilebilirlik durumunu yiikseltmektedir [6].

Sanallastirmanin sagladigi esneklik yeni yonetim zorluklari getirmektedir. Sanal makine
havuzunun Ongoriilmesi ve yonetilmesi gerekmektedir. Kaynak talebi, maliyet, enerji
tiketimi gibi amaglar1 Onceliklerine gore degerlendirerek sanal makinelerin nereye

yerlestirilecegi ve kaynaklarin nasil atanacagi belirlenerek cevap verilmelidir. Veri



merkezinin 6lgegi biiylidiikge bu islemin karmasikligi da artis gostermektedir. Bu sebeple

bilgisayar destekli karar yapilarindan yararlanilmaktadir [7].

Fiziksel makineler iizerinde bulunan farkli sayilardaki makinelerin degisken olabilen farkli
miktardaki kaynak gereksinimleri basarimda diislise ve hizmet kalitesinde diisiise neden
olabilmektedir. Bu sikintilarin ¢dziimil ig¢in ylik dengelemenin yapilmasi gerekmektedir
[8]. Yik dengeleme Sekil 1.1’de goriildiigii gibi goérev planlamasi ve sanal makine
yerlestirmesi (Virtual Machine Placement - VMP) yaklagimlariyla yapilabilmektedir.
Gorev planlamasi kullanicilardan gelen uygulama taleplerinin bir amaca yonelik olarak
ilgili sanal makinelere dagitimidir. Sanal makine yerlestirilmesi ise sanal makinelerin yine
bir ama¢ dahilinde fiziksel sunuculara yerlestirilmesidir [9]. Sanal makine yerlestirme
problemi c¢esitli optimizasyon amaglart ve hedef uygulama merkezine ait 06zel

gereksinimler dogrultusunda ele alinmasi zorunlu bir arastirma konusu olmustur [10].

Yuk Dengeleme

. Sanal makine
Gorev planlama . :
yerlestirmesi

Sekil 1.1. Yiik dengeleme ¢esitleri

Literatiirde sanal makine yerlestirme problemine yonelik ¢ok amacl optimizasyon
kullanilarak yapilmis ¢esitli ¢alismalar mevcuttur [11-23]. Bu ¢aligmalar amag, kapsam,
veri merkezinin 6l¢egi gibi cesitli noktalarda farklilik gostermektedir. Bu tez ¢alismasinda
sanal makine yerlestirme probleminin ¢dziimiine yonelik yaygin kullanilan ¢ok amacl
optimizasyon algoritmalarindan Non-Dominated Sorting Genetic Algorithm-11 (NSGA-11),
steady-state MOEA based on the e-dominance concept (e-MOEA), Pareto Archived
Evolution Strategy (PAES) ve Strength-Pareto Evolutionary Algorithm 2 (SPEA2)
uygulanarak basarimlar1 kiyaslanmaktadir. Algoritmalarin basarimini  6lgmek i¢in
CloudSim benzetim ortam1 ve Multiobjective Evalutionary Algorithm Framework (MOEA

Framework) kiitiiphanesinden yararlanilmaktadir. Problemin ¢oziimiinde kullanilan ¢ok



amacli optimizasyon algoritmalarinda birden fazla amacta iyilestirme hedeflenmektedir.
Bu c¢aligmadaki amaglar enerji tilketimini en aza indirmek ve fiziksel makine basina diisen
ortalama islemci (Central Processing Unit - CPU) kullanim miktarimi artirmaktir. Bu tez
caligmasinin literatiire katkis1 bulut ortaminda sanal makine optimzasyonunun literatiirde
daha once kullanilmamis ¢ok amacgli optimizasyon algoritmalariyla yapilarak sonuglarin

karsilastirilmasidir.

Bu tezin ilerleyen kisimlari su sekildedir. Ikinci béliimde sanal makine yerlestirme
problemi ve bu probleme getirilen ¢oziimle ilgili literatiirdeki ¢alismalardan bahsedilmistir.
Ucgiincii boliimde tez ¢alismasinda yararlanilan teknolojiler, kavramlar ayrintili bir sekilde
sunulmustur. Bulut bilisim, sanallastirma teknolojisinin yani sira uygulamada kullanilan
CloudSim ve MOEA Framework agik kaynak kodlu yazilimlar tanitilmistir. Problemin
¢Oziimii i¢in kullanilan algoritmalar ayrintili olarak sunulmustur. Dordiincii boliimde sanal
makine yerlestirme problemi hakkinda ayrintili bilgi verilmistir. Besinci boliimde tez
kapsaminda yapilan uygulama caligmasi ve altinci boliimde uygulama sonucunda elde
edilen sonuglar paylasilmis ve degerlendirilmistir. Yedinci boliimiinde ise tez ¢aligmasinin

degerlendirilmesi ve gelecege doniik caligma oOnerileri yapilmistir.






2. LITERATUR TARAMASI

Bu boliimde sanal makine yerlestirme problemini ¢ok amagli optimizasyon ile ele alan
caligmalar arastirllmistir. Bu calismalar amag, kapsam, veri merkezinin Olgedi,

karsilastirildiklart algoritmalar gibi gesitli noktalarda farklilik gostermektedir.

[11]°de “A multiobjective ant colony system algorithm (VMPACS)” isimli ¢ok amach
karinca kolonisi sistem algoritmasi tasarlanmistir. Bu algoritmayla toplam kaynak tiiketimi
ve glic tiikketimi en aza indirilerek sanal makineleri yerlestirme problemini ¢dzmek
amaglanmistir. Elde edilen sonuglara gore onerilen VMPACS algoritmasi, ¢ok amagh
optimizasyon algoritmasi olan Multiobjective Grouping Genetic Algorithm (MGGA) ve
tek amacl optimization algoritmasi olan First Fit Decreasing (FFD) ve Slave Ants Based
Ant Colony Optimization (SACO) ile karsilagtirilmistir. Sonugta VMPACS’in MGGA,
FFD ve SACO’dan daha verimli ve etkili oldugu tespit edilmistir.

[12]’de Multiobjective Ant Colony Optimization (MACO) yerlestirme algoritmasi
tasarlanmistir. Bu algoritmayla toplam kaynak tliketimi, gii¢ tiiketimi ve ag elemanlar
arasindaki iletisim masraflarin1 en aza indirerek sanal makine yerlestirme problemini
¢ozmek amaglanmistir. MACO algoritmasi Cloudsim benzetim ortaminda Micro Genetic
Algorithm (MGA), Local Regression (LR), Dynamic Voltage and Frequency Scaling
(DVES) ve FFD algoritmalariyla karsilastirilmistir. Sonugcta MACO’ nun enerji tiiketimi ve
iletisim enerjisi maliyeti konusunda daha basarili oldugu gortilmiistiir. Burada MGA ¢ok
amagli optimizasyon algoritmasidir ve FFD, DVFS ve LR ise tek amaglh sanal makine

yerlestirme algoritmalaridir.

[13]°de Cloud Adapted Feedback isimli algoritma sunulmustur. Bu algoritmayla belirli bir
isi daha az zaman ve maliyet ile bitirmek amaglanmistir. The Objective Case (Optimal
Algorithm), Hystorical Statistical Algorithm ve Gene Exchange And Mutation Algorithm
ile karsilagtirma yapilmistir. Sonugta sistemdeki ani degisikliklere adapte olmak konusunda
en basarili algoritmanin yazarlarin sundugu Cloud Adapted Feedback Algoritmasi oldugu
goriilmiistiir. Normal durumlar i¢cin de bu gecerlidir. Fakat sistem parametrelerindeki

keskin degisiklik durumunda sunulan algoritmanin verimli olmadig1 goriilmiistiir.



[14]°de is yiikiinli sanal makinelere, sanal makineleri de fiziksel makinelere yerlestiren iki
seviyeli kontrol sistemi onerilmistir. Fuzzy multiobjective degerlendirme ile gliclendirilmis
genetik algoritma (MGGA) sunulmustur. Kaynak israfini, gii¢ tiiketimini ve sogutma
maliyetini en aza indirmek hedeflenmistir. Onerilen MGGA algoritmas1 FFD, BFD VE
SGGA ile karsilastirilmistir. Sonucta MGGA algoritmasinin digerlerine gore cakisan

parametreler arasindaki dengeyi daha iyi sagladig1 goriilmiistiir.

[15]’de bulut veri merkezlerinde sanal makineleri fiziksel makinelere yerlestirmeyi
yoneten TOPSIS (Technique For Order Preference Similarity To Ideal Solution) tabanl
cok amagcli optimizasyon yaklasimi sunulmustur. TOPSIS, farkli amaclar (objectiveler)
arasindaki ¢akigsmay1 dengelemek icin kullanilan, ¢ok kriterli karar verme tekniklerinden
bir tanesidir. Onerilen c¢alismada hangi sanal makinelerin nereye, ne zaman
yerlestirilecegine karar vermek ¢oziilmek istenen problemdir. Toplam kaynak tliketimini
ve gli¢ tilkketimini azaltmak ve sunulan hizmet kalitesini artirmak hedeflenmistir. CloudSim
ortaminda yapilan benzetimlerle 6nerilen Multiobjective Optimization Approach Based on
TOPSIS (MOA-T), ti¢ adet tek amagh optimizasyon - Single Objective Optimization
Approaches (SOA) ile ve bir adet c¢ok amaclhh optimizasyon algoritmasiyla
karsilagtirtlmistir. Bahsedilen tek amacgli optimizasyonlar MOA-T’nin agirliklar
degistirilerek olusturulmustur ve SOA-S, SOA-R, SOA-P isimleri verilmistir; karsilagtirma
yapilan ¢ok amacgli optimizasyon ise Multi-Objective Optimization Approach Based on
Simple Additive (MOA-S) Algoritmasidir. Sonugta hizmet diizeyi anlasmasi konusunda
MOA-T’nin SOA-P ve SOA-R’den daha iyi oldugu, kaynak yiikii ve gii¢ tiikketimi
konusunda SOA-S, SOA-P ve MOA-S’den daha iyi oldugu ve makine taginmasi

konusunda diger hepsinden daha 1yi oldugu goriilmuistiir.

[16]’da kaynak kullanimi ve makine tasima zamanlar1 kriterleri goz Oniine alinarak makine
yerlestirmesi problemini ¢6zmeyi amacglayan Improved Multiobjective Particle Swarm
Optimization (IMOPSO) algoritmas! sunulmustur. iki adet benzetim ¢alismasi yapilmistir.
Birinci ¢alismada IMOPSO, Quantum Particle Swarm Optimization (QPSQO) ve Particle
Swarm Optimization (PSO) ile ikinci calismada ise NSGA-II ile karsilagtirma yapilmistr.
Birinci ¢aligma sonucunda IMPOSO’nun uygulanabilir ve verimli oldugu gorilmistiir.
Diger karsilastirmada ise IMOPSO’nun popiislasyon ¢esililiginde daha iyi oldugu ve hizl

bir sekilde pareto fronta yakinsadigi goriilmiistiir.



[17]’de “An Improved Evolutionary Multiobjective Optimization Algorithm” (NS-GGA)
isimli bir algoritma tasarlanmistir. Bu algoritmada NSGA-II’nin baskilanamayan siralama
ozelligi ve Grouping Genetik Algoritma’nin (GGA) genetik operatorleri kullanilmistir.
Hedeflenen amaclar aktif fiziksel makine sayisinin azaltilmasi, iletisim trafiginin
azaltilmasi ve ¢ok boyutlu kaynak kullaniminin dengelenmesidir. GGA, BA, Cluster and
Cut ve Greedy yontemleri ile karsilastirilmistir. Sonucgta NS-GGA isimli algoritmanin

diger yontemlerden daha basarili oldugu goriilmiistiir.

[18]’de yeni bir algoritma Onerilmemis, varolan GA, NSGA ve NSGA-II algoritmalari
karsilastirilmistir. Karsilastirilan algoritmalardaki ortak amag acik fiziksel makinelerin
ortalama kaynak tliketimini artirmak ve yiik dengelemeyi ¢cogaltmak, kaynak israfini en aza
indirgemektir. C++ Kkiitliphanesi olan, genetik algoritma pargalarint igeren GALib
kiitiiphanesi kullanmiglardir. Sonugta NSGA-II’nin diger iki algoritmadan daha basaril

oldugu gortilmiistiir.

[19]’da “Multiobjective Biogeography Based Optimization For Virtual Machine
Placement” (VMPMBBO) isimli bir algoritma Onerilmistir. Gli¢ tilketimi, kaynak israfi,
sunucu diizensizligi, sanal makineler arasi trafik ve sanal makine tagima zamanini en aza
indirgemek  hedeflenmistir. VMPMBBO  algoritmasi, MGGA ve VMPASC
algoritmalariyla karsilagtirilmistir. Sonugta VMPMBBO algoritmasinin daha 1yi yakinsama
ozelliginin oldugu, hesaplama olarak daha verimli oldugu ve daha giiclii oldugu

gorilmiistiir.

[20]’de “Multiobjective optimization with stabilization” (MOS) isimli bir algoritma
onerilmistir. Sanal makine tasinmasi, toplam tasinma siiresi, toplam gii¢ tiikketimi, toplam
1s1l ihlal siiresi, toplam kaynak kullanim ihlal siiresini azaltmak hedeflenmistir. Testler
yapilirken IBMBladeCenter’dan yararlanilmistir. Sonugta gereksiz sanal makine
taginmasinin %80 oranina kadar azaldigi; dengesiz fiziksel makine se¢iminden kacinildigi;
uygulama performansinin %30’a kadar yiikseldigi ve kaynak kullanim verimliliginin de

%20’ye kadar yiikseldigi gorilmiistiir.

[21] “Bulut Bilisimde Sanal Makine Yerlestirme Projelerine Genel Bakis” isimli, bulut
bilisim ve veri merkezleri icin literatiirde sunulan sanal makine yerlestirme projelerinin

analiz edildigi arastirma makalesidir. Calismalar yerlestirme yapilirken kullanilan



algoritmaya gore siiflandirilmigtir. Makalede etkili yerlestirme algoritmalarinin gereksiz
makinelerin  kapatilmasin1  saglayarak  enerji  tiiketiminin  azaltilabileceginden
bahsedilmistir. Literatiirde taranan ¢alismalarda ¢cogu projede bulut bilisimde performans
ve enerjiyle alakali konularda iyilestirme yapmanin hedeflendigi; giivenlikle ilgili
konularin ihmal edildigi goriilmistiir. Gliniimiizde “VM Escape Attacks, VM Sprawling
Attacks, Cloud-Internal Denial Of Service Attacks (CIDos), VM Neighbor Attacks” gibi
saldirilar sistemi sanal makine goclerine zorlayarak sisteme yiik getirmektedir. Bunun da
bulut bilisimin gelecekteki bilgi sistemlerinde kritik rol oynamasina engel olabilecegi

belirtilmistir.

[22]’de sanal makine yerlestirme probleminde kullanilan “Grouping Genetic Algorithm”in
cogu durumda verimli g¢alismadigr belirtilmistir ve bu algoritmayr iyilestirmek
amaglanmustir. “Vector packing” problemi kullanilarak sanal makine yerlestirme problemi
modellenmigtir ve kullanilan makine sayis1 azaltilarak enerji tiiketimi azaltilmak
istenmistir. Ayrica kaynak kullanim verimliligi de artirllmaya calisilmistir. Improved
Grouping Genetic Algorithm (IGGA) kodlama ve c¢arprazlama metodu sunulmustur.
Yapilan testler sonucunda ortalama enerji tiikketimi ve kaynak kullanim verimliligi
konularinda IGGA, FFD ve Hybrid Grouping Genetic Algorithm (HGGA)’ya gore daha iyi

sonuglar elde edilmistir.

[5]’de es zamanli olarak enerji kullanimim1 azaltmak, ¢ok boyutlu kaynak kullanimini
dengelemek ve veri merkezindeki iletisim trafigini azaltmayi amaglayan sanal makine
yerlestirme modeli sunulmustur. Problemi ¢dzmek icin yerel sezgisel metot ve secicilik
(elitism) stratejisi ile iyilestirilmis genetik algoritma gelistirilmistir. Benzetim sonuglarina
gore sunulan model ve algoritma GREEDY, Genetik Algoritma (Genetic Algorithm - GA),
Ar Algoritmas: (Bees Algorithm - BA) ve CLUSTER ile karsilastirildiginda kaynak
kullantminin arttig1 ¢ok boyutlu kaynak kullaniminin dengelendigi ve iletisim trafiginin
azaldig1 goriilmiistiir. Yazarlar onerdikleri metodun ¢6ziim hizimi artirdigini fakat bunun
sanal makine iiretim asamasinda tiiketildigini belirtmislerdir ve bu yiizden de ilerde sanal

makine liretme ve yeniden yapilandirma sistemi tasarlamay1 planlamislardir.

[23]’de aile geni (family gene) yaklasimini kullanan sanal makine yerlestirmesi i¢in yeni
bir teknik sunulmustur. Sunulan yontemde genetik algoritmanin erken yakinsama

(prematiire convergence) ve yiikksek islem zamani gibi sorunlarin iistesinden gelmek



hedeflenmistir. Cloudsim’de yapilan benzetim c¢alismasinda enerji tiiketiminin azaldigi

gozlemlenmistir. Ayrica host basina diisen hizmet seviyesi anlagmasi ihlali (SLAV)

zamani artarken sanal makine go¢iiniin azaldig1 goriilmistiir.

Cizelge 2.1. Literatlirdeki yontemlerin karsilastirmali 6zet tablosu

Makale Yontem Amaglar
Toplam kaynak israfini azaltmak, enerji
[11] VMPACS, MGGA, SACO, FFD tiiketimini azaltmak
Toplam kaynak israfin1 azaltmak, enerji
[12] MACO, MGA, DVFS, FFD, LR tiiketimini azaltmak, ag elemanlar1 arasindaki
enerji tilketim maliyeti
Cloud Adopted Feedback Algorithm, : . A~
[13] Optimal Case Algorithm, Historical Is tamamlama siiresini azaltmak, maliyeti
Statistical A., Genetic Algorithm azaliggk
[14] MGGA EED. BED. SGGA Toplam kaynak israfin1 azaltmak, enerji
' ' ' tiiketimini azaltmak 1s1 kaybini azaltmak
[15] MOA-T, SOA-S, SOA-R, SOA-P, Toplam kaynak gerilimini azaltmak, enerji
MOA-S tikketimini azaltmak, hizmet kalitesini artirmak
Kaynak kullanimini artirmak, Taginma
[16] IMOPSO, NSGA-II, QPSO, PSO Bl
Aktif PM sayisini azaltmak, iletisim trafigini
[17] NS-GGA, NSGA-II ve GGA azaltmak, ¢ok boyutlu kaynak kullanimini
dengelemek
Ortalama kaynak kullanimini artirmak, yiik
[18] GA, NSGA, NSGAII dengelemeyi artirmak, kaynak israfini azaltmak
Kaynak israfini azaltmak, enerji tiiketimini
azaltmak, sunucular arasindaki yiik dengesini
[19] VMPMBBO, VMPACS, MGGA saglamak, VM’ler arasi ag trafigini azaltmak,
depolama diski trafigini azaltmak, VM taginma
maliyetini azaltmak
VM tasinmasini azaltmak, toplam taginma
zamanini azaltmak, enerji tiiketimini azaltmak,
[20] MOS, MONS, SOC, SOI, SOF toplam 1s1 ihlal siiresini azaltmak, toplam kaynak
kullanim ihlali siiresini azaltmak
[21] Arastirma Makalesi Enerji tiiketimini azaltmak, kaynak kullanim1
} verimini artirmak
Enerji tiiketimini azaltmak, kaynak kullanimi
[22] IGGA, FFD, HGGA verim
[5] Greedv. GA. BA. CLUSTER Enerji tiiketimini azaltmak, ¢ok boyutlu kaynak
¥ A BA, kullanim1 dengelemek
[23] FGA, THR, LR, LRR, IQR, MAD Fiziksel kaynak kullanimini (CPU, RAM, BW)
' B ' ' artirmak
[Bu tez NSGA-Il. SPEA?. ¢ -MOEA PAES Aktif PM bagina diisen ortalama CPU kullanimini
caligmasi] ' ' ' artirmak, enerji tiiketimini azaltmak
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3. KULLANILAN YONTEMLER VE METODOLOJI

Bu boliimde tez c¢alismasinda kullanilan teknolojiler olan bulut bilisim, bulut bilisimin
vazgecilmez pargasi olan sanallastirma teknolojisi, sanal makine yerlestirme probleminin
coziimiinde kullanilan ¢ok amacli evrimsel optimizasyon algoritmalar1 (Multiobjective
Optimization Evaluation Algorithms - MOEA) ve bu algoritmalardan NSGA-11, SPEA2,
PAES ve e-MOEA agiklanmistir. Calisma yapilirken veri merkezinin olusturuldugu
benzetim ortam1 olan CloudSim yazilimi ve yukarida bahsedilen algoritmalarin

calistirilmasi i¢in kullanilan MOEA Framework araci da anlatilmaktadir.

3.1. Bulut Bilisim

Bulut bilisim ag, sunucu, depolama, uygulama ve servis gibi bilisim kaynaklarindan olusan
bir havuza her zaman, her yerden, talep halinde ag {izerinden erisim saglayan bir modeldir
[52]. Bulut ortami, veri merkezinin donanimi ve yazilimindan olusmaktadir. Bulut
ortamlar1 6zel ve genel olmak iizere kullanicilarina gore ikiye ayrilmaktadir. Ozel bulut
ortami, kurum ve kuruluslarin kendilerinin olusturdugu ve sadece kendi i¢inde kullandig:
ortama denilmektedir. Genel bulut ise kaynaklarini herkesin 6dedigi bedel karsiliginda
kullanabildigi ortamdir [53]. Bulut bilisim dagitim modellerine gore gruplandiginda Sekil
3.1’de gorildiigti gibi SaaS, PaaS, laaS olmak {izere tige ayrilmaktadir[51]. IaaS’de
bilgisayar donanim alt yapist kullanicinin hizmetine sunulmaktadir. PaaS’de yazilim
kullaniciya lisanslanir ve kullanict istedigi zaman o yazilimi kullanma hakkia sahip
olmaktadir. Veri tabani yonetim yazilimi, uygulama gelistirme ortami buna bir 6rnek
olarak verilebilir. SaaS ise web uygulalarinin kisilerin kullanimina sunulmasidir. Google’in

eposta hizmeti buna 6rnek olarak verilebilir.
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Sekil 3.1. Bulut bilisimin dagitim modellerine gére katmanlari

Kuruluslarin giin gectikgce bilisim sistemlerine bagliligi artmaktadir. Bulut ortamlarinin
kurulumu ve yonetilmesi de insan kaynagi ve yiiksek maliyet gerektirmektedir. Bilisim
hizmetlerinden yararlanmak isteyen kisi veya kuruluslar bulut bilisimden yararlanarak
altyapr kurulumu, yeni personel egitimi ve yazilim lisanst alma gibi yonetimsel ve mali
zorluklardan kurtulabilmektedirler [55]. Ornegin bulut bilisim sayesinde yenilik¢i bir
internet hizmeti fikri fiziksel kaynak satin alinmadan bulut iizerine kurularak insanlarin
kullanimma sunulabilmektedir [54]. Bulut bilisim hizli, esnek, diisiik maliyet gibi
avantajlar saglamaktadir fakat giivenilirligi cok yliksek degildir. Bir¢ok kullanicinin
verilerinin ayni yerde bulunmasi bir risktir. Bunun disinda kullanici verileri bulut biligim

saglayicilarinin denetimine birakildigindan veriler de risk altinda bulunmaktadir.

3.2. Sanallastirma

Geleneksel yontemlerde uygulamalar fiziksel makineler iizerine kurulmaktadir ve bu da
enerji israfi, yer israfi, diisiik kaynak kullanimi ve Onemli yoOnetim giderleri
gerektirmektedir. Bunlar da maliyeti artirmaktadir. Giliniimiizde kullanilan sanallastirma
teknolojisi ise daha esnek, glivenli ve istege bagli olarak gerektiginde tahsis edilerek
kaynak ayriminda esneklik saglamaktadir. Sanallagtirma teknolojisinin kullanildig: bulut
veri merkezinde hesaplama (sunucular), depolama ve ag cihazlari bulunmaktadir ve bunlar
ag lizerinde dagitik halde bulunabilmektedir. Fiziksel sunucular cografi olarak ayrilmis
olarak yani farkli veri merkezlerinde de tutulabilmektedirler. Fiziksel sunucu bilgisayar,
CPU, bellek (Random Access Memory- RAM), depolama gibi elemanlariyla hesaplama
yetisine sahiptir [49]. Veri merkezinde bulunan diger diigiimlerin de CPU, bellek ve ag
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bant genisligi (Bandwitdh - bw) gibi o6zellikleri vardir. Veri merkezi biinyesinde
barindirdigi ¢ok sayida fiziksel sunucuyu yonetmektedir ve bu fiziksel sunuculara
yerlestirme politikasina gore bir veya birden fazla sanal makine atanabilmektedir. Bulut
veri merkezlerinin yonetiminde kaynak planlamasi isinin énemli bir rolii bulunmaktadir.
Bu kaynak planlamasi yapilirken amaca gore karar verilmektedir. Ornegin yiik dengeleme
ve enerji tasarrufu farkli yerlestirme politikalar1 gerektirebilmektedir. Sanal makinelerin

yerlestirme, tasinma islemlerine karar vermek zorlayici planlama problemlerindendir.

Sanallastirma teknolojisinin mimari yapis1 Sekil 3.2°de gortilmektedir. Sanal makineler,
iizerinde bulundugu fiziksel makinenin kaynaklarini kullanmaktadir [26]. En popiiler
sanallagtirma yazilimlar1 VMware [63], Microsoft [64] ve Citrix [65] tarafindan iiretilen
yazilimlardir. Sanallagtirma enerji tasarrufu, maliyet azaltma saglamaktadir. Sanallagtirma
katmani1 hipervisor olarak da bilinmektedir. Sanallastirma katmani sanal makinelere

islemci, bellek ve ag bant genisligi saglamaktadir [26].

Uygulama Uygulama Uygulama
Sanal Makine Sanal Makine Sanal Makine
( SANALLASTIRMA KATMANI >

( DONANIM )

iSLEMCI, BELLEK, BANT GENISLIGi,
DEPOLAMA ALANI

Sekil 3.2. Sanallastirma teknolojisinin mimari yapisi [26]

Sanallastirma teknolojisinin sagladig: sanal makinelerin dinamik yerlestirilmesi kaynaklar1

etkili kullanmay1 ve enerji tiikketimini azaltmay1 saglamaktadir. Atil durumdaki sunucular
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tizerlerindeki sanal makineler alinarak pasif duruma (diisiik enerji modu veya uyku modu)
gecirilerek enerji tiikketimi azaltilabilmektedir. Sanallastirma teknolojisinin sagladigi bir
imkan olan canli tasima, sanal makinelerin hizmet kesintisi olmadan bir fiziksel sunucudan
baska bir fiziksel sunucuya tasinmasidir. Eger bir uygulamanin kaynak gereksinimleri
(islemci, bellek vb.) karsilanamazsa uygulamanin cevap zamani gecikme hatasi veya
hizmet kesintisi gibi sorunlarla karsilagilabilmektedir. Bu yiizden bulut saglayicilar enerji
tilketimini azaltirken performansin diismemesi i¢in performans enerji arasinda denge

kurmalidirlar [29].

Fiziksgl Sunucu 3

Sekil 3.3. Sanallastirma ortamindaki fiziksel ve sanal makineler

3.3. Cok Amach Optimizasyon

Optimizasyon, biitiin miihendislik alanlarinda kasilasilan matematiksel problemlere
getirilen bir ¢6ziim yontemi olup bir veya birden fazla amacin sinir degerleri arasinda
kalan uygulanabilir ¢oziimleri bulmaktir [34,56]. Birden fazla amag¢ fonksiyonunu sistemli
ve eszamanli olarak optimize etme isine c¢ok amagli optimizasyon veya vektor
optimizasyonu denilmektedir [57]. Cok amagli algoritmalar ii¢ gruba ayrilmaktadir.
NSGAII [30], SPEA2 [45] pareto tabanli, IBEA [46], SMS-MOEA [41] gosterge tabanli
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ve MOEA/D [42], MOEA/D-IR [43] dekompozisyon tabanli ¢ok amacgli optimizasyon
algoritmalaridir [44]. Cogu ¢ok amagl optimizasyon algoritmasi ¢ogul amaglari tek amaca
cevirmeye c¢alismaktadir. Tek amaghi ve cogul amagli optimizasyon arasinda temel
farkliliklar bulunmaktadir. Tek amagli optimizasyonda bir tek optimum ¢6ziim sunulurken;
cok amagli optimizasyonda birden fazla optimum ¢6ziim sunulmaktadir [50]. Tek amagh
optimizasyonda tek bir kritere odaklanilmaktadir ve diger kriterlere higbir sekilde
bakilmamaktadir. Ornegin bir alic1 bir ev alirken fiyata gore karar verirse gidip en ucuzunu
alabilmektedir, bu durumda aldig1 ev sehir merkezinden ¢ok uzakta olacaktir. Eger ev
secerken kriterlerine hem sehir merkezine yakinligi hem de fiyatin1 katarsa biraz

maliyetten biraz da sehir merkezine yakinligindan 6diin verebilmektedir.

Cok amacgh optimizasyonda birden fazla en iyi ¢6ziim olmasinin sebebi amaglarin
birbiriyle ¢akismasidir [34]. Cok amagli optimizasyonlar ¢6ziim olarak farkli avantaj ve
dezavantajlart olan birden fazla secenek sunmaktadir. Bu ¢6zliim seceneklerinden olusan
kiimeye Pareto Optimal Kiime (Pareto Optimal Set - POS) denilmektedir. Bu ¢oziimlerin
grafik iizerinde birlestirilmesiyle olusan, Sekil 3.4’de goriilen egriye ise Pareto Optimal
Front (POF) denilmektedir [30].

Ylksek hata dustk
maliyet

Hata

Maliyet
Diisiik hata yUksek
maliyet

Sekil 3.4. Pareto Optimal Front egrisi [28]
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Cok amacli optimizasyonda amaglar arasinda ddiinlesim bulunmaktadir (bknz. Sekil 3.4).
Cizgili alanda kalan ¢ozlimler farazi probleme aday ¢oziimlerdir. Sol iist alan aday
coziimlerden diisiik maliyetli ve yiiksek hatali olanlar1 gostermektedir. Tek bir en iyi
¢Ooziim olmadigindan hedefler arasinda degisen miktarda oOdiinlesim olan c¢ok sayida
potansiyel ¢oziim bulunmaktadir. Karar vericiler bu potansiyel ¢oziim kiimesinden kesif
yapmak ve uygulanacak olan ¢6ziim veya ¢oziimleri segmekle sorumludur. Optimizasyon
araclar1 bu karar verme siirecinde yardimci olabilmektedir. Ornegin sonuglar1 azaltmakta
fayda saglayabilmektedir. Maliyet ¢ok yiikseldiginde hatada sira dis1 bir azalma olmasi
beklenmektedir. Bu tlirden bir analiz yapabilmek i¢in soncul optimizasyon olarak bilinen

numaralandirma ve ddiinlesim tahmini yapilmaktadir [28].

Cok amaclh optimizasyon sonucunda sunulan ¢dziimlerden hangisinin secilecegi kisinin
insiyatifindedir. Ornegin ev 6rneginde ortaya ¢ikan en iyi ¢dziimlerden maliyeti en diisiik
olan ya da sehir merkezine en yakin olan secilebilmektedir. Bunun disinda her bir kritere

bir agirlik degeri verilerek tek amacl optimizasyona cevrilebilmektedir.

Cok amach optimizasyon yonteminde eszamanli olarak birden fazla amag¢ optimize
edilmeye ¢alisildigindan ve amaglar birbiriyle ¢elistiginden problem zorlagmaktadir. Bu tiir
problemlerin tamaminda birden fazla amag¢ fonksiyonu bulunmaktadir ve bazilarinda
kisitlar da bulunmaktadir. Sekil 3.5°de gorildiigii gibi birinci adimda ¢ok amacglh
optimizasyon problemleri ¢ozlimiinde elde edilen POS elemanlarindan birisi ikinci adimda

tercih edilmelidir.



Cok amagli optimizasyon
problemi
F1'i kugult
F2'yi kigult
F3'U kugult

Fx'i ktgllt
Kisitlamalara tabi

ideal gok amagl

iyilestirici(optimizer) Birinci Adim

Po,

————— Ustdiizey bilgi

ikinci amag

Cozimlerden
birisinin
secilmesi

\4

Birinci amag

ikinci Adim

Sekil 3.5. Cok amaglh optimizasyon adimlar1 [34]

3.3.1. Evrimsel ¢cok amach optimizasyon
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Evrimsel ¢ok amagli optimizasyon son yillarda uygulama ve arastirma alaninda popiiler ve

kullanigh olmaktadir. Evrimsel optimizasyon algoritmalar1 popiilasyon tabanli yaklasim

icermektedir. Popiilasyon, her bir dongiiye katilan birden fazla ¢dziime denilmektedir.

Herbir dongiide yeni bir popiilasyon olusturulmaktadir.

Evrimsel optimizasyon algoritmalarinin popiiler olma sebepleri c¢esitlidir. Birincisi,

evrimsel algoritmalar tiiretilmis islenmis bilgiye gereksinim duymamaktadir. ikinci olarak

evrimsel algoritmalarin goreceli olarak uygulanmasi kolaydir. Ugiinciisii ise evrimsel

algoritmalar esnektir ve yaygin bir uygulanabilirlige sahiptir.

Evrimsel optimizasyon baslangi¢ adimindan sonra sonlandirma sart1 saglanincaya kadar su

adimlart tekrarlayarak eldeki popiilasyonu stirekli giincellemektedir:

1) Se¢me (Selection)
2) Carprazlama (Crossover)
3) Mutasyon (Mutation)
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4) Seckinleri Koruma (Elite preservation)

Baglangic prosediirii genellikle rastgele c¢oziimler olusturulmasiyla baslar. Baslangic
popiilasyonu rasgele c¢oziimler iiretilerek olusturulabilmektedir fakat baslangic
popiilasyonunda iyi ozellikli ¢oziimler olmasi tavsiye edilir. Bu, sonuca daha hizh
ulagilmasini saglamaktadir. Popiilasyon iiyelerinin uygunluk degerleri olgiildiikten sonra

secme operatoril vasitasiyla segilen bireyler ara esleme havuzuna atilmaktadir.

Varyasyon operatorii birden fazla sayidaki operatoriin (6rn. Carprazlama, mutasyon)
toplamidir. Bunlar degistirilmis popiilasyon olusturmak i¢in kullanilir. Carprazlama
operatoriiniin amaci esleme ara havuzundan iki veya daha fazla ebeveyn se¢cmek ve
ebeveynler arasinda bilgi aligverisi yaparak bir veya birden fazla ¢oziim iiretmektir.
Ebeveyn bireylerin carprazlamaya ne kadar katilacagini belirlemek i¢in ¢aprazlama
olasiligi kullanilmaktadir (P.€ [0,1]). Bireylerin kalan pargasi (1-P.) g¢ocuk bireylere
kopyalanmaktadir.

Mutasyon operatorii cesitliligi saglamak amaciyla bazi ¢oziimleri degistirmektedir.
Mustasyon rasgele degisikliklere dayanmaktadir. Mutasyon operatoriiniin  degistirme

giicline mutasyon oranmi denilmektedir. Herbir ¢oziimiin degistirilme olasilig1 B,,’dir. n
degisken sayisi olmak tiizere genellikle P, =% esitligi ile hesaplanmaktadir. Boylece

genellikle sadece bir degisken degistirilmektedir. Bu operatdor sayesinde mevcut

¢Ozlimlerden ¢ok uzaklasilmamakla birlikte birbirinden farkli ¢oziimler tiretilmektedir.

Elitizm operatérii mevcut ve yeni popiilasyonlarda bulunan ¢oziimler arasindan iyi
olanlarin se¢ilmesini saglamaktadir. Bu operator de performansin diismemesine katkida

bulunur.

Evrimsel optimizasyonu sonlandirmak i¢in sonlandirma kriteri belirlenmelidir. Genellikle
daha Onceden belirlenen sayida nesil (generation) iiretildiginde ya da belirlenen hedefe

ulasildiginda optimizasyon sonlandirilmaktadir.

Cok amacli optimizasyon probleminde en aza indirgenmesi veya en biiyilk degere
cikarilmast gereken birden fazla amag¢ fonksiyonu bulunmaktadir. Cok amacglh

optimizasyonun matematiksel esitligi asagidaki gibidir:
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X = (%1, X3, X3, . X)) T (3.1)

Es. 3.1 ¢Ozlim vektoriinii ifade etmektedir.

Minimize/maksimize fm(X) m=123,....M; (3.2)
Kisitlar

giX)=0 j=123,...]; (3.3)
h(X)=0 k=123, ....K; (3.4)
P <x<x i=123,...n (3.5)

Es. 3.1°deki X, popiilasyonda bulunan bir ¢oziimii temsil etmektedir. Her bir ¢6ziim n adet
karar degiskeninin (X,) olusturdugu bir vektordir. Es. 3.2 M adet ama¢ fonksiyonunu
ifade etmektedir. Bu fonksiyonlar minimize ya da maksimize edilebilmektedir. Es. 3.3’deki
gj(x) ve Es. 3.4°deki hy(x) kisit fonksiyonlaridir. Buna benzer olarak ¢dziimiin

gecerliligini etkileyen diger Es. 3.5’teki degiskenlerin sinirlart kisitlart ifade etmektedir.

(L) )
P vex;

Herbir x, x arasinda olmalidir [34].

3.3.2. Baskilanamayan ¢oziimler (Non-dominated Solutions)

Cok amagl optimizasyonda ¢dziimlerin birbirine baskinligi s6z konusudur. Iki ¢dziim

arasindaki baskinlik iligkisi asagidaki gibi tanimlanir.

Eger su sartlar saglaniyorsa “x; ¢0zliimii x, ¢dziimiine baskindir” denir:
1) x; ¢Oziimii hicbir ama¢ yoniinden x,’den daha koti degildir. Bu karsilastirma
yapilirken amag fonksiyonunun degerine veya grafikteki yerine bakilir.

2) x; ¢Oziimii en az bir amag bakimindan x,’ye gore daha iistiindiir.

Popiilasyonda bulunan her bir eleman diger elemanlarla yukarda anlatildigi sekilde
karsilastirilmaktadir. Herhangi bir x; elemani x, elemanini baskiliyorsa, bunun tersi de

dogrudur yani x, elemant x;’i baskilayamaz. Herhangi bir x; elemani x, elemanini
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baskilamiyorsa tersi dogru olmayabilir yani bu x, elemanmin x; elemanini baskiladigi

anlamina gelmez.

:E2 (minimize) fz (minimize)
6
E  EGGREEEEEEE R ) ' T 6
I
2 ! 2
. T ! 5 * ||Hon—dom:i.nated
' ! | front
1 3 | 2 !
— ——— _ — — = [ E——
3 T 5 3 1 ° 5/
_____________ e e —
T T * 3 /
N Fiog3 1 1 .
1 R B B N . | 1 -
2 (] 10 13 18 2 ] 10 13 18
f, (maximize) f, (maximize)
(a) (b}

Sekil 3.6. Baskilanamayan ¢oziimler kullanilarak ¢izilen “Non-dominated front” egrisi [34]

Coziim kiimesindeki elemanlar grafik alaninda nokta ile ifade edilmektedir. Coziim
kiimesinde bulunan herbir eleman bir digeriyle tek tek karsilastirilmaktadir, hangi
coziimiin digerine baskin oldugu ve hangi c¢Oziimlerin birbirini baskilayamadig
belirlenmektedir. Daha sonra Oyle bir kiime olusturulur ki bu kiimedeki elemanlarin
hi¢birisi bir digerini baskilayamamaktadir. Bu kiimeye baskilanamayan kiime
denilmektedir. Bu kiimede bulunan elemanlar, kiimeye ait olmayan elemanlari
baskilamaktadir. Baskilanamayan elemanlar1 grafikte ifade eden noktalar kullanilarak bir
egri ¢izildiginde bu egriye Non-Dominated Front veya Pareto Optimal Front
denilmektedir. Bu egri Sekil 3.6’da oOrneklenmektedir. Kullanici, ¢6ziim kiimesi
bulunduktan sonra ¢oziimlerden hangisinin segilecegi konusunda bir ikileme diigmektedir
(bknz. Sekil 3.5). Bu se¢imi yapmak gergekte teknik bilgi degil deneyim gerektiren bir
durumdur. Cok amacl optimizasyonda amag sayist ¢ok artirildiginda 6rnegin 3’ten 10’a

artirlldiginda %10 olan baskilanamayan eleman sayis1 %90’a ¢ikmaktadir [34].

3.4. Kullanilan Algoritmalar

Yapilan ¢alismada NSGA-II, e-MOEA, PAES ve SPEA2 algoritmalar: ile sanal makine
yerlestirme benzetimi gerceklestirilerek elde edilen sonuglar karsilastirilmistir. Bu

boliimde kullanilan algoritmalarin agiklamalar1 yapilmaktadir.
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3.4.1. NSGA-II

Kalyonmoy Deb ve arkadaslarit NSGA-II [30] ismini verdikleri algoritmay1 2002 yilinda
gelistirmiglerdir. NSGA-Il, NSGA [35]’nin iyilestirilmis stirimiidiir [36]. Evrimsel ve
arsiv popiilasyonu olmak iizere iki adet popiilasyon kullanilmaktadir. Evrimsel popiilasyon

P; ve arsiv poplilasyonu ise Q; ile gosterilmektedir.

Rt Pt+1

@ ____________________________ ]

@ ____________________________ -

Pt T

F3

00

O — gz || e . — gy 9

)

e

)

Qt

Sekil 3.7. NSGAII algoritmasinin gorsellestirilmesi [30]

Baslangigta rasgele ebeveyn popiilasyonu P, olusturulmaktadir. Daha sonra P,
popiilasyonu bireylerine ikili turnuva, garprazlama ve mutasyon operatorleri uygulanarak
N boyutundaki Q, arsiv popiilasyonu olusturulmaktadir. P, ve Q, popiilasyonlar
olusturulduktan sonra P; ve Q; popiilasyonlar1 birlestirilerek 2N boyutundaki R;

popiilasyonu olusturulmaktadir.

R popiilasyonundaki bireyler seviye seviye olusturulan pareto optimal kiimelerine
atanmaktadir. Bu kiimelere Sekil 3.4’de goriildiigii gibi Fy, F,,... Fy isimleri verilmektedir.

Elemanlarin uygunluk degerleri de kaginci pareto optimal kiimede olduklarina gore
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belirlenmektedir. Ornegin F; pareto optimal kiimesinde bulunan elemanlarin uygunluk
degerleri 1 olmaktadir. F; pareto optimal kiimesinde bulunan elemanlar en iyi
elemanlardir. Bu durumda uygunluk degeri diisiik olan elemanlarin daha iyi oldugu kabul
edilmektedir. Daha sonra R, popiilasyonu elemanlar1 uygunluk degerlerine gore

siralanmaktadir.

Sekil 3.7°de goriildiigii lizere eger F;’in eleman sayis1 ebeveyn popiilasyonu boyutu olan
N’den kiigiikse F;’in biitiin elemanlar1 yeni popiilasyon olan P;,;’e secilmektedir. Eger
P,.;’de bos kalan yerler varsa seviyelerine gore diger kiimelerin elemanlariyla
doldurulmaktadir. Once F, kiimesinin elemanlari, sonra F; kiimesinin elemanlari
secilmektedir ve boyle devam etmektedir. Yerlestirme yapilan son pareto optimal kiimesi
ornegin F; olursa F3’lin elemanlart yogunluk karsilastirma operatoriiyle azalan bir sekilde
siralanmaktadir. Bu siralamadaki en iyi elemanlar kullanilarak yeni popiilasyon P, q’de
bos kalan yerler doldurularak yeni popiilasyon olusturma iglemi tamamlanmaktadir. Pareto
optimal kiime elemanlar1 arasinda siralama yapilirken ¢oziimiin etrafindaki ¢oziim
yogunluguna bakilmaktadir, yogunlugu en az olan eleman secilmektedir. Coziimlerin
bulundugu alanin yogunluk degeri kalabaliga uzaklik teknigi ile bulunmaktadir. Kalabaliga
uzaklik, ¢ozlimlerin bulundugu alanin yogunluk degeridir. Bu yontem sayesinde c¢esitlilik

saglanmaktadir.

[k dongiide kullanilan Q, popiilasyonu olusturulduktan sonra diger dongiilerde kullanilan
Q¢4+1 poplilasyonu olusturulurken ikili turnuva se¢me yoOnteminin yerini yogunluk
karsilagtirmaya dayali yontem almaktadir. Bu yontem siralama ve kalabaliga uzaklik
bilgileri kullanmaktadir. Bu bilgiler P;,; olusturulurken zaten hesaplandigi i¢in yeni bir

hesaplama maliyeti getirmemektedir [30].

3.4.2. «MOEA

e-baskinlik kavramina [58] ve verimli ebeveyn ve arsiv giincelleme yonemlerine dayal e-

MOEA [39] isminde bir algoritma Kalyonmoy Deb ve arkadaslari tarafindan sunulmustur.

Algoritmada iki tiirde popiilasyon bulunmaktadir. Evrimsel popiilasyon P; ile, arsiv

popiilasyonu ise Q. ile gosterilmektedir. Burada ¢, dongii sayisim ifade etmektedir.
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Baslangicta Qo popiilasyonu, Py’in  e-baskilanamayan  ¢0ziimleri  atanarak

olusturulmaktadir.

P;’den rasgele iki birey secilerek, bu iki bireyden digerine baskin olan eleman eslesme i¢in
secilmektedir. Eger birbirlerine baskin gelemezlerse rasgele birisi secilmektedir. Secilen
elemana p denilmektedir. Q; arsiv popiilasyonundan da rasgele bir e bireyi sec¢ilmektedir.

p Ve e carprazlanarak ¢ocuk birey olusturulmaktadir.

Yeni olusturulan cocuk bireyin kabul edilip edilmeyeceginin belirlenmesi i¢in Q, ve P;
poptilasyonundaki bireylerle karsilastirilmaktadir. Cocugun arsivdeki herbir elemanla e-
dominantlik karsilagtirmast yapilmaktadir. Arsivdeki herbir ¢oziim B dizisiyle ifade
edilmektedir. M amag sayis1 olmak iizere B vektdrii B = (By, By, ..... By)T seklinde ifade

edilmektedir. B dizisi Es. 3.6’ya gore hesaplanmaktadir.

|fi — fjmin/EjJ, fj yi minimize etmek icin

B = (36)

|fi — f"™ /€|, f{yi maksimize etmek icin

B tanimlama dizisi biitiin amag¢ uzaymi kutucuklara bolmektedir. Sekil 3.5’de goriildiigi

gibi her bir kutucuk amag numarasi j’ye gore degisen €; boyutuna sahiptir.

Sekil 3.8. € - dominantlik kavrami [39]

Arsivdeki herhangi bir eleman « ile, cocuk eleman ise c, ile ifade edilmektedir.
1) a elemani c¢;’ye € -baskinsa c; elenmektedir.

2) c; herhangi bir a’ya baskinsa a silinip yerine c; koyulmaktadir.
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3) 1. ve 2. sartlarin herikiside saglanmiyorsa c¢; arsiv elemam tarafindan e-
baskilanamayandir denilmektedir. Bu durumda

a. Ayni kutudalarsa yani ayn1 B vektoriinii paylasiyorlarsa klasik baskilanmazlik kontrolii
yapilmaktadir. Eger c¢;, @’y1 baskilarsa veya «a, c,’yi baskilayamazsa fakat B’ye a’dan
daha yakinsa «a silinip yerine c; kabul edilmektedir.

b. Ayni kutuda degillerse ¢, kabul edilmektedir.

Arsivin eleman sayist sabit degildir. “Herbir kutuda sadece 1 eleman olacaktir” kurali
coziimlerin 1yi dagitilmasi ve final arsiv boyutunun pareto optimal ¢ézlimlerin toplam say1

boyutuyla sinirlanmasini ve ¢esitliligi saglamaktadir.

Cocugun popiilasyona kabul edilip edilmeyecegini belirlemek icin ¢ocuk eleman
poptilasyondaki biitiin ¢oziimlerle karsilastirilir. Eger ¢ocuk popiilasyondaki bir elemant
baskiliyorsa onun yerine geger, eger ¢ocuk birden fazla ¢oziimii baskiliyorsa onlardan
rasgele bir tanesi secilerek onun yerine koyulur. Eger cocuk eleman popiilasyondaki
herhangi bir elemana baskilantyorsa popiilasyona kabul edilmez. Eger bu iki durum da
saglanmiyorsa ¢ocuk eleman popiilasyondan rasgele secgilen bir elemanla yer

degistirilmektedir. Boylece popiilasyonun boyutu sabit kalmis olmaktadir.

3.4.3. PAES

Knowles ve Corne 2000 yilinda evrimsel strateji kullanan ¢ok amaglh evrimsel algoritma
olan PAES algoritmasini gelistirmislerdir. PAES‘de Ilk 6nce rasgele ¢dziim p, yeni
ebeveyni se¢ilmektedir. Sonra bu ¢6ziim mutasyona ugratilmaktadir. Mutasyona ugramis
ebeveyne cocuk denilmektedir ve ¢, ile ifade edilmektedir. Baglangicta yapilan p; ve c;
karsilastirmas1 3 senaryoda gerceklestirilmektedir. Eger p,, c;’ye baskinsa ¢ocuk c;
elenmektedir ve yeni bir mutasyona ugramis cocuk ilerdeki siiregler i¢in olusturulmaktadir.
Eger c, pi’ye baskinsa ¢ocuk ebeveynden daha iyidir, bu durumda c; bir sonraki nesile
ebeveyn olarak kabul edilmektedir ve kopyasi arsive kaydedilmektedir. Arsiv bu sekilde
doldurulmaktadir. Arsivin boyutu PAES tarafindan siirekli giincellenmektedir. p; ve c;
birbirine baskin degilse karisiklik ortaya ¢ikmaktadir. Bu durumda ¢ocuk o andaki arsivle
karsilastirilir (arsivde o ana kadar bulunan baskilanamayan ¢oziimleri tutar). Burada 3

durum mumkiindir:
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1. Arsiv tyesi ¢ocuga baskindir. Cocuk, arsive alinmaz, ebeveyn p, ilerki siireglerde
kullanmak i¢in bir ¢ocuk bulmak amaciyla mutasyona ugratilmaktadir.

2. Cocuk, arsivin bir iiyesine baskindir, bu da c¢ocuk, arsivin bazi {iyelerinden daha iyi
demektir. Arsivin baskilanmig {iyeleri silinmektedir, onlarin yerine cocuk kabul
edilmektedir. Cocuk bir sonraki neslin ebeveyni olmaktadir.

3. Arsivdeki higbir eleman c¢ocugu baskilayamamaktadir ve c¢ocuk da arsivin higbir
elemanini baskilayamamaktadir. Bu durumda c¢ocuk arsiv ¢odziimlerinin ait oldugu
baskilanamayan cepheye aittir. Bu durumda, eger bosluk varsa bir sonraki nesilde ¢ocuk
arsive alinabilmektedir. Cocugun bir sonraki nesil i¢in ebeveyn olup olamayacagina
karar vermek i¢in ¢evredeki ¢oziimlerin yogunluguna bakilmaktadir. Ciinkii p; ve ¢, ’nin
her ikisi de arsivin {iyesidir. En az kalabalik bolgede bulunan birey ebeveyn olarak
secilmektedir. Eger arsiv tamamen dolu ise ebeveyn veya ¢ocugun hangisinin arsivde
kalacagini belirlerken yogunluk tabanli karsilagtirma uygulanmaktadir. Eger ¢cocuk arsiv
tiyeleri amag¢ uzayindaki en az kalabalik alanda bulunuyorsa ebeveyn olarak kabul
edilmektedir ve bir kopyasi arsive eklenmektedir. Kalabalik, biitiin arama uzay: d" alt
alana bdliinerek ve alt alanlar1 dinamik olarak giincellenerek diizenlenebilmektedir.

Burada d derinlik parametresi, n karar degiskenlerinin sayisidir.

Her bir t jenerasyonunda (her bir dongiide) p; ve c;’ye ek olarak PAES o ana kadar
bulunan en iyi ¢ézlimlerin tutuldugu arsivi de iyilestirmektedir. Baslangicta bu arsiv bos

olmaktadir, nesil ilerledikge iyi ¢ozlimler arsive eklenmektedir ve giincellenmektedir [30].

3.4.4. SPEA2

SPEA2 algoritmas: Eckart Zitzler ve arkadaslar1 tarafindan 2001 yilinda sunulmustur.
SPEAZ2 algoritmasinda N, popiilasyondaki birey sayisini; N arsiv popiilasyonundaki birey
sayisini; T dongiliniin ka¢ defa tekrarlanacagini ve A baskilanamayan kiimenin eleman

sayisini belirtmektedir.

Evrimsel P; ve arsiv popiilasyonu Q; olmak iizere iki adet popiilasyonu bulunmaktadir.
Baslangicta arsiv poplilasyonu bostur. P, ve Q,’deki herbir i bireyine gili¢ degeri atanir.
S(i) degeri Es. 3.7°de oldugu gibi i bireyinin baskiladigi ¢oziimlerin sayisini

gostermektedir.
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SO =1U1jeP+Q Ni>j} 3.7)

Es. 3.7°de |. | simgesi eleman sayisini, 4+ simgesi birlestirmeyi, > simgesi pareto baskinlik
iliskisi’ni ifade eder. Hesaplanan gilic degeri uygunluk degeri hesaplarinda kullanilmak

tizere ham uygunluk degeri hesaplanirken kullanilmaktadir.
R(l) = ZjEPt+Qt J>i S(]) (3'8)

Es. 3.8’de goriilen R(i) fonksiyonu i bireyinin ham uygunluk degeridir ve i bireyini
baskilayan bireylerin her birinin baskiladig1 eleman sayilar1 toplami ile hesaplanmaktadir.
Burada i’yi baskilayan elemanlarin ne kadar gii¢lii oldugu bulunmaya calisilmaktadir.
Diger bir ifadeyle ham uygunluk, arsiv ve popiilasyondaki i bireyini baskilayan
elemanlarin gii¢ degerlerinin toplamidir. Burada uygunluk degerinin az olmasi daha
makbuldiir. Ornegin baskilanamayan elemanlarin ham uygunluk degeri R(i) = 0'dir. R(i)
degerinin yiiksek olmasi i bireyinin bir¢ok birey tarafindan baskilandigini gosterir. Ham
uygunluk degeri belirleme isi bireylerin ¢ogu birbirine baskin degilse basarisiz
olabilmektedir. Bundan dolay1 ayn1 ham uygunluk degerine sahip bireyleri ayirt edebilmek
icin yogunluk bilgisiyle birlestirilmektedir. SPEA2’de en yakin k. komsu metodunun
uyarlamasi olan yogunluk tahmin teknigi kullanilmaktadir, k. en yakin komsuya olan
uzakligin bir fonksiyonu kullanilmaktadir. Yogunluk tahmini olarak k. en yakin komsuya
olan uzakligin tersi alinmaktadir. Daha agik bir ifadeyle her bir i bireyinin arsiv ve
popiilasyondaki her bir j bireyine uzaklig1 hesaplanip bir listede tutulmaktadir. Liste artan

sirada siralanirsa k. eleman aranan mesafeyi vermektedir. Bu mesafe degeri o} ile ifade

edilmektedir. Ortak bir ayar olarak k = /N + N esitligiyle hesaplanmaktadir. Daha sonra
i’ye bagli yogunluk degeri hesab1 Es. 3.9°da gosterilmektedir.

1
ok+2

D() =

(3.9)

Es. 3.9°da paydada 2 olmasinin sebebi paydanin 0’dan biiyiik olmasimi ve D(i) <1
saglamaktir. En son Es. 3.10°da D(i)’ye R(i) eklenerek uygunluk degeri F (i)

hesaplanmaktadir.

F() =R(@) + D) (3.10)
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Uygunluk degerlerine gore yeni arsiv popiilasyonu olusturulur. P; ve Q.’deki biitiin
baskilanamayan bireyler Q,, arsiv popiilasyonuna kopyalanmaktadir. Eger Q,,, boyutu N
sabit degerini agiyorsa, arsiv kesme yontemiyle bazi elemanlar elenmektedir. Arsiv boyutu
N olana kadar déngii iginde, k. komussuna uzaklig1 en diisiik olan eleman elenmektedir.
Eger Q,,, boyutu N sabit degerinden diisiik ise bir dnceki arsiv ve popiilasyondaki
baskilanan bireylerden en iyilerle doldurulmaktadir. Degerin diisiik olmast makbul
oldugundan P; ve Q¢’nin elemanlar1 uygunluk degerine gore kiiglikten biiyiige dogru

siralanip F (i) = 1 olanlardan en tsttekilerle doldurulmaktadir.

Ikili turnuva ydntemi ile se¢im yapildiktan sonra carprazlama ve mutasyon teknikleri

kullanilarak yeni bireyler ile yeni popiilasyon olusturulmaktadir [45].

\
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Sekil 3.9. Arsivin boyutunu azaltma yontemi [45]
3.5. MOEA Framework

MOEA Framework [66], ¢ok amacgli evrimsel algoritmalar ve diger genel amach
optimizasyon algoritmalarini gelistirmek ve deneyimlemek i¢in acgik kaynak kodlu ve
licretsiz Java kiitiiphanesidir. MOEA Framework 24 adet ¢ok amagli optmimizasyon
algoritmasin1 desteklemektedir. Ornek olarak NSGA-1I, e-MOEA, e-NSGA-II, PAES,
PESA2, SPEA2, IBEA, SMS-EMOA, GDE3, SMPSO, OMOPSO, SMA-ES ve MOEA/D

algoritmalar1 sayilabilir [28].

MOEA Framework’de ii¢ adet ana sinif bulunmaktadir. Bunlar Executer, Instrumenter ve

Analyzer siniflaridir. Executer smifi algoritmalari g¢aligtirirken kullanilir ve ii¢ adet
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parametre alir. Bu parametrelerden birincisi problem, ikincisi problemi ¢dzmek igin
kullanilan algoritma, Tglinclisii ise iterasyon sayisidir. Instrumenter, executer ile
executer’in verisini toplamak i¢in el ele caligmaktadir. Executer algortirmay1 ayarlamak ve
calistirmaktan sorumludur ayn1 zamanda algoritma galisirken instrumenterin gerekli veriyi
kaydetmesine de izin vermektedir. Executer’in galistirdig1 algoritmalarin dokiimantasyonu
instrumenter tarafindan yapilmaktadir. Analyzer sinifi ise calisma bitiminin analizini
saglamaktadir. Bu analiz, pareto yaklasim kiimesine odaklanmaktadir ve bilinen bir
referans kiimesi ile karsilastirmaktadir. Analyzer algoritmalarin buldugu sonuglari veya bir

algoritmanin farkli parametrelerle buldugu sonuglari karsilastirmaktadir [28].

MOEA Framework’deki problemler problem ara yiiziinii uygulamaktadir. Problem ara
yiizli problemi 6zellestirmek i¢in metotlar1 tanimlamaktadir. Yeni problem olusturulurken
Problem smifinin uygulanmasi zorunlu degildir, istenirse AbstractProblem smifi
genisletilerek yeni problem smifi olusturulabilmektedir. Problem sinifi olusturulurken,
solution sinifinin da olusturulmasi1 gerekmektedir. Bu sinifa parametre olarak karar
degiskenlerinin sayis1 ve amaglar verilmektedir. Bunun disinda sinifta Evaluate metodu
vardir ve parametre olarak solution simifini almaktadir. Burada karar degiskenleri bir diziye
atanabilmektedir. Sonra karar degiskeni sayisinca dongii igerisinde fonksiyon sonuglari
hesaplanmaktadir. Bu degerler de ¢dziim sinifina amag olarak atanmaktadir. Encodingutils
simifi ¢6ziim i¢inden karar degiskenleri ¢ikarilirken kullanilmaktadir. Sonra bu karar
degiskenleri problemi degerlendirmek i¢in kullanilmaktadir. Bu asamalardan sonra

problem tanimlanmig olmaktadir ve MOEA tarafindan kullanilabilir hale gelmektedir [28].

3.6. CloudSim

Gergek ortamda sanal makine yerlestirme problemine ¢éziim arastirmak oldukg¢a zorlu bir
stirectir. Ag durumlarin1 tahmin etmek veya kontrol etmek neredeyse imkansizdir. Ayrica
bir veri merkezi kurmak ya da test i¢in kullanmak ¢ok biiyiik maliyet gerektirmektedir. Bu
tiir aragtirmalart yapmak i¢in benzetim ortaminlar1 daha elveriglidir. Benzetim
uygulamalari; kaynak miktari, veri merkezi, kullanicilarin sayis1 ve kullanici bilgilerini de
iceren i yiikii hakkinda bilgi vermektedir. Benzetimler, planlanan ¢dziimlerin gercek
sisteme uygulamadan Once test edilmesini saglamaktadir. Ger¢ek ortamlara gore ¢ok daha
hizhidir. Ornegin gergek ortamda bir yil siirecek bir siireci benzetim araglari birkag

dakikada tamamlayabilmektedir [27].
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Bulut bilisimde kaynak kullanimini iyilestirmek, yiik dengelemek, enerji tiikketimini
azaltmak, maliyetleri diistirmek arastirmacilarin hedefleri arasindadir. A¢ik kaynak kodlu
bulut benzetim ortamlarinin kullanimi1 kodlar1 inceleme, yeni algoritmalar gelistirme ve
gerektiginde iyilestirme yapmaya imkan tanmimalidir. Cloudsim, Icancloud, Greencloud,
Cloudsched bu amaca yonelik gelistirilmis 6rnek agik kaynak kodlu benzetim ortamlaridir.
Mimari, modelleme elementleri ve benzetim siireci benzetim araglarinin ortak 6zellikleridir
[48].

Cloudsim yaygin kullanimi olan benzetim araglarindan birisidir, kolaylikla
gelistirilebilmektedir. Fakat paralel deneyimler ve sanal makinelerin yasam donglisiinii
dikkate almamasi zayif yoniinii olugturmaktadir. Cloudsim digindaki benzetim araglari
sonuglart  bir ara ylizle gostermektedirler, Cloudsim programmin ara yiizi
bulunmamaktadir. Icancloud paralel deneyimi uygulamaktadir fakat enerji tiiketimi ve
sanal makine tasinmasini dikkate almamaktadir. Greencloud, farkl fiziksel bilesenler i¢in
enerji tliketimini detayli bir sekilde modellemektedir. Cloudsched isteklerin yasam
dongiistinii modellemektedir ve yiik dengeleme, enerji verimliligi ve kullanimi gibi farklh
metrikler saglamaktadir. Bahsi gegen agik kaynak kodlu benzetim araglarinin tamami farkli
bir katmana odaklanmaktadir, biitlin bulut katmanlarimi modelleyen bir arag heniiz

tiretilmemistir. Genel olarak benzetim siireci 4 boliime ayrilabilmektedir [48]:

Miisteri taleplerini olusturmak

Veri merkezini olusturmak

Yerlestirme politikasini belirlemek

Sonuglar toplamak ve ¢ikt1 almak

Bu calismada benzetim ortami olarak CloudSim araci kullanilmaktadir. CloudSim Projesi
bulut bilisim i¢in gelistirilmis Java tabanli bir bulut benzetim ortamidir. Melbourne
Universitesi’nde bulunan CLOUDS Laboratuvari’nda gelistirilmistir. Genis boyutlu veri
merkezlerini (sunucu bilgisayarlarini, enerji farkinda bilisim kaynaklarini) modelleyerek
benzetimi yapilabilmektedir. Sanal makine yerlestirme probleminde kullanict tanimh

politikalar1 desteklemektedir [27].

3.6.1. CloudSim sistem modelinde enerji tasarrufu duyarh dinamik sanal makine
yerlestirmesi

CloudSim sistem modelinde dinamik sanal makine yerlestirmesi 4 par¢aya ayrilmistir:
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1. Fiziksel makinenin ne zaman asir1 yiiklii sayillacagimi belirlemek (iizerindeki sanal
makine ylikiinii azaltmak amaciyla),

2. Fiziksel makinenin ne zaman az yiklii sayilacagini belirlemek(uyku moduna gegirilmek
amaciyla),

3. Asin yiiklii fiziksel makine iizerindeki hangi sanal makinelerin taginacagini belirlemek,

4. Az yikli veya asin yiiklii fiziksel makineler iizerinden segilen sanal makinelerin yeni

yerini belirlemektir.

Dinamik olmayan yiik dengelemede sabit esik degeri kullanilabilir. Sabit esik dinamik
ortamlar i¢in iyi degildir. Anton ve arkadaslari [47] eski verileri kullanarak otomatik esik
belirleyen bir sistem gelistirmislerdir. CPU kullanim sapmasi arttikga CPU kullanimi1
yiizde yiize yaklagmaktadir ve hizmet anlagmasi ihlaline sebep olmaktadir. Sanal makine
se¢me siirecinde asir1 yiiklii fiziksel makine tizerinden bir adet sanal makine secildikten
sonra o fiziksel makinenin hala asir1 yiiklii olup olmadigina bakilmaktadir, eger dyleyse
tekrar bir sanal makine se¢ilmektedir. Minimum tagima zaman politikasina gore tasinmasi
en kisa siiren sanal makine Once tasinmaktadir. Tasima siiresi, tasinacak olan VM’nin
RAM’i fiziksel makinenin erisebildigi bos ag bant genisligine bdliinerek tahmin

edilmektedir.

Fiziksel makinelerin yiik tespiti;

1. Once agin yiiklii hostlar bulunur,

2. Tasmacak sanal makineler hedef fiziksel makinelere yerlestirilir,

3. Diger hostlara gore daha az yiikii olan fiziksel makine bulunur ve bu fiziksel makine
iizerindeki sanal makineler diger fiziksel makinelere onlari asir1 yiikli yapmadan
tasimay1 dener. Duruma gore hostu kapatir veya acik birakir.

4. Bu islem biitiin hostlar i¢in onlarin asir1 yiiklii oldugu diisiiniilmeyene kadar devam

eder.

3.6.2. CloudSim yazilhminda bulunan baz simiflar

Java diliyle gelistirilmis olan CloudSim olusturulurken GridSim’den [40], GridSim [37]
olusturulurken de SimJava’dan yararlanilmistir. CloudSim ag¢ik kaynak kodlu benzetim

2 13 b (13

aracinda “datacenter”, “SANStorage”, “virtualmachine”, “cloudlet”, “cloudcoordinator”,
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“bwprovisioner”, “memoryprovisioner”, “vmprovisioner”’, “VMMAllocation” isimli

siiflar bulunmaktadir [24].

Datacenter sinifi

Bu smif igerisinde donanim kaynaklarin1 barindirmaktadir. Depolama, bellek, islemci
kapasitesine gdre donanimlar homojen ya da heterojen olabilmektedir [24]. Isim, fiziksel
makine listesi (hostlist), islemci giicii (MIPs), islemci listesi (peList) gibi parametreleri

almaktadir.

Datacenterbroker (Cloudbroker) sinifi

Bu sinif, kullanicilarin servis kalitesi (Quality of Service - Q0S) gereksinimlerine gore

kullanicilar ve servis saglayicilar arasinda aracilik eden nesnelerden olusmaktadir [24].

DatacenterCharacteristics sinifl

Bu smif veri merkezinde bulunan kaynaklarin 6zelliklerini tutmaktadir. Bunlar islemci,
bellek, depolama alani, sanal makine yerlestirme politikasi, bellek atama ve bant genisligi
atama politikalar1 gibi 6zelliklerdir [24]. Kaynaklarin mimarisi, isletim sistemi, sanal
makine yoOnetimi (Virtual machine management - VMM), fiziksel makine listesi, saat

dilimi aldig1 parametrelerden bazilaridir.

SANStorage sinifi

Veri merkezindeki genis verilerin tutuldugu depo alan agin1i modellemektedir [24].

Virtualmachine sinifi

Bu smif, bir sanal makineyi modellemektedir. Bu sanal makinenin yasam dongiisii,
lizerinde bulundugu fiziksel sunucunun sorumlulugundadir. Bir fiziksel sunucu birden
fazla sanal makine igerebilmektedir ve islemci cekirdekleri yer paylasimli ve zaman
paylasimli olarak daha onceden belirlenen islemci paylasim politikalarina gore

paylastirilmaktadir. Her sanal makine kendisi ile ilgili bellek, islemci ve depolama alanina
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erisebilmektedir [24]. Islemci sayisi, islemci giicii, bellek, depolama alani, bant genisligi

vb. parametreleri alir [38].

Cloudlet sinifi

Bu smif, bulut tabanli uygulama servislerini modellemektedir [24]. Ozellestirilmis
gorevleri ifade etmektedir. Boyut, dosya boyutu ve ¢ikt1 boyutu gibi parametrelere sahiptir
[38]. Boyut, MI cinsinden islemcinin isleyecegi komutun boyutunu ifade etmektedir.
Dosya boyutu islemciye giren verinin boyutunu, ¢ikti boyutu da islemciden ¢ikan veri
boyutunu gdstermektedir. Hesaplama yogunluklu, web sunucu ve veritabani tiplerinde

gorevler olusturulabilmektedir [27].

Cloudcoordinator sinifi

Bu sinif, veri merkezindeki kaynaklarin durumunu goézlemlemektedir ve yiik azaltma

kararlarin1 vermektedir [24].

BWProvisioner sinifi

Bant genisligini sanal makineler arasinda paylastirmaktadir [24].

MemoryProvisioner sinifi

Sanal makinelere bellek atamaktadir [24].

VmProvisioner sinifi

Sanal makineleri hostlara yerlestirmektedir [24].

VMMAllocationPolicy sinifi

Bu smif sanal makineyi islemci, bellek ve depolama durumuna goére uygun olan fiziksel

sunucuya yerlestirmektedir [24].

CloudletSchedulerPolicy sinifi
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Sanal makinenin sahip oldugu islemci giiciinii iizerinde bulunan cloudletler arasinda

paylastirir. Zaman paylasimli ve yer paylagimli olmak tizere iki tiirii bulunmaktadir [24].

VmSchedulerPolicy sinifi

Hostlar tarafindan uygulanir. Zaman paylasimli ve yer paylasimhi gibi tiirleri

bulunmaktadir. Islemci giiciinii sanal makineler arasinda paylastirir [24].
Host sinifi

Fiziksel makineyi ifade etmektedir. Fiziksel makine numarasi, islemci ¢ekirdegi sayisi,
islemci giicli, bellek, depolama alani, bant genisligi, islemci paylasim stratejisi

parametrelerini almaktadir [38].
3.7. Kullanilan Veriseti

Bu ¢alismada gergek diinya verisi olan PlanetLab [67] veriseti kullanilmistir. PlanetLab,
yeni ag servislerinin gelistirilmesini saglayan arastirma agidir. 2003’{in basindan beri
1000°den fazla arastirmaci ve labaratuvar arastirma kurulusu dagitik depolama, ag
haritalama, ugtan uca sistemler, sorgu isleme vb. ile ilgili yeni teknolojiler gelistirmek igin
PlanetLab kullanmaktadir [47]. Isteyen arastirmacilar Sekil 3.10°da goriildiigii gibi
diinyanin heryerinden PlanetLab uygulamasina kayit olup bir veya birden fazla fiziksel
makineye sahip olabilmektedir. Hizmet saglayici kullanicilarin uygulamalariyla ilgili
bilgiye sahip degildir, is yiikleri heterojendir. Verimerkezinde iki tiir fiziksel makine
bulunmaktadir. Bunlarin yaris1 2 ¢ekirdekli 1860 MHz intel Xeon 3040 islemciye sahip HP
Proliant G4 sunucudur ve diger yaris1 2 ¢ekirdekli 2660 MHz Intel Xeon 3075 islemciye
sahip HP Proliant ML 11065 sunucudur. G4 tipindeki sunucu 1860 MIPS degerinde, G5
tipindeki sunucu 2660 MIPS degerinde islemciye sahiptir. Verisetinde bulunan VM’lerin
toplam CPU miktart verisetinde bulunan PM’lerin toplam CPU miktarmin %12,31°dir
[47]. Verisetindeki kayitlar sunucularin 5 dakika araliklarla CPU kullanim miktarlariinin
kaydini igermektedir. Bu kayitlar CoMon projesi araciligiyla elde edilmektedir. CoMon
PlanetLab veri merkezinde bulunan sunucularin saglikli olup olmadigini; CPU, RAM, bw

gibi kaynak tliketimini ve sunucularin zamana gore davraniglarini takip eden yazilimdir.
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PlanetLab ortaminda bir hesabin sahip oldugu sunucularin bulundugu alana slice denir. Bu
alan icinde bir veya birden fazla fiziksel sunucu bulunabilmektedir. Fiziksel sunucularin
barindirdig1 sanal makinelere ise sliver denir. Eger bir sanal sunucu %0.1 oraninda CPU
kullanimina sahipse buna canl: sliver denir. Bir slice en az bir canli sliver igeriyorsa canli

slice denir. CoMon’a cevap veren fiziksel makinelere ise canli diigiim denir.

Planetlab veriseti CloudSim projesinde kullanilmaktadir. PlanetLab veriseti 1052 adet

sanal makine ve 800 adet fiziksel makineden olusmaktadir.

Sekil 3.10. PlanetLab’in sahip oldugu 717 bolgedeki 1353 digiim [47]
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4. SANAL MAKINE YERLESTIRME PROBLEMI

Bulut bilisim, depolama, hesaplama, ag gibi bilisim kaynaklarina her an her yerden ag
iizerinden erisim saglayan bir modeldir. Giiniimiizde yaygin olarak kullanilan bulut
bilisimin temelinde sanallastirma teknolojisi yatmaktadir. Sanallastirma teknolojisi ile bir
fiziksel makine ilizerinde birden fazla sanal makine yiiriitiilerek kaynaklarin ortak kullanimi1
saglanmaktadir. Kaynaklarin  kullanima sunumunda kaynaklarin asir1  kullanimi
engellenirken, diger taraftan verimli kullanimi saglanmalidir. Kaynaklarin asir1 kullanimi
hizmet kesintisi, performans kaybi1 gibi sorunlara sebep olmaktadir. Kaynaklarin verimsiz
kullanimi ise maliyetlerin artmasina yol agmaktadir. Sistemdeki toplam ylike bagli olarak
kaynak tahsisinde bu iki unsur arasindaki dengenin siirekli olarak go6zetilmesi
gerekmektedir. Bulut bilisim kapsamindaki veri merkezlerinde yiik dengesini saglamak
iizere sanal makineler fiziksel makineler iizerinde dinamik olarak tasimmaktadir. Hangi
sanal makinenin hangi fiziksel makine iizerinde ¢alisacagi sorusu sanal makine yerlestirme
problemi olarak tanimlanmaktadir. Bu kapsamda, problemin c¢ok amagli optimizasyon

yontemleriyle ¢ozlimleri aragtirilmistir.
4.1. Sanal Makine Yerlestirme Probleminin Kisitlar:

Yonetim, kaynak ve performans gibi unsurlara bagh kisitlar dikkate alinarak sanal
makinelerin fiziksel makineler {izerine yerlestirilmesi karmasik bir problemdir [59].
Yonetime bagl kisitlar bir sanal sunucunun belirli bir fiziksel makinede tutulmasi
gerekliligi veya belirli iki sanal sunucunun farkli fiziksel makinelerde bulunmasi

gerekliligi olabilmektedir.

Kaynaga bagl kisitlar sanal makinelerin ihtiya¢ duydugu disk, RAM, CPU ve ag bant
genisligi gereksinimlerinin kargilanmasidir. Bir fiziksel makinenin kaynak kapasitesinin,
iizerinde bulunan sanal makinelerin toplam kapasitesini gegmemesi gerekmektedir. Burada
kaynak tiirlerinden birisinin yetersiz kalmas1 diger kaynak tiirlerinin atil kalmasina sebep
olabilmektedir. Ornegin eger bir fiziksel makine iizerinde bulunan 10 adet sanal makinenin
RAM kapasitesini ancak karsilayabiliyorsa {izerinde bos CPU miktar1 bulunsa bile bu CPU
kullanilamamaktadir. Fiziksel makinelerin {izerinde bulunan sanal makinelerin kaynak
ihtiyacim  karsilamasi  gerekliliginin yaninda yiilk dengelemenin de saglanmasi

gerekmektedir. Eger sanal makine yiikleri belirli makinelere toplanir ve baz1 makineler az
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yiikkle kalirsa asir1 yiik altinda ezilen fiziksel makineler beklenen performansi
saglayamayabilirler hatta hizmet kesintisi durumu yasanabilmektedir. Bunu ¢6zmek i¢in
sanal makinelerin fiziksel makineler arasinda dengeli dagitilmalarin1 saglamak

gerekmektedir.

Enerji tasarrufu sanal makine yerlestirme probleminde dikkat edilmesi gereken etkenlerden
birisidir. Sanal makineler performansi: korumak kaydiyla bazi fiziksel makineler iizerine
toplanip, baz1 fiziksel makineler bosaltilabimektedir ve bos kalan bu makineler kapatilarak
enerji tasarrufu saglanabilmektedir. Biitlin bunlarin yaninda makinelerin kullanim

durumlarinin dinamik olmasi sanal makine yerlestirme problemini zorlastirmaktadir.

4.2. Sanal Ortamlarda Islemci Kullanim

Bir sanal makinenin islemci giicii gérevler arasinda paylastirilmaktadir. Islemci giicii
paylagiminda kullanilan iki tiir politika vardir. Bunlar yer paylasimli ve zaman paylasimli
politikalar olarak adlandirilmaktadir. Bir sanal makinenin ¢alistirmast gereken gorev varsa
bunlar1 sirayla calistirirsa buna yer paylasimli komut programlama denir. Eger bu komutlar
eszamanlt olarak iki islemci tlizerinde doniistimlii olarak c¢alistirilirsa buna zaman
paylasimli komut programlama denilmektedir. Birinci kaynak saglama politikasi olan yer
paylasimli yontemde sadece bir sanal makine belirlenen ¢ekirdegi, baslanan gorev bitene
kadar kullanabilmektedir. Ornegin bir fiziksel makine iizerinde bir ¢ekirdek varsa ve iki
sanal makine varsa bu sanal makinelerden biri ¢ekirdegi kullandiktan sonra digeri
kullanmaktadir. Yani sirayla birer birer kullanilmaktadir. Ayni senaryoda zaman
paylasimli programda ise belirlenen zaman diliminde ¢ekirdegi bir siire bir sanal makine,
bir stlire diger sanal makine kullanmaktadir. Bir gorev islemciyi kullanmaya bagsladiktan
sonra belirli bir siire kullanabilmektedir, belirlenen siire sonunda gorev tamamlanmamis
olsa bile islemci diger gorevin kullanimi i¢in birakilmaktadir. Yani sanal makineler

arasinda islemci ¢ekirdegi doniisiimlii olarak kullanilmaktadir [40].

Bir fiziksel makine {izerindeki sanal makinelere ulastirilan kaynak miktar1 fiziksel
makinenin toplam islemci giiciyle sinirlidir. Bu kritik etken, yerlestirme siirecinde goz
Online almmalidir. Fiziksel makine seviyesinde, her bir fiziksel makinedeki her bir
cekirdegin islemci giiciinlin ne kadarinin her bir sanal makineye nasil atanacagi

belirlenmelidir. Sanal makine seviyesinde ise sanal makinenin elinde bulunan islemci
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giiclinlin kendi gorevlerine nasil atanacagi belirlenmelidir. Sanallastirma ortamlarinin
kullandig1 yer paylasimli ve zaman paylasimli politikalar arasindaki farki ve uygulama
performansi tizerindeki etkilerini gorsellestirmek i¢in Sekil 4.1, 4.2, 4.3, 4.4 incelenebilir.
Bu sekillerde iki adet CPU’su bulunan bir fiziksel makine iizerinde iki adet sanal makine
caligmast betimlenmektedir. Bu sanal makineler VM1 ve VM2 ile ifade edilmektedir. Bu
sanal makinelerin her biri iki ¢ekirdege ihtiya¢ duymaktadir ve VM1’in tl, t2, t3, t4

gorevlerini; VM2 nin ise t5, t6, t7, t8 gorevlerini ¢alistirmasi gerekmektedir.

Sekil 4.1°de hem sanal makine hem de gorevler i¢in yer paylasimli provisyon politikasi
kullanilmaktadir. Her bir sanal makine iki g¢ekirdege ihtiyag duydugu i¢in bir zaman
diliminde sadece bir sanal makine ¢aligabilmektedir. Bu sebepten VM2, VM1 gorevlerini
bitirdikten sonra calisabilmektedir. Ayni durum sanal makineler tizerinde bulunan gérevler
icin de gecerlidir. Her bir gorev sadece bir c¢ekirdege ihtiyag duydugundan iki gorev
eszamanli olarak ¢alisabilmektedir. iki gorev (t1, t2) calistirildiktan sonra diger iki gdrev

(t3, t4) calistirilmaktadir.

VM1

VM2

Cekirdek sayisi

Sekil 4.1. VM’ler ve gorevler icin yer paylagimli CPU kullanimi [40]

Sekil 4.2°de sanal makineleri yerlestirmek icin yer paylasimli politika, sanal makine

iizerindeki gorevleri yerlestirmek i¢in zaman paylasimli politika kullanilmaktadir. Bir
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cekirdek belirli zamanda belirli sanal makine tarafindan kullanilmaktadir. Sanal makinenin

sahip oldugu ¢ekirdek ise ayni anda birden fazla gorev i¢in kullanilmaktadir.

VM1

Viv2

P2
sk sayisi

Cekird

Sekil 4.2. VM’ler igin yer ve gorevler igin zaman paylasimli CPU kulanimi [40]

Sekil 4.3’de sanal makineleri yerlestirmek i¢in zaman paylasimli politika, sanal makine
iizerindeki gorevleri yerlestirmek icin yer paylasimli politika kullanilmaktadir. Her bir
sanal makine belirli zaman diliminde ¢ekirdegi kullanmaktadir. Cekirdek ayn1 anda diger
sanal makine tarafindan da kullanildigindan daha once belirtilen senaryolarda kullanilan
cekirdek giiciine gore birim zamanda kullanilan ¢ekirdek giicii daha azdir. Gorev atamalari
yer paylasimli oldugundan bir sanal makine her bir c¢ekirdege sadece bir gorev

atayabilmektedir, diger gorevler daha sonra yapilmak iizere siraya sokulur.
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ok sayisi

Cekird

Sekil 4.3. VM’ler igin zaman paylasimli, gérevler i¢in yer paylasimli CPU kulanimi [40]
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Sekil 4.4°de, bir ¢ekirdek ayni anda iki sanal makine tarafindan kullanildigindan zaman

paylasimli provizyon yontemi kullanilmaktadir. Bir sanal makine kendisine atanmig olan

cekirdegi bir zaman diliminde birden fazla goéreve kullandigindan zaman paylasiml

provizyon yontemini kullanilmistir [24].

]

b
5
a
__________
by ]
=
o VM2
u‘ __________
VM1
VM2
VM1
zaman

Sekil 4.4. VM’ler ve gorevler i¢in zaman paylasimli CPU kullanimi [40]
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4.3. Hizmet Seviyesi anlagsmasi ve Enerji Tiiketimi

Tiiketiciler geleneksel yontemler yerine bulut bilisimi kullanmaya bagladikca tiiketiciler ve
saglayicilar arasindaki anlasmalar, yani hizmet seviyesi anlagsmasmin - Service Level
Agreements (SLA) Onemi artmaya baslamistir. Servis saglayict ve miisteriler arasinda
varilan anlagsmalarda servis kalitesinin saglanmasi zorunludur. QoS, cevap zamani ve ¢ikti
(throughput) gibi 0Ozelliklere sahiptir. Cikti berli zaman aralifinda iletilen verinin
miktaridir [60]. Bu gereksinimleri saglamadigi zaman hizmet saglayici miisterisine ceza
O0demek zorunda kalabilmektedir. Uygulamanin kaynak gereksinimleri karsilanmazsa
uygulama cevap zamani gecikmesi, hizmet kesintisi gibi sorunlarla kasilasilabilmektedir.
Servis saglayici hizmet anlagsmasi gereksinimlerini karsilarken enerji tiiketimini da gézardi
etmemelidir. Enerji tiikketimi islemci, disk, giic kaynagi, sogutma sistemlerinin harcadig

enerjiyle alakalidir.

4.4. Performans Metrikleri

Bulut ortamlar1 i¢in gelistirilen benzetim yazilimlar1 test edilen algoritmalarin
performansin1  degerlendirmek i¢in  kullanilan Olgiitlere  performans  metrikleri

denilmektedir. Bu boliimde bazi performans metriklerinin kisa agiklamalar1 yapilmaktadir.

Yiik degisimi ve kullaniminin standart sapmasi

Bu iki metrigin her ikisi de kaynaklarin ortalama kullanimindan sapmayi1 gosterir.
Degerlendirmesi kolay oldugu i¢in yaygin bir sekilde kullanilmaktadir [38]. Fakat kaynak

kullanimindan ¢ok zaman kisitina odaklanan algoritmalar i¢in uygun degildir.

Tamamlanma siiresi

saglandigr zaman tamamlanma siiresi de diiser ve daha diisiik tamamlanma stiresi bir
planlama algoritmasinin birincil amacidir. Bu metrik zaman kisitinin 6nemsendigi

algoritmalarda 6nemlidir.
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Asin vikli fiziksel sunucu savisi

Bulutta ne kadar asir1 yiiklii fiziksel sunucu oldugunu olgmektedir ve sistem durumu
hakkinda genel bilgi edinmeyi saglamaktadir. Yiik dengeleme algoritmalar1 asir1 yiikli
fiziksel sunucular1 azaltmay1r amaglamaktadir. Bu metrik yiik dengelemeyle ilgili net bir
goriis saglamaktadir. Fakat bu metrik yiikiin dagitimiyla ilgili ¢ok ayrintili bilgi

vermemektedir.

Cikt1

Dengesiz dagilmis yiik, sistemin performansini diisiirebileceginden bu metrik fiziksel
sunucularin istekleri ne kadar hizli isleyecegini degerlendirmektedir. Bu yiizden yiiksek
degerdeki ¢ikti, yiikii daha iyi dengelenmis sistem demektir. Cevaplama zamaninin
onemsendigi durumlar icin kullanimi tavsiye edilebilmektedir. Bu metrik genelde tasima

sayis1 gibi metriklerle birlikte degerlendirilmektedir.

Baglantilarin standart sapmasi

Bu metrik network hassasiyeti olan algoritmalarda kullanilabilmektedir. Baglantilarin

dengeli olup olmadigini denetlemektedir.

Ortalama dengesizlik seviyesi

Popiiler bir metrik olan kaynak kullaniminin standart sapmasi sadece bir kaynagin
kullannmin1 hesaplarken; bu metrik CPU, RAM, bant genisligi gibi birden fazla cesitte

kaynag1 bir arada g6z Oniine almaktadir.

Sanal makine tasima savyisi

Yardimer metrik olan tagima sayisi, yiik dengelemeyi degerlendirmek i¢in tek bagina
kullanilabilecek bir metrik degildir. Ciinkii tasima sayis1 artirilarak yiik dengesi daha iyi
saglanabilmektedir. Fakat sanal makinelerin taginmasi sisteme ilave yiik getirmekte, bu da
performans1 diisiirmektedir. Performans ve ylik dengesi arasinda bir Odiinlesim

bulunmaktadir.
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Hizmet seviyesi anlasmasi ihlali

Yardimci metrik olan Hizmet seviyesi anlagmasi ihlali tek basina kullanilabilecek bir
metrik degildir. Hizmet seviyesi anlagsmasi ihlali sanal makinenin yeterli kaynagi alamamis
olmasidir. Bu metrigin degerinin fazla olmasi fiziksel sunucularin iyi dengelenmemis
oldugunu gosterir; diisiik olmasi iyidir. Diger metriklerle bir arada degerlendirilmelidir
[38].

4.5. Performans Metriklerinin Hesaplanmasi

Bu tez calismasinda kullanilan benzetim yazilimi olan CloudSim perforformans
metriklerinden bazilarinin matematiksel hesaplar1 ayrintili olarak anlatilmaktadir. Bu

metrikler [47]’de yapilan caligmadan yararlanilarak detayli olarak agiklanmistir.

4.5.1. Hizmet seviyesi anlagsmasi ihlali

SLAV hesabinin belirlenmesinde etkili olan iki deger vardir. Bunlar aktif fiziksel makine
bagina diisen ortalama SLAV zamani (SLAV Time per Active Host - SLATAH) ve
Tasimadan kaynaklanan performans diistisii (Performance Degreetion per Migration -
PDM) degerleridir. Diger bir metrik ise sanal makine yerlestirme adaptasyonu siiresince
yapilan VM tasinma sayisidir. Hizmet seviyesi anlagsmasi ihlali olan SLAV degeri
SLATAH (%) ve PDM (%) degerlerinin ¢arpilmasiyla elde edilmektedir. SLATAH, aktif
PM basina diisen SLAV degerini; PDM i1se VM tasinmasindan kaynaklanan performans
diistisiinii ifade etmektedir. Bulut bilisim ortamalar1 i¢in QoS gereksinimlerini karsilamak
cok onemlidir. QoS gereksinimleri SLA formunda formiillestirilmektedir. Minimum ¢ikt1
ve maksimum cevap zamam gibi acilardan belirlenebilmektedir. Bu 06zellikler
uygulamadan  uygulamaya  degistiginden  hizmet  kalitesini  degerlendirirken

kullanilmamaktadir. Is yiikiinden bagimsiz bir metrigi, IaaS’deki herhangi bir sanal

makineye dagitilan SLAV’1 degerlendirmek i¢in tanimlamak gerekmektedir [47].

PDM ve SLATAH’1n her ikisi de ayn1 6neme sahip oldugundan yazarlar SLAV isimli bir
metrik sunmuslardir. Bu metrik hem fiziksel makinenin asir1 yiiklenmenin sebep oldugu

performans diisiisiinii hem de sanal makine tasimasinin sebep oldugu performans diisiisiinti
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gostermektedir. SLAV, SLATAH ve PDM’nin birlesimini ifade etmektedir ve aralarindaki
iligki Es. 4.1°de goriilmektedir.

SLAV = SLATAH.PDM (4.1)

4.5.2. Sanal makine tasinmasindan kaynaklanan performans diisiisii

Anton B.’nin modelledigi ¢ok cekirlekli CPU mimarisine gére n ¢ekirdek varsa, her bir
¢ekirdek m MIPS ig¢ermektedir, yani ¢ekirdek 1 saniyede m milyon komut
isleyebilmektedir. Bir tek CPU’nun toplam kapasitesi n X m MIPS’dir. Canli tagima
durdurmasiz ve c¢ok kisa bir kesinti ile yapilabilmektedir. Fakat yine de tasima sirasinda
uygulama performansina olumsuz etki yapmaktadir. Bir VM’in taginma uzunlugu o VM’in
kullandigt RAM ve erisilebilir ag bant genisligine baglidir. Canli tagimay1 saglamak igin
ayarlamalar ona gore yapilmaktadir. VM’in imaj1 ve verisi ag erisimli depolama biriminde
tutulmaktadir, bdylece sanal makinenin depolama birimlerini kopyalamak ve tagimak
gerekmemektedir. Yazarlarin deneyimlerine gore bir j sanal makinesinin tasima zamani Es.
4.2 ve performans azalmasi Es. 4.3’de tanimlanmaktadir.
Mj(vm jrmin kullandigt ram)

T,y = —— ——
J Bj(ulasilabilir ag bant genisligi)

(4.2)

Ug; = 0.1.ft0 LU (t)dt (4.3)

Udj, sanal makine j’nin sebep oldugu toplam performans disiisiinii, Tm]., tagimanin ne

kadar siirdiigiinii, U;(t), CPU kullanimini, t,, tasima baslangi¢ zamanini ifade etmektedir

[47].

PDM, Sanal makine tagimasinin sebep oldugu performans diisiislidiir. Esitligi 4.4’de

gosterilmektedir.
1 Caj
PDM = Ezj‘ilﬁ (4.4)
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Cqj,g0¢ kaynakl performans diistisiinii, C,; sanal makinenin talep ettigi CPU kapasitesini

ifade etmektedir [47].
4.5.3. Aktif fiziksel makine basina diisen SLAV zamani

Aktif fiziksel makine basma diisen SLAV zamami kisaca SLATAH olarak ifade
edilmektedir. Aktif fiziksel makinelerin ne kadar siire boyunca CPU kullanimlarinin %100
oldugunun ortalmasi alinarak hesaplanir. Bir uygulamanin bulundugu fiziksel makinenin
CPU kullanim1 %100 ise o uygulamanin perofmanst o fiziksel makinenin kapasitesiyle

sinirli oldugundan gerekli performans seviyesi saglanamamaktadir.

Yazarlarin 6nerdigi metriklerden SLATAH (SLAV Time per Active Host) Hangi aktif
fiziksel makinenin CPU kullaniminin %100 oldugunun ne kadar siirdiigiiniin yiizdesi
bulunarak hesaplanmaktadir. SLATAH mantigt sudur ki bir uygulamanin bulundugu
fiziksel makinenin CPU kullanimi %100 ise o ugulamanin performansi o fiziksel

makinenin kapasitesiyle sinirlidir ve gerekli performans seviyesi saglanamamaktadir.

1 Tsi
SLATAH = ;Z’i"le—ai (4.5)
Tg;, i fiziksel makinesinin CPU’sunun %100 kullanildigi zaman; T,; i fiziksel makinesinin

aktif olarak calistigi siireyi ifade etmek lizere esitligi 4.5°de gosterildigi sekildedir [47].
4.5.4. Enerji hesabi

Veri merkezleri ¢cok biiyiik miktarda enerji tiiketmektedir. Ornegin Google Veri Merkezi,
niifusu 2010 yilinda 805,193 olan San Fransisco sehrinde tiiketilen enerji kadar enerji
tiketmektedir [24, 62]. Bu yiizden veri merkezlerindeki enerji israfini onlemek ¢ok
onemlidir. Veri merkezlerinde fiziksel makineler belirli sicaklik araliginda ¢alistigindan
enerji sadece fiziksel makinelerin c¢aligmasinda degil aym1 zamanda bu makinelerin
olusturdugu sicak ortami sogutmak icin de kulanilmaktadir. Ne kadar az fiziksel makine
calisirsa o kadar az sogutma masrafi ortaya ¢ikacaktir. Giic ve enerji birbiriyle iliskili
kavramlardir. Giiciin esitligi Es. 4.6’da verildigi gibidir. Enerji ise Es. 4.7’de goriildigi
gibi gli¢ degeri kullanilarak hesaplanmaktadir.
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P=W/T (4.6)

E=P.T 4.7)

Es. 4.6 ve Es. 4.7°de goriilen P, giig; T, zaman periyodunu; E enerjiyi ifade etmektedir.
Gilic ve enerji fakli seylerdir. Gii¢ tiikketimini azaltmak her zaman enerji tliketimini
azaltmamaktadir. Gli¢ tiiketimi CPU performansi azaltilarak azaltilabilir, 6rnegin frekansi
diistirtilebilir fakat programin calisma siiresi uzayacagindan is bitiminde harcanan enerji

miktart aynidir.

Bir sunucunun harcadigi enerji miktar1 kullanilan CPU miktariyla yakindan iligkilidir [61].
Fiziksel makine iizerinde hig is yiikii olmadiginda kullanilan gii¢ P4, ile, makine CPU’su
%100 kullanildig1 durumda gii¢ tiikketimi Py, ile ifade edilmektedir. Bir sunucunun
kullandig1r glic miktar1 Es. 4.8’de hesaplanmaktadir. u, kullanilan CPU oranmi ifade
etmektedir. Sekil 4.5’de gercekte tiiketilen gii¢ ile hesaplanan tahmini gii¢ tiikketiminin

degerleri goriilmektedir.

P(u) = Pigie + (Pbusy - Pidle) *U (4-8)
Giig
Tiiketimi
Measured Power -
Pirllc'H Phu*)" Pllﬂc)],u """"
Pigjet(PhusyPiare) Qu-u) ——
O 1 1 1 1
0 0.2 0.4 0.6 0.8 1
CPU Kullamm Oram

Sekil 4.5. Bir sunucunun CPU kullanimi ve gii¢ tiiketimi arasindaki iligki [47]

Sekil 4.6’da goriildiigii iizere sistemde bulunan diger bilesenler (6rn. I/O, bellek) de gii¢
tiiketmektedir fakat bu bilesenlerin gii¢ tiiketimi de CPU kullanimiyla orantilidir.
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4 ¢cekirdekli CPU

5. Bellek
Ag arayiiz kart1 s

Fan

Ana Kart

PSU Verimlilik
Kaybi

Sekil 4.6. Sunucu bilesenleri tarafindan tiiketilen gii¢ miktarlari [47]

PlanetLab verisetinde bulunan sunucularin CPU kullanim oranlarina gére Watt cinsinden
giic tiiketimleri SPECpower benchmark’dan alinan degerler Cizelge 4.1°de goriilmektedir
[47].

Cizelge 4.1. Sunucularin CPU kullanim oranlarina gére Watt cinsinden gii¢ tliketim
miktarlari [47]

Sunucu - CPU
Kullanim orani

HP-ProLiant-G4 | 86 894 (926 |96 995 (102 |106 |108 |112 |114 117
HP-ProLiant-G5 |93.7 |97 101 105 (110 (116 |121 125 |129 |133 |135

0% 10% |20% |30% |40% |[50% |60% |[70% |80% |[90% |100%

4.5.5. Aktif fiziksel makine basina diisen ortalama CPU kullanim oram hesaplama

Bir fiziksel makinenin kaynak kapasitesi tizerinde barindirdigi sanal makinelere
dagitilmaktadir. Fiziksel makine tizerindeki kaynagin kullanilmayan kismi atil duran
kaynaktir. Bir kaynak ne kadar yiiksek oranda kullanilirsa o kadar verimli kullaniliyordur.
Diger taraftan bir fiziksel makine {izerinde tasidigi sanal makinelerin biitiin kaynak
ihtiyaglarmi karsiliyor olmasi gerekmektedir. Ornegin bir fiziksel makinede sanal
makineye yetecek miktarda RAM bulunmazsa bu makine lizerinde CPU miktar1 ¢ok fazla
olsa bile sanal makinenin baska bir makineye tasinmasi gerekmektedir. Kaynak
kullaniminda performansi ve enerji tiikketimini etkileyen en 6nemli kaynak olan CPU’nun

kullanim miktarlar1 6l¢iilmistiir. Aktif fiziksel makine basina diisen CPU kullanim orani
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hesaplanirken, aktif olan fiziksel makinelerin CPU kullanim oranlarinin ortalamasi

alinmaktadir.

4.5.6. Benzetim Ortaminda Maliyet Hesabi

Bulut ortamlarinda harcanan enerjiyi minimuma indirmek doganin korunmasi agisindan ve
bulut saglayicinin maliyetini azaltmak agisindan ¢ok 6nemlidir. Bu boliimde bulut bilisim

benzetim araglarindan birisi olan CloudSim temel alinarak maliyet hesab1 anlatilmaktadir.

Tekli sanal makine tasima probleminde malivet hesabi

Bir fiziksel makine ve birden fazla sanal makinenin oldugu bir sistemde maliyet hesabi
probleminde zaman N pargaya ayrilmaktadir. Her bir zaman diliminin 1 saniye oldugu
kabul edilmektedir. Kaynak saglayici kurulus, fiziksel makinenin harcadigi enerji

maliyetini karsilamaktadir.
CT = Cp.tp (49)

Burada t,,, zaman periyodu ve C,, 1 dilimlik zamanda harcanan enerji olmak {izere toplam

maliyet Es. 4.9’da hesaplanmaktadir.

Kaynak kullanimi CPU performans: ile ifade edilmektedir. Talep edilen CPU miktar
erisilebilir kapasiteyi asarsa SLAV olusmaktadir. Bu durumda miisteriye kaynak saglayici
tarafindan 6deme yapilmaktadir. Bunun maliyeti ise C,t, esitligi ile hesaplanmaktadir.
Burada C,, birim zamana diisen SLAV maliyeti ve t, SLAV’nin siirdiigii zaman miktaridir.

Anton B. ve arkadaslar1 bu birimleri Es. 4.10’de goriildiigii sekilde tanimlamislardir.
C,=1, Cy=s veyaCy=v, C,=1 (4.10)
r=n-—v (4.11)

Es. 4.11’de n, SLAV’nin bitme ani; v, SLAV’nin baslama ani, r SLAV devam etme
stiresi, m sanal makinenin baska bir fiziksel makineye tasinmaya bagsladig1 andir. Sanal

makine tasinmasi1 T kadar slirmektedir. Bir sanal makineyi baska bir fiziksel makineye
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tasimak icin bir fiziksel makineye daha ihtiya¢ bulundugundan tasima sirasinda harcanan
enerji 2C,T dir. Sanal makinenin ne zaman taginmasi gerektigi m zamanim belirlerken
sunlar g6z oniinde bulundurulmaktadir:

1. Harcanan toplam enerji maliyetini azaltmak

2. SLAV nin sebep oldugu maliyeti azaltmak

Maliyet Fonksiyonu

Maliyet problemini analiz etmek i¢in 4.12 numarali maliyet fonksiyonu tanimlanmuistir.
Toplam maliyet, SLAV’1n sebep oldugu maliyeti ve fazladan enerji tiiketim maliyetini de
icermektedir. Maliyet fonksiyonunda SLAV baslayana kadar harcanan enerjinin maliyeti
hesaplanmaz ¢iinkii algoritmalar bu andan sonra devreye girer ve algoritmalar arasinda
karsilastirma yapmak igin bu enerjiye ihtiya¢g duyulmamaktadir. Enerji tiikketimi sanal
makinenin bulundugu ve tasinacagi fiziksel makinenin tiikettigi enerji ve SLAV
basladiktan sonraki ilk bulundugu fiziksel makinenin harcadig1 enerji Es. 4.12°de C (v, m)
ile hesaplanmaktadir. Maliyet fonksiyonu hesaplarinda m tagima baslama anini; T tasima

stiresini simgelemektedir.

C(v,m): (4.12)
= (v -m)G, eger m<vvev—-m=T (
=(v—m)Cp+2(m—v+T)Cp+(m—v+T).Cv eger m<v,v—m<T C,
=1Cp+(r—-m+v)C, +71Cy eger m > v Cs

Es. 4.12, sartlara gore ii¢ boliime ayrilmaktadir. Birinci bolim C;, ikinci bolim C, ve

ticlincti boliim C5 ile ifade edilmektedir.

Birinci durum (C;)

Tasima, SLAV baslamadan baglamaktadir ve SLAV baglamadan ya da baslayacagi anda

bitmis ise maliyet C; fonksiyonu ile hesaplanmaktadir. Burada SLAV baslamadan yapilan
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sanal makine tasima maliyeti hesaplanmaktadir. SLAV maliyeti yoktur. (v —m) tasima
stiresini ifade etmektedir.

Tkinci durum (C,)

Tasima, SLAV basladigi anda ya da baslamadan once baglamigtir fakat tagima bitmeden
once SLAV basladigindan bir miktar SLAV maliyeti bulunmaktadir. Ana fiziksel
makinenin v anina kadar harcadigi enerji maliyeti, SLAV siiresince 2 fiziksel makinenin

harcadig1 enerji maliyeti ve SLAV ceza maliyeti toplamu ile hesaplanmaktadir.

Ugiincii Durum (Cs)

Sanal makine tasinmast SLAV basladiktan sonra bagslamistir. Ana fiziksel makinenin
harcadig1 enerji maliyeti, ikinci fiziksel makinenin T siiresince harcadigi enerji ve ddenen

SLAV cezasi toplanarak hesaplanmaktadir [47].

Optimal cevrimdisi algoritma malivet hesabi

Algoritmanin kalitesi m ve v zamanlar1 arasindaki iliskiye baghdir. Yani tasima ve SLAV
baslamas1 arasinda ne kadar az siire gectiyse algoritma o kadar kalitelidir. Eger SLAV
baslamadan tagima baglarsa bu en iyi durumdur. Es. 4.12°deki degerler Es. 4.13’deki

degerlerle degistirilmesi durumu asagida incelenmektedir.

v—m=al, m=v—al, a=w—-—m)/T (4.13)
Maliyet fonksiyonunda Es. 4.12°de tanimlanan 3 durum asagida agiklanmaktadir.

Birinci Durum

m<v,v—mz=2T, aT = T’dirve a =1 ‘dir. Tekli sanal makine tasima probleminde
Es. 4.12°de bulunan C; fonksiyonunda (v —m)C,’de m’nin yerine v — aT yazildiginda

C;=(v — v + aT)C, = aT Cp bulunmaktadur.
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Ikinci Durum

m<v, v—-m<T,a=0veal <T yani 0 < a < 1°dir. Yine tekli sanal makine tasima
problemindeki Es. 4.12°de €, = (v —m)C, +2(m —v + T)C, + (m — v + T)C,, m’nin
yering v — aT yazildiginda C, = aTC, + 2T(1 — a)C, + T(1 — a)C, bulunur.

Uciincii Durum

m > v bundan dolay1 a <0, a= %,m =v —aT yine tekli sanal makine tagima
probleminde Es. 4.12’de C3 =1C,+(r—m+v)C, +7rC, = C,(2r —m+v) +7rC,
fonksiyonunda r =m —v + T oldugundan m’nin yerine v —aT ve r’nin yerine de
—aT +T vyazilrsa C3 = C,(2T —2aT —v +aT +v) + TC, —aTC, bulunmaktadir.
Sadelestirildigi zaman C3 = T(2 — a)C, + T(1 — a)C, bulunur, bu da C,(v,a)’ya esittir
C,(v,a), C3(v, a)’ya esit oldugu i¢in esitlik sadelestirilerek Es. 4.14 elde edilmektedir.

C(a) = (4.14)
T(2—-a)C, +T(1—a)C, eger a<1ise
aTlC, eger a=1ise

Problem taniminda C, =1/s ve C, =1 olarak tanimlanmsti, yukardaki C(a)

denkleminde yerine koyuldugunda Es. 4.15 elde edilmektedir

C(a) = (4.15)
T(2—-a)/s+T(1—a) eger a<1lise
aT/s eger a=1ise

a = 1 oldugunda maliyet minimum degerindedir. Yani (v —m)/T = 1 oldugunda, bu da
tasimanin SLAV baslamadan baslamasi demektir. SLAV baslamadan tahmin edebilen
algoritma en iyidir [47].
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CloudSim’de optimal cevrimici deterministik algoritma maliyet hesabi

Eger bir problemin girdisi ¢evrimici ise ve ¢iktist da ¢evrimigi olarak olusturuluyor ise bu
problem c¢evrimi¢i problemdir. Cevrimigi problemler i¢in kullanilan algoritmalara
cevrimigi algoritma denilmektedir. Cevrimigi algoritmalarin performans ve verimliligini
karsilagtirmanin yollarindan birisi de rekabet analizi uygulamaktir. Rekabet analizi
yapisinda ¢evrimigi algoritmalarin degerleri gelecek bilgisi olan (gelecek isyiikiinii verisini
bilerek yogunluk yasanmadan onlem alan), en iyi performansi sergileyecek muhtemel
algoritmalar ile karsilastirilmaktadir. Gelecek bilgisi olan algoritmalar SLAV baglamadan
onlem alarak en az maliyetle islemleri gerceklestirmektedir. ALG(I) < c.OPT(I) +a
esitliginde ALG(I), I girisi i¢in algoritmanin harcadigi maliyettir. c, sabit faktordiir.
program fonksiyonlarindaki parametrelere bagli olabilmektedir fakat I’dan bagimsiz bir

deger olmalidir [47].

CloudSim’de dinamik sanal makine verlestirme probleminde malivet hesabi

Dinamik sanal makine yerlestirme probleminde, toplam maliyeti azaltmak i¢in ne zaman
hangi sanal makinenin hangi fiziksel makineye tagmacagini belirlenmektedir. Esitligi
hazirlanirken su semboller kullanilmaktadir. Ay, herbir fiziksel makinenin CPU

kapasitesini ifade etmektedir. A,, bir sanal makineye atanabilecek en yiiksek CPU

kapasitesini ifade etmektedir. m = % ile bir fiziksel makineye atanabilecek en yiiksek

v

sanal makine sayis1 bulunmaktadir. nm ile toplam VM sayis1 hesaplanmaktadir. ¢,,, tasima

siiresini ifade etmektedir. C,, = 1 enerji tiiketim maliyetini ifade etmektedir. C,, = s, SLAV

maliyetini ifade etmektedir. Bu degerler C,, = %, C, = 1 olarak da ifade edilebilmektedir.

C= Z’ll;zto(cp Yi=o ag;, + Gy Z?:o th) (4.16)

Es. 4.16°da t, baslangic zamanim ,T toplam zamam ifade etmektedir. a; €{0,1}, PM ¢t
aninda fiziksel makinenin aktif mi pasif mi oldugunu gostermektedir, a;;, degeri 1 veya 0
degerlerini alabilmektedir. vtjE{O,l}, t aninda sanal makinenin SLAV yasayip

yasanmadigin1 gostermektedir, U, degeri 0 veya 1 degerlerini alabilmektedir.
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Optimal cevrimici (online) deterministik algoritmasinda rekabet orani hesaplama

SLAV bir fiziksel makinede en az m + 1 adet sanal makine varsa olusmaktadir ve bu sanal
makinelerin kullanabilecekleri en yiiksek CPU miktart A,’dir. Es. 4.17’de sanal
makinelerin iizerinde bulundugu fiziksel makineyle CPU kapasitesi iligkisinin hesab1

anlatilmaktadir.

mA, = Ay, k>m, kA, > A, (4.17)

Eszamanl olarak SLAV ¢eken fiziksel makine sayisi n,, ile ifade edilmektedir. n, = %

‘dir. SLAV yasamayan fiziksel makine sayisi ise n, ile ifade edilmektedir. n, =n —
n,’dir. Herbir zaman periyodu ikiye bdliinerek bir zaman peryondu 2t,, ile ifade
edilmektedir. t,,, tasima zamanini ifade etmektedir. Biitiin fiziksel makineler aktifse ve
SLAV yoksa birinci t,,’de maliyet t,,,nC, esitligi ile hesaplanmaktadir. Biitiin fiziksel
makineler aktifse, n, tane fiziksel makine SLAV g¢ekerse ve bazi sanal makineler n,
fiziksel makineye tasinirsa ikinci t,,’de harcanan toplam maliyet t.,(nC, + n,c,) esitligi
ile hesaplanmaktadir. Bir zaman periyodu yani 2t,, boyunca harcanan toplam maliyet
C = 2t,,nCy, + tyyn,c, esitligi ile hesaplanmaktadir. ALG ¢evrimigi algoritmasinin sebep
oldugu toplam maliyet ALG(I) = tt,,(2nC, + n,,C,) esitligi ile hsaplanmaktadir. OPT

cevrimdisi algoritmasinin sebep oldugu toplam maliyet OPT (1) = 21t,,,nC,, esitligi ile

. . ALG C .
hesaplanmaktadir. Bu iki algoritmanin rekabet orani OiT§g:l+;’l’—C" bulunmaktadir. Cy, nin
P

ALG(I)_1+M

yerine 1/s, C,’nin yerine 1 yazildiginda oPT() ~ 2n

bulunur. mod —= = 0 oldugunda,
m+1

__ nm . ALG(I) _ ms o
n, =—— rekabet oraninda yerine koyulursa oPT() 2t D) bulunmaktadir. Eger
MMos0 ise W ™S g Bu iki durum  birlestirilirse Aze@<q 4 7
m+1 OPT(I) 2(m+1) oPT(I) 2(m+1)

bulunmaktadir.



53

5. GERCEKLESTIRILEN CALISMA

Bu c¢alismada, sanallastirma teknolojisinde karsilasilan sanal makine yerlestirme
probleminin ¢oziimii ¢cok amagli optimizasyon algoritmalariyla ele alinmistir. Literatiirde
yaygm kullanim1 olan ¢ok amacli optimizasyon yontemleri probleme uygulanmis,

basarimlari farkli metrikler dogrultusunda degerlendirilmis ve kiyaslanmistir.
5.1. Benzetim Ortaminda Veri Merkezinin Olusturulmasi

Calismanin  alt yapisinda bulut bilisim ortaminin  benzetimi CloudSim ile
gerceklestirilmistir.  Problemi tanimlamak ve algoritmalar1 yiiriitmek i¢in MOEA
Framework kiitiiphanesi Cloudsim ile biitiinlestirilmis ve gerekli uyarlamalar yapilmistir.
Sekil 5.1°de goriildiigii tizere CloudSim’den alinan sanal makine listesi ve fiziksel makine
listesi MOEA Framework’e gonderilmekte, MOEA Framework’de elde edilen ¢6ziim
tekrar CloudSim’e gonderilmektedir. Elde edilen optimum ¢6ziime gore CloudSim, sanal

makine yerlestirme islemini ger¢eklestirmektedir.

Sanal makine listesi ve fiziksel makine listesi

CLOUDSIM MOEA Framewaork

Cozim(sanal makine ve fiziksel makinelerin yerlestirilme haritasi)

Sekil 5.1. Tez calismasinda kullanilan CloudSim ve MOEA Framework iliskisi

Calismanin yiiriitiilebilmesi i¢in bir veri merkezine ihtiyag bulunmaktadir. Problemin
yapisina uygun olarak belli sayida fiziksel makine ve sanal makinenin tanimli olmasi ve
belirli bir senaryo dahilinde islemesi gerekmektedir. Bu gereklilik veri merkezi PlanetLab

verisetinin benzetim ortaminda kullanilmastyla karsilanmastir.
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5.2. Problemin MOEA Problem Yapisina Doniistiiriilmesi

MOEA Framework’iin kullanilabilmesi i¢in dncelikle kullanicinin problemini tanimlamasi
gerckmektedir. Problemin tanimlanmasi amaciyla org.cloudbus.cloudsim.power.moea
isimli pakete MOEAProblem.java smifi eklenmistir. Olusturulan MOEAProblem
org.moeaframework.core paketindeki Problem sinifi uygulanarak olusturulmustur.
MOEAProblem smifi parametre olarak tasinacak sanal makine listesini ifade eden
vmstomigrate ve aktif fiziksel makine listesini ifade eden availablehosts listesini alarak
override yontemiyle evaluate isminde uygunluk fonksiyonu olusturulmustur. Uygunluk

fonksiyonunun ayrintilart boliim 5.3°de anlatilmaktadir.

5.3. Uygunluk Fonksiyonu

Uygunluk fonksiyonu ¢ozlimlerin gegerliligini kontrol etmektedir ve c¢oziimleri
derecelendirmektedir. Bu fonksiyon olusturulurken Sekil 5.2°de goriilen algoritma
kullanilmistir. Bu fonksiyonda d integer dizisinde ¢6ziim, f double dizisinde amaglar, g
double dizisinde kisitlar tutulmaktadir. Bunun disinda map cinsinden olusturulan dizi isimli
dizide fiziksel makinelerin CPU kullanim oranlar1 tutulmaktadir. Double cinsinden fark
degiskeninde sanal makine fiziksel makineye atandiktan sonra olusacak olan gii¢ tiiketim
farki tutulmaktadir. Boolean cinsinden check degiskeni ¢oziim gegerliyse true olarak
atanmaktadir. For dongiisii i¢inde herbir ¢6ziimiin herbir pargasinin gergeklestirilebilir olup
olmadig1 kontrol edilmektedir. RAM, CPU durumundan uygun olup olmadigi ve ¢dziimiin
ger¢eklenmesi sonucu harcanan enerji miktarindaki fark hesaplanmaktadir. Coziimlerin
tamami gergeklestirilebilir ise check degeri true olarak kalmaktadir ve ¢éziimiin amag ve
kisit degerleri atanmaktadir. Eger ¢coziim gecersiz ise kisit degeri 1 atanmaktadir, amag

degerine ise elenmeleri i¢in en yiiksek deger atanmaktadir.
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Baslangig )

Enerji Tiketimi €0

v

YerlestirmelListesi €  C6zimUBul(Algoritmaismi, PMlistesi, Vmlistesi)

1=0

HAYIR @4
A

UygunlukDegeri[0] € gii¢cTuketimi EVET
i vm € Vmlistesi[i] i=i+1
UygunlukDegeri[1] € CPUaritmetikOrtalama(CPUkullanimListesi) pm < PmliSteSI[er|65ti"me|i5t65i[i]]

glicTiketimi € glc¢Tiketimi+tahminiGig(host,vm);
Bitis 1

CPUkullanimListesi.ekle(pm.id, tahminiCPUkullaninimiHesapla(host))

Sekil 5.2. Uygunluk fonksiyonu algoritmasi ig akis semasi

5.3. Sanal Makine Yerlestirme Probleminin Coziilmesi

800 adet fiziksel makineye 1052 adet sanal makineyi kaynak kullanim amacina ulasmak
icin CloudSim agik kaynak kodlu simiilasyon yazilimi kullanilmistir. Burada bulunan sanal
makine yerlestirmesi yapan org.cloudbus.cloudsim.power paketindeki
PowerVmAllocationPolicyMigrationAbstract.java sinifi {izerindeki kodlar tezin amaci
dogrultusunda  yeniden yazilmigtir. Bu simifta bulunan getNewVmPlacement ve
getNewVmPlacementFromUnderutilizedHost ~ fonksiyonlarinda — degisiklik  yapilarak
yeniden yazilmistir. Yeni yazilan siiflara getNewPlacementMy ve

getNewVmPlacementFromunderUtilizedHostMy isimleri verilmistir.
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Taginacak Sanal Makine Listesi

Hangi Sanal Makinenin Hangi Fiziksel
Makineye Tasinacag Listesi

Y

getNewVmPlacementMy

Aktif Fiziksel Makine Listesi

Sekil 5.3. Sanal makine yerlestirme probleminin ¢6ziim asamast

Sekil 5.3’de goriildigii gibi getNewPlacementMy sinifi taginacak sanal makinelerin listesi
ve aktif fiziksel makinelerin listesini parametre olarak almaktadir, ¢ikista ise hangi sanal
makinenin hangi fiziksel makineye yerlestirilecegi bilgisini igeren bir liste
dondiiriilmektedir. Metodun birinci asamasinda fiziksel sunucu listesindeki aktif fiziksel
sunucular tespit edilir. Ikinci asamada problem smifi olan MOEAproblem java tasinacak
sanal makine listesi ve aktif fiziksel makineler parametre olarak kullanilarak optimizasyon
calistirilmaktadir. Bu asamada karsilagtirma yapmak amaciyla 4 farkli optimizasyon
algoritmas1 (NSGA-IlI, SPEA2, PAES, e-MOEA) caligtirllmigtir. Sonugta pareto egrisi
iizerinde bulunan n adet ¢oziim donmektedir. Uciincii asamada, bir 6nceki asamada
bulunan n adet ¢éziimden en diisiik enerji tiikketeni se¢ilmektedir. Dordiincii asamada
secilen ¢Oziim degeri integer cinsinden olusturulan d dizisine atilmaktadir. d dizisi Es.
3.1°de gosterilen yapiya gore olusturulmustur. Coziimii ifade eden d dizisi 6rnegi Sekil

5.4’de gosterilmistir.

d dizisi Srnegi

3 6 15 7 |6 |1 [ 25 38 72 11

Sekil 5.4. Sanal makinelerin bulundugu fiziksel makine bilgisini tutan d dizisi
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Sekil 5.4°deki gibi ifade edilen ¢6ziim d dizisine atilmaktadir. Bu ifadenin CloudSim
yazilimma uyumlu hale getirilmesi gerekmektedir. String ve object smiflarini igeren map
smifindan nesne olusturulur. Bunun disinda migrationmap isminde map cinsinden
olusturulan bagli listenin olusturulmasi gerekmektedir. Daha 6nce bulunan ¢oziimlerin
bulundugu d dizisinin degerlerinden i, sanal makinenin numarasi ve d[i] ise fiziksel
makinenin numarasi ile map sinifindan migrate nesnesi olusturulmaktadir. Olusturulan
migrate nesnesi migrationmap listesine atilmaktadir. Boylece dordiincii adimdaki islemler
ile MOEA Framework’ten elde edilen ¢6ziim CloudSim yapisina uygun hale getirilmis
olmaktadir. Belirli bir esik altindaki yogunlukta calisan fiziksel makine iizerindeki sanal
makineleri diger fiziksel sunuculara tasimmasi i¢in
getnewvmplacementfromunderutilizedhostMy metodu yazilmistir. Bu metodda oncelikle
aktif fiziksel sunucular tespit edilmektedir. Daha sonra optimizasyon algoritmasina
taginmasi gereken sanal makineler parametre olarak verilerek ¢oziimler hesaplanmaktadir.
Bulunan n adet ¢6ziimden en az enerji harcayan ¢oziim segilerek d dizisine
aktarilmaktadir. Bulunan ¢6ziim CloudSim yaziliminin yapisina uyumlu hale getirmek

amaciyla listeye aktarilmaktadir.

5.3.1. Optimizasyon algoritmalarinin ¢cahstirilmasi

Optimizasyon Algoritmalar1  Sekil 5.5’de goriildigii gibi  cagirilmistir.  MOEA
Framework’te bulunan Executer fonksiyonu ile optimizasyon algoritmasi ¢agrilmaktadir.
Parametre olarak olusturulan problem sinifi, taginmasi gerekli olan sanal makineler ve aktif
olarak c¢alisan fiziksel makineler girilmektedir. Ardindan problemin hangi optimizasyon ile
coziilecegi bilgisi parametre olarak verilir. Popiilasyon sayisi ve dongii sayisi da
verildikten sonra parametreler tamamlanmig olur. Biitiin algoritmalarda nesil sayis1 500 ve

popiilasyon sayis1 100 olarak belirlenmistir.

NondominatedPopulation result = new Executor()
.withproblemClass (MOEAProblem. class, vmsTomigrate, includeHosts)
.withAlgorithm("NSGAII™)
.withproperty(“populationsize”, 100)
.withmaxevaluations (500)
run();

Sekil 5.5. Optimizasyon algoritmasinin ¢agrilmasindan bir kod kesiti
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6. PEFORMANS DEGERLENDIRMESI

CloudSim ortaminda olusturulan veri merkezinin sanal makine yerlestirme problemini
¢ozmek amaciyla NSGAIIl, SPEA2, e-MOEA, PAES algoritmalar ¢alistirilmistir ve elde
edilen sonuglara gore performans degerlendirmesi yapilmistir. Cok amagli optimizasyon
algoritmalarinda ortalama CPU kullanimin1 artirmak ve toplam enerji tiikketimini azaltmak
hedeflendiginden bu metrikler incelenmistir. CPU kullaniminda yiik dengeleme sunucunun
performansi acgisindan ¢ok Onemlidir. Enerji tasarrufu agisindan CPU kullanimi
artirlldiginda sunucuda hizmet kalitesinin diisme ihtimali artmaktadir. Algoritmanin
sagladigi ¢oziimiin hizmet kalitesini tespit etmek i¢in bununla ilgili olan VM tasima sayist,
SLAPDM, SLATAH ve SLAV metrikleri de incelenmistir. Simiilasyon sonuglarinda elde
edilen enerji tikketimi, VM tasima sayisi, SLAPDM, SLATAH, SLAV ve ortalama CPU
kullanimi verileri Cizelge 6.1°de ve EK-1 - EK-4’de goriilmektedir.

Cizelge 6.1. Calismada elde edilen sonuglar

Algoritma 52132:, Vl\é[aTas' SLA;PDM SLATAH SLAV Ortalama
KWh y. %o % % CPU Kull.
NSGAII 249,83 49995 0,28 9,52 0,02688 0,15267
SPEA2 251,32 50136 0,29 9,67 0,02798 0,15551
e-MOEA 267,64 54461 0,35 9,92 0,03504 0,15585
PAES 268,60 55880 0,34 9,99 0,03364 0,16808

Cizelge 6.2°de en diisiik ve en yiiksek degeri veren algoritmalar goriilmektedir. NSGAII
algoritmasi enerji tiiketimi, VM tasima sayisi, SLAPDM, SLATAH ve SLAV degerleri en
diisiik olan yani avantajli olan algoritmadir. Aktif fiziksel makine basina diisen ortalama

CPU kullaniminda en yiiksek degeri verdigi i¢in en basarili algoritma PAES dir.
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Cizelge 6.2. Calisma sonucunda elde edlen en diisilk degerler (E.d.d) ve en yiiksek

degerler (E.y.d.)
Metrik Algoritma E.d.d. Algoritma E.y.d
Enerji tiiketimi SPEA2 251,32 PAES 268,60
VM taginma sayisi NSGAII 49995 PAES 55880
SLAPDM NSGAII 0,28% e-MOEA 0,35%
SLATAH NSGAII 9,52% PAES 9,99%
SLAV NSGAII 0,02688% e-MOEA 0,03504%
Ortalama CPU Kull. NSGAII 0,15267 PAES 0,16808

6.1. Enerji Tiiketimi’ne Gore Basarim Degerlendirmesi

Optimizasyondaki iki amagtan birisi olan enerji metrigi benzetim ortaminda olusturulan
veri merkezindeki sunucularin harcadigi enerjiyi ifade etmektedir. Bolim 4.5.5°de

tiiketilen enerjinin nasil hesaplandigi anlatilmaktadir.

300 . . . T

250 1

200 - .

150 .

100 .

Enerji Tiiketimi KkWh

n
=
T

I

NSGAII SPEA2 eMOEA PAES

Sekil 6.1. Algoritmalarin enerji tiiketim degerleri

Cizelge 6.1 ve Sekil 6.1°de goriildiigii iizere enerji tilketimi en az olandan en ¢ok olana
gore siralama yapildiginda NSGAII, SPEA2, e-MOEA, PAES seklinde siralanir. Enerji
konusunda en avantajli algoritma Cizelge 6.2°de goriildiigii gibi NSGAII algoritmasi
olmustur. NSGAII, SPEA2 degerleri sirastyla 249kwh ve 251 kwh olarak bulunmustur.



61

Enerji tiikketimi en yiiksek olan algoritmalar ise PAES algoritmasidir, degerleri sirasiyla
268 kwh’dir.

En az enerji kullanan algoritmalar degerleri birbirine ¢ok yakin olan SPEA2 ve NSGAII
algoritmalaridir. Enerji kullannominda en i1yi olan SPEA2 ve NSGAII algoritmlar1 CPU
kullanim1 konusunda yine birbirlerine yakin degerlere sahiplerdir ve ortalama bir basartya

sahip olmuslardir.

6.2. Fiziksel Makine basina diisen ortalama CPU kullanim miktari’na Gére Basarim
Degerlendirmesi

Bu metrik agik olan fiziksel makinelerin ortalama CPU kullanimini hesaplamaktadir. Bu
metrigin degerinin yiiksek olmasi kaynak israfinin daha az oldugunu ifade etmektedir.

Ayrintili bilgi Bolim 4.5.6’da bulunmaktadir.

02 I I | I

Ort. CPU Kullanimu

NSGAII SPEA?2 eMOEA PAES

Sekil 6.2. Fiziksel makine basina diisen ortalama CPU kullanim oranlari

Cizelge 6.1°de ve Sekil 6.2°de goriildiigii tizere aktif hostlar arasindaki CPU kullanim
ortalamasi en az olandan en ¢ok olana gore siralama NSGAIl, SPEA2, e-MOEA, PAES
seklinde gerceklesmistir. En avantajli algoritma %16,808 degeri ile PAES’dir. PAES’in
CPU kullaniminda en avantajli olup enerji tiilketiminde en dezavantajli algoritmalardan
birisi olmasi basar1 konusunda tutarsiz oldugunu gostermektedir. NSGAII, e-MOEA ve
SPEA2 algoritmalarinin ortalama CPU kullanim degerleri birbirlerine ¢ok yakindir;
sirastyla %15,267, %15,585, %15,551°dir. [18]’de acik fiziksel makinelerin kaynak
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kullanim miktarlar1 da tek amacglh optimizasyon algoritmasi olan Genetik Algoritma, ¢ok
amagli optimizasyon algoritmalart olan NSGA ve NSGAII arasinda karsilastirilmistir,

sonugta NSGAII algoritmasi en avantajli algoritma olmustur.

6.3. Sanal Makine Tasinma Sayisi’na Gore Basarim Degerlendirmesi

Yogun olan sanal makineleri rahatlatmak i¢in daha az yogun olan makinelere sanal makine
tasinmasi yapilir. Bazen de az yogun makineler iizerindeki sanal makineler bagka
makineler iizerine tasinarak bosaltilan fiziksel makineler kapatilir. Yapilan bu tasima
islemi fazladan kaynak ve enerji tiiketimine neden olmaktadir. Bu da performansi olumsuz
yonde etkilemektedir. Sanallagtirma sistemlerinde sanal makine taginmasi olsa da miimkiin

oldugunca az gerceklesmesi beklenmektedir.

><104

h

i

VM Tasgima Sayist
o] (O8]

—

NSGAII SPEA2 eMOEA PAES

Sekil 6.3. Sanal makine taginma sayilari

Cizelge 6.1°de ve Sekil 6.3°de goriildiigli iizere VM tasinma sayis1 en az olandan en ¢ok
olana dogru NSGAII, SPEA2, e-MOEA, PAES scklinde siralanmaktadir. VM tasima
islemi performans disiirlicii bir is oldugundan en avantajli algoritma Cizelge 6.2’de
goriildiigii gibi 49995 degeri ile NSGAII algoritmasidir. En ¢ok tasima yapan algoritma ise
55880 degeri ile PAES algoritmasidir.
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6.4. Hizmet Seviyesi Anlasmasi Thlaline Gore Basarim Degerlendirme

SLAV, fiziksel makinenin CPU kapasitesinin iizerindeki sanal makinelere yetmedigi
durumlarda ortaya ¢ikmaktadir. SLAV ile ilgili ayrmtili bilgi Bolim 4.5.1°de

bulunmaktadir.

0.04 . . T .

0.03

0.02

SLAV %

0.01

NSGAII SPEA2 ecMOEA PAES

Sekil 6.4. Hizmet seviyesi anlagmasi ihlali (SLAV)

Cizelge 6.1 de ve Sekil 6.4’de goriildiigii tizere SLAV degeri en az olandan en ¢ok olana
gore NSGAII, SPEA2, PAES, e-MOEA seklinde siralanmaktadir. NSGAII ve SPEA2
algoritmalarmin degerleri %0,02688 ve %0,02798 olarak birbirine ¢ok yakin degerlere
sahiptir. e-MOEA ve PAES algoritmalarinin degerleri de %0,03504, %0,03364 olmak

iizere birbirlerine yakindir.

6.5. Sanal Makine Gog¢iinden Kaynaklanan Performans Diisiisiine Gore Basarim
Degerlendirmesi

SLAPDM, sanal makine tasimasindan kaynaklanan performans diisiisiinii ifade etmektedir.

Bu metrikle ilgili ayrintili bilgi Boliim 4.5.2°de verilmistir.
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Sekil 6.5. Sanal makine tasinmasindan kaynaklanan performans diisiisii

Cizelge 6.1 de ve Sekil 6.5’de goriildiigii tizere SLAPDM degeri en az olandan en ¢ok
olana gore NSGAII, SPEA2, PAES, e-MOEA sekinde siralanmaktadir. En diisiik degerleri
veren NSGAII ve SPEA2 algoritmalarinin SLAPDM degerleri sirasiyla %0,28 ve %0,29
olmak tizere birbirlerine ¢ok yakinlardir. PAES, e-MOEA sonug¢ degerleri ise sirasiyla
%0,34, %0,35 olmak iizere yakin degerlere sahiptir. SLAV metrigine gore yapilan siralama
ile SLAPDM metrigine gore yapilan siralama aynidir. Bu da SLAPDM degerinin SLAV

degerini etkiledigini gostermektedir.

6.6. Aktif Fiziksel Makine Basina Diisen SLAV Zamanmma Gore Performans
Degerlendirmesi

SLATAH, aktif fiziksel makine basina diisen ortalama SLAV yasanma zamanini ifade
etmektedir. Ayrintili bilgi Boliim 4.5.4’de bulunmaktadir.
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SLATAH %

NSGAII SPEA2 eMOEA PAES

Sekil 6.6. Aktif fiziksel makine sayis1 basina diigen ortalama SLAV zamani1 (SLATAH)

Cizelge 6.1’de ve Sekil 6.6’da goriildiigii iizere SLATAH degeri en az olandan en ¢ok
olana gére NSGAII, SPEA2, e-MOEA, PAES seklinde siralama yapilmaktadir ve degerleri
de sirasiyla %9,52, %9,67, %9,92, %9,99°dur. Burada diger performans metriklerinden
farkli olarak SLATAH degerleri birbirlerine ¢ok yakin degerlerdir. Es. 4.1’e gore
degerlendirildiginde, SLATAH degerleri neredeyse esit oldugundan SLAV siralamasindaki
en biiylik etken PDM’dir. PDM’nin siralamasiyla SLAV siralamalart aym ve degerler de

birbirleriyle orantili olmas1 da beklenen durumdur.
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7. SONUC

Bu tezin konusu bulut bilisimde ¢ok amacli optimizasyon algoritmalar1 ile dinamik yiik
dengelemedir. Bu kapsamda sanal makine yerlestirme problemi ele alinmistir. Sanal
makinelerin barindig1 fiziksel makineler iizerindeki yiik dengelenirken agik olan
makinelerin ortalama CPU kullanim1 ve toplam harcanan enerjinin azaltilmasi
amaclanmistir. Cok amagli optimizasyon algoritmalar1 olan PAES, NSGAII, SPEA2, e-
MOEA algoritmalar1 problemin ¢6ziimiinde kullanilmistir. Sonugta ortalama CPU
kullanim1 konusunda en avantajli algoritmanin PAES oldugu tespit edilmistir. En diisiik
enerji tiiketimini saglayan algoritmalar ise NSGAII ve SPEA2 olmustur. SLAV metrigi
acisindan NSGAII ve SPEA2 en avantajli degerleri vermistir. Yapilan ¢aligmalar, genel
olarak NSGAII ve SPEA2’nin daha iistiin oldugunu gostermistir. Bu tez c¢alismasi, veri
merkezlerinin harcadig1 enerjinin azaltilmasiyla doganin korunmasi; kaynak israfinin
azaltilmasiyla maliyetin azaltilmasi konusunda yararli bir ¢alisma olmustur. Gelecekte

farkli veri setleri ve farkli algoritmalar ile tez ¢alismasinin gelistirilmesi planlanmaktadir.
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EK 1. NSGA-II Algoritmasi1 Benzetim Calismas1 Sonuglari

76

Number of hosts 800

Number of VMs 1052

Total simulation time 86400,00 sec
Energy consumption 249,83 kWh
Number of VM migrations 49995

SLA 0,03%

SLA perf degradation due to migration 0,28%

SLA time per active host 9,52%
Overall SLA violation 2,26%
Average SLA violation 13,21%
Number of host shutdowns 12805

Mean time before a host shutdown 680,90 sec
StDev time before a host shutdown 1383,32 sec
Mean time before a VM migration 19,47 sec
StDev time before a VM migration 8,11 sec
Mean time before a VM migration 0,02525 sec
StDev time before a VM migration 0,01269 sec
Execution time - VM selection mean 0,00967 sec
Execution time - VM selection stDev 0,00729 sec
Execution time - host selection mean 0,05833 sec
Execution time - host selection stDev 0,02020 sec
Execution time - total mean 0,44622 sec
Execution time - total stDev 0,25038 sec
CPU Utilization mean 0,15267

BUILD SUCCESSFUL (total time: 29 minutes 46 seconds)




EK 2. eMOEA Algoritmasi1 Benzetim Calismasi Sonuglari
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Number of hosts 800

Number of VMs 1052

Total simulation time 86400,00 sec
Energy consumption 267,64 kWh
Number of VM migrations 54461

SLA 0,04%

SLA perf degradation due to migration 0,35%

SLA time per active host 9,92%
Overall SLA violation 3,62%
Average SLA violation 15,96%
Number of host shutdowns 14747

Mean time before a host shutdown 639,92 sec
StDev time before a host shutdown 1216,84 sec
Mean time before a VM migration 19,36 sec
StDev time before a VM migration 8,09 sec
Mean time before a VM migration 0,03450 sec
StDev time before a VM migration 0,02919 sec
Execution time - VM selection mean 0,01161 sec
Execution time - VM selection stDev 0,00695 sec
Execution time - host selection mean 0,09392 sec
Execution time - host selection stDev 0,04817 sec
Execution time - total mean 0,63371 sec
Execution time - total stDev 0,41667 sec
CPU Utilization mean 0,15585

BUILD SUCCESSFUL (total time: 42 minutes 22 seconds)




EK 3. PAES Algoritmas1 Benzetim Calismas1 Sonuglar1
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Number of hosts 800

Number of VMs 1052

Total simulation time 86400,00 sec
Energy consumption 268,60 kWh
Number of VM migrations 55880

SLA 0,03%

SLA perf degradation due to migration 0,34%

SLA time per active host 9,99%
Overall SLA violation 3,30%
Average SLA violation 14,98%
Number of host shutdowns 14938

Mean time before a host shutdown 639,24 sec
StDev time before a host shutdown 1146,82 sec
Mean time before a VM migration 19,39 sec
StDev time before a VM migration 8,10 sec
Mean time before a VM migration 0,03876 sec
StDev time before a VM migration 0,02182 sec
Execution time - VM selection mean 0,01257 sec
Execution time - VM selection stDev 0,00567 sec
Execution time - host selection mean 0,09013 sec
Execution time - host selection stDev 0,04294 sec
Execution time - total mean 0,69351 sec
Execution time - total stDev 0,58376 sec
CPU Utilization mean 0,16808

BUILD SUCCESSFUL (total time: 53 minutes 54 seconds)




EK 4. SPEA2 Algoritmas1 Benzetim Calismasi Sonuglari
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Number of hosts 800

Number of VMs 1052

Total simulation time 86400,00 sec
Energy consumption 251,32 kWh
Number of VM migrations 50136

SLA 0,03%

SLA perf degradation due to migration 0,29%

SLA time per active host 9,67%
Overall SLA violation 2,39%
Average SLA violation 13,43%
Number of host shutdowns 13089

Mean time before a host shutdown 670,76 sec
StDev time before a host shutdown 1338,18 sec
Mean time before a VM migration 19,52 sec
StDev time before a VM migration 8,09 sec
Mean time before a VM migration 0,03230 sec
StDev time before a VM migration 0,01698 sec
Execution time - VM selection mean 0,01111 sec
Execution time - VM selection stDev 0,00561 sec
Execution time - host selection mean 0,12607 sec
Execution time - host selection stDev 0,05237 sec
Execution time - total mean 1,38601 sec
Execution time - total stDev 0,67321 sec
CPU Utilization mean 0,15551

BUILD SUCCESSFUL (total time: 44 minutes 10 seconds)
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