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OZET

YUKSEK LiSANS TEZI

BUTUNLEME SINAVINA GIiRECEK
OGRENCI SAYISININ KARAR AGACI VE YAPAY SINiR AGLARI iLE
TAHMIN EDILMESI

Miyase Nur SENKAYA

Konya Teknik Universitesi
Lisansiistii Egitim Enstitiisii
Bilgisayar Miihendisligi Anabilim Dah

Damsman: Dr. Ogr. Uyesi Semiye DEMIRCAN
2024, 44 Sayfa

Jiiri
Dr. Ogr. Uyesi Semiye Demircan
Diger Uyenin Unvam1 Ad1 SOYADI
Diger Uyenin Unvam1 Ad1 SOYADI

Biitiinleme sinavi, genel sinav sonucunda herhangi bir dersten basarisiz olan 6grenciye dersten
gecebilmesi i¢in ikinci bir sans taninmasi amaciyla yapilan ve genel siav yerine gecen bir sinav tlirtidiir.
Ancak gesitli nedenlerden 6grencilerin dikkate deger bir kismu biitiinleme sinavi hakkini kullanmamakta ve
bu sinava girmemektedir. Bu tez calismasinda sinava girmeyecek Ogrenci sayisinin 6ngériilmesi ile
gereksiz sayida soru kagidi basilmasi, sinav salonlarinin gereksiz yere agilmasi ve gézetmenlerin gereksiz
yere gorevlendirilmesi gibi kaynak, enerji ve is giicliiniin gereksiz harcanmasinin Oniine gecilmesi
hedeflenmistir. Bu tez ¢aligmasinda kaynaklarin ve is giicliniin gereksiz kullanimint énlemek amacryla
smava girmeyecek 0grenci sayist dngoriilmeye caligilmistir. Calisma i¢in her bir 6grenciye ait kisisel
olmayan verilerin 6zellikleri ( cinsiyet, genel agirlikli not ortalamasi, ddnem not ortalamasi, dersin ara sinav
notu, genel sinav notu vb.) belirlenmistir. Belirlenen bu 6zelliklere bakilarak derslere ait veri setleri
olusturulmus bu veri setleri kullanilarak Yapay Sinir Aglar1 ve Karar Agaci algoritmasi ile uygulamalar
gelistirilmistir. Bu iki siniflandirma yonteminden elde edilen sonuglar kiyaslandiginda Yapay Sinir Ag1 ile
88,70 dogruluk orani elde edilmisken Karar Agaci algoritmasinda 87,96 dogruluk oraninda elde edilmistir.

Anahtar Kelimeler: Yapay Sinir Aglar1, Karar Agaci, Makine Ogrenmesi Algoritmalari, Egitsel
Veri Madenciligi



ABSTRACT

MS THESIS

PREDICTION OF THE NUMBER OF STUDENTS WHO WILL TAKE THE
MAKE-UP EXAM USING DECISION TREES AND ARTIFICIAL NEURAL
NETWORKS

Miyase Nur SENKAYA

Konya Technical University
Institute of Graduate Studies
Department of Computer Engineering

Dr. Ogr. Uyesi Semiye DEMIRCAN
2024, 44 Pages

Jury
Dr. Ogr. Uyesi Semiye Demircan
Diger Uyenin Unvam1 Ad1 SOYADI
Diger Uyenin Unvam1 Ad1 SOYADI

Make-up exam is a type of exam held to give a second chance to the student who has failed a course as a
result of the final exam to pass the course. However, for various reasons, a significant number of students
do not exercise their right and do not take this exam. In this thesis, it is aimed to prevent unnecessary waste
of resources, energy and labor, such as printing excessive exam papers, opening redundant exam halls and
assigning invigilators unnecessarily, by predicting the number of students who will not take the exam. In
this thesis, an attempt was made to predict the number of students who will not take the exam in order to
prevent unnecessary use of resources and workforce. For the study, the characteristics of each student's
non-personal data (gender, overall weighted grade point average, semester grade average, course midterm
exam grade, final exam grade, etc.) were determined. Considering these determined features, data sets for
some courses were created and applications were developed with Artificial Neural Networks and Decision
Tree algorithms using these data sets. When the results obtained from these two classification methods are
compared; The accuracy rate was obtained as 88.70 with the Artificial Neural Network and 87.96 with the
Decision Tree algorithm.

Keywords: Artificial neural networks ,Decision trees, Machine Learning Algorithms,
Educational Data Mining;



ONSOZ

Dogal ve sinirlt kaynaklarin kotii kullanilmasi ve israf edilmesi ¢agimizin en
biiyiik sorunlarindan biridir. Kagit israfi, bir¢ok iilkede oldugu gibi Tiirkiye'de de dnemli
bir ¢evresel sorun ve siirdiiriilebilirlik meselesi haline gelmistir.

Bu tez calismasinda biitiinleme sinavina girmeye hakki olmasina girmeyen
Ogrencilerinin sayilarinin tahmin edilerek kagit, toner ve akademik g¢alisanlarin zaman
israfi gibi problemlere ¢6ziim bulunmasi amaglanmuistir.

Tez calismasinda verilerin elde edilmesine izin veren kurula tesekkiir ederim. Tez
doneminde benden yardimlarini esirgemeyen Prof. Dr. Mustafa Servet KIRAN’a
tesekkiirlerimi sunarim.

Tezin gelismesine yonlendirici goriis ve Onerileriyle yardimci olan danismanim
Dr. Ogr. Uyesi Semiye Demircan’a

Tezimi galismalarim boyunca bana destek olan esim Alican’a ve oglum Omer
Giray’a ve aileme ithaf ediyorum.

Miyase Nur SENKAYA
KONYA-2024
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SIMGELER VE KISALTMALAR

Kisaltmalar

EVM: Egitsel Veri Madenciligi
YSA: Yapay Sinir Aglar1

KA: Karar Agaci

EM: Beklenti Maksimizasyonu
GWO: Gri Kurt Optimizasyon
ELM: Asir1 Ogrenme Makinesi
EVM: Egitimsel Veri Madenciligi
NB: Naive Bayes

RO: Rastgele Orman

DVM: Destek Vektor Makinesi
GYA: Geri Yayilim Algoritmasi



1. GIRIS

Dogal kaynaklarin kotii kullanilmasi ve israf edilmesi, ¢agimizin en biiyiik
sorunlarmdan biridir. Ulkemizde de israfina en az dikkat ettigimiz iiriinlerin basinda
maalesef kagit gelmektedir. Kagit israfi da doganin denge unsuru olan, erozyonu
engelleyen, yasam dongiisiinde oksijeni lireten, nemi dengeleyen, hava kirliligini 6nleyen
ve daha birgok faydasi bulunan agaglarin yok edilmesine neden olmaktadir. Bu tezde
amag gereksiz kagit israfin1 6nlemek i¢in bilgisayar destekli algoritmalardan biitiinleme
smavina girme hakki olmasina ragmen sinava katilmayacak ogrencilerin tahmini sayi
degerlerini almaktir.

Arastirmacilarin bulduklari bilimsel sonuglara gore elli yasindaki bir agacin katma
degeri asagida verilmistir; (Ozdemir, 2014 )

e Hava Kirliligini Onleme 64,750 Dolar

e Nemi Dengeleme 32,530 Dolar

e Oksijen Uretimi 32,240 Dolar

e Toprag: Gelistirme 32,240 Dolar

e Protein Uretimi 2.250 Dolar

e Dogay! Koruma Erozyonu Onleme 32,240 Dolar
e Toplam 196,250 Dolar

1. 200.000 sayfa A4 kagidi i¢in 20 tane agac kesilmesi gerekmektedir. Tiirkiye
genelinde yillik kisi basi kagit tiiketimi 70 kilogramdir bu da yillik 7 adet agaca
denk gelmektedir. Yetiskin bir aga¢ giinde ortalama 1000 kisinin karbondioksitini
oksijene cevirebilir. Bununla birlikte 7 kilogram tozu ve 300 kilogram zehri
dontstiiriir. 1 hektar alan i¢inde 10.000 aga¢ bulunur bu agaclar 30.000 insanin
giinliik tiikettigi oksijeni iiretir. Diinyada herkes kagit ve dolayisiyla agag israfinin
onlemek i¢in kagit tiiketimini yariya indirse yilda 8 milyon hektar orman
korunabilir(Larton 2023).

1.1. Tezin Amaci
Bu tezin amaci tiiniversitemizde ve Tiirkiye’de bir¢cok Ttniversitede yapilan
biitlinleme simavina girme hakki olmasma ragmen smava katilmayan 6grencilerin

sayilarinin kullanilan algoritmalarla tahmin edilmesidir. Bu tahmin sayesinde sinava



girecek Ogrenci sayis1 kadar smnav kagidi basilarak kagit, toner, elektrik gibi diger
israflarinda oniine gecilmesi istenmektedir.

Ayrica bu sinavlarda gérevli olan akademik calisanlarin sayisi biitiinleme sinavina
girmeye hakki olan dgrenci sayilarina bakilarak belirlenmektedir. Bu saymin da normale
gore daha fazla olmas1 fazladan gorevlendirilen akademisyenler i¢in zaman kayb1 olup

akademik caligmalarini kesintiye ugratmaktadir.

1.2. Tezin Onemi

Biitiinleme siavi, genel simnav sonucunda herhangi bir dersten basarisiz olan
ogrenciye dersten gegebilmesi i¢in ikinci bir sans taninmasi amaciyla yapilan ve genel
sinav yerine gegen sinav tiiridiir. Ancak biitiinleme sinavi zorunlu degildir ve derslerden
basarisiz olan baz1 Ogrenciler c¢esitli gerekgelerle kendisine taninan bu hakki
kullanmamakta ve biitiinleme sinavina girmemektedir. Bunun nedeni O6grencinin
biitinleme smavinda da basarisiz olacagi diisiincesi, donem tatilini biitlinleme
sinavlariyla gecirmek istememesi ya da iiniversitelerin mevzuatlarinin 6grencilere
tamdig1 baska haklar olabilmektedir. Ornegin final sinavi sonucunda harf notu DD veya
DC olan bir 6grenci biitiinleme sinavina girmese dahi donem agirlikli not ortalamasi 2 ve
tizeri olmas1 durumunda dersten basaris1 sayilmaktadir. Buna ek olarak iiniversitemize
dort yillik 6rgiin egitimi boyunca toplamda 6 adet dersten DC notu bulunan 6grenciler
diger tim basar1 kistaslarini saglamis olmalari durumunda bu derslerden basarili
sayllmaktadirlar ve 6grenciler bazi derslerde bu hakkini kullanarak biitiinleme sinavina
girmemektedir. Ancak 6grenci bilgi sistemlerinde FF, FD, DD ve DC notunu alan tiim
ogrenciler biitiinleme sinavina girecek 6grenci olarak goriintiilenmekte ve sinav dncesi
hazirliklar bu 6grenci sayilarina gére yapilmakta dolayisiyla soru kagitlar: bu sayiya gore
cogaltilmakta, sinav salonlar1 ve gozetmenler bu sayiya gore ayarlanmaktadir. Bu
durumda gereksiz kaynak, is giicli ve zaman sarfiyati ortaya ¢ikmaktadir. Bu gereksiz
sarfiyatlarina 6nlenmesi amaciyla 6grencilerin ders notlari, 6grencinin ge¢mis donem
basarisi, vize, final, notlar1, alttan aldig ders sayisi, donemi giris yili, cinsiyeti ve kaldig:
biitinleme sayis1 dikkate alarak yapay sinir aglari ve karar agaci yontemleriyle bu
sinavlara girecek 6grenci sayilarinin tespiti lizerine ¢aligmalar yiiriitiilmiistiir. Dogru bir

ongori neticesinde gereksiz kaynak, is giicli ve zaman sarfiyatinin oniine gegilecektir.



1.3. Tezin Organizasyonu

Gergeklestirilen tez ¢alismasi 5 boliimden olusmaktadir. ilk bdliimde tezin konusu
tanitilmustir.

Ikinci boliimde ise literatiirde yapilan bu teze kaynak olusturabilecek calismalar
ile ilgili bilgiler verilmistir.

Uciincii boliimde tez calismasinda kullanilan veri setlerinin 6zellikleri, nitelikleri
verilmis tez ¢alismasinda kullanilan yontemler anlatilmistir.

Dordiincii boliimde ilk olarak tez ¢alismasinda kullanilan veri setleri tizerinde
yapilan 6n islemler anlatilmistir. ikinci béliimiinde ise tez calismasinda gergeklestirilen

iki uygulama aciklanmistir ve elde edilen sonuglar analiz edilmistir.

Besinci ve son boliimde tez ¢calismasinin sonuglarinin yorumlari verilmistir.



2. KAYNAK ARASTIRMASI

2016 yilinda Egitimsel Veri Madenciligi (EVM) 6grencilerin performanslarinin
tahmin edilmesi, 6grenci verilerinin analizi ve gorsellestirilmesi gibi ¢esitli yaklagimlarla
ilgilenerek 6grencilerin gelecekteki 6grenme sonuglarini tahmin etmek {izere bir veri
modeli geligtirmistir. Bu modelin siniflandirma algoritmalarindan Karar Agaglarini (KA)
kiyaslamada kullandiklar1 J48 algoritmasinin sonuca en uygun algoritma oldugunu
gormiislerdir (Sumitha ve Vinothkumar, 2016).

2016 yilinda yaptiklart ¢alismada EVM ‘nin hedeflerinden biri olan kisisel,
sosyo-ekonomik, psikolojik ve diger ¢evresel 6zellikler dikkate alindiginda 6grencinin
akademik performansinin nasil tahmin edilecegini daha iyi anlamak icin KA, Naive
Bayes (NB) ve Rastgele Orman (RO)) smiflandirma algoritmalarini kullanmislardir.
Ogrenci verilerinin tahmin dogrulugunu iyilestirmisler. Ayrica kurala dayal: tekniklerin
(Apriori, Filtered Associator ve Tertius) bir kombinasyonunu kullanarak o6grenci
sonuglarint etkileyen birliktelik kurallarin1 da belirlemislerdir (Satyanarayana ve
Nuckowski, 2016).

2014 yilinda Ogrenci veri tabami kullanarak KA yontemiyle Ogrencinin
performansini tahmin etmek icin bir calisma yapmislardir. Ogrencilerin 6 yil siiresince
verilerini kaydederek analiz etmisler. Bu analizlerle secilen bir ders programindaki
ogrenci verilerinden final notunun bir dereceye kadar tahmin etmisler ve 6grencilerin
basarisizlik oranini azaltmak ve 6zel 6zen gerektiren dgrencileri ayirt etmeye yardimei
olmuslardir (Ahmed,. ve Elaraby 2014).

2013 yilinda yaptiklar1 ¢alismada 2011 yilinda mezun olan 127 §grencinin 4 yil
boyunca almis oldugu 49 derse ait yilsonu notlarini kullanarak mezuniyet notlarini tahmin
etmeyi amaglamiglar. Bulunan sonuglar kiyasladiklarinda KA’nin YSA’ya gore daha
kotii tahmin sonuglart ¢ikardigint gérmiislerdir (Sengiir ve Tekin, 2013).

KA, RO, Destek Vektor Makinesi (DVM), lojistik regresyon algoritmalarini
kullanarak Malezya Politeknik Universitesindeki 489 &grencin daha &nceki not
verilerinden final notlarin1 tahmin etmeye calismislardir. Bu calismada elde edilen
sonuglara gore en yiiksek dogruluk oranimi veren algoritma KA algoritmasi (J48)

algoritmasi olmustur (Bujang ve ark., 2021).



2019 yilinda Open University Learning Analytics Dataset (OULAD) ile 32593
ogrencinin akademik basarisin1 tahmini igin 6grencinin onceki notlari, demografik
verileri ve ogrencilerin katilimi gibi bilgileriyle farkli regresyon ve siniflandirma
algoritmalar1 kullanmislar En yliksek dogruluk orani, algoritmalar arasindan YSA
algoritmasi kullanilarak elde etmislerdir. (Tomasevic ve ark., 2019).

2019 yilinda Akdeniz iniversitesinde okuyan 578 &grencinin verileriyle
mezuniyet notlarini tahmin etmek i¢in bir ¢caligsma yiiriitmiisler. Coklu dogrusal regresyon
analizi ve YSA kullandiklar1 ¢alismada %0.13 gibi kiigiik bir oranda olsa YSA’nin daha
yiiksek sonug verdigini gozlemlemislerdir (Altun ve ark., 2019).

2016 yilinda Akademisyenlerin performansint degerlendirmek igin bir ¢alisma
yapmis. Marmara Universitesinde gorev yapan akademisyenlerin performanslarini 26
nitelik tizerinde dort farkli simiflandirma teknigi (KA algoritmalari, DVM, YSA ve
Diskriminant analizi) ile ¢alistirmistir. Bu siiflandirma tekniklerinden en basarili olanin
C5.0 algoritmasi oldugu ifade etmislerdir (M. Agaoglu, 2016).

Egitmen performansini tahmin etmek icin 10 nitelik iizerinde NB siniflandirma,
KA ve YSA kullanmiglar. Bu ¢alismanin sonucu olarak en iyi dogruluk tahmininde
bulunan algoritmanin KA oldugu sonucuna ulagsmistir (Sanjay ve Keshav, 2017).

2017 yilinda 1387 6grencinin verisiyle akademik basariy1 gérmek i¢in bir calisma
yapmustir. Bu ¢alismada bes farkli algoritma kullanmis mezuniyet yilina gore en iyi
basariy1 J4.8 (KA) ve NB algoritmalarindan elde etmistir(Aydemir, 2017 ).

2015 yilinda yavas 6grenen 6grencilerin tespiti i¢in 152 6grencilik anket verisiyle
bir ¢alisma yapmislar. Siniflandirma tekniklerinden YSA, NB, SMO, J48(KA) ve
REPTree algoritmalar1 uygulamislardir.Elde edilen sonuglara gore en iyi sonucu %75
dogruluk oraniyla YSA ile ulasmislardir (Kaura ve ark., 2015).

2017 yilinda tiniversite 6grencisinin performanslar1 siniflandirma algoritmalari
olan J48 (KA),RO ,NB, NB Multinomial, K-star kullanarak test edilmis. Performans testi
icin 16 parametrelik (cinsiyet, uyruk, dogum yeri, ders notlari, derse katilimi) 480 6grenci
verisi kullanildi. Performnas alt, orta ve {ist diizey olarak siniflandirildi. Algoritmalarin
basar1 oranlar1 %67 ile %76 arasinda bir dagilim gosterdi. En iyi sonucu veren
algoritmalarin RO ve J48 (KA) oldugunu gozlemlediler (Kapur ve ark., 2017).

2015 yilinda 2002 ile 2015 yillar1 arasinda 6grenci performans analizlerinde
kullanilan degiskenleri ve tahmin yontemlerini incelemek i¢in IEEE Xplore,

Springerlink, ScienceDirect, ACM dijital kiitiiphane veri tabanlarindaki caligsmalar
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incelenmis. Calismaya gore 6grenci performans tahmininde en iyi metotlarin YSA ile KA

oldugu sonucuna varmiglardir (Shahiria ve ark., 2015).

2023 yilinda yaptig1 parkinson hastaliginin tespit edilmesi i¢in makine 6grenmesi
tabanli RO, Lojistik Regresyon, Gaussion NB, KA, DVM, asir1 gradyan arttirma ve
YSA’dan olusan yedi algoritmayi karsilastirmis. Calismasinda en yiliksek dogruluk
degerine YSA ile ulagsmistir (Yusuf Karagoz, 2023) .

2022 yilinda 10 adet ders veri kiimesini kullanarak biitiinleme simavina girecek
Ogrenci sayilarinin tahmin etmek icin asir1 6grenme makinesi tabanli yaklasimlari
kullanmiglardir. Kullandigt GYA, ELM ve metasezgisel algoritmalar1 birbiriyle egitim
dogrulugu, test dogrulugu ve egitim siiresi olarak kiyasladiginda GY A egitim dogrulugu
olarak bakildiginda karsilastirmali algoritmalardan daha yiiksek dogruluk degerine
oldugunu, GWO ile egitilen YSA’nin test dogrulugu acisindan Kkarsilastirmali
algoritmalardan daha yiiksek oldugu sonucuna varmistir. Kullandig algoritmalarda aldig
sonuclarin egitim siirelerini kiyasladiginda ise ELM’nin digerlerinden daha hizh

oldugunu gézlemlemistir (Kiran ve ark., 2022).
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3. MATERYAL VE YONTEM

3.1. Veri Setinin Ozellikleri

Tez galismasi igin kullanilan veriler 09/06/2022-E301179 sayili belge ile temin
edilmistir. Bu verilere gore, Selguk Universitesinde 2015-2018 yillar1 arasinda, toplam
Ogrenci sayilarindan biitiinleme sinav1 hakki olan, sinav hakki olup sinava giren ve sinava

girmeyen 6grenci sayilart sekil-3.1 ‘de gosterilmistir.

350000

300000

250000
200000
150000
100000

50000 I I
0

2018 2017 2016 2015

W Biitiinleme Girebilecek olan dgrenci sayisi B Biitiinlemeye Giren Ogrenci Sayisi

m Biitiinlemeye Girmeyen Ogrenci Sayisi

Sekil 3.1. Biitiinleme Sinavina Hakki Olan/Giren/Girmeyen Sayilari

Sekil 3.1°de gosterilen sayilarin oran karsiliklar1 hesaplandiginda 2018 yilinda
biitlinleme sinavina girebilecek oldugu halde girmeyen 6grenci sayist orami yaklasik
%41.92 olmustur. Ayn1 oran 2017 yilinda %41.86, 2016 yilinda %39.67 ve 2015 yilinda
%35.78 olmustur. Bu 4 yilin ortalamasi %39.81 olmustur, yani her 100 6grenciden 39’u

biitiinleme sinavina girebilecek oldugu halde sinava girmemektedir.

3.2. Veri Setinin Nitelikleri

Tezde kullanilan veri setleri Bilgisayar Miithendisligi Boliimiinde okutulmus olan
derslerin bilgilerinden segilmistir. Bu dersler ; Bilgisayar Miihendisligine Giris, Atatiirk
Ilke ve Inkilap Tarihi, Fizik 1, Isletim Sistemleri, Matematik 1, Matematik 2, Tiirk Dili
1, Tiirk Dili 2 ve Veri Yapilardir.
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Bilgisayar Miihendisligine Giris dersinin verileri Veri Seti 1 olarak tanimlanmigtir
ve 124 veriden olusmaktadir. Atatiirk ilke ve Inkilap Tarihi dersinin verileri Veri Seti 2
olarak tanimlanmistir ve 71 veriden olusmaktadir. Fizik 1 dersinin verileri Veri Seti 3
olarak tanimlanmustir ve 391 veriden olusmaktadir. Isletim Sistemleri dersinin verileri
Veri Seti 4 olarak tanimlanmistir ve 196 veriden olusmaktadir. Matematik 1 dersinin
verileri Veri Seti 5 olarak tanimlanmigtir ve 391 veriden olusmaktadir. Matematik 2
dersinin verileri Veri Seti 6 olarak tanimlanmistir ve 497 veriden olusmaktadir. Tirk Dili
1 dersinin verileri Veri Seti 7 olarak tanimlanmustir ve 84 veriden olusmaktadir. Tiirk Dili
2 dersinin verileri Veri Seti 8 olarak tanimlanmistir ve 62 veriden olusmaktadir. Veri
Yapilar1 dersinin verileri Veri Seti 9 olarak tanimlanmistir ve 292 veriden olugmaktadir.

Veri setleri bu dersleri almis ve biitiinleme sinavina girmesi gereken 6grencilerin
Kisisel Verilen Korunmasi: Kanunu (KVKK)’na uygun olan verilerinden olusmaktadir.
Tez galismasinda yukarida agiklanan dokuz veri setinin yan1 sira tim derslerin bir araya
getirilmesiyle olusturulan, tiim dersler veri seti (Veri Seti 10) kullanilmistir. Cizelge
3.1°de kullanilan veri setlerinin adlar1, tanimlar1 ve veri sayilari gosterilmistir. Tim
dersler veri setindeki eksik verileri tamamlamak i¢in Beklenti Maksimizasyonu

(Expectation Maximization-EM) algoritmasi kullanilmastir.

Cizelge 3.1. Tez ¢aligmasinda kullanilan veri setleri

Dersin Ad1 Dersin Tanim Veri Setindeki Veri Sayisi
Bilgisayar Miihendisligine Giris Veri Seti 1 124
Atatiirk flke ve inkilap Tarihi Veri Seti 2 71
Fizik 1 Veri Seti 3 391
isletim Sistemleri Veri Seti 4 196
Matematik 1 Veri Seti 5 391
Matematik 2 Veri Seti 6 497
Tiirk Dili 1 Veri Seti 7 84
Tiirk Dili 2 Veri Seti 8 62
Veri Yapilari Veri Seti 9 292
Tiim Dersler Veri Seti 10 2185
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Her bir veri seti 12 nitelikten olusmaktadir. Bu 12 nitelik sirasiyla;
Ogrencinin genel not ortalamast,

Ogrencinin aldig1 ders sayisi,

Ogrencinin ara sinav notu,

Ogrencinin genel smav notu,

Ogrencinin ders notunun harf karsiligs,

Ogrencinin alttan aldig1 derslerin sayisi,

Ogrencinin ders dénemi,

Ogrencinin giris yil1,

© 0 N o g b~ w0 DR

Ogrencinin cinsiyeti,

[N
o

. Dersin CC harf notu alt siniri,

[EEY
[EEY

. Dersin donemi,

[EEN
N

. Ogrencinin kaldig1 biitiinleme sayisidir.

Veri kiimelerinde 2 adet siniflandirma degeri kullanilmigtir. Sinif degeri 0 olan
ogrenciler Dbiitiinleme sinavina girebilecek olmasina ragmen smava girmeyen
ogrencilerdir ve bu 6grenciler sinif-0 olarak gosterilmistir. Sinif degeri 1 olan dgrenciler
biitlinleme sinavina giren 6grencilerdir ve bu 6grenciler sinif-1 olarak gdsterilmistir.

Sekil 3.2°de veri kiimelerindeki sayilar verilmistir. Buna goére Veri Seti 1°de
toplam 124 6grencinin 72’si sinif-1’deyken, 52°si siif-0’da, Veri Seti 2°de toplam 71
ogrencinin 39’u simif-1’deyken, 32’si sinif-0’da, Veri Seti 3’de toplam 391 6grencinin
259’u smif-1’deyken 132’si 0 smifinda, Veri Seti 4’de toplam 196 6grencinin 127’si
smif-1’deyken 69’u sinif-0’da, Veri Seti 5’de toplam 391 o6grencinin 254’1 siif-
1’deyken 137’si sinif-0’da, Veri Seti 6’da toplam 497 grencinin 244’{ smif-1’deyken
25371 simif-0’da, Veri Seti 7°de toplam 84 6grencinin 51°1 1 smif-1’deyken 33’1 sinif-
0’da, Veri Seti 8’de toplam 62 6grencinin 40’1 1 sinif-1’deyken 2’si sinif-0’da, Veri Seti
9’da toplam 292 6grencinin 152’si sinif-1’deyken 140’1 simif-0°da, Veri Seti 10°da toplam
2185 dgrencinin 1292’si sinif-1’deyken 893’1 sinif-0’dadir.
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Sekil 3.2 Veri kiimelerinin igerdigi veri sayilar

3.3. Kullanilan Yontemler

3.3.1 Yapay Sinir Ag1 Algoritmalarimin Tarihcesi

Ilk olarak 1943 yilinda Warren McCulloch ve Walter Pitts tarafindan YSA modeli
gelistirerek YSA’nin temeli atmiglardir.( McCulloch ve Pitts, 1943) Donald Hebb 1949
yilinda yayimlanan “The Organization of Behaviour” adli kitabinda hiicresel seviyede
biyolojik 6grenmeden bahsetmistir. Hebb, bu 6grenme sinir aginin baglant1 sayisi ile
uyum saglayabilme ve 6grenmenin iligkili oldugunu tespit etmistir.

1950’lerde tek katmanli ilk YSA modeli Frank Rosenblatt tarafindan
kullanilmistir. (Widrow ve Hoff, 1960) 1960’11 yillarda ise Widrow ve Hoff tek katmanli
noron modelini kurmuslar, istenen ¢ikis ile gercek cikis arasindaki farka esit bir hata
terimi kullanarak bag agirlhiklarimin  degistirildigi bir 6grenme kuralin1 ortaya
koymuslardir.

1980’lerde bilgisayar bilimindeki hizli ve biiyiik gelismeler YSA’nin da doniim
noktasi olmustur. (Kohonen, 1982) 1982’de “Kendi kendine 6grenme nitelik haritalar1”
adli calismasini yayinlanmistir. Yine 1982°de “Neural Networks and Physical Systems”
adli calisma J.J. Hopfield tarafindan yayinlanmis ve bdylece cagdas YSA devri
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baslamistir. Hopfield dogrusal olmayan bir enerji fonksiyonu kullanarak néronlarin
birbirleriyle etkilesimlerine dayanarak bir hesaplama modeli gelistirmistir. Caligma
sonrasinda pratik optimizasyon problemlerinde kullanilabilecek geri beslemeli bir YSA
modelini ortaya ¢ikarmistir (Hopfield, 1982-a, 1982-b).

1986 yilinda “Parallel Distributed Processing” adli kitaplarinda Rumelhart ve
arkadaslart ileri beslemeli aglar igin yeni bir 6grenme modeli gelistirmislerdir. Bu modele
“Hatanin Geriye Yayilmasi Algoritmasi” adimi vermislerdir(Rumelhart ve McClelland,
1986).

3.3.2 Yapay Sinir Ag1 Algoritmalarinin Calisma Prensipleri

Yapay Sinir Aglari, insan beynindeki sinirlerin birbirine bagli ve uyumlu
calismasina benzer bir mantikla calisan yapay sinir hiicrelerinden olusan yapilardir.
Beynin en kiigiik 6gesi olan noronlar (neuron), birbirine dendrit (dendrite) ve aksonlar
(axon) ile baglanir. Bu baglant1 noktalar1 sinaps (synapse) olarak adlandirilir. Burada bir
noronun aksonundan aldigi elektriksel uyari, diger néronun dendritine aktarir. Hiicre
govdesi denilen kisimda, dendritlerden gelen tiim sinyaller toplanir. Sinyaller hiicrenin
esik degerini gegtigi takdirde elektrik akimi olusturulur.

YSA’da ayn1 olay orgiisti gerceklestirilir. Burada dendritin goérevini toplama
fonksiyonu, hiicre gdvdesinin gorevini aktivasyon fonksiyonu (activation function),
sinapslarin gorevini agirliklar (weight) yapmaktadir. Biyolojik hiicrede olusan elektrik
akiminin yapay hiicredeki karsilig1 ise ¢iktidir (output). Sekil 3.3’de YSA hiicresinin

noron modeli yapis1 verilmistir.

Yanl
Aktivasyon
Fonksiyonu
Girdi Y . by s Ckets
Sinyalleri
Toplama
Fonksiyonu

Agirliklar

Sekil 3.3: Yapay sinir aglari nron modeli yapis1 (Haykin, 2009)
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Bir yapay sinir ag1 hiicresi 5 boliimden olusur;

1.Girdiler: Insan sinir hiicrelerindeki gibi néronlara gelen verileri ndron
cekirdegine gonderir.

2.Agirhiklar: Noronlara gelen veriler noron ¢ekirdegine iletilmeden Once
sinapsislerin agirliklariyla ¢arpilip oyle iletilir.

3.Toplama Fonksiyonu (Birlestirme Fonksiyonu): Hiicreye gelen ve
agirliklarla ¢arpilan girdilerin toplar ve net girdilerin hesaplanmasini saglar.

4.Aktivasyon  fonksiyonu: Genellikle dogrusal olmayan aktivasyon
fonksiyonlar1 girdideki tiim agirliklarinin alip bir ¢ikis degeri iiretip bunu bir sonraki
katmana ileten bir yapidir.

5.Ciktilar: Aktivasyon fonksiyonundan elde edilen sonuglar hiicrelerin ¢ikti

degerleridir. Hiicrelerde birden ¢ok girdi olmasina ragmen bir tek ¢ikti olabilir.

Y SA’da ii¢ farkli katman tiiriiniin tizerine kurulmus noéronlarla ¢alisan bir yapidir.
Bu ii¢ katman girdi katmani, gizli katman ve ¢ikti katmanidir. Bilgiler aga girdi
katmanindan giris yapar ara katmanda agin agirlik degerleri kullanarak islenip sonrasinda
cikt1 katmanina gonderilir. Yapay sinir ag1 tek katmandan olusuyorsa tek katmanli sinir
ag1 olarak ifade edilirken. Girdi, gizli ve ¢ikt1 katmanlarinin hepsini bir arada barindiran
yapay sinir aglarina ¢cok katmanli yapay sinir aglar1 denir. Cok katmanli olan sinir
aglarinda aglarin yerel sonuglara takilmadan devam edebilmesi i¢in momentum katsayisi

kullanilir.

O..-

Girdi
Sinyaller:

Cikta

Sinyalleri

Gurds Katman Guzli Katman Guzh Katman Cikts Katman

Sekil 3.4. Cok Katmanli YSA (Haykin, 2009)
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Asagida verilen denklem sekil 3.4 de ag yapisinin formiile edilisi gosterilmistir.
Bu denklemde;

Xi : girdiler,

Wi : girdilere ait agirliklar,

bi : sapma terimi,

¢ : aktivasyon fonksiyonu,

y : ¢ikt1 ifade etmektedir.

y = S (W, + b)) (3.)

YSA ag modellerine gore, ileri beslemeli aglar ve geri beslemeli aglar olarak iki
gurupta incelenebilir (Nasuhoglu, 2019). ileri beslemeli aglarda hiicre katmanlari
arasinda sadece ileri dogru hareket edip bir katmana ait ¢ikis degeri kendinden sonra gelen
katmanin agirliklar lizerinden o katmana giris olarak gonderilir. Geri beslemeli aglarda
ise bir hiicreye ait ¢ikis verisi kendi bulundugu kendinden 6nceki veya kendinden sonraki

katmanlara iletilebilir.

3.3.3 Geri Yayilim Algoritmasi

Yapay sinir ag1 tasarimina baglanirken agirliklara rastgele bazi degerler verilir. Bu
verilen rastgele degerlerle alinan sonuglarin hata degerini minimize etmek icin geri
yayilim algoritmasi(GYA) kullanilir. Bu yayilim iki asamadan meydana gelir; ilki aga
girig verilerinin geldigi ileri besleme, ikincisi hatanin geriye dogru yayilimdir. Geri
beslemeli Yapay Sinir Aglari'nda, bilgi ¢ikti veya ara katmanlardaki ndronlardan
aliarak, bu bilgi c¢iktilara, girise veya Onceki ara/gizli katmanlardaki noronlara geri
iletilmektedir. Bu sekilde bilgi, ileri ve geri yonde aktarilabilmektedir.(Giiveng, 2023)
Ileri besleme sonucunda elde edilen ¢ikis degerleri hata fonksiyonuna girilir, agirliklarin
giincellenmesi i¢in hatalar geriye yayilir.

GYA’nim hatanin geriye nasil yayildigin1 hesaplama mantiginda baslangicta aga
girig verileri uygulandiktan sonra her katmandaki diiglimler {izerinde aktivasyon
fonksiyonu kullanilarak ¢ikiglar hesaplanir. Bu ¢ikislar gercek degerle kiyaslanarak hata
hesaplanir. Hata, ag iginde geriye dogru yayildik¢a, agin parametreleri giincellenir. Ilk
olarak, c¢ikis katmanindaki hata hesaplanir. Daha sonra, her katmandaki néronlarin
katkisiyla bir 6nceki katmandaki hata hesaplanir. Hatanin parametrelere gore tiirevleri
alimarak gradyan hesaplanir bu hesaplamayla her parametrenin hataya olan katkisi

belirlenir. Hesaplanan gradyanlara gore agin agirliklar ve biaslar giincellenir. Giriglerin
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ileri yayilim1 ve hatanin geri yayilimi adimlari birgok iterasyon boyunca tekrarlanir. Her
iterasyonda agin agirliklar1 ve biaslar giincellenirken ag daha yiiksek dogruluk degerinde

bir tahmin degeri vermesi saglanir.

3.3.4 Karar Agaci Algoritmalarinin Tarihcesi

fIk olarak 1963 yilinda Morgan ve Sonquist adli arastirmacilar “Automatic
Interaction Detector (AID)” algoritmasini temel alarak KA tabanli ilk algoritmayi
tasarlamiglardir. Bu algoritmanin analiz yOntemi baglangic seceneginin secilmesi
sonrasinda tiim sans ve karar degiskenlerinin de se¢ilmesini varsayar. Agacin en sonunda
secilen sans ve karar diigiimleri ilk adimda analiz edilip bu islemler baslangi¢ diiglimiine
varincaya kadar devam ettirilir (Gordon ve Pressman, 1983).

1984 yilinda Leo Breiman, Jerry Friedman, R. Olshen ve  Charles J. Stone
aragtirmacilar “Classification And Regression Trees” adli kitapta CART algoritmast
olarak kitapla ayni isimle bahsedilen yeni bir KA yordamindan s6z etmislerdir (Leo
Breiman, ve Jerome Friedman, 1984).

1986 yilinda KA’larina J.R. Quinlan adli arastirmaci tarafindan ID3 algoritmasi
eklenmistir. (Binokay, 2018) 1993 yilinda ise ID3 gelsitirilmis hali olan C4.5 KA
algoritmasin1 ortaya koymustur. Bazt KA algoritmalar1 ve 6zellikleri Cizelge 3.2°de

verilmistir.
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Cizelge 3.2 : Baz1 Karar Agac1 Algoritmalar1 Ozellikleri (Bounsaythip,ve ark., (2001))

KARAR AGACI ALGORITMASI

OZELLIKLERI

CART

Gini tabanl ikili bolme islemi mevcuttur. Son veya u¢ olmayan
her bir diigiimde iki adet dal bulunmaktadir. Budama islemi,
agacin karmagiklik seviyesine baghdir ve smniflandirma ile
regresyonu destekleyen bir yapiya sahiptir. Bu yontem, stirekli
hedef degiskenleri ile calisabilir, ancak verinin hazirlanmasina

ihtiya¢ duyar.

C4.5ve C5.0

(ID3 karar agaci algoritmasinin ileri

Coklu dallardan olusan bir agag¢ olusturur, her diigiimden birden
fazla dal ¢ikar. Dallarin sayisi, tahmin edicinin kategori sayisina

esittir. Tek bir siniflayicida birden gok karar agacini birlestirir.

(Chi-Squared Automatic

Interaction Detector)

versiyonlarr) Ayirma iglemi igin bilgi kazancini kullanir ve budama islemi, her
yapraktaki hata oranina dayanir.
CHAID Bolme iglemini gergeklestirmek icin ki-kare testleri kullanir.

Dallarin sayisi, iki ile tahmin edicinin kategori sayisi arasinda

degisebilir.

SLIQ

(Supervised Learning In Quest)

Hizli bir sekilde 6lgeklenebilen bir smiflayicidir ve hizli agag
budama algoritmasini igerir.

SPRINT

(Scalable Parallelizable Induction

of Decision Trees)

Biiyiik veri kiimeleri i¢in uygun olan bir siniflayicidir
Bolme islemi, yalnizca tek bir niteligin degerine dayanir. Tiim

bellek sinirlamalart dahilinde nitelik listesi veri yapisini

kullanarak iglem gergeklestirir.

3.3.5 Karar Agaci Algoritmalarimin Calisma Prensipleri

Karar agaci, belirlenmis bir soruna yonelik bu sorunun ¢6ziimiine dair olas1 tiim

seceneklerin eldeki verilere dayanarak kare, daire, oval gibi cesitli akis semalariyla

gosteren bir diyagramdir.
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Karar agaglar1 aga¢ formunda gosterilen, karar vermek igin kullanilan karar
diigiimleri sonrasinda bu diigimlerin sonucunu ifade eden yaprak diiglimleri ve bunlar1
birbirine baglayan dallardan meydana gelen bir simiflandirma yontemidir. Bu
diiglimlerden i¢ diigiim olanlar bir 6zellik veya niteligi temsil ederken dallar yaprak
diigiimlerin sonucunu veya karar diigiimlerinin kurallarin1 temsil ederler.

Agaclarin gosteriminde en liste bulunan diigiim kok diigiimdiir. Bu kok diiglim
disindaki diigiimler i¢ diigiim denir. I¢ diigiimler alt diigiimlere ayrilabilir. Alt diigiimii
olmayanlar yaprak diigiim olarak ifade edilir. Sekil 3.5’de ii¢ siniftan olusan bir karar

agaci yapisi gosterilmistir.

Kok DOgoam

Sekil 3.5: Ug smiftan olusan karar agac1 yapisi (Kavzaoglu, 2010)

Bir karar agacinin 3 boliimii s0yle ifade edilebilir;

Kok Diigiim: Agacin baslangi¢ noktasi olarak kabul edilir ve tiim popiilasyon
kiimesini temsil eder. Kok diiglim dengeli ve esit olarak maksimum bilgi kazanci veya
minimum Gini Impuritye gore iki veya daha fazla boliiniir.

I¢ Diigiim: Kokiin altinda yer alan i¢ diigiimler popiilasyondaki veriyi ayiran
ozelliklerdir. Ozelliklerin degerlerine gore agaci bolme islemi gerceklestirilir ve agacin
izleyecegi yol belirlenir. I¢ diigiimler dzelliklerine gore ¢ok fazla alt diigiime béliinebilir.

Yaprak Diigiim: Agacta popiilasyondaki veriye gore daha fazla boliinme
gerceklestiremeyen diigiimlere yaprak diigiim denir.  Yaprak diiglimler agacin
siniflandirmasi bittiginde olusur ve son tahminleri igerirler.

KA algoritmasi ¢alisirken ilk 6nce popiilasyondaki veri kiimesinin kategorisini

bulmak i¢in agacin temelini yani kok diigiimii bulunur. Kok diigiimiiniin 6zellikleri ile
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veri kiimesinin 6zellikleri karsilastirilir bunun sonucuna gore bir dal olusturulup atama
yapilir. Yapraga ulasincaya kadar bu karsilastirma ve dal atama islemi devam edilir. Bu
kok digiim, ig, alt diigiimler ve yapraklar bulunurken bazi degerler kullanilir.

Gini (Alt kiimenin Saflik Degeri): Gini hesaplamasina gore O ile 1 degerleri
arasinda degisen sonuglar ¢ikaran ve sonug degerinin 0’a olan yakinligina bakarak ayrim
yapilan bir hesaplama yontemidir. Agaci olustururken gini degeri sag ve sol degerler
olarak ayr1 ayri hesaplanir. Denklem 3.2° de gini hesaplamasi gosterilmistir.
Denklemdeki formiilde P, degeri x sinifinin olabilme olasiligidir. 0’ a yakin olan taraf

secilir.

Gini =1- ). (P?) (3.2)

Entropi: Rastgeleligi, belirsizligi ve beklenmeyen durumun ortaya ¢ikma
olasiligim1 gosterir. Entropy de Gini hesaplamasi gibi bilgi kazancimi 6lgmek igin
kullanilan bir formiildiir. Bu formiil Denklem 3.3’de asagida gosterilmistir. Iki smnifl1 veri
setleri i¢in gruplarinin tamami dengeli bir dagilim gostermigse entropi 0 olur. Degerlerin
birbirine esit olmasi1 durumunda entropi 1 olur. Degerler 1’e yaklastik¢a sonug ¢ikarmak

zorlasir.

Entropi(T)=—7>_ Pi log2(P:) (3.3)

Entropiyle gini arasinda kayda deger bir farklilik yoktur. Gini frenkasi sik
tekrarlanana gore ayristirmaya gitme egilimindeyken, entropi dengeli bir agag
olusturmaya ¢alisir. Bu tez calismasinda entropy hesaplamasi kullanildu.

Information Gain (Bilgi Kazanim): Bir veri setinde ¢ikt1 degiskenlerine gore
yapilmast gereken diiglim boliimlenmesinin nasil olmasi gerektigini bulmak igin
kullanilir. Veri boliimlendiginde hedef degiskendeki belirsizligin ne kadar degistiginin
bir 6l¢iistidiir. Bu hesaplama asagida denklem 3.4’°te gosterilmistir.

BilgiKazanci (S,A) = Entropi(S) — >, P, Entropi(P,) (3.4)
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Budama: Egitim verilerinin fazla takilmas1 6nlemek igin az bilgi veren karar

diigiimiinii ve buna bagli olan diigiimleri kaldirma islemidir.

3.3.6 C4.5 Algoritmasi

Veri setleri ilizerinde KA smiflandirma algoritmalarindan biri olan C4.5
simiflandirma algoritmasi kullanilmistir. C4.5 algoritmasi, sadece kategorik veriler
tizerinde ¢alisan ID3 algoritmasinin niimerik 6zellik iceren verilerinde ¢alistirilabilecek
halde gelistirilmisidir. Her iterasyonun baglangicinda, veri 6rneklerine ait sinif bilgilerini
iceren vektoriin entropisi belirlenir. Daha sonra, 6zellik vektorlerinin sinifa bagimli
entropileri hesaplanarak ilk adimda elde edilen entropiden ¢ikartilir. Bu yontemle elde
edilen deger, ilgili 6zellik vektorii i¢in kazang degerini temsil eder. En yiiksek kazanca

sahip olan 6zellik vektorii, agacin o iterasyonda belirlenen dallanmasini gergeklestirir.

C4.5 algoritmasinin diger KA algoritmalarindan farkli olan nitelikleri;

Kayip veri ozellikleriyle bas etmesi, boliinme-dallanma bilgisi ve sayisal 6zellik iceren
veri setlerini de kullanabilmesi gosterilebilir.

Kategorik bir 6zelligin ¢ok sayida farkli deger ¢esitliligi igermesi durumunda, bu
ozellikten elde edilen bilgi kazanci gereksiz yiiksek olabilir ve bu durum agacin
dogrulugunu olumsuz ydnde etkileyebilir. Bu olumsuzlugu gidermek i¢in deger ¢esitliligi
fazla olan ozelliklerin bilgi kazancimi azaltarak algoritmanin gereksiz bazi ¢ikarimlar

yapmasini boliinme bilgisi kavramiyla oniine gegilir.

3.4 Beklenti Maksimizasyonu (EM)

EM algoritmasi, maksimum olabilirlik tahmininde oldukg¢a sik kullanilan bir
yontemdir (Dempster, 1977). Bu algoritma matematiksel islemler, tip alanindaki
caligmalar, sinyal igleme ve yapay zeka ile 6grenme bir¢ok alanda, sayisal optimizasyon

yontemlerinin yerine tercih edilir (Ozkan, 2019).

EM algoritmasi, tam olmayan veri problemlerini ¢6zmek i¢in maksimum olasilik
tahminlerini yapan tekrarli bir algoritmadir. EM Algoritmasinin her tekrari iki adimda
gerceklesir. Bu adimlar, bekleneni bulma (E-Adimi) ve maksimizasyon (M-Adimi)
olarak adlandirilir (Baygiil, 2007). E-adiminda gdzlenen verilerin parametrelerine ait

kestirimler kullanilarak bilinmeyen (kayip) veri ile ilgili en iyi olasiliklar tahmin edilirken,
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M-Adiminda ise tahmin edilen kayip veri yerine konulup biitiin veri tizerinden maksimum
olabilirlik hesaplanarak parametrelerin yeni kestirimleri elde edilir (Bruzzone, 2002 ).
EM Algoritmasi1 Adimlari:

Parametre Baslangic Tahmini: Baslangicta parametrelere rastgele tahmini degerler
atanir.

Beklenti Adim: Rastgele atanan baslangi¢ parametreleri iizerinde olasilik dagilimi hesabi
yapilir.

Maksimizasyon Adimi: Beklenti adiminda alinan olasilik degerlerine bakilarak modelin
parametrelerini en iist diizeye ¢ikarmak amaciyla bir giincelleme uygulanir. Sonrasinda
eksik veri olmasi durumunda tekrar degiskenlere bagli olasiliklarin dagilimi tahmin edilip,
bu degiskenlerin olas1 degerlerine dair tahminler iyilestirilip modelin uygunlugu artirilir.
Parametrele Giincelleme: Maksimizasyon adiminda alinan parametreler kullanilarak

modele ait parametreler glincellestirilir.

3.5 Karmasikhik Matrisi
Smiflandirma algoritmalarinda alinan sonuglarin karsilastirilmasi i¢in nesnel
degerlendirme yontemlerine ihtiya¢ duyulmaktadir. Siiflandirmanin ne kadar basarili
oldugunu anlamak i¢in karmasiklik matrisi kullanildi1 (Cihan ve ark., 2020).
Karmasgiklik matrisinde bulunan siitunlar verilerin gergcek degerlerine satirlari ise
smiflandirma da alinan sonuglara karsilik gelmektedir. Cizelge 3.3 karmasiklik matrisinin

ifade etmektedir.

Cizelge 3.3. Tez ¢alismasinda kullanilan veri setleri

Gercek degerler
Tahmin Pozitif Negatif
Edilen —
P Dogru Pozitif (GP) Yanlis Pozitif (YP)
Degerler
N Yanlis Negatif (YN) Dogru Negatif (GN)

Cizelge 3.3’deki Dogru Pozitif (GP), algoritma verideki bilgiyi dogru tahmin
ederse buna gercek pozitif denir. Dogru Negatif (GN), algoritma kontrol grubuna ait bir

veriyi algoritma dogru tahmin ederse buna gercek negatif denir. Yanlis Pozitif (YP) veri
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setindeki veri setindeki o simifa ait olmayan bir veriyi algoritma o sinifta diye tahmin
ederse buna yanlis pozitif denir. Yanlhs Negatif (YN), verilerdeki o sinifa ait bir verinin
algoritma smiflandirirken bu sinifa ait degildir diye tahmin ederse bu yanlis negatif olarak
degerlendirilir. Dogruluk degeri, modelde dogru tahmin ettigimiz alanlarin toplam veri
kiimesine orani ile hesaplanmaktir. Esitlik denklem 3.5°de dogruluk denklemi
gosterilmistir (Powers W. ve Ailab A., 2008).

GP+GN
GP+YP+GN+YN

Dogruluk = (3.5

Kesinlik, pozitif olarak tahmin edilen degerlerin gergekten ka¢ adedinin pozitif
oldugunu ifade eder. Esitlik denklem 3.6’da kesinlik denklemi gosterilmistir ( Giilcan,
2020).

GP
GP+YP

Kesinlik = (3.6)

Duyarlilik ise pozitif olarak tahmin ettiklerimizin, gergek degeri pozitif olanlara
oranini gosteren bir metriktir (Yargi V., 2021) Esitlik denklem 3.7°de duyarlilik denklemi
verilmistir.

GP
GP+YN

Duyarlilik = (3.7)

F1_skor, Kesinlik ve Duyarlilik degerlerinin harmonik ortalamasini
gostermektedir. Harmonik ortalama kullanilmasinin sebebi ¢ok u¢ durumlari goz oniinde
bulundurma zorunlulugudur. Basit bir aritmetik ortalama bizi yaniltabilir (Cohen, 1960)

Esitlik denklem 3.8’de verilmistir.

Keskinlik+*Duyarlilik

F1-— r = 2%
Sko Keskinlik+Duyarlihik

(3.8)

3.6 Kappa Istatistigi
Kappa istatistigi 1960’ da Cohen tarafindan smiflama seviyesinde puanlama
yapan iki degerlendirici arasindaki uyumu Olgmek amaciyla gelistirilmistir (Cohen,

1960). Cohen tarafindan gelistirilen bu istatistik sadece iki puanlayictyla sinirliyken 1971
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yilinda Fleiss ikiden daha fazla puanlayiciyla ¢aligabilecek sekilde gelistirmistir (Fleiss,
1971).

Kappa katsayisi istatiksel olarak O ile 1 arasin da degisen degerleri alir. Bu
degerlendirmede katsayi sifira yaklastik¢a zayif uyum bire yaklastik¢a tam uyum olarak
degerlendirilir. Kappa degeri 0.4’(in {izerinde olanlar kabul edilebilir degerlerdir (Landis
ve Koch, 1977).

Kappa katsayis1 hesaplanirken Pr(a) ve Pr(e) olmak iizere iki farkli olasilik
hesaplanir. Esitlik denklem 3.9’da gosterilen Pr(a), iki degerlendirici arasindaki
gbzlemlenen uyumlarin toplam oranini temsil ederken, Pr(e) ise bu uyumun sansa bagh

ortaya ¢ikma olasiligini ifade eder.

__Pr(a)-Pr(e)

1-Pr(e) (3.9)

Uygulamada kullanilan her bir veri kiimesinin iKi farkli siniflandirict YSA ve KA

algoritmalariyla alinan kappa istatistigi oranlari gizelge 3.4’de verilmistir.

Cizelge 3.4 Veri Setleri Uzerindeki Algoritmalarm Kappa Istatistigi Oranlar:

Dersin Tanim Karar Agac1 Kappa Istatistigi % YSA Kappa Istatistigi %
Veri Seti 1 0,51 0,54
Veri Seti 2 0,60 0,53
Veri Seti 3 0,68 0,51
Veri Seti 4 0,74 0,78
Veri Seti 5 0,69 0,76
Veri Seti 6 0,68 0,48
Veri Seti 7 0,66 0,72
Veri Seti 8 0,83 0,81
Veri Seti 9 0,60 0,64
Veri Seti 10 0,52 0,58
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4. ARASTIRMA SONUCLARI VE TARTISMA

Bu tez ¢alismasinda YSA ve KA algoritmalar1 kullanilarak biitiinlemeye girecek
ogrenci sayilarinin tahmini yapilmistir. Bu sayilar tahmin edilirken Selguk Universitesi
Bilgisayar Miihendisligi Bolimii’nde 2015-2018 yillar1 arasinda verilen dokuz derse ait
verilerden olusan veri setleri kullanilmistir. Tez ¢alismasinda dokuz derse ait veri setinin
yant sira tiim derslerin bir araya getirilmesiyle olusturulan, tiim dersler veri seti
kullanilmistir. Bu sekilde on farkli veri seti olusturulmustur.

Bu veri setlerindeki eksik olan verilerin doldurulmasi icin EM algoritmasi
kullanilmistir. Eksik verilerin doldurulmasi isleminden sonra on veri setinin tamaminda
normalizasyon islemi uygulanmistir. Normalizasyon islemi degiskenlerin 0 ve 1
arasindaki degerlere atanmasidir.

Cizelge 4.1°de Veri Seti 10°da bulunan cinsiyet 6zelliginin say1 dagilimi, cinsiyet

niteligine gore sinava girme sayis1 ve yizdesi gosterilmistir.

Cizelge 4.1 Cinsiyetlere gore popiilasyon ve sinava girme yiizdeleri

Cinsiyet Kadin Erkek
Kisi Sayis1 663 1523
Popiilasyon Dagilim Yiizdesi 30,32 69,68
Sinava Giren Sayisi 444 848
Sinava Giren Yiizdesi 66,96 55,67

Cizelge 4.2°de Veri Seti 10°da bulunan biitiinlemeye kaldig1 ders sayist 5’ten az
olanlar ve 5 ve 5’ten fazla sayida dersten biitiinlemeye kalmis olanlar olarak
gruplanmistir. Bu yapilan gruplamaya gore sinava giren yiizdesi bulunup tabloda

gosterilmistir.
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Cizelge 4.2 Kalnan ders sayisina gore sinava girme yiizdeleri

Kaldig: Biitiinleme Sayisi 5 ’ten Az Olan 5 ve 5’tenFazla Olan
Kaldig1 Ders Sayisi 1438 748

Sinava Giren 902 390

Sinava Giren Yiizdesi 62,72 52,13

Uygulamaya baglanirken ilk olarak eksik verisi doldurulmus ve nominallestirilmis
olan veri seti on kullanilarak kalan dokuz ders veri setinde nasil bir YSA modeli
kullanilacaginin belirlenmesi igin 6grenme hizi (Learning Rate), iterasyon sayisi, ¢apraz
dogrulama (cross validation) ve momentum katsayist gibi YSA parametreleri
degistirilerek en iyi sonucu alacak bir YSA modeli kurgulanmistir. Cizelge 4.3’de alinan

sonuclar gosterilmistir.

Cizelge 4.3 YSA’nin farkli parametrelerle ¢aligtirilmasi

Cahstirma Numarasi1 Capraz Dogrulama Ogrenme Hizzz+  Momentum iterasyon Sayis1  Sonug (%)

1 5 0.6 0.3 3000 48.1922
2 5 0.6 0.3 500 51.8993
3 5 0.3 0.2 3000 55.3776
4 5 0.3 0.2 500 48.2838
5 10 0.3 0.2 500 58.9931
6 10 0.6 0.3 500 50.0686
7 10 0.3 0.2 3000 63.3867
8 10 0.6 0.3 3000 49.9771

Cizelge 4.3’de goriildiigli gibi 6grenme hizi, capraz dogrulama, momentum ve
iterasyon sayist degistirilerek alinan sonuglarda en iyi sonu¢ Cizelge 4.3’de gosterilen
7.calistirma satirinda elde edilmistir. Geriye kalan dokuz veri setinde de bu parametreler
kullanilmistir.

On ders veri setine ait nominallestirilmis veriler KA ve YSA algoritmalariyla

calistirilmis ¢ikan sonuglara ait karmasiklik matrisleri Boliim 4.1°de gosterilmektedir.
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4.1.Karar Agaci ve Yapay Sinir Aglar1 Karmasikhik Matrisleri

On derse ait veri setleri KA ve YSA ile c¢alistirilmasiyla elde edilen
smiflandirmalarin  dogrulugunun hesaplamak igin en basit ve metriklerden olan
karmagiklik matrisi kullanilmistir. Bu karmasiklik matrisleri Tablo 4.4 ile Tablo 4.13’te

arasindaki tablolarda gosterilmistir.

(Sin1f-0 Sinava girmeyen) (Sinif-1 Sinava giren)
) Dogru Pozitif (GP) Yanlis Pozitif (YP)
(S1nif-0 Sinava girmeyen)
(Simif-1 Siava giren) Yanlis Negatif (YN) Dogru Negatif (GN)
KararAgaci Yapay Sinir Aglar

Tablo 4.4 Veri Seti 1 Karmagiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Simif-1
Gergek | Smif-0 5 47 Gercek  Sinif-0 33 19
Sinif Simf-1 4 68 Sinif Simif-1 22 50

Tablo 4.4’de gosterilen karmasiklik matrisleri, Veri Seti 1’in KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 58,87 elde edilmistir. Aynm1 veri seti YSA ile
calistirlmasindan elde edilen sonucglar tahmin sinift (b)  karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 66,93 elde edilmistir.

Tablo 4.5 Veri Seti 2 Karmasiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Smuif-1
Gercek | Smif-0 16 16 Gercek | Simf-0 21 11
Swnif Smif-1 8 31 Sinif Sinif-1 11 28
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Tablo 4.5’de gosterilen karmasiklik matrisleri, Veri Seti 2’nin KA ile
calistirilmasindan elde edilen sonuglar tahmin siifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 66,19 eclde edilmistir. Ayni1 veri seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b) karmasiklik matrisi ile
gosterilmis olup dogruluk degeri 69,14 elde edilmistir.

Tablo 4.6 Veri Seti 3 Karmasiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Simif-1
Gercek  Simif-0 60 73 Gergek  Sinif-0 57 96
Sumif Sinif-1 34 224 Sinif Siif-1 37 201

Tablo 4.6’de gosterilen karmasiklik matrisleri, Veri Seti 3’tin KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 72,63 elde edilmistir. Ayni veri seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b) karmagiklik matrisi ile

gosterilmis olup dogruluk degeri 65,98 elde edilmistir.

Tablo 4.7 Veri Seti 4 Karmasiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Simif-1
Ger¢ek  Smif-0 56 13 Gergek  Simf-0 S7 12
Simif Sinif-1 23 104 Simif Simif-1 18 109

Tablo 4.7°de gosterilen karmasiklik matrisleri, Veri Seti 4’in KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 81,63 elde edilmistir. Aymi veri seti YSA ile
calistirllmasindan elde edilen sonucglar tahmin sinift (b)  karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 84,69 elde edilmistir.
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Tablo 4.8 Veri Seti 5 Karmagiklik Matrisleri

Tahmin Sinifi(a) Tahmin Stnifi(b)
Smif-0  Smf-1 Smif-0  Smif-1
Gercek  Smf-0 102 56 Ger¢ek  Smif-0 109 49
Sunif Sinif-1 28 282 Sunif Siif-1 47 263

Tablo 4.8’de gosterilen karmasiklik matrisleri, Veri Seti 5’tn KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 79,48 elde edilmistir. Aymi veri Seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b)  karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 82,51 elde edilmistir.

Tablo 4.9 Veri Seti 6 Karmagiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Simif-1
Gercek | Siif-0 211 43 Gercek | Simf-0 217 37
Simif Simif-1 65 178 Simif Simif-1 172 71

Tablo 4.9°de gosterilen karmagiklik matrisleri, Veri Seti 6’in KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 78,48 elde edilmistir. Aymi veri Seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b) karmagiklik matrisi ile

gosterilmis olup dogruluk degeri 57,94 elde edilmistir.

Tablo 4.10 Veri Seti 7 Karmagiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Smuif-1 Simif-0  Smuif-1
Gercek | Simf-0 19 14 Gergek | Simf-0 26 7
Simif Simif-1 10 41 Simif Simif-1 8 43
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Tablo 4.10°de gosterilen karmasiklik matrisleri, Veri Seti 7’in KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 71,42 elde edilmistir. Ayni1 veri seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b) karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 82,14 elde edilmistir.

Tablo 4.11 Veri Seti 8 Karmasiklik Matrisleri

Tahmin Sinifi(a) Tahmin Sinifi(b)
Simif-0  Simif-1 Simif-0  Simif-1

Gercek | Siif-0 19 3 Gercek | Simf-0 17 5
Sinif Sinif-1 4 36 Sinif Simf-1 3 37

Tablo 4.11°de gosterilen karmagiklik matrisleri, Veri Seti 8’in KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 88,70 elde edilmistir. Ayni1 veri seti YSA ile
calistirilmasindan elde edilen sonuglar tahmin smifi (b) karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 87,96 elde edilmistir.

Tablo 4.12 Veri Seti 9 Karmagsiklik Matrisleri

Tahmin Sinifi(a) Tahmin Snifi(b)
Simif-0  Simif-1 Simif-0  Simif-1
Gercek | Smif-0 96 44 Gercek | Sinif-0 105 35
Simif Simif-1 57 95 Simif Simif-1 34 118

Tablo 4.12°de gosterilen karmasiklik matrisleri, Veri Seti 9’un KA ile
calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis
olup dogruluk degeri olarak 65,41 elde edilmistir. Aym veri seti YSA ile
calistirlmasindan elde edilen sonucglar tahmin sinift (b)  karmasiklik matrisi ile

gosterilmis olup dogruluk degeri 76,36 elde edilmistir.

32



Tablo 4.13 Veri Seti 10 Karmagiklik Matrisleri

Tahmin Sinifi(a)

Ger¢ek
Stif

Simif-0 | Sif-1
Siif-0 431 462
Simif-1 416 876

Tahmin Sinifi(b)
Smif-0  Smf-1
Gergek  Siif-0 401 492
Sunif Simif-1 308 984

Tablo 4.13’de gosterilen karmagiklik matrisleri, Veri Seti 10°un KA ile

calistirilmasindan elde edilen sonuglar tahmin sinifi(a) karmasiklik matrisi ile gosterilmis

olup dogruluk degeri olarak 59,81 elde edilmistir. Aynmi veri seti YSA ile

calistirilmasindan elde edilen sonuglar tahmin smifi (b)

gosterilmis olup dogruluk degeri 63,38 elde edilmistir.

karmagiklik matrisi ile

Sekil 4.1°de Gergeklestirilen ¢aligmalardan elde edilen duyarlilik degerleri toplu

bir sekilde gosterilmistir.
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M Karar Agaci m YSA

Sekil 4.1. Sinif-0 ve Sinif-1 i¢in Karmagiklik Matrisi Dogruluk Degerleri
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4.2.Karar Agaci ve Yapay Sinir Aglari ile Edilen Sonuglar

Bu calismada, on veri seti i¢gin EM algoritmast kullanilarak eksik verileri
doldurulmustur Eksik verileri giderilmis veri setleri lizerinde siniflandirma sonuglarini
iyilestirmek i¢in normalizasyon islemi yapilmistir. On veri seti i¢inde en fazla veriye sahip
olan Veri Seti 10 tizerinde YSA’ya ait ¢esitli parametreler degistirilerek siniflandirma
basarisi en yiiksek olan hiper parametre degerleri kullanilmistir. Tiim veri setlri YSA ile
calistirilirken on capraz dogrulama kullanilmistir. Tiim veri setleri YSA ve KA

algoritmasinda ¢alistirilarak Cizelge 4.4’te sonuglar elde edilmistir.

Cizelge 4.4 Veri Setleri Uzerindeki Algoritmalarin Smmiflandirma Dogruluk Oranlart

Dersin Tamim Karar Agac1 % YSA %
Veri Seti 1 58,87 66,93
Veri Seti 2 66,19 69,14
Veri Seti 3 72,63 65,98
Veri Seti 4 81,63 84,69
Veri Seti 5 79,48 82,51
Veri Seti 6 78,26 57,94
Veri Seti 7 71,42 82,14
Veri Seti 8 88,70 87,96
Veri Seti 9 65,41 76,36
Veri Seti 10 59,81 63,38
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5. SONUCLAR

Bu calisma kapsaminda Selguk Universitesi'nde 2015-2018 yillar1 arasinda
okutulan dokuz derse ait 6grenci verilerini barindan veri setleri kullanilmigtir. Bu dokuz
veri seti birlestirilerek onuncu veri seti olusturulmustur. Bu veri setleri iki farkli algoritma
ile calistirilmis elde edilen sonuglarla biitiinleme sinavina giren 6grenci sayisinin tahmini
amaglanmstir.

Tez caligmasinda O6n calisma olarak veri setlerindeki eksik olan veriler EM
algoritmasiyla doldurulmus. Tiim veri setlerinde siniflandirma sonuglarinm iyilestirmek
icin normalizasyon iglemi yapilmistir.

Tez ¢aligmasinin birinci uygulamasi i¢in veri setleri lizerinde galigtirilacak YSA
algoritmasinda daha iyi sonuglar alabilmek i¢in veri seti on lizerinde YSA algoritmasinin
O0grenme hiz1 iterasyon sayisi, capraz dogrulama ve momentum katsayist gibi gesitli
parametreleri degistirilerek testler yapilmis. Testlerin sonucunda en yiliksek dogrulugu
veren parametreler kullanarak geriye kalan dokuz veri seti iizerinde c¢aligmalar
yapilmustir. Tiim veri setlerinde on ¢apraz dogrulama yapilmaistir.

Veri seti on, diger dokuz veri seti birlestirilerek olusturulmustur. Yapilan
caligmalarda diger dokuz veri setinde alinan sonuglarin onuncu veri setine gére daha iyi
olmasinin nedeni birden fazla dersten kalan 6grencilerin baz1 dersleri secerek biitiinleme
sinavina girmis olmasi olarak degerlendirilmistir. Bu veri setinde dersleri degistirerek
daha yiiksek bir sonug¢ alinabilir. Ayrica kullanilan veri setleri Bilgisayar Miihendisligi
ders havuzunda genellikle ilk iki y1lda okutulan derslerdir. Bu ders veri setine gelecekteki
uygulamalarda diger yillarin verileri veya baska boliimlere okutulan derslerde eklenerek
daha yiiksek bir sonug elde edilebilir.

Calismada ikinci uygulama i¢in de veri setleri ilizerinde calistirilacak KA
algoritmasinin parametrelerine karar verebilmek farkli ¢apraz dogrulama parametreleri
ile veri seti on iizerinde testler yapilmis. Testlerin sonucunda en yiiksek dogrulugu veren
parametreyle geriye kalan dokuz veri seti ¢aligtirilmistir.

Veri setlerinin KA ve YSA algoritmalariyla galistirilmasiyla alinan sonuglarin
simiflandirmalarin  dogrulugunu hesaplamak ic¢in karmagiklik matrisi kullanilmigtir.
Karmasiklik matrisi sonrasi elde edilen dogruluk degerleri tablolarda gosterilmistir.

KA ve YSA algoritmalarinin veri setlerinin {izerinde ¢alistirilmasi ile elde edilen

sonuglar Cizelge 4.4’te gosterilmis. Alinan sonuglar kiyaslandiginda YSA algoritmasi ile
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biiyilik oranda KA algoritmasindan daha iistiin bir siniflandirma basarisi elde edilebilecegi

sonucuna varilmistir.
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